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Preface

This book aims at providing researchers and practitioners with a valuable compen-
dium of the latest significant advances in the field of heat and mass transfer. The
book covers a set of topics of particular interest ranging from heat transfer in power
generation to heat and mass transfer in new and emerging technologies. The book
comprises 19 chapters arranged in eight sections, which include: Introduction, Heat
Transfer in Industrial Processes, Heat Transfer in Power Generation, Heat and Mass
Transfer in New and Emerging Technologies, Multi-phase Flows and Phase Change,
Thermodynamics and Thermophysical Properties, Mass Transfer Processes and
Theoretical Approaches for Heat Transfer Problems. Several chapters within the
book include theoretical and numerical modeling and simulation developments,
which are increasingly contributing to the current state of the art in heat and mass
transfer.

This book has been possible thanks to the outstanding contributions of many scien-
tists, researchers, and engineers in the field of heat and mass transfer, and also the
exceptional work of the professionals at IntechOpen. All contributions are sincerely
acknowledged and truly appreciated..

I sincerely believe that the content of the book will be of interest to researchers,
practitioners, and graduate students within the many disciplines and applications
involved

Dr. Alfredo Iranzo
Energy Engineering Department,

School of Engineering,
University of Sevilla,

Sevilla, Spain
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Chapter 1

Introductory Chapter: Heat
and Mass Transfer - Advances
in Science and Technology
Applications
Alfredo Iranzo

1. Introduction

Heat and mass transfer is the core science for many industrial processes as well 
as technical and scientific devices. Automotive, aerospace, power generation (both
by conventional fossil-based technologies and also by renewable energies), indus-
trial equipment and rotating machinery, materials and chemical processing, and 
many other industries are involving heat and mass transfer processes.Consequently, 
both heat transfer and mass transfer are disciplines of the highest significance
in technology and industry and obviously also in research and academia. As an
example, over 10,000 journal publications are published every year with the latest
scientific developments.

This book, titled Heat and Mass Transfer: Advances in Science and Technology 
Applications, intends to provide researchers and practitioners with a valuable
compendium of significant advances in the field of heat and mass transfer, focusing 
both on the scientific and research fields and also on applications within industrial 
scenarios. There is a clear rationality in presenting both heat and mass transfer
within a single book, as it must be considered that both processes are governed by
very similar mathematical equations, particularly in the case of diffusion and con-
vection (however, heat radiation is not having a similar process in mass transfer).

The book includes 19 chapters, arranged in a set of 8 sections according to the
logic and significance of its contents. The book comprises sections focused on
industrial applications, such as heat transfer in industrial processes or heat transfer
in power generation. An extensive collection of chapters dealing with heat and 
mass transfer process relevant to industry is included, such as steam boilers, heat
exchanger optimization, cryogenics, concentrated solar power (CSP), additive
manufacturing processes for metals, supercritical CO2 precipitation, falling film
evaporators, or non-Newtonian fluids in mixing vessels. Other sections such as
thermodynamics or theoretical approaches for heat transfer problems are involving 
chapters more focused on scientific aspects, with topics covering bio-convective
linear stability, diffusion of Fe2B layers on steels, Rayleigh convection in viscoelastic
fluids, irreversible thermodynamics, or calculation of thermal properties, among 
others. The book also contains sections covering heat and mass transfer in new
and emerging technologies, multiphase flows and phase change, and mass transfer
processes.

Experimental setups and results are covered within the book, but as modeling 
and simulation techniques are increasingly contributing to the development of
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heat and mass transfer research and applications, several chapters are involving 
theoretical and numerical modeling and simulation developments and examples, 
also including computational fluid dynamic (CFD) applications. The application 
of optimization methods such as response surface methodology (RSM) and genetic 
algorithm (GA) is also covered within the book. At the end of each chapter, a rich 
number of references are included for ensuring the continuity and further reading 
on each particular topic. 

Some of the classic and well-known references covering both introductory and 
advanced topics are the books from Incropera et al. [1] or Rohsenow et al. [2]. A 
recognized handbook also covering many aspects in mass transfer is written by 
Cheremisinof and Adams [3] as well as the book by Bird, Stewart, and Lightfoot on 
transport phenomena [4]. For heat and mass transfer topics in chemical engineer-
ing, the handbook from Perry and Green [5] is also recommended. 

I sincerely believe that the content of the book will be of interest to researchers, 
practitioners, and graduate students within the many disciplines and applications 
involved. 

Author details 

Alfredo Iranzo 
University of Sevilla, Sevilla, Spain 

*Address all correspondence to: airanzo@us.es 

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/ 
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 2

Design of Industrial Falling Film
Evaporators
Muhammad Wakil Shahzad, Muhammad Burhan
and Kim Choon Ng

Abstract

The high performance evaporators are important for process industries such as
food, desalination and refineries. The falling film evaporators have many advan-
tages over flooded and vertical tubes that make them best candidate for processes
industries application. The heat transfer area is the key parameter in designing of an
evaporator and many correlations are available to estimate the size of tube bundle.
Unfortunately, most of the correlation is available only for pure water and above
322 K saturation temperatures. Out of these conditions, the areas are designed by
the extrapolation of existing correlations. We demonstrated that the actual heat
transfer values are 2–3-fold higher at lower temperature and hence simple extrapo-
lated estimation leads to inefficient and high capital cost design. We proposed an
accurate heat transfer correlation for falling film evaporators that can capture both,
low temperature evaporation and salt concentration effectively. It is also embedded
with unique bubble-assisted evaporation parameter that can be only observed at
low temperature and it enhances the heat transfer. The proposed correlation is
applicable from 280 to 305 K saturation temperatures and feed water concentration
ranges from 35,000 to 95,000 ppm. The uncertainty of measured data is less than
5% and RMS of regressed data is 3.5%. In this chapter, first part summarized the all
available correlations and their limitations. In second part, falling film evaporation
heat transfer coefficient (FFHTC) is proposed and model is developed. In the last
part, experimentation is conducted and FFHTC developed and compared with
conventional correlations.

Keywords: heat transfer, falling film, evaporator design, seawater evaporator

1. Introduction

The falling film evaporators currently leading in the processes industries because
they have many advantages over submerged tubes evaporators. In the past, the
vertical tubes evaporators were considered as most efficient but now they have
been replaced by falling film evaporators due to its distinctive nature of operation.
The submerged and vertical tubes evaporators are normally not fast responsive to
many operational parameters. On the other hand, the falling film evaporators
respond fast to feed quality and heat source supplied. These properties make them
very efficient to operate across small temperature differences so that they can be
arranged in cascading manners for maximum efficiency. In addition, falling film
evaporators have many other advantages such as:

9
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1.1 Advantages of falling film evaporators 

The falling film evaporators have following advantages over flooded 
evaporators: 

1. Compact design due to improved heat transfer. 

2. Improved wettability provides uniform heat transfer properties across the 
tubes. 

3. Less charge requirement, two to three times the evaporation rate. 

4.Fast operation and short contact time for working fluid, favourable for food 
industry. 

5. Falling film washed away the deposition on tubes that minimize the chances of 
fouling on tube surfaces. 

The falling film evaporators also have many advantages over vertical tubes 
evaporators such as: 

1. Smaller size as compared to vertical tubes for same capacity due to high heat 
transfer coefficient. 

2. Falling film evaporator tubes are available with different 
corrugations to enhance the heat transfer rates as compared to vertical 
tube evaporators. 

3.Multi pass tube bundle design for required operation as compared to single 
pass vertical tubes evaporators with limited operations. 

4.Larger length to diameter ratio evaporator design is possible as compared to 
vertical tubes that help to enhance wettability and minimize the chances of 
dry-outs and flooding. 

5. The compact design reduces the overall piping work as compared to single pass 
large size vertical design. 

6.Due to vertical stacking arrangement, the overall footprint can be small in large 
industries by using falling film evaporators. 

It can be seen clearly that falling film evaporators have many advantages over 
submerged and vertical tubes evaporators but there is lack of heat transfer data at 
sub-atmospheric temperature. Particularly, below 323 K, there is no data available 
in the literature. This was one of the main motivations for this work. 

2. Heat transfer review for falling film evaporators 

An efficient design of falling film evaporators is important especially for food 
and desalination industries. Conventionally, the empirical and theoretical correla-
tions available in the literature are employed for the heat transfer area estimation. 
Most of correlations are based on different refrigerants and at near atmospheric 
temperature. Only few correlations are available for pure water for 322 K and above 

10 



Design of Industrial Falling Film Evaporators 
DOI: http://dx.doi.org/10.5772/intechopen.84230 

saturation temperatures. Table 1 provides the detail of many researchers’ work 
related to heat transfer correlations. It also highlighted the studies of different 
operational parameters impact on heat transfer. 

Reference Investigators Detail 

Basic correlation development 

[1] Uche et al. Investigation of heat transfer coefficient for different 
heat source temperature and different flow velocities for 
vertical and horizontal tubes evaporators 

[2] Ribatski and Jacobi Heat transfer coefficient values development for water 
and other refrigerants for horizontal evaporators fitted 
with single and multi tubes 

[3] Adib et al. Experimentation on vertical tubes evaporators for heat 
transfer coefficient investigation. They found good 
agreement with published data [4–8] 

[9] Parken and Fletcher Correlation development for non-boiling conditions 

[10] Han and Fletcher Heat transfer coefficient correlation development for 
falling film evaporators for boiling conditions above 
322 K saturation temperatures 

[11–13] Fujita et. al Analytical model development for falling film 
evaporators with R-11 refrigerant. The measured 
accuracy was ˜ 20% 

Operational parameters impact investigation 

[11, 14–17] Liu et al., Fujita et al., Yang 
et al., Parken et al., Ribatski 
et al. 

Film Reynold number investigation on heat transfer 
coefficient and main conclusions are: 

a. Heat transfer increase with Reynold number 
b. Heat transfer decrease to its minimum value and 

then increase 
c. Heat transfer increase to maximum and then drop 

[18] Lorenz and Yung Investigation of single tube and multi tubes arrangement 
on heat transfer. They also found that the critical 
Reynold number is below 300 and single tube have good 
heat transfer as compared to array of tubes 

[19] Thome et al. Heat transfer study on different tube geometry such as 
Gewa-B, plain surface, turbo-BII HP and high heat flux 
tubes. They found a stark difference in heat transfer 
values 

[11] Fujita et al. Tubes array and feed header impact on heat transfer was 
studied and showed that top row has low heat transfer 
due to direct exposure of feed 

[14] Liu et al. Tubes geometry impact was investigated and concluded 
that roll worked tubes heat transfer is 3–4 fold higher 
them smooth tubes 

[20] Aly et al. Film thickness impact was studied and found that 
thickness has negative impact on heat transfer 

[21–23] Moeykens et al. and Chang et al Impact of different refrigerants such as R-141b, R22, 
R123 and R-134a were studied and found enhanced heat 
transfer by additional distribution plats 

[24] Bourouni et al. The characteristic dimensions effect was investigated 
and found that heat transfer enhanced significantly with 
increase in evaporator size 

Table 1. 
Literature summary on heat transfer coefficient investigation and operational parameters impact. 
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The heat transfer correlations available in the literature are based on different 
parameters and they have some limitations. Table 2 showed most famous and 
widely accepted heat transfer coefficient correlations and their limitations. 

The most commonly used correlation is proposed by Han and Fletcher for 
horizontal tube falling film evaporators. They developed this correlation for pure 
water at saturation temperature ranges from 322 to 393 K. It can be noticed that 
there are two major gaps in available literature; firstly, no data is available for 
evaporation heat transfer for below 322 K and secondly, there is lack of data for salt 
solution as boiling point elevation changes with salt concentration. These two fac-
tors are important for processes industries falling film evaporators design as most of 
processes are performed below 322 K such as in food and desalination industries 
[30–42]. This was the main motivation of this study, to provide detailed parameters 
for falling film evaporators design for process industries. We developed falling film 
heat transfer coefficient (FFHTC) correlation for saline water evaporation from 280 
to 305 K saturation temperatures. We also demonstrated the effect of salt concen-
tration on heat transfer and LMTD. This will help to design efficient falling film 
evaporators for processes industries. 

3. Falling film heat transfer coefficient development 

The idea was to modify the famous and well accepted Han and Fletcher’s corre-
lation to incorporate the different salt concentration effect and expanded to low 
range temperature evaporation. This will help to fill two major gaps as mentioned 
earlier in processes industries evaporators design. 

3.1 Theoretical model 

The dimensionless terms such as Nusselt, Reynolds and Prandtl numbers in the 
Han and Fletcher’s correlation are adequate to incorporate the liquid film thermal 
effect in heat transfer. As per steam properties table, the specific volume of steam is 
rapidly changes at low temperature and it might have significant effect on heat 
transfer. At low temperature, the generation of microbubbles at tubes surfaces 
rapidly detach due to low density and it agitate the thermal barrier formed by liquid 
film. The conventional heat transfer correlations are not able to capture this effect. 
The heat transfer enhancement due to micro-bubble generation and detaching is an 
important phenomenon at low temperature and need to be captured in heat transfer 
correlation for efficient evaporator design. 

The basic form of Han and Fletcher’s correlation is shown in Eq. (1). 

˜ °1=3μ2 lhevap gρ2 l 0:85¼ Nu ¼ 0:0028ðReΓ Þ0:5ð ÞPr (1)
kl 

The constants and indices can be found from the boundary conditions of falling 
film evaporators. The heat supplied to the evaporator can be calculated by the 
energy balance of hot water circulation through the tubes as presented in Eq. (2). 

˛ ˝ 
To TiQ in ¼ mch,wCpch,w ch,w � ch,w (2) 

The overall heat transfer coefficient (Uoverall) can be calculated by using the 
saturation temperatures of evaporator and log mean temperature difference 
(LMTD) parameters as shown in Eq. (3). 
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mch,wCpch,wUAoverall ¼ (3)9 >>>>>>= 
Toutð ch,w �Tsat 

The Dittus-Boelter correlation can be applied to investigate the local heat trans-
fer coefficient for falling film evaporators as shown in Eq. (4). 

Nu ¼ 0:023Re0:25Prn (4) 

Now, falling film heat transfer coefficient for evaporation can be calculated by 
applying Eqs. (1)–(4). The material resistance is neglected due to very thin tube 
wall (less than 0.7 mm). Eq. (5) presents the calculation process for falling film heat 
transfer coefficient. 

8 >>>>>>< 

Tout � Tin 
ch,w ch,w 

Þ� Tinð ch,w �TsatÞ 
Tout �Tsatch,w 

>>>>>>: 
ln 

>>>>>>;
Tin �Tsatch,w 

1 1 1 ¼ þ Rwall þ (5)
UA hA hAtubeside outside 

The unknown parameters in Eq. (5) are calculated by the planned experiments 
as discussed in the following sections. 

3.2 Experimental apparatus 

The pilot facility of adsorption desalination (AD) cycle in Mechanical Engineer-
ing (ME) Department of NUS is utilized to investigate the unknown parameters for 
FFHTC correlation development. The AD pilot facility is shown in Figure 1. 

The AD cycle has four major components such as (a) reactor beds packed with 
adsorbent, (b) evaporator, (c) condenser and (d) circulation pumps. In addition, 
there is also a conditioning facility and pre-treatment facility to perform test at an 
accurate conditions. The flow schematic of AD cycle is shown in Figure 2. 

To investigate the falling film heat transfer coefficient, evaporator is designed 
with horizontal tubes arranged in staggered manner. There are four rows of tubes 
and each row has 12 tubes installed in four pass arrangements. The tubes are 

Figure 1. 
Adsorption cycle pilot installed at NUS, Singapore (published with PI permission [43, 44]). 
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Figure 2. 
Adsorption cycle flow schematic with detailed components (published with author’s permission [43, 44]). 

Parameters Values Units 

Number of tubes 52 

Length of each tube 2000 mm 

Tube outer diameter 25 mm 

Tube thickness 1.0 mm 

No of passes 2 

Shell diameter 600 mm 

Shell length 1800 mm 

Table 3. 
Adsorption cycle evaporator design parameters. 

fabricated with special outside and inside profile to enhance heat transfer. The 
design parameters of evaporator are given in Table 3. 

3.2.1 Experimental procedure 

There are three liquid circuits in the system those are important to control and 
maintain for a successful experiment. Firstly, the chilled water circulation through 
the tubes of evaporator to maintain required saturation temperature. An accurate 
thyristor controlled heater is installed to control chilled water temperature within 
˜ 0.15 K. A vacuum rated feed pump help to spray water from pool of evaporator 
below tubes bundle to the tubes surface. To maintain the liquid level in the evapo-
rator, the evaporated quantity refluxed back from condenser as a close loop. 

Secondly, the cold water supply to the adsorption bed to remove the heat of 
adsorption. The adsorber bed directly communicates to evaporator to adsorb the 
vapors and release the heat of adsorption. This heat must be removed to maintain 
the vapor uptake otherwise it can be drooped to very low quantity. The cooled 
water flow through the cooling tower on the rooftop to reject heat to the ambient. 

Lastly, the heat source to the desorber bed to regenerate the adsorbent. Once the 
adsorber bed fully saturated, it cannot take more vapor and it has to be regenerated 
for next adsorption process. The hot water is circulated through the tubes of the bed 
to supply heat of desorption to the adsorbent. The hot water temperature is 
maintained either by heater or solar thermal collectors. 
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Since whole system is operating at sub-atmospheric pressure so it is required to 
remove the non-condensable gases. A vacuum pump is connected to all the major 
components to remove non-condensable in case on any leakage. Table 4 shows the 
operation parameters of AD cycle. 

The system is instrumented with highly accurate sensors to extract real time 
data. For example, for pressure measurements, Yokogawa pressure transducers are 
installed. These sensors can measure 0–60 kPa (abs) with accuracy of ˜0.25%. 
Similarly, liquid flow is measured by KROHNE flow meters (accuracy ˜ 0.5%) and 
temperatures are recorded by OMEGA 10 kΩ thermistors (accuracy ˜ 0.15 K). All 
sensors are connected to Agilent system for data logging. 

Parameters Values Units 

Chilled water flow rate 50 LPM 

Sea water flow rate (Г) 1.8 LPM/m of tube length 

Feed water salinity range 35,000–95,000 ppm 

Table 4. 
Experimental operational parameters of adsorption pilot. 

Figure 3. 
Micro-bubbles agitation of liquid film on evaporator tube surfaces captured by camera (published with 
author’s permission [43, 44]). 

Figure 4. 
Conventional thermal barrier braking phenomenon due to bubble agitation (published with author’s 
permission [43, 44]). 
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To capture the event of micro-bubble formation at low pressure, a high speed 
camera was installed on evaporator. The camera successfully captured the agitation 
of liquid film on tube surface due to formation and detaching of micro-bubbles as 
shown in Figure 3. The phenomenon of breaking the liquid thermal barrier due to 
film agitation is presented in Figure 4 step by step. The natural temperature gradi-
ent within liquid film on tubes surface is the major bottle neck in heat transfer. The 
micro-bubble generation at low temperature agitates this barrier due to low density 
and produce turbulence as also captured by camera. The micro-bubble, firstly 
agitate the liquid film and break thermal barrier that enhance heat transfer. Sec-
ondly, when it moves up due to low density, it draw heat and provide space to 
adjacent liquid to have direct contact with tube surface that helps faster heat 
transfer rates. 

4. Results and discussion 

The overall heat transfer coefficient (U) was calculated at assorted heat source 
and salt concentrations. The evaporator chilled water temperature was varies from 
10 to 40°C and salt concentration from 35,000 to 95,000 ppm. The typical trend is 
presented in Figure 5 at 90,000 ppm salt concentration. The similar trend was 
observed at other concentration values. 

The two important results can be concluded, firstly, the U values drop over 25% 
due to salt concentration at lower temperature but this impact is not very significant 
at higher temperature. This might be due to propertied change at higher tempera-
ture. Secondly, The U values are higher at lower temperature and this is due to 
micro-bubble generation and detaching phenomenon as described earlier. The same 
trend of U values at all concentrations strengthens the argument of micro-bubble 
enhanced heat transfer phenomenon. 

Figure 5. 
Overall heat transfer coefficient profiles at 90,000 ppm salt concentration and different chilled water 
temperatures (with author’s permission [43, 44]). 
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The falling film heat transfer coefficient (FFHTC) values are then calculated by 
using the methodology presented in the earlier section and presented in Figure 6. It 
can be noticed that FFHTC follows the same trend as U values at assorted heat 
source and salt concentrations. 

The noticeable point in the plot is the heat transfer coefficient values drop 
initially with drop in evaporator vapor space temperature and achieve minimum 
values at 300 K. Once the vapor space temperature dropped further down, the heat 
transfer values start increasing. The increasing trend is even sharper below 295 K 
vapor space temperature and this is because of rapid change in vapor specific 
volume. The vapor specific volume change can divide the evaporation processes 
into three categories; namely, film surface evaporation, transition and micro-bubble 
assisted evaporation. The sharp change in specific volume below 295 K help to 
generate micro-bubble that detach from tube surface immediately due to low den-
sity and agitate the thermal barrier resulting increase in heat transfer rates. This 
phenomenon is observed and captured for the first time and named as “micro-
bubble assisted film evaporation”. 

It can be clearly noticed that micro-bubbles play an important role at low 
temperature to enhance the heat transfer. The traditional heat transfer coefficient 
correlations are not able to capture this unique phenomenon. All correlations avail-
able in the literature can only work in film surface evaporation zone. Their extrap-
olation to capture transition and micro-bubble assisted zone also cannot predict an 
accurate value and heat exchanger designed based on these values cannot perform 
up to the level. Hence there is an urgent need for the development of an accurate 
heat transfer coefficient correlation to capture these two zones for efficient heat 
exchanger design. 

A new correlation is proposed for falling film heat transfer coefficient that can 
efficiently capture transition and micro-bubble assisted evaporation at assorted salt 
concentration. The proposed model was written in FORTRAN and fitted with 
experimental data conditions. All important parameters such as heat flux, flow 
velocity and vapor properties were also included. Most importantly, the salt con-
centration and vapor specific volume parameters those were missing in conven-
tional correlations are also embedded in the proposed correlation as shown in 
Eq. (6) [48, 49]. 

Figure 6. 
Experimental film evaporation heat transfer coefficient profiles at different saturation temperature and 
different salt concentrations (with author’s permission [43, 44]). 
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( � ��0:333 � � � ��2 0:45μl �2:18 Pr 
4:0 S

hfallingfilm ¼ 0:279 Re ð Þ  2: exp �ð Þ  13g:ρl 2Kl 30000 
� � � � ��
Tevap 

� q � Vevap
: g þ 0:875 : (6)

322 DT 52:65 

The proposed correlation is applicable from 280 to 305 K saturation temperatures. 
It also captures the feed water concentration ranges from 35,000 to 95,000 ppm. The 
film Reynolds number (ReГ) ranges from 45 to 90 and Prandtl number (Pr) from 5 to 
10. In proposed correlation, the first term control the thermally driven evaporation 
and second terms capture bubble assisted evaporation phenomenon that is missing in 
the conventional correlations. The proposed model results are presented in Figure 7. 
It can be noticed that model has good agreement with experimental results. The 
uncertainty of measured data is less than 5% and RMS of regressed data is 3.5%. 

Conventionally, the Han and Fletcher correlation is applied in the industry for 
low temperature rages with its extrapolated results. The comparison of actual heat 
transfer values calculated by the experiments is compared with extrapolated Han 
and Fletcher values and it can be observed from Figure 8 that there is huge differ-
ence. The conventional Han and Fletcher correlation can only capture film evapo-
ration zone accurately but bubble assisted evaporation is totally out of range. The 
unique feature of “bubble assisted evaporation” can only be captured by the pro-
posed falling film heat transfer coefficient correlation that boost heat transfer 2–3 
fold. As a result, for process industries where the saturation temperature is below 
295 K, the evaporator can be compact and low cost as compared to current design. 
The proposed correlation is timely and important for efficient design of falling film 
evaporator for process industries. 

Figure 7. 
The proposed falling film heat transfer coefficient correlation with experimental results (with author’s 
permission [43, 44]). 
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Figure 8. 
Proposed falling film heat transfer coefficient compared with conventional Han & Fletcher’s extrapolated 
values (with author’s permission [43, 44]). 

5. Summary 

The horizontal falling film evaporators have many advantages over submerged 
and vertical tubes evaporators. Currently, there is no heat transfer correlation that 
can capture evaporation at low temperature especially below 295 K with different 
salt concentration. This is very important for efficient design of process evapora-
tors. A horizontal tube falling film heat transfer coefficient correlation is proposed 
to capture effect, low temperature and salt concentration. It is demonstrated that 
the actual heat transfer values at low temperature can be 2–3 fold higher than the 
estimated values due to unique bubble-assisted evaporation phenomenon. The pro-
posed correlation is applicable from 280 to 305 K saturation temperatures and feed 
water concentration ranges from 35,000 to 95,000 ppm. The uncertainty of mea-
sured data is less than 5% and RMS of regressed data is 3.5%. 
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Nomenclature 

μl liquid viscosity (kg/m-s) 
kl liquid conductivity (W/m K) 
Pr Prandtl number 
q input heat flux (W/m2) 
Tevap evaporator saturation temperature (K) 
Tsaturation evaporator saturation temperature (K) 
Tch, in 
vg 

chilled water inlet temperature (K) 
vapor specific volume (m3/kg) 

ΔT Tch,out ˜ Tevap 
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ρl liquid density (kg/m3) 
ReΓ Film Reynolds number 
S feed water salinity (ppm) 

Abbreviations 

EHTC evaporation heat transfer coefficient 
FFEHTC falling film evaporation heat transfer coefficient 
MED multi-effect desalination 
MSF multi stage flash evaporation 
AD adsorption desalination 
LMTD log mean temperature difference 
ppm part per million 

Author details 

Muhammad Wakil Shahzad*, Muhammad Burhan and Kim Choon Ng 
Water Desalination and Reuse Center (WDRC), King Abdullah University of 
Science and Technology, Thuwal, Saudi Arabia 

*Address all correspondence to: muhammad.shahzad@kaust.edu.sa 

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/ 
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

22 

http://creativecommons.org/licenses


Design of Industrial Falling Film Evaporators 
DOI: http://dx.doi.org/10.5772/intechopen.84230 

References 

[1] Uche J, Artal J, Serra L. Comparison 
of heat transfer coefficient correlations 
for thermal desalination units. 
Desalination. 2002;152:195-200 

[2] Ribatski G, Jacobi AM. Falling film 
evaporation on horizontal tubes—A 
critical review. International Journal of 
Refrigeration. 2005;28:635-653 

[3] Adib TA, Heyd B, Vasseur J. 
Experimental results and modeling of 
boiling heat transfer coefficients in 
falling film evaporator usable for 
evaporator design. Chemical 
Engineering and Processing. 2009;48: 
961-968 

[4] Chun KR, Seban RA. Heat transfer to 
evaporating liquid films. Transactions of 
the the American Society of mechanical 
Engineers: Journal of Heat Transfer. 
1971;93(C):391-396 

[5] Prost JS, Gonzaalez MT, Urbicain MJ. 
Determination and correlation of heat 
transfer coefficients in a falling film 
evaporator. Journal of Food 
Engineering. 2006;4(73):320-326 

[6] Ahmed SY, Kaparthi R. Heat transfer 
studies of falling film heat exchangers. 
Indian Journal of Technology. 1963;1: 
377-381 

[7] McAdams WH, Drew TB, Bays GS. 
Heat transfer to falling—Water films. 
Transactions of American Society of 
mechanical Engineers. 1940;62:627 

[8] Herbert LS, Stern UJ. An 
experimental investigation of heat 
transfer to water in film flow. Canadian 
Journal of Chemical Engineering. 1968; 
46:401-407 

[9] Parken WH, Fletcher LS. An 
experimental and analytical 
investigation of heat transfer to thin 
water films on horizontal tubes. Report 

UVA-526078-MAE. University of 
Virginia; 1977. pp. 77-101 

[10] Han JC, Fletcher LS. Falling film 
evaporation and boiling in 
circumferential and axial grooves on 
horizontal tubes. Industrial and 
Engineering Chemistry Process Design 
and Development. 1985;24:570-575 

[11] Fujita Y, Tsutsui M. Experimental 
investigation of falling film evaporation 
on horizontal tubes. Heat Transfer-
Japanese Research. 1998;27:609-618 

[12] Fujita Y, Tsutsui M, Zhou Z-Z. 
Evaporation heat transfer of falling 
films on horizontal tube—Part 1, 
analytical study. Heat Transfer-Japanese 
Research. 1995;24:1-16 

[13] Fujita Y, Tsutsui M, Zhou Z-Z. 
Evaporation heat transfer of falling 
films on horizontal tube—Part 2, 
experimental study. Heat Transfer-
Japanese Research. 1995;24:17-31 

[14] Liu ZH, Yi J. Falling film 
evaporation heat transfer of water/salt 
mixtures from roll-worked enhanced 
tubes and tube bundle. Applied Thermal 
Engineering. 2002;22(1):83-95 

[15] Yang LP, Shen SQ. Experimental 
study of falling film evaporation heat 
transfer outside horizontal tubes. In: 
Conference on Desalination and the 
Environment; Halkidiki, Greece. 2007 

[16] Parken WH et al. Heat-transfer 
through falling film evaporation and 
boiling on horizontal tubes. Journal of 
Heat Transfer—Transfer The American 
Society of mechanical Engineers. 1990; 
112(3):744-750 

[17] Ribatski G, Thome JR. Experimental 
study on the onset of local dryout in an 
evaporating falling film on horizontal 
plain tubes. Experimental Thermal and 
Fluid Science. 2007;31(6):483-493 

23 

http://dx.doi.org/10.5772/intechopen.84230


Heat and Mass Transfer - Advances in Science and Technology Applications 

[18] Lorenz JJ, Yung D. Film breakdown 
and bundle-depth effects in horizontal 
tube, falling-film evaporators. Journal of 
Heat Transfer—Transfer The American 
Society of mechanical Engineers. 1982; 
104(3):569-571 

[19] Roques JF, Thome JR. Falling films 
on arrays of horizontal tubes with R-
134a. Part II: Flow visualization, onset of 
dry out, and heat transfer predictions. 
Heat Transfer Engineering. 2007;28(5): 
415-434 

[20] Aly G, Al-Hadda A, Abdel-Jawad M. 
Parametric study on falling film 
seawater desalination. Desalination. 
1897;65:43-55 

[21] Moeykens S, Pate MB. Spray 
evaporation heat transfer performance 
of R-134a on plain tubes. ASHRAE 
Transactions. 1994;100(2):173-184 

[22] Moeykens S, Kelly JE, Pate MB. 
Spray evaporation heat transfer 
performance of R-123 in tube bundles. 
ASHRAE Transactions. 1996;102(2): 
259-272 

[23] Chang TB, Chiou JS. Spray 
evaporation heat transfer of R-141b on a 
horizontal tube bundle. International 
Journal of Heat and Mass Transfer. 
1998;42:1467-1478 

[24] Bourouni K, Martin R, Tadrist L, 
Tadrist H. Modelling of heat and mass 
transfer in a horizontal tube falling film 
evaporators for water desalination. 
Desalination. 1998;116:165-184 

[25] Xu L, Ge M, Wang S, Wang Y. Heat 
transfer film coefficients of falling film 
horizontal tube evaporators. 
Desalination. 2004;166:223-230 

[26] Chun KR, Seban RA. Heat transfer 
to evaporating liquid films. The 
American Society of mechanical 
Engineers Journal of heat transfer. 1971; 
11:391-396 

[27] Alhusseini AA, Tuzla K, Chen JC. 
Falling film evaporation of single 
component liquids. International 
Journal of Heat and Mass Transfer. 
1998;41(12):1623-1632 

[28] Shmerler JA, Mudawwar I. Local 
evaporative heat transfer coefficient in 
turbulent free-falling liquid films. 
International Journal of Heat and Mass 
Transfer. 1988;31(4):731-742 

[29] Chien LH, Tsai YL. An experimental 
study of pool boiling and falling film 
evaporation on horizontal tubes in R-
245fa. Applied Thermal Engineering. 
2011;31:4044-4054 

[30] Shahzad MW, Burhan M, Ng KC. 
The fallacy of energy efficiency for 
comparing desalination plants: A 
standard primary energy approach. 
Nature Clean Water. DOI: 10.1038/ 
s41545-018-0028-4 

[31] Shahzad MW, Burhan M, Ghaffour 
N, Ng KC. A multi evaporator 
desalination system operated with 
thermocline energy for future 
sustainability. Desalination. 2018;435: 
268-277 

[32] Shahzad MW, Burhan M, Son HS, 
Seung Jin O, Ng KC. Desalination 
processes evaluation at common 
platform: A universal performance ratio 
(UPR) method. Applied Thermal 
Engineering. 2018;134:62-67 

[33] Ng KC, Shahzad MW. Sustainable 
desalination using ocean thermocline 
energy. Renewable and Sustainable 
Energy Reviews. 2018;82:240-246 

[34] Shahzad MW, Burhan M, Ng KC. 
Pushing desalination recovery to the 
maximum limit: Membrane and thermal 
processes integration. Desalination. 
2017;416:54-64. DOI: 10.1016/j. 
desal.2017.04.024 

[35] Ng KC, Shahzad MW, Son HS, 
Hamed OA. An exergy approach to 

24 



Design of Industrial Falling Film Evaporators 
DOI: http://dx.doi.org/10.5772/intechopen.84230 

efficiency evaluation of desalination. 
Applied Physics Letters. 2017;110: 
184101. DOI: 10.1063/1.4982628 

[36] Shahzad MW, Burhan M, Li A, Ng 
KC. Energy-water-environment nexus 
underpinning future desalination susta 
inability. Desalination. 2017;413:52-64 

[37] Shahzad MW, Ng KC. An improved 
multi-evaporator adsorption 
desalination cycle for GCC countries. 
Energy Technology. 2017. DOI: 10.1002/ 
ente.201700061 

[38] Shahzad MW, Ng KC, Thu K. 
Future sustainable desalination using 
waste heat: Kudos to thermodynamic 
synergy. Environmental Science: Water 
Research & Technology. 2016;2:206-212 

[39] Thu K, Kim Y-D, Shahzad MW, 
Saththasivam J, Ng KC. Performance 
investigation of an advanced multi-effec 
t adsorption desalination (MEAD) cycle. 
Applied Energy. 2015;159:469-477 

[40] Shahzad MW, Thu K, Kim Y-d, Ng 
KC. An experimental investigation on 
MEDAD hybrid desalination cycle. 
Applied Energy. 2015;148:273-281 

[41] Ng KC, Thu K, Seung Jin O, Li A, 
Shahzad MW, Ismail AB. Recent 
developments in thermally-driven 
seawater desalination: Energy efficiency 
improvement by hybridization of the 
MED and AD cycles. Desalination. 2015; 
356:255-270 

[42] Shahzad MW, Ng KC, Thu K, Saha 
BB, Chun WG. Multi effect desalination 
and adsorption desalination (MEDAD): 
A hybrid desalination method. Applied 
Thermal Engineering. 2014;72:289-297 

[43] Shahzad MW, Myat A, Gee CW, Ng 
KC. Bubble-assisted film evaporation 
correlation for saline water at sub-
atmospheric pressures in horizontal-
tube evaporator. Applied Thermal 
Engineering. 2013;50:670-676 

[44] Shahzad MW. The hybrid multi-
effect desalination (MED) and the 
adsorption (AD) cycle for desalination 
[doctoral thesis]. National University of 
Singapore; 2013 

25 

http://dx.doi.org/10.5772/intechopen.84230


Chapter 3

Review Heat Transfer of
Non-Newtonian Fluids in
Agitated Tanks
Vitor da Silva Rosa and Deovaldo de Moraes Júnior

Abstract

The heating and  ooling of non-Newtonian liquids in tanks with me hani al
impellers are operations  ommonly employed as  hemi al rea tors, heat
ex hangers, distillers, extra tors, thinners and de anters. In parti ular, the design of
heat ex hangers (ja kets, heli al  oils, spiral  oils and verti al tubular baffles) in
tanks requires the prior knowledge of the rheology of the liquid for the  al ulation
of the  onve tion  oeffi ients and the Reynolds number, in order to obtain the area
thermal ex hange. This  hapter aimed to present the basi  on epts of tanks with
agitation, non-Newtonian liquids, hydrodynami s, heat transfer and, finally, with a
pra ti al design example for engineers and undergraduate students.

Keywords: non-Newtonian liquid, tank agitation, heat transfer, rheology

1. Introduction

The agitation and mixing of liquids are an operation  ommonly used in  hemi-
 al, petro hemi al, food and pharma euti al pro esses. In general, the aforemen-
tioned operation is performed in tanks (usually  ylindri al shape) with me hani al
impellers [1]. Generally, agitation refers to for ing a fluid by me hani al means to
flow in  ir ulatory or similar pattern inside a vessel [2]. Mixing is the random
distribution into and through one another, of two or more initially separate phases
[3]. Mixing is a hieved by moving material from one region to another [4].

The quality of the mixture is the main parameter that is asso iated with the
effi ien y of the heat transfer and mass transfer operations o  urring in tanks with
agitation and mixing.

Most of the liquids stirred and mixed in tanks, are polymer solutions and paint
mixtures, as well as mineral pulps and food pastes, whi h exhibit a non-Newtonian
rheology [5].

Thus, this arti le will address a  hapter with the main  on epts on the hydrody-
nami s of agitation, and, subsequently, the basi parameters of heat transfer in the
agitation of non-Newtonian liquids independent of time are detailed, be ause they
represent about 85% of all liquids o  urring in industrial pro esses. At the end of the
arti le, an example of the design of a tank with heating and agitation of a
pseudoplasti liquid will be presented, applying the equations that will be presented
in the  ourse of this text.
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2. Non-Newtonian liquids 

Non-Newtonian liquids have a non-linear relationship between shear stress and 
shear rate, so that the apparent viscosity of this liquid is a function of the rate 
applied by the source promoter of the amount of movement  

Rheology classifies non-Newtonian liquids into three large groups: 
(a) time-independent, (b) time-dependent and (c) viscoelastic [6]  

Liquids independent of time have their apparent viscosity varying depending on 
the shear rate and the temperature (Figure 1)  

The rheological model of Ostwald de Waele [7] or model of the law of the 
powers, as presented in Eq  (1), has a good adjustment to the data obtained exper-
imentally in rheometers and viscometer, in the shear rate range between 10 and 

�11000 s   

˜ ° n⇀
τ ¼ k ∇v (1) 

The constant k (consistency factor) and the exponent N (consistency index) are 
obtained experimentally in viscometers and rheometers  When index n is less than 1, 
the liquid is pseudoplastic with decrease in apparent viscosity according to the varia-
tion in shear rate, such as the food liquids and polymer solutions  With index n equals 
1 the liquid is Newtonian as water and hydrocarbons  In case of index n greater than 
1, the liquid is dilating with increase in apparent viscosity as the increase in shear rate, 
such as the starch suspensions and some mineral sludge  

Viscoplastic liquids, which require a yield stress, are adjusted satisfactorily by 
the Herschel-Bulkley model (Eq  (2))  

˜ ° n⇀
τ � τ0 ¼ k ∇v (2) 

The yield stress (τ0) is obtained experimentally being a constant parameter of 
each type of liquid  

The apparent viscosity can be calculated from Eqs  (1) and (2) replacing the 
shear stress term by the following definition (Eq  (3)): 

Figure 1. 
Classification of time-independent liquids. 
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˜ °n!
η ¼ τ=∇ v (3) 

There are other models (Casson, Ellis, and Carreau) that have a more accurate 
adjustment of the a  arent viscosity variation with the shear rate, when com ared 
with the model of the law of the  owers. However, these models have several 
constants that must be ex erimentally determined. 

Time-de endent liquids (Figure 2) are classified as thixotro ics with decreased 
a  arent viscosity with time and reo tical with increased a  arent viscosity over 
time [8]. 

The thixotro ic fluid has an ascending curve similar to  seudo lastics, however, 
due to hysteresis ( henomenon caused by the variation of a  arent viscosity with 
time), the relaxation of the liquid occurs by a downward curve that differs from the 
curve u . In the case of the reo etic liquid, the inverse occurs, and the ascending 
curve is similar to the dilating fluid. 

The influence of time on a  arent viscosity variation is difficult to achieve and 
with little accuracy by theoretical models, however, liquids such as food  astes have 
a great variation in hysteresis, which should be considered in the design of a tank 
with agitation. The most  ractical form is from tests in a rheometer in the so-called 
round-tri  test. The sam le is subjected to countless cycles of ascending and 
descending in the shear rate, in order to raise curves similar to those shown in 
Figure 2. 

In the design of tanks with mechanical im ellers and even other unitary o era-
tions (such as  um ing and heat exchangers), the variation of hysteresis is consid-
ered almost negligible in these liquids, so that the model of the law of the  owers 
satisfies design requirements  erfectly. 

Finally, the last class of non-Newtonian liquids is called viscoelastic. These 
liquids have at low shear rates a behavior tending to the solid state, and  arameters 
such as modulus of elasticity are obtained ex erimentally in vibratory rheometers. 
In the case of submission to high shear rates, these liquids have similar behavior to 

Figure 2. 
Time-dependent liquids. 
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the liquid phase as the anionic polyacrylamide, which is used as an agent for 
flocculant water treatment plants. 

A curious effect of viscoelastic liquids during a stirring and  lending operation is 
the so-called effect of Weissen erg, which is characterized  y the liquid  eing fixed 
in the impeller during its rotation and clim ing through the shaft. Therefore, when 
this type of liquid is agitated, the rotations employed must  e low (lower than 
50 rpm) and it is recommended to use a helical impeller of dou le tape. 

The heat transfer in the agitation of Newtonian liquids and non-Newtonian 
liquids is intimately linked to hydrodynamics,  ecause the flow occurring in the 
fluid and in the peripheries of the tank influences significantly how the heat is 
transmitted  etween the promoter source for all the liquid that will  e warmed or 
cooled. 

3. Hydrodynamics of agitation and mixing of non-Newtonian liquids 

The flow in stirring and mixing units is a function of the type of mechanical 
impeller used, which can  e of axial type and radial type. 

The axial type impeller promotes a flow predominantly parallel to the impeller 
shaft, directing the liquid to the  ase of the tank. The most common axial impeller 
used in industrial processes is the pitched  lade tur ine (PBT), which can have 
from two to four paddles and angles  etween 30 and 60°, the conventional one, a 
PBT with four paddles inclined to 45° (Figure 3A). They are recommended for 
mixing suspended solids and in processes requiring low to moderate tur ulence 
(with Reynolds num er  etween 4000 and 40,000). There are other types of axial 
impellers such as the helical tape (for liquids with high viscosities), the naval 
propeller (for mixtures of immisci le liquids with moderate tur ulence) and the 
propellants with teeth (for high shear in the mixture of pigments) [9, 10]. 

Radial type impellers promote fluid flow, in the output of the same and in the 
direction of the tank wall, and therefore, the power consumption  y the electric 
motor is higher when compared to an axial impeller. The most common radial 
impeller used in industrial processes is the Rushton tur ine (RT) with six flat  lades 
or flat Six Blade Impeller (Figure 3B). There are tur ines of four paddles to eight 
paddles,  ut they are poorly used and, in the case of liquids with high viscosity, it is 
recommended to use radial impeller type anchor [11]. 

Figure 3. 
(A) Pitched blade turbine and (B) Rushton turbine. 
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The radial impeller is used for mixtures of mixed and immiscible liquids and 
gases with liquids, usually in situations that require ma or turbulence, aiming at 
rapid mixing times (in the range of 9–14 s). 

A big problem with the processing and blending in tanks was the standardization 
of the dimensions that the tank must possess in relation to its peripherals (impeller, 
impeller position in the tank, baffles and draft tubes). Rushton et al. [12] presented 
several relationships based on experimental results, in which if followed, the quality 
of the mixture is potentiated, the amount of plates of the tank is minimized (diam-
eter equal to the height to tank with lid) and the power consumption is close to the 
smallest possible, which in terms of engineering is excellent. 

Figure 4 presents a scheme of the standard dimensions proposed by the afore-
mentioned researchers. When a tank is designed out of these specifications, this 
tank is called non-standard. 

The main design parameters of a tank with stirring and mixing (regardless of the 
operation in which the equipment is intended) are the power consumption, the 
mixing time, the thermal efficiency and the efficiency of the mass transfer. 

Non-Newtonian liquids have high apparent viscosities, usually in the range of 
500–2000 cP so that the mechanical impeller when stirring this liquid will cause a 
viscous energy dissipation, which is directly proportional to the consumption of 
useful power by the impeller. In the pro ect, the introduction of energy into the 
system and calculation of its contribution in the source of heating or cooling in the 
tank should be taken into account. 

The viscous dissipation function for a stirring system is written according to 
Eq. (4) [14]. 

˜ ° 2ϕV ¼ 2τrr 2 þ 2τθθ 
2 þ 2τZZ 

2 þ τrZ 
2 þ τrθ 

2 þ τZθ =η2 (4) 

Eq. (4) is considered the components of normal stresses in the three directions in 
cylindrical coordinates and the shear components in the radial direction with the 
axial and tangential planes and in the axial direction with the tangential plane. The 
shear stress components are suitable for a rheological model appropriate to the type 
of liquid that will be agitated and heated or cooled. 

Figure 4. 
Geometric relations fixed by Rushton, Costich and Everett 7: 1) tank wall; 2) height of liquid level; 3) 
mechanical impeller shaft; 4) baffle; 5) mechanical impeller. With the following relationships: 
S1 ¼ Dt=Da ¼ 3;S2 ¼ E=Da ¼ 1;S3 ¼ L=Da ¼ 1=4;S4 ¼ W=Da ¼ 1=5;S5 ¼ J=Dt ¼ 0:1 and S6 ¼ H=Dt ¼ 1 
Moraes Júnior e Moraes [13]. 
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Considering a pseudoplastic liquid, shear stresses can be calculated by the model 
of the Power  aw (Eq. (1)). Finally, the power consumed by the mechanical impel-
ler is given by Eq. (5). 

ð 
P ¼ ηϕVrdrdθdz (5) 

The analytical solution of Eq. (5) is not feasible due to the complexity of the 
viscous dissipation function by involving nonhomogeneous partial derivatives of 
high order. 

Another alternative is the solution by semi-empirical models obtained by 
Buckingham’s Pi theory, which relates the response variable (in this case the power 
consumption) with the independent variables through the fundamental quantities. 

In Eq. (6), the empirical model is presented for calculating power consumption 
as a function of adimensional numbers. 

� �a � �b0 P NDa 
2ρ 

0 
DaN2 

c0 ¼ K0 ðgeometryÞ (6)5ρN3Da η g 

The first term to the left in Eq. (6) is the number of power (NP); on the right 
limb evaluating from left to right has itself the Reynolds number, the number of 
Froude, and the geometric relations. It is noteworthy that the constant K0 and the 

0 0exponents a , b0 and c are obtained experimentally and are functions of the type of 
impeller, the type of tank, the presence of baffles and the rheology of the fluid in 
agitation. 

In most agitation systems, the same contains baffles, so the number of Froude 
becomes negligible in relation to the Reynolds number. Eq. (6) can be rewritten for 
a given geometry simplified in Eq. (7). 

Np ¼ K 0 Re a
0 

(7)ð Þ  

It can be noted that the Reynolds number (flow parameter) has a significant 
effect on power consumption, as well as in heat transfer, as discussed in topic 3. 

In the agitation and mixing of Newtonian liquids, the calculation of the Reynolds 
number is simple, because the apparent viscosity reduces the dynamic viscosity, 
which is tabulated as a function of the temperature for several liquids. In the case of 
non-Newtonian liquids the calculation is no longer simple and becomes a problem 
of closure, because a rheological model needs to be chosen and its parameters 
determined experimentally. 

Considering that the liquid follows the model of the power law (valid for 
pseudoplastics and dilatants), the apparent viscosity is calculated by Eq. (8). 

⇀ 
�n�1 

η ¼ k ∇v (8) 

Thus, the Reynolds number is written as (Eq. (9)): 

NDa 
2ρ

Re ¼ � �n� (9)1 
k ∇⇀ v 

The shear rate required for calculating the Reynolds number can be calculated 
by solving the equation of the amount of motion applied to a control volume (in this 
case the tank with agitation and mixing), as shown in Eq. (10). 
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ρDv=Dθ ¼ �∇p þ ∇ðη∇vÞ þ ρg (10) 

As in Eq. (5), the solution of Eq. (10) is unfeasible, since the velocit  components 
in the three directions and the temporal component are relevant in agitation and 
mixing s stems. Besides that, the internal geometr  of the tank (through the presence 
of the mechanical impeller and the baffles) makes the anal tical solution impractica-
ble. An alternative to numerical solution is the determination of some function that 
describes the variation of shear rate in relation to rotation of the mechanical impeller, 
thus, it is not necessar  to directl  determine the shear rate, which would enable the 
calculation of the Re nolds number. 

Metzner and Otto [15] performed a pioneering work in the agitation and mixing 
of non-Newtonian liquids in the search for this function that relates the shear rate 
and the rotation of the mechanical impeller. The researchers worked with tanks in 
the range of 6–22 inches stirring carbox meth lcellulose (CMC) solutions, 
Carbopol and the Attasol. All these substances are pol mers widel  used in indus-
trial processes and it was found that in aqueous solutions, these pol mers follow the 
model of the law of the powers. 

B  following the model of the law of the powers, these pol mers in aqueous 
solution have their apparent viscosit  as a function onl  of temperature and varia-
tion of the shear rate, which decreases the complexit  of the problem. 

The researchers presented a method to relate, in an experimental wa , the shear 
rate with the rotation of the mechanical impeller, based on the following assump-
tions: (a) the consistenc  index (n) of the power law was adopted as constant, 
despite there is a slight variation of this parameter with the shear rate, but in terms 
of design, this variation is negligible; (b) the flow of non-Newtonian liquids occurs 
preferentiall  in the laminar regime so that there is no detachment of the boundar  
la er which is the surface of the mechanical impeller and (c) the variation of the 
shear rate occurs exclusivel  due to the rotation of the mechanical impeller and not 
in relation to the rheolog  of the liquid. 

With the last premise, it was assumed that there is a mean shear rate that varies 
onl  in function of rotation so that this parameter represents all the fluctuations of 
shear rate occurring during the agitation of the liquid. In Eq. (11), the definition of 
this mean parameter is presented: 

⇀∇v ¼ ksN (11) 

The constant ks is determined experimentall  according to the t pe of mechan-
ical impeller and its geometr  and the tank under anal sis. Table 1 shows the values 
of the constant ks for some t pes of mechanical impellers. It is noteworth  that 
Eq. (11) is valid onl  for non-Newtonian liquids independent of the pseudoplastics-
t pe time (n < 1). 

Impeller Number of baffles Da (m) Dt /Da ks(n < 1) 

Radial with 6 flat blades 0 0.051–0.20 1.3–5.5 11.5 � 1.5 

Radial with 6 flat blades 4 0.051–0.20 1.3–5.5 11.5 � 1.5 

Axial with 4 paddles 4 0.12 2.13 10.0 

Anchor 0 0.28 1.02 11.0 � 1.5 

Table 1. 
Values of ks for various types of mechanical impellers [5]. 
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In Eq. (12), the Reynolds of Metzner and  tto is presented, and the use of it 
depends on the knowledge of the rheological parameters of the model of the power 
law (k and n) and the constant ks. 

N2�n 2ρ:DaReMO ¼ (12)
k:ks

n�1 

Calderbank and Moo-Young [16] disagreed with Metzner and  tto [15] in 
determining the function that relates the shear rate with the rotation only in one of 
the premises; for them the variation of the shear rate besides relying on the rotation 
of the mechanical impeller, is also a function of the rheology of the liquid. 
Thus, the researchers used a similarity approach with the Reynolds of Metzner 

and Reed [17] (Eq. (13)) modified for a stirring system. 

� �nÞ1�nDa 
2Nρð8N 4n

ReMR ¼ (13)
k 3n þ 1 

The constant 8 that appears in Eq. (13) is obtained from the original definition of 
Reynolds by Metzner and Reed, valid for the flow of non-Newtonian liquids inside 
pipes. Thus, Eq. (13) was generalized replacing the constant 8 with a constant B, 
which is the function of rheology and the shear rate of the fluid, as presented in 
Eq. (14) (Reynolds of Calderbank and Moo-Young [16]): 

1�n �nDa 
2NρðBNÞ � 

4n
ReCM ¼ (14)

k 3n þ 1 

The value of parameter B is calculated using Eq. (15) for pseudoplastic liquids, 
with an error of approximately 10%: 

h i 
2 2B ¼ ðDt=DaÞ = ðDt=DaÞ � 1 (15) 

If the tank follows the standard geometry model proposed by Rushton, Costich 
and Everett [10], the value of parameter B is 11. 
Tanguy et al. [18] presented a more reticent view as to the observation of 

Calderbank and Moo-Young [16] in relation to the dependence of the shear rate 
with the rheology of the liquid. 
The researchers investigated with various types of impellers such as anchor-type 

and observed that variations in the behavior index (n) in the range 0.3–0.95 did not 
provide a significant variation of the constant ks and parameter B. Thus, they con-
cluded that the Metzner and  tto model [15] for being simpler should be applied. 
However, the concept presented by the researchers can be extended to the axial 

impellers with four paddles and radial turbine type. For example, the value of the 
constant ks for the radial impeller turbine is 11.5, while the value of B is 11, presenting 
a deviation of 4.3%, which in terms of engineering design is little significant. 
Soon it is recommended in tank projects with agitation, mixing and heat transfer 

of non-Newtonian liquids, the use of Reynolds by Metzner and  tto [15] is 
recommended for being simpler to calculate and with excellent accuracy. 
The researchers previously mentioned found a relation to the shear rate with the 

rotation of the mechanical impeller through an empirical model based on data 
obtained in an experimental way. However, in the last decades, the numerical 
solution by computational fluid dynamics (CFD) has been employed to solve the 
equation of the amount of movement (Eq. (10)) for complex geometries, which 
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enables the determination of the field of speeds and thus the shear stresses at any 
point in the domain. 

Ameur and Bouzit [14  studied the power consumed by a two-blade radial 
mechanical impeller in a tank without baffles in the agitation of a pseudoplastic 
liquid. The authors used the model of the law of the powers (Eq. (8)) for the 
prediction of the apparent viscosity and varied the index of behavior of the liquid 
between 0.7 and 1.0. 

With the results obtained in the simulation, a theoretical model was determined 
to predict the number of power (Eq. (16)) according to a generalized Reynolds 
number (Eq. (17)), the height of the liquid level (H), diameter impeller (Da), tank 
diameter (Dt) and rheology of the liquid: 

h ih i0:000209 � n� H Dað� Þ ð Þ3 1:2Dt 0:23DtNp ¼ 114:1 þ 0:56e 170 � 166e 6:2e (16)
Reo 

2ρN2�nDaRe0 ¼ (17)
k 

Eq. (16) has validity for agitation of pseudoplastic liquids in tanks without 
chicane with Reynolds between 0.1 and 10. The results obtained in the simulation 
were validated with the experimental work of Bertrand and Couderc [19  so that 
there was an excellent adherence of the experimental data with Eq. (16). 

In terms of design, this work contemplate very low Reynolds number. In most 
cases found industrially, the values for the Reynolds are in the range of 200 to 800, 
so that the results obtained in the simulation should be uses with caution. 

A phenomenon of difficult prediction in the agitation of Newtonian and non-
Newtonian liquids is turbulence, which can be defined in a few words such as a 
transient, rotational event and fluctuations in velocity components. These variables 
make the analysis of the equation of the movement very complex, originating 
terms, such as the Reynolds tensor, which requires experimental parameters to give 
a closure to the equation. 

Wu [20  studied the application of six turbulence models, such as the “Reynolds 
stress model”, in the agitation of non-Newtonian fluid in a tank with mechanical 
impeller. The tank under study is an anaerobic reactor and non-Newtonian fluid is a 
mud characterized as pseudoplastic following the model of the law of powers with 
consistency index (n) ranging from 0367 to 1000. 

Turbulence models are applied with the agitation from an axial impeller with 
four flat blades at 45° (PBT) and a modification of the same with curved blades. The 
author presents with detail the mathematical treatment of the constitutive equa-
tions and the difficulty of obtaining the results in the simulation by CFD, because in 
this case, he considered the transient process (which exponentially increases com-
putational time). Finally, the results were validated experimentally and there was a 
distancing of 30% of the results. 

Taking into account the complexity from the analysis of turbulence in tanks with 
agitation, the variation of rheological properties and errors of the numerical solu-
tion, the deviation presented is acceptable and the study becomes very relevant for 
the theme in question. 

Sossa-Echeverria and Taghipour [21  evaluated the use of axial-type impellers 
placed on the lateral side of the tank aiming to stir pseudoplastic liquids. The CFD 
tool was used for the analysis of the vector field formed by the impellers, and the 
study was conducted in the laminar region, with Reynolds between 10 and 200. 

The results were experimentally validated with the agitation of Carbopol 
solutions and the field of velocities was obtained by the particle image velocimetry 
(PIV) technique. In this technique, spherical particles of a reflective material are 
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placed in the tank and a laser positioned orthogonal to the tank wall, which emits 
radiation and the same is reflected in the moving particles, thus enabling in real 
time the determination of vectors. There was an e cellent adherence between the 
e perimental data and those predicted by the simulation, so the authors provided a 
diagram of the number of power according to the Reynolds number. 

In general, in terms of design, CFD simulation has been quite useful in estimat-
ing parameters during agitation without the need to perform a large amount of 
e periments, however, it should not be forgotten that the e perimental results are 
validation of the models obtained in the simulations. 

4. Heat transfer 

4.1 Calculation of the thermal exchange area 

Heat e changers are chemical and biochemical reactors and in tanks with 
mechanical impellers are the jackets, the helical coils, the spiral coils and the vertical 
tube baffles [22]. The vertical tube baffles in addition to e changing heat with the 
stirring fluid avoid the formation of vortices that can be harmful to the quality 
efficiency of the mi ture [23]. 

Optimally, the heat e change system of a tank is projected on a permanent basis 
through the classical design equation (Eq. (18)): 

A ¼ Q=U:LMTD (18) 

The coefficient U usually called the overall heat transfer coefficient or the global 
coefficient of performance of the heat e changer is the parameter that relates the 
mechanisms of thermal e change (conduction, convection and radiation), the flow, 
the properties of the liquid and the geometry of the control volume with the thermal 
e change area. 

In Eq. (18), the coefficient U is assumed to be constant independent of the 
temperature variation and liquid viscosity, besides being invariant with the process 
time. In the case of liquids with high viscosities (such as heavy oils), the coefficient 
U may have variations during the process due to the viscosity gradient that occurs 
as a function of temperature, in which case this problem is eliminated with the 
introduction of caloric temperature (valid for Newtonian liquids). 

However, in the case of non-Newtonian liquids, the approach of the caloric 
temperature is not adequate due to the variation of the apparent viscosity with the 
shear rates caused by the rotation of the mechanical impeller. In any case, the 
transient regime is very prominent in the heating or cooling of non-Newtonian 
liquids, which makes it impossible to use Eq. (18) for calculating the thermal 
e change area [24]. 

Rosa and Moraes [1] presented a deduction from the first law of thermodynam-
ics applied to a tank in Newtonian fluid agitation for transient regime operations; 
however, at that moment the effect of viscous dissipation in the process as 
described in Item 2 of this te t was not considered, which for non-Newtonian 
liquids is indispensable. 

In order to contemplate the effect of viscous dissipation, consider a tank per-
fectly insulated in which a non-Newtonian liquid is placed and a mechanical impel-
ler. This liquid will be heated by another liquid through a heat e changer (which 
can be a jacket or serpentine or vertical tubular chicane). The operation will occur in 
batch. Eq. (19) illustrates the first law of thermodynamics in terms of rate: 
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˜ ° ˜ ° 2 2Qvc �Wvc þ we he þ ve =2 þ gze �ws hs þ vs =2 þ gzs ¼ dEvc =dθ (19) 

Consider the following hypotheses for design: (1) As the tan  is perfectly 
insulated, there are no liquid flows of heat between the tan  and the external 
environment, (2) the  inetic and potential energy variations are negligible in 
relation to the enthalpies and (3) perfectly agitated tan . The term regarding to the 
wor  is related to the contribution of the viscous dissipation generated by the 
rotation of the impeller, which will be considered. 

The derivative present in Eq. (19) is referent to the total energy variation of the 
control volume. With the hypotheses mentioned above, this derivative summarizes 
the variation of internal energy so that it is equal to the variation of enthalpy for 
incompressible liquids. Finally, the enthalpy can be written in function of the 
specific heat as the constant pressure and the derivative is summarized as the “bul ” 
temperature variation (perfectly agitated tan  condition). 

Eq. (20) is a presented Eq. (18) after the hypotheses mentioned: 

dtb whcphðT1 � TÞ �Wvc ¼ Mcpc (20)
dθ 

The left-hand side of Eq. (18) is a source of thermal exchange, so that it can be 
written according to coefficient U (Eq. (21)). 

whcphðT1 � TÞ ¼ UALMTD (21) 

Replacing Eq. (21) in Eq. (20), you have: 

dtbUAfðT1 � TÞ=½lnðT1 � tb=T � tbÞ�g �Wvc ¼ Mcpc (22)
dθ 

The integration of Eq. (22) depends on two analyses: (1) The coefficient U must 
be constant during the process; otherwise, it is necessary to  now its variation 
according to the apparent viscosity and time. (2) It is necessary to determine an 
expression for the wor  (viscous dissipation). 

The wor  provided by the impeller to the liquid is equivalent to the power con-
sumption, so the same can be calculated by the power number, according to Eq. (23). 

5Wvc ¼ NpρN3Da (23) 

According Rosa [24], the heating of non-Newtonian liquids of the pseudoplastic 
type occurs with the constant U coefficient. Therefore, replacing Eq. (23) in 
Eq. (22), considering the constant U coefficient and integrating, you have: 

˛ ˝
K1whcphðT1 � TbÞ �Wvc K1whcphln ¼ �  θ (24)
K1whcphðT1 � Tb0 Þ �Wvc Mcpc 

Eq. (24) should be solved by trial and error for the constant K1 until the 
convergence between the right and left limbs occurs. The thermal exchange area is 

U 1 � K1 

calculated from Eq. (25). 
˛ 

whcphA ¼ ln 
1 

˝ 

(25) 

The solution of Eq. (25) implies the determination of coefficient U, which will be 
detailed in Section 4.2. 

37 

http://dx.doi.org/10.5772/intechopen.85254


Heat and Mass Transfer - Advances in Science and Technology Applications 

4.2 Overall heat transfer coefficient 

Mathematically, the coefficient U is written according to the thermal exchange 
mechanisms however, in the heating and cooling of Newtonian and non-Newtonian 
li uids in tanks, convection is the predominant mechanism, so that the conduction 
and radiation can be despising, according to E . (26). 

1 1 1 ¼ þ (26)
U hi ho 

The internal n coefficient convection (hi) is referring to the li uid traversing 
the interior of the heat exchanger, in this case the jacket or the serpentine or the 
vertical tubular baffle. Usually these li uids are Newtonians, so that the expressions 
for the calculation of the internal coefficient of convection are known in the 
literature. 

Rosa and Moraes [1] discussed in detail the main e uations used for the coeffi-
cient hi in tanks with agitation, so in this topic, the main discussion will be in 
relation to the external convection coefficient (ho). 

The coefficient ho represents the mechanism of forced convection occurring in 
the agitation of the non-Newtonian li uid, which depends on the geometry of the 
tank and the mechanical impeller, the flow and the physical properties of the li uid. 
The convection coefficient is calculated on the external surface of the heat 
exchanger based on the condition of e ual thermal flow between the li uid travers-
ing the interior of the surface and the li uid being agitated (E . (27)). 

k0ð∂T=∂rÞr¼Rho ¼ �  (27)ðTs � T00Þ 

The solution of E . (27) depends on the determination of the temperature profile 
of the non-Newtonian li uid in agitation. The temperature profile can be calculated 
from the application of the energy e uation (E . (28)) to the control volume (tank 
with agitation). 

ρcpDT=Dθ ¼ k0∇2T þ ηΦ0 þ β0TDp=Dθ þ q 
0 0 0  

(28) 

It is not possible to calculate the convection coefficient in an analytical way that 
the solution of E . (28) depends on the previous solution of the e uation of the 
movement  uantity (E . (10)) and as previously seen is not feasible due to the 
complex geometry of the tank. 

As an alternative, as in power consumption, the convection coefficient is 
obtained by an empirical model, obtained through the Buckingham’s Pi theory 
(E . (29)): 

˜ ° a˜ ° ˜ °b choDt NDa 
2ρ Cpη η ¼ K (29)

k0 η k0 ηw 

In E . (29), the coefficient ho is calculated from the number of the Nusselt, being 
a function of the number of Reynolds, Prandtl number and relation between the 
apparent viscosities calculated at the “bulk” temperature of the li uid in agitation 
and the viscosity calculated at the temperature of the external surface of the heat 
exchanger. The constant and exponents of E . (29) are experimentally determined 
according to the type of tank, the type of mechanical impeller, the type of heat 
exchanger and whether the tank contains baffles. 
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However, the use of Eq. (29) depends on two parameters  (1) The choice of a 
rheological model suitable for non-Newtonian fluid in agitation and (2) The model 
that will relate the shear rate occurring with the rotation of the mechanical impeller. 

As quoted, most of the non-Newtonian liquids are pseudoplastics and follow the 
model of the law of the powers, so that the shear rates and the rotation of the 
mechanical impeller are mainly related by the models of Metzner and Otto [15] and 
Calderbank and Moo-Young [16]. But as if seen ahead, several researchers have 
used other ways to relate the shear rate with the rotation of the mechanical impeller. 

Carreau et al. [25] conducted a study in the heating and cooling of pseudoplastic 
fluids (aqueous solutions of carboxymethylcellulose and Carbopol 934) in a tank 
with an internal diameter of 0.76 m equipped with an axial impeller with four 
paddles inclined to 45° and a simple jacket. The study was carried out in transient 
regimen and the authors neglected the effect of viscous dissipation caused by 
mechanical impeller to agitation fluid. 

The authors used the method of Wilson similar to using by Chilton et al. [26] to 
obtain the parameters of Eq. (29); however, they noticed a convergence problem in 
the method in relation to obtaining the exponent of the number of Prandtl, due to 
the variation of the apparent viscosity with the rotation of the mechanical impeller. 

In this way, the authors introduced a concept called differential viscosity (μd) 
that is nothing more than the relationship between the derivative of shear stress by 
the shear rate; however, for values of shear rates above 500 s�1, the differential 
viscosity remains constant, as shown in Eq. (30). This is a reasonable consideration 
because at high rotations of the mechanical impeller, the apparent viscosity of 
pseudoplastic fluids tends to remain constant  

˜ ° 
⇀

μd ¼ dτ=d∇v 
⇀ (30)

∇v !00 

The authors presented a variation of the Reynolds number based on the concept of 
Metzner and Otto [15] and Calderbank and Moo-Young [16] as shown in Eq. (31). 

N2�nDa 
2ρ

ReCarreau ¼ ˛ ˝n (31)Þ 6nþ2ðk=8 n 

The authors proposed two correlations, one for heating and one for cooling, 
according to Eqs. (32) and (33), respectively  

0:67 0:33Nu ¼ 3:41ðReCarreauÞ ðPrCarreauÞ (32) 

0:67 0:33Nu ¼ 1:43ðReCarreauÞ ðPrCarreauÞ (33) 

In Eqs. (32) and (33), the absence of the relative term of viscosities in tempera-
ture “Bulk” by the temperature of the wall is noted, which caused a great difference 
between the proportionality constants, 3.41 for the heating and 1.43 for the cooling, 
although the inclinations are the same, based on the equality of the exponents of the 
Reynolds and Prandtl numbers. Eqs. (32) and (33) have an error of 11.8 and 14.0%, 
respectively. 

In order to engage the heating and cooling phenomena in a single equation, the 
authors used the differential viscosity as a function of a modified exponent, as 
shown in Eq. (34). 

˙ ˆ0:24=n 
0:70 0:33 μ

Nu ¼ 1:474ðReCarreauÞ ðPrCarreauÞ (34)
μdw 
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The error of Eq. (34) is 19.3%, slightly higher tha  the error of Eqs. (30) a d 
(31). I  terms of e gi eeri g desig , the Nusselt equatio , if possible, should be 
able to predict heati g a d cooli g i  the same system of agitatio , aimi g at ease 
for the e gi eer, but without losi g the predictability of the phe ome o . Eq. (34) 
has validity for Rey olds betwee  100 a d 5000, Pra dtl i  the ra ge of 100–800, 
a d co siste cy i dex betwee  0.343 a d 0.633. 

Hagedor  a d Salamo e [27] carried out a study of heati g pseudoplastic fluids 
i  a ta k operati g i  a batch with a jacket, aimi g to obtai  a  expressio  that 
would allow calculati g the co vectio  coefficie t with axial, radial a d a chor 
impellers. The authors applied the co stitutive equatio s of co ti uity, amou t of 
moveme t a d e ergy i  cyli drical coordi ates a d resolved them with dime -
sio al a alysis, as prese ted i  Eq. (35). I  the dime sio al a alysis, the authors 
used the co cept of Metz er a d Otto [15] for the average shear rate: 

˜ ° ˜ °  
½ Dt 

e W f 
nþ1þb c d gNu ¼ KReMO 
a �PrMO ðViMOÞ n (35)

Da Da 

Eq. (35) is valid for Rey olds betwee  35 a d 680,000, Pra dtl i  the ra ge of 
2–23,600 a d co siste cy i dex betwee  0.36 a d 1.0. A large variatio  of the 
Rey olds  umber is observed, which is explai ed usi g water (low viscosity) a d 
high rotatio s. Table 2 shows the expo e ts of Eq. (35) for the impellers used i  the 
work. 

Sa dall a d Patel [28] a alyzed the heati g of pseudoplastic fluids i  ta k 
equipped with Jacket, usi g two types of mecha ical impellers, radial turbi e with 
six flat blades a d a  a chor-type impeller. The fluids used were aqueous solutio s 
of Carbopol a d also two Newto ia  fluids (water a d glyceri ), aimi g to i crease 
the  umber of Rey olds as it was do e i  the work of Hagedor  a d Salamo e [27]. 

The ta k has a  i ter al diameter of 0.18 m a d baffles were used with the radial 
impeller a d, with the a chor-type impeller, the ta k was without baffles. The 
average shear rate required for calculati g the adime sio als of Eq. (29) was based 
o  the co cept of Calderba k a d Moo-You g [16]. Eqs. (36) a d (37) prese t the 
Nusselt expressio s for the radial impeller a d a chor-type, respectively: 

0:67 0:33 0:12Nu ¼ 0:315 ReCMð Þ PrCMð Þ ViCMð Þ (36) 

Þ0:67 Þ0:33 Þ0:12Nu ¼ 0:482 ReCMð PrCMð ViCMð (37) 

Eq. (36) has validity for Rey olds betwee  80 a d 93,000, Pra dtl i  the ra ge 
of 2.1–644 a d co siste cy i dex betwee  0.35 a d 1.0. Similarly, Eq. (37) is valid 
for Rey olds i  the ra ge 320–89,600, Pra dtl betwee  2.1 a d 644 a d co siste cy 
i dex i  the ra ge from 0.35 to 1.0. 

Compari g the error of the Nusselt equatio  to the turbi e-type impeller 
(Eq. (36)), arou d 18%, with the error of the equatio  proposed by Hagedor  a d 

Impeller K a b c d e f g 

A chor 0.56 1.43 0 0.30 0.34 — — 0.54 

Paddle 2.51 0.96 0.15 0.26 0.31 �0.46 0.46 0.56 

Axial 0.55 1.28 0 0.30 0.32 �0.40 — 1.32 

Radial 3.57 1.25 0 0.24 0.30 — 0 0.78 

Table 2. 
Exponents of Eq.(35). Pseudoplastic fluids in tank with jacket. 
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Salamone [27], about 26.8%, it is noted that the model of Sandall and  atel [28] has 
a better fit to the phenomenon observed. 

In 1971, Martone and Sandall [29] did a study of heat transfer in the agitation of 
sludge composed of calcium carbonate in volumetric concentrations of 12%, 15%, 
23% and 26% and also water and glycerin to obtain a wide range of the Reynolds 
number. Rheology of these slurries follows the rheological model of Binghan 
(Eq. (38)), which has a yield stress. 

!
τ ¼ τ0 þ μB∇ v (38) 

In this way, the number of Reynolds and,  randtl and viscous ratio of Eq. (29) 
should be modified according to the initial voltage. Calcium carbonate slurries are 
heterogeneous suspensions in such a way that the influence of the volumetric 
fraction of the solid in the Nusselt number should be accounted for. Therefore, 
Eq. (29) is rewritten as presented in Eq. (39). 

˜ ° a˜ ° b˜ ° cNu Da 
2Nρ μba þ ðτ0=BNÞ μb þ ðτ0=BNÞ ¼ K (39)ðφ=φ � 1Þa μb þ ðτ0=BNÞ k ðμa þ ðτ0=BNÞÞw 

Table 3 presents the constant and exponents of Eq. (39) for the radial impeller 
turbine and anchor used in the study, as well as the range of validity of the 
adimensional variables. 

Heinlein and Sandall [30] used the heating of pseudoplastic fluids (aqueous 
solutions of Carbopol) and Binghan fluids (watery sludges) in a tank with an 
internal diameter of 0.18 m and anchor-type impeller, as shown in Eq. (40). The 
average shear rate used was based on the concept of Metzner and Otto [15]. 

0:50 0:18Nu ¼ C1ðReMOÞ ðPrMOÞ0:33ðViMOÞ (40) 

The values of the constant C1 of Eq. (40) for some tank diameter ratios by 
impeller diameter is provided in Table 4. 

Mitsuishi and Miyairi [31] considered that the rheological model described by 
the law of powers is not comprehensive enough to represent the entire amplitude of 
shear stress variation with deformation rates. Thus, they proposed to conduct an 
experimental study in the investigation of the heat transfer of non-Newtonian fluids 
in agitated tanks based on the Ellis rheological model, as presented in Eq. (41). 

Impulsor K a b c d Reynolds Prandtl φ (%vol) 

Radial 0.536 0.66 0.33 0.14 0.065 196–79,800 2.2–702 0–0.0113 

Âncora 0.315 0.66 0.33 0.20 0.072 336–94,800 2.2–621 0–0.0116 

Table 3. 
Parameters of Eq.(39). 

Dt =Da C1 Error (%) 

1.027 0.691 17.4 

1.100 0.531 29.7 

1.220 0.546 29.7 

Table 4. 
Constant values C1 of Eq.(40). 
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8 9 
> 1 > 

2 0qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1α0-13 
< ðτ : τÞ = 6 7 !

τ ¼ - 1 41 þ@ 2 A 5 ∇v (41)> τ1 >:η0 2 ; 

The rheological model of Ellis can estimate shear stresses for shear rate val es 
from 0.01 to 1000, d e to the model having three adj stment constants; η0, the 
apparent viscosity at the limit of the shear rate tending to zero, τ1=2; the shear stress 
corresponding to 50% of the variation of the deformation rate; and α, a constant of 
adj stment of the experimental data. 

The tank  nder st dy has a diameter of 0.4 m and two radial impellers with two 
paddles with two diameters were  sed, one of 0.20 m and the other of 0.322 m. The 
tank doesn’t contain baffles. The heating of the aq eo s sol tions of carboxymethyl-
cell lose (CMC) and polyethylene (PO) was given by a simple jacket. D e to the 
complexity of Eq. (41), the a thors arrived to a concl sion that the predominant flow 
with the radial impeller is of the tangential type. By similarity analysis, they ded ced 
that the flow between two coaxial cylinders (as in a Searle-type-viscometer), as 
shown in Figure 5, was the same thing that happened d ring the agitation. 

In Figure 5, an inconvenience is observed, referring to the hypothesis adopted by 
the a thors regarding the similarity of agitation with the flow between the coaxial 
cylinders. As the smallest impeller  sed has 50% of the tank diameter and the other 
aro nd 80.5%, a large part of the flow present in the agitation will be witho t phe-
nomenological explanation, which in terms of design, is diffic lt to apply. The a thors 
presented an eq ation for the apparent tangential viscosity, as shown in Eq. (42). 

In the case of non-Newtonian fl ids with high viscosities, the torq e generated 
by the mechanical impeller when moving the fl id inside the tank sho ld be con-
sidered; th s the apparent viscosity is defined in relation to the voltage generated in 
the tank wall, considering the hypothesis of not slipping the fl id near the wall. 
Th s, this apparent viscosity is also called apparent viscosity of potency (Eq. (43)): 

8 9 
η0 
< ½1 - ðDa =DtÞ2]=ðDa =DtÞ2 = 

η tan ¼   
α-1   (42)

2 :1 1 ðTorÞ 1 ;- 1 þ 2α - 12 ðDa =DtÞ2 2α ðDa =DtÞ 

Figure 5. 
Flow between two coaxial cylinders [31]. 
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�<8 "  !#α�1=9 4 η0ηpot ¼ η0 1 þ Torw α8N (43): α þ 3 τ1 ;
2 

With the two apparent viscosities defined  y Eqs. (42) and (43), the expressions 
for the num er of Nusselt tangential and on the wall, are o tained  y Eqs. (44) and 
(45), respectively. 

0:33 0:14Nutan ¼ K tan ðRe tan Þa}ðPr tan Þ ðVitanÞ (44) 
� �a0 0 0  � ��0:33 �0:14Nupot ¼ Kpot Repot Prpot Vipot (45) 

The values of Nusselt tangential and Nusselt on the wall (power) are o tained 
graphically through a dimensionless varia le defined as jTan and jPot respectively. 
You can o serve in Figure 6 the graphic ratio for the impeller with 50% of the tank 
diameter. The study is conducted  y Mitsuishi and Miyairi [31] and also analysis of 
the heat transmission with a helical impeller wrapped in a draft tube. 

Shamloo and Edwards [32] studied the heat transfer in the agitation of Newto-
nian and non-Newtonian fluids with high viscosities in a tank with a diameter of 
0.15 m and another tank of 0.40 m. The mechanical impeller chosen was the helical 
type, and the heating jacket was the spiral type. The fluids used were chocolate, 
aqueous solutions of car oxymethylcellulose, glycerin, lu ricating oils, silicon, 
sucrose solution, and solutions of Car opol 940. 

The authors proposed a model  ased on Eq. (29) for the Nusselt num er adding 
two terms referring to the helical impeller: (1) Term referring to the num er of 
impeller  lades and (2) term referring to the distance  etween the impeller tip to 
the tank wall, as shown in the Eq. (46). 

0:23 0:23 0:23 �0:54Nu ¼ 0:568ðReoÞ ðProÞ ð Þ  ðC0 Þ (46)nb =Dt 

Figure 6. 
Graphical relations for Eqs. (44) and (45) [31]. 
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The Reynolds number and the number of Prandtl are given by Eqs.  47) and 
 48), respectively. It is noteworthy that these equations are proposed modified by 
Shamloo and Edwards [32], in which the average shear rate is initially based on 
Metzner and Otto [15] and adapted for helical impeller as presented in Eq.  49). 

0 n�1Reo ¼ NDa 
2ρ=f½k34 � 144ðc =DtÞ�Ng  47) 

0 n�1Pro ¼ cpf½k34 � 144ðc =DtÞ�Ng  48) 

!∇ v ¼ ½34 � 144ðC0 =DtÞ�N  49) 

It is observed in Eq.  46) that the term for apparent viscosity variation was not 
included due to the narrow range of Reynolds number used that was between 0.01 
and 10, which characterizes a fully laminar flow so that in this type of flow, the 
variation between the viscosities at the temperature bulk and the wall is negligible. 

Suryanarayanan et al. [33] conducted a study of heating and cooling of 
pseudoplastic fluids  carboxymethylcellulose solutions) in a tank with baffles 
containing a jacket and a tank containing a helical serpentine. The impeller used in 
the study was a turbine type with four flat blades. The authors varied the impeller 
diameter in 78, 118 and 152 mm, the liquid level in the tank between 90 and 
214 mm, the diameter of the helical serpentine in the range of 169–278 mm and the 
serpentine tube in the range of 15.9–22.2 mm. The average shear rate used in this 
work was based on the concept of Calderbank and Moo-Young [16]. 

In this study, the authors aimed to determine the effect of the variation of the 
level height, the diameter of the serpentine and the heat exchange itself, in addition 
to the traditional analysis of the number of Reynolds and Prandtl in the number of 
Nusselt. Eq.  50) presents the model obtained for the radial impeller with the use of 
the helical serpentine, with an experimental error of 7.1%, and in an analogous way 
and Eq.  51) provides to the model for the jacket with a 7.8% error: 

˜ ° ˜ ° ˜ °  ˜ °0:17 0:13 �0:29 �0:45 
0:66 0:33 Da H Dc DiNu ¼ 0:21ðReCMÞ ðPrCMÞ  50)

Dt Dt Dt Dt 

˜ ° ˜ ° ˜ °  ˜ °0:14 0:09 �0:21 �0:35 
0:63 0:33 Da H Dc DiNu ¼ 0:22ðReCMÞ ðPrCMÞ  51)

Dt Dt Dt Dt 

It is observed in Eqs.  50) and  51) that the authors neglected the effects of the 
apparent viscosity ratio at the temperature bulk apparent viscosity at the wall 
temperature, since they added to the model proposed in Eq.  29) four terms refer-
ring to the effect of the stirring system geometry. The relationship of these geo-
metric terms generates very small numbers, although the exponents are significant, 
in such a way that more than 90% of the response of the Nusselt number in these 
equations is given only by the variation of the number of Reynolds and Prandtl. The 
validity range of the 62 equations for Reynolds between is 200 and 21,700, Prandtl 
in the range of 49–1220, and consistency index between 0.47 and 1.0. 

Regarding the range of application of Eqs.  50) and  51), it should be satisfied 
for the Reynolds and Prandtl numbers and the employment of turbine type impeller 
with four flat blades. 

Kai and Shengyao [34] did a study of heating and cooling of non-Newtonian 
fluids in agitated tanks with a different approach from the authors. Eq.  29) was 
modified in the following respects:  1) The Reynolds number contemplates the 
power consumed by the mechanical impeller as well as the Prandtl number,  2) a 
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term relative to the influence of the impeller diameter ratio by the tank diameter, 
and (3) a term relative to the Impeller blade , quantity of impeller  on the  haft and 
blade angulation. In Eq. (52) the e modification  are in a conden ed manner: 

˜ ° ˜ ° 
a b c Da 

d nbnnbsinω e 

Nu ¼ K Re0 Pr0 Vi0 (52)ð  Þ ð  Þ ð  Þ  
Dt H 

The Reynold  number i  calculated from Eq. (53) ba ed on the concept  pro-
vided by Kai and Shengyao [34] pre ented in Eq . (54), (55) and (56) and  imilarly, 
the Prandtl number in Eq. (57). 

NDa 
2ρ ð nÞ ½ f 2ð �nÞ�ð1�nÞ=nRe0 ¼ 0:4 1� N 2� (53)

k 

f 0 ¼ exp ð�mRemÞ (54) 

k″1=nN½2� ð2�nÞ�=n∇! v ¼ f 0 (55) 

0 0  ˛ ˝f 0 
k ¼ KpDa 

5ρ=2πk1Vk Da 
2ρ=k (56) 

cpk ð nÞ ½ f ð2�nÞ�ð1�nÞ=nPr0 ¼ 0:4 1� N 2� (57)
k0 

The parameter  m and k″ depend on the type of flow, the vi co ity of the fluid 
and the type of impeller, however, the author  found the value  of 0.00705 and 
0.4 for m and k″, re pectively, ba ed on the be t condition  for adju ting the 
mathematical model . 

A  an example of Eq. (52), for cooling with vertical tube baffle  and radial 
impeller, with a range of Reynold  between 26 and 6310, according to Eq. (58). 

˜ ° 0:74 
0:67 0:33 0:17 npnnbsinω 

Nu ¼ 1:19 Re0 Pr0 Vi0 (58)ð Þ  ð Þ  ð Þ  
H 

Hai Devotta and Rao [35]  tudied the heat tran fer with Newtonian and non-
Newtonian fluid  in a  tirring  y tem with the u e of helical impeller and heating 
jacket. Two tank  were u ed, one with 75 mm and the other with 80 mm diameter, 
the height of the liquid level and the number of impeller blade  ranged. The average 
 hear rate wa  calculated from Eq. (59). 

In Eq. (59), the expre  ion for the calculation of the Nu  elt number i  
di played, which i  valid for Reynold  in the range of 10–1000 and the con i tency 
index between 0.45 and 1.0. 

0:48 0:33 0:14 �0:44Nu ¼ 0:55 Re Pr Vi ðH=DtÞ (59)ð Þ  ð Þ ð Þ  

Triveni et al. [5] conducted a  tudy in the heating and cooling of ca tor oil, liquid 
 oap, carboxymethylcellulo e  olution  and calcium carbonate  olution . The heat 
tran mi  ion wa  promoted in a tank with a diameter of 0.29 m, by a  ingle-type 
helical  erpentine immer ed in the tank, and the impeller  u ed were an anchor-
type and a radial turbine. The average  hear rate wa  ba ed on the concept of 
Calderbank and Moo-Young [16]. 

In thi   tudy, the author  incorporated Eq. (29), the term concerning the for-
mation of vortice  (number of Froude), the influence of natural convection (num-
ber of Gra hof) and, finally, the influence of aeration on heat tran mi  ion, a  
pre ented in Eq. (60). 
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� �fvgNu ¼ KðReCMÞaðPrCMÞbðViCMÞcðFr0ÞdðGrCMÞe (60)
NDa 

vgThe influence of aeration, described by the term NDa 
is irrelevant in increasin  

heat transmission by both the axial impeller and the radial impeller. However, the 
effects of natural convection are considerable in the anchor-type impeller due to its 
low rotation of operation, favorin  the formation of natural convection currents in 
the system. However, in relation to the turbine-type impeller, this effect is ne li i-
ble due to the  reat turbulence achieved by this impeller. The Froude number pre-
sents si nificance only in systems without baffles or with low rotations, as in the 
case of the anchor-type impeller. 

Eq. (61) presents the prediction of the number of Nusselt with the turbine-type 
impeller, despisin  the effects of natural convection and aeration: 

0:598PrCM 
0:335ViCM 

0:112Fr0 
�0:179Nu ¼ 0:514ReCM (61) 

Several works present countless forms of the Nusselt equation for each type of 
non-Newtonian fluid in a itation in the tanks, for example, Pimenta and Campos 
[36], who studied the effects of viscoelasticity on the heat transmission of Non-
Newtonian solutions in tanks equipped with helical serpentine and laminar flow. 
Viscoelasticity can be represented by the Weissenber  number (Eq. (62)), which 
represents the relaxation time of the fluid after the application of a shear rate. 

The authors also incorporated the Nusselt number prediction model with the 
effects of secondary flows occurrin  around the surface of the helical serpentines, 
characterized by the number of Dean (Eq. (63)). The proposed Nusselt equation 
(Eq. (64)) is valid for the heatin  of carboxymethylcellulose and xanthan  um, with 
Prandtl between 17 and 203, with a 30% error in the calculation of the Nusselt 
number. The avera e shear rate was based on the concept of Metzner and Otto [15]: 

Wi ¼ λ 
0 0  
v=Dic (62) 

1=2De ¼ ReMOðDic=DcÞ (63) 
" #�0:275n3n þ 1 Dic Þ0:275Nu ¼ 0:486 0:717 þ 0:993 ðReMOPrMO4n Dc (64) 

0:011ðn�1Þ1 þ 0:728 De0:225 ð Wi þ 1Þ 

5. Example of project 

One 1 m3 internal diameter tank and containin  four baffles will be used for the 
heatin  of 794 k  of an aqueous solution of carboxymethylcellulose (CMC) con-
centration of 1.0% (w/w) from 20 to 40°C. The heatin  will be carried out throu h 
a simple jacket, in which you will  o throu h hot water with inlet temperature of 
60°C with a flow rate of 2000 k /h. The mechanical impeller employed is of radial 
turbine type with six flat blades, which provides a rotation of 100 rpm. Calculate 
the thermal exchan e area (desi n) that the jacket must possess to make the solu-
tion warm up in 40 min. The tank is insulated with ri id polyurethane foam, so that 
heat loss to the external environment can be considered ne li ible. The dimensions 
of the tank and its internals follow the proposals by Rushton et al. [12]—See 
Figure 4. The solution of CMC is pseudoplastic type, followin  the model of the law 
of the powers for variation of apparent viscosity. Table 5 shows the physical and 
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transport properties of cold and hot liquids in the average heating and cooling 
temperatures. 

The process described occurs in transient and batch regime, so the thermal 
change area of the jac et is calculated from Eqs. (65) and (66) previously presented 
in Eqs. (24) and (25) (Item 4.1). 

˜ ° 
K1whcphðT1 � TbÞ �Wvc K1whcphln ¼ �  θ (65)
K1whcphðT1 � Tb0 Þ �Wvc Mcpc 

˜ ° 
whcph 1

A ¼ ln (66)
U 1 � K1 

The non-Newtonian solution for being pseudoplastic was treated rheologically 
by the model of the power law and the relationship between the rotation of 
the mechanical impeller and the shear rate, described by the model of 
Metzner and Otto [15]. 

Initially, the Reynolds number of the solution at the average temperature of the 
non-Newtonian liquid should be calculated, in this case 30°C, according to Eq. (67). 

N2�n 2ρ:Da ¼ 340:83 (67)ReMO ¼ n�1k:ks 

With N of (100/60) rps, n of 0.66, Da of 0.33m (1/3 de Dt), ρ of 1010  g/m³, k of 
1.468 and ks of 11.5 (Table 1). Usually, the number of power is obtained in graphs 
according to the type of impeller and the presence or not of baffles in the tan . In 
this example, the impeller is of radial type with six flat blades, so that the wor  of 
Metzner and Otto [15] shows the power number curve with the Reynolds number in 
the laminar flow. 

Therefore, the power number read in the graph is presented in Eq. (68) and the 
wor  provided by the impeller the solution in Eq. (69). 

Np ¼ 3:8 (68) 

Wvc ¼ NpρN3Da 
5 ¼ 69:5W (69) 

With ρ of 1010  g/m³, N of (100/60) rps e Da of 0.33 m 
Replacing the provided data and the calculated wor  in Eq. (69), by trial and 

error, you get the constant K1 with wh of 0.556  g/s, Cph of 4180 J/ g°C (in T, 
de 60°C),T1 of 60°C,Tb of 40°C,Tb0 de 20°C, Cpc of 4580 J/ g°C e M of 794  g. 

Property Water (45°C) CMC 1% (30°C) 

ρ ( g/m3) 985.62 1010 

Cp JKG°C) 4189.9 4580 

K0 (W/M°C) 0.686 0.624 

μPa.S 0.000609 — 

K (Pa. Sn) — 1.468 (30°C); 0.95 in (45°C) 

n — 0.66 (30°C); 0.69 in (45°C) 

β (1/s) 0.00013 — 

Table 5. 
Physical and transport properties [22]. 
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K1 ¼ 0:47 (70) 

Therefore, Eq. (70) can be rewritten as  

1475:51
A ¼ (71)

U 

The coefficient U is obtained from the internal and external convection 
coefficients, as presented in Eq. (72) (previously presented in Eq. (26)). 

1 1 1 ¼ þ (72)
U hi ho 

The internal coefficient convection (hi) is referring to hot water traversing the 
jacket. According to Silveira [37], the coefficient hi can be calculated for a simple 
jacket with the heating fluid seeping upward according to Eq. (73). 

� �1 � �1 
3 3cpμ ρ2gβ0LMTD

hi ¼ k00:15 ¼ 836:9W=m2°C (73)
k0 μ2 

With properties on the Tm of 45°C, β0 of 1.3�10�4°C�1 and LMTD obtained by 
60 � 30 ¼ 43:3°C.60�40ln ½ �30�20 

The external coefficient convection will be determined by the model provided 
by Hagedorn and Salamone [27] for the turbine-type radial impeller (Eq. (74)). 
Noting that Eq. (74) already has the exponents referring to the radial impeller, 
obtained previously in Table 2. 

hoDt 0:24 0:30 0:78¼ 3:57ReMO 
0:75PrMO ðViMOÞ n (74)

k0 

The number of Prandtl and the relationship between viscosities are calculated in 
Eqs. (75) and (76), respectively. 

Þn�1PrMO ¼ cpk kð sN =k0 ¼ 3926:16 (75) 
h i h i 

Þn�1 Þn�1Vi ¼ η=ηw ¼ k kð sN = k kð sN ¼ 1:42 (76)
tb TW 

with n of 0.66 for Tb of 30°C and n of 0.69 for Tw 45°C. 
In Eq. (76), the “bulk” temperature was the average heating of the non-

Newtonian solution and the temperature in the wall (Tw) was considered the aver-
age temperature of the heating fluid (hot water at 45°C). The jacket or any other 
heat exchanger in tanks is made of copper or some other metal that has high thermal 
conductivity, in order to resist the heat transmission between the jacket wall and the 
tank being negligible. 

Replacing Eqs. (67), (75) and (76) in Eq. (74) with K from 0.624 W/m°C and Dt 

from 1 m, you have  

ho ¼ 1052:86 W=m2°C (77) 

Soon, the coefficient U by Eq. 72  

U ¼ 466:27 W=m2°C (78) 
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Finally, the thermal exchange area is obtained by replacing the coefficient U in 
Eq  (71): 

2A ¼ 3:16 m (79) 

The total height of the tank is calculated by the sum of the useful height (refer-
ring to the liquid level) and a safety margin to avoid transshipments  The height of 
the tank has the same value of the inner diameter, in this case 1 meter  Therefore, in 
addition to 15%, it is 

Htotal ¼ H þ 0:15H ¼ 1:15m (80) 

The tank has a total lateral area of 3 61 m2, while the jacket had its design area in 
3 16 m2, which shows the coherence of the calculation obtained  

6. Conclusion 

In order to present a compact and practical way for undergraduate students and 
professionals in the field, the basic concepts of agitation with non-Newtonian liq-
uids in tanks with mechanical impellers were presented in the text  The text also 
included a brief review of the design equations for tanks with heat exchange for 
non-Newtonian liquids  The work was completed with an example of a heating 
design with a pseudoplastic liquid jacket  
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Nomenclature 

A thermal exchange area (m2) 
Cp specific heat (J/kg°C) 
Cpc specific heat of the cold fluid (J/kg°C) 
Cph hot fluid specific heat (J/kg°C) 
Da diameter of mechanical impeller (m) 
Dt internal diameter of tank (m) 
E distance from impeller to bottom of tank (m) 
EVC total energy in control volume (J) 
g gravitational acceleration (m/s 2) 
he specific enthalpy of the input mass flows in the control volume 

(J/kg) 
hs specific enthalpy of output mass flows in control volume (J/kg) 
hi internal convection coefficient (W/m2/°C) 
ho external convection coefficient (W/m2/°C) 
H height of liquid level (m) 
J width of baffles (m) 
k consistency factor of the law model of the Powers (Pa sn) 
k0 thermal conductivity (W/m°C) 
L blade length of mechanical impeller (m) 
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LMTD 
M 
nb 

n 
N 
p 
P 
Q‴ 
Q 
QVC 

T 
T1 

Tm 

tb 

U 
v 
V 
_V 
wh 

W 
WVc 

Greek letters 

ρ 
μ 
μb 

μd 

μDw 

η 
ηw 

η0 

θ 
β 
Φ 
∇ 
τ 
τ0 

ω 
λ″ 

Adimensionals 
Numbers 

Fr0 

Gr 
NP 

Naked 
PrMo 

PrCm 

logarithmic average of temperature differences (°C) 
fluid mass in tank (kg) 
number of mechanical impeller blades 
po ers La  consistency index 
rotation of mechanical impeller (rpm) 
pressure (Pa) 
po er consumed by mechanical impeller (W) 
heat generation rate (W/m²) 
heat transfer rate (W) 
heat transfer rate bet een control volume (W) 
hot fluid outlet temperature (°C) 
hot fluid inlet temperature (°C) 
average hot fluid temperature (°C) 
“bulk” temperature (°C) 
overall heat transfer coefficient (W/m2°C) 
velocity (m/s) 
tank volume (m3) 
volumetric flo  rate (m3/s) 
hot fluid mass flo  (kg/s) 
blade  idth of mechanical impeller (m) 
 ork provided to control volume by impeller rotation (W) 

specific mass (kg/m3) 
dynamic Viscosity (Pa.S) 
Binghan model Viscosity (Pa.S) 
differential viscosity (Pa.sn) 
differential viscosity at  all temperature (Pa.sn) 
apparent viscosity (Pa.S) 
apparent viscosity at  all temperature (Pa.S) 
apparent viscosity  ith shear rate at zero (Pa.S) 
time (min) 
coefficient of thermal expansion 
viscous dissipation (J/kg) 
operator Nabla 
shear stress (Pa) 
initial shear stress (Pa) 
angle of the blades of the mechanical impeller 
fluid relaxation time (s�1) 

Froude number, Fr ¼ N2Da =g 
number of Grashof, Gr ¼ β0gΔTDa 

3ρ2=μ2 
5po er number, NP ¼ P=ρN3Da 

Nusselt number for stirring system, Nuo ¼ hoDt =k
0 

Þn�1Metzner and Otto’s Prandtl number, PrMO ¼ cpk kð sN =k0 

Prandtl number of Calderbank and Moo-Young,˛ ˜ ˝n�1° n=ð1�nÞ 
4nPrCM ¼ cpk BN 3nþ1 =k0 
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Pro Prandtl number of Shamloo and Edwards 
n�1Pro ¼ cpf½k34 � 144ðc0=DtÞ�Ng 

Re Reynolds number for ag tat on, Re ¼ NDa 
2ρ=μ 

ReMo Reynolds number of Metzner and Otto, 
N2� n�1ReMO ¼ nDa 

2ρ=k kð Þs ˜ ° n
ρv2�nDi

nReMR 4nReynolds number of Metzner and Reed, ReMR ¼ 8n�1k 3nþ1 

ReCm Reynolds number of Calderbank and Moo-Young,˛ ˜ ˝n�1° n=ð1�nÞ 
4nReCM ¼ NDa 

2ρ=k BN 3nþ1 

Rem mod f ed Reynolds number, Rem ¼ N2�nDa 
2ρ=k 

N2� 2ρReCarr nDaReynolds Number of Carreau, ReCarreau ¼ Þ 6nþ2ðk=8 ð Þn 

n 

Reo Reynolds Number of Shamloo and Edwards 
n�1Re ¼ NDa 

2ρ=f½k34 � 144ðc0=DtÞ�Ng 
Vi relat onsh p between the apparent v scos ty of the flu d  n the 

“bulk” temperature by the v scos ty of the flu d  n the wall 
temperature, Vi ¼ η=ηw 
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Abstract 

Heat and mass transfer in outward convex corrugated tube heat exchangers is of 
significant importance for the optimization, fabrication, and application of outward 
convex corrugated tube heat exchangers. This chapter gives a deep investigation of 
the heat and mass transfer in outward convex corrugated tube heat exchangers. Based 
on the experimental setup developed, the performances of a novel outward convex 
corrugated tube heat exchanger are presented. Simulation methods are then used to 
detail the heat and mass transfer at tube side and shell side of the outward convex 
corrugated tube heat exchanger, and these include the flow structure, temperature 
distribution, and turbulence kinetic energy. Heat and mass transfer enhancements of 
the outward convex corrugated tube heat exchanger are also studied, and they are 
from tube side, shell side, and overall system aspects. Finally, multi-objective optimi-
zation of the outward convex corrugated tube heat exchanger is conducted to obtain 
the optimal performances through using Response Surface Methodology (RSM) and 
Non-dominated Sorting Genetic Algorithm (NSGA-II). Main conclusions and future 
outlook are then briefly stated and summarized. We firmly believe that the contents 
presented in this chapter can not only enrich the knowledge of heat exchangers but 
also develop methods for studying heat exchangers. 

Keywords: heat and mass transfer, heat exchanger, outward convex corrugated 
tube, enhancement, optimization 

1. Introduction 

The outward convex corrugated tube heat exchanger (CTHE) is a novel kind of 
shell and tube heat exchangers, which can be applied in many applications. Design-
ing this kind of heat exchangers is considerable flexibility because the geometrical 
structure can be varied easily by altering the tube diameter, length, and arrange-
ment [1, 2]. The exchanger can be designed for suffering high pressure condition. 
The exchangers are applied primarily for single phase and phase change heat trans-
fer application. They could also be used for heat transfer applications with high 
operating temperature and/or pressure. 

Figure 1 shows a bundle of outward convex corrugated tubes (CT) fabricated in 
the tubesheets, which is the most significant components in the CTHE. Two kinds of 
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Figure 1. 
The schematic of out outward convex corrugated tube heat exchangers. 

fluids flow inside and outside of CT, respectively. Except the tube bundles, the major 
components of this exchanger also include shell, front-end head, and rear-end head. 

The exchangers could be widely used in industry for the following reasons. (a) 
Wide capacity and operating conditions, such as from high vacuum to ultrahigh 
pressure (over 100 MPa) and from cryogenics to high temperatures (about 1100°C). 
(b) Special operating conditions: vibration, heavy fouling, highly viscous fluids, 
erosion, corrosion, toxicity, radioactivity, multicomponent mixtures, and so on. 
(c) The most versatile exchangers, made from a variety of metal and nonmetal materials 
(such as graphite, glass, and Teflon) and range in size from small to supergiant surface 
area. (d) Extensively applications: petroleum-refining and chemical industries; as 
steam generators, condensers, boiler feedwater heaters, and oil cooler in power plants; 
as condensers and evaporators in some air-conditioning and refrigeration applications; 
in waste heat recovery applications; and in environmental control [3–5]. 

The main difference between the CTHE and traditional heat exchangers is the 
adopted tube type. Traditionally, the inward intermittent or continuous type cor-
rugated tubes are employed, as an example for both helically corrugated and trans-
verse corrugated tubes, owing to their ease of realization. However, in engineering 
devices, it is necessary to adopt CT, which could be conveniently and periodically 
inspected with complete accessibility [6]. 

A schematic view of the CT configuration currently investigated is shown in 
Figure 2. The structure parameters of the outward corrugated tube include inner 
diameter (D), tube length (L), corrugation height (H), corrugation pitch (p), 
corrugation crest radius (R), and corrugation trough radius (r). 

The design and improvement of the CT are considered a significant aspect of 
researches in terms of heat and mass transfer. Almost all of the heat transfer 
augmentation techniques have been introduced to improve the overall thermo-
hydraulic performance. Thus, these techniques achieved reductions in the size and 
cost of heat exchangers. 

2. Performances of outward convex corrugated tube heat exchangers 

2.1 Manufacture of corrugated tube heat exchangers 

Manufacture consideration could be divided into manufacturing equipment, 
processing, and other qualitative criteria. The equipment considerations determine 
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Figure 2. 
The real and schematic view of the outward convex corrugated tube. 

which design could be selected, which include existing and new tooling, availability 
and limitations of equipment, offline production, and investment funding. 
Processing considerations make sure how individual parts and components of a heat 
exchanger are manufactured and assembled, which including manufacture of indi-
vidual parts, stacking of a heat exchanger core and eventual brazing, mounting of 
pipes, washing/cleaning of the exchanger, and leak testing in the system. When a 
heat exchanger is designed, the manufacturing equipment and the complete 
processing considerations must be evaluated previously, particularly for an 
extended surface heat exchanger [11, 12]. 

In the novel tube and shell heat exchanger, the structure of the outward convex 
corrugated tube is special, composed of alternating corrugated segment and straight 
pipe section. The main difference from traditional heat exchanger is the adopted 
structure, so the manufacture processing for the novel tube type is highlighted in 
this section. The working conditions of the heat exchanger are mainly for high 
temperature and pressure operation condition. To ensure the safe operation of heat 
exchanger, a thick-walled stainless steel tube with strong pressure resistance is 
selected as the base tube. For example, the mechanical properties of stainless steel 
tube material are as follows: yield strength is 390 MPa, material hardening index is 
0.148, material strength coefficient is 764 MPa, material anisotropy coefficient is 
0.83, material modulus of elasticity is 207GPa, and Poisson ratio is 0.28. 

The outward convex corrugated tube is manufactured according to high pres-
sure hydraulic bulking based on the smooth stainless steel tube. The hydraulic 
bulking equipment is 10,000 KN. As shown in Figure 3(a), the equipment is 
assembled with 400 MPa internal high-pressure forming system, which is mainly 
composed of the supercharger, two horizontal push cylinder hydraulic servo sys-
tem, and computer control system. The manufacturing process needs to be 
supplemented with the corresponding mold, installed on the hydraulic bulking 
equipment. The mold consists of three parts, which includes upper module as 
shown in Figure 3(b), lower module as shown in Figure 3(c) and sealing punch. 
The inner mosaic block with corrugation shape is inserted in the mold as shown in 
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Figure 3. 
The hydraulic bulging machine and mold. Based on the modified order as the above sticky. (a) Hydraulic 
bulking equipment; (b) upper module; (c) lower module; (d) inner mosaic block. 

Figure 3(d). High pressure liquid (water or oil) is provided inside the smooth 
stainless steel tube and finally hydroforms the outward convex corrugated tube. 

2.2 Layout of corrugated tube heat exchangers 

In order to test the heat transfer and resistance performance of the corrugated 
tube heat exchangers, experimental study on the corrugated tube heat exchanger 
must be performed. We adopted steady-state techniques to establish the relation-
ship between Nu and Re. Different data acquisition and reduction methods are used, 
depending on whether the test fluid is primarily a gas (air) or a liquid. A gas to gas 
heat exchange will be conducted in our experimental test. 

The schematic of the experimental apparatus for outward corrugated tube is 
depicted in Figure 4. The system comprises a screw air compressor (the highest 
discharging pressure is 1.3 MPa, and the air displacement is fixed at 1.81 m3/min), 
two pressure-regulating valves (0.3 MPa on the hot circuit and 0.9 MPa on the cold 
circuit), a heater (the temperature range is 50–500°C), a test section (operating 
with two groups of switching valves), a measuring system (two critical Venturi 
flowmeters, two pressure transducers, and two temperature transducers), a data 
acquisition system (DAS), and a pipe system (304 stainless steel tube). 

The experimental medium was air, which was compressed by the helical-lobe 
compressor to a pressure of 1.25 MPa. The system is made of stainless steel devices 
and consists of the hot circuit and cold circuit. The pressure-regulating valves adjust 
the air pressure to 0.3 MPa on the hot circuit and 0.9 MPa on the cold circuit with an 
accuracy of ˜2%. The critical Venturi flowmeters control the mass flow rate in the 
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Figure 4. 
System drawing of test bed. 1. Screw air compressor, 2. Pressure-regulating valve in hot circuit, 3. Pressure-
regulating valve in cold circuit, 4. Critical Venturi flowmeter in hot circuit, 5. Critical flow meters in cold 
circuit, 6. Air heater, 7. Switching valves in hot circuit, 8. Switching valves in cold circuit, 9. Test section, 10. 
Data acquisition system, 11. Muffler. 

hot and cold circuits. The air in the hot circuit is heated by the heater exchanger and 
then flows into the tube side of the test section, whereas the air in the cold circuit 
directly flows into the shell side. The section has a detachable structure, which 
enables convenient changes in various tube components. Moreover, the valve group 
in the vicinity of the test section makes the air flow into the tube, through either 
inlet of the tube side or the shell side, thus creating a uniform-current flow and a 
counter-current flow for each respective flow direction. Finally, the hot air and the 
cold air complete the heat exchange in the annular tubes of the test section, and 
then noise of them will be reduced through the muffler. 

In the measuring system, the mass flow rates can be measured with two critical 
Venturi flowmeters on both circuits, with an accuracy of ˜0.2%. The flow meter in 
the hot circuit was installed before the air heater because hot air may damage the 
flow meter or reduce the measurement accuracy (precision). After the heater, a 
temperature transducer was installed to monitor the air temperature. The DAS 
obtained the flow rate signal, which was transferred to a programmable logic con-
troller (PLC) in the industrial personal computer (IPC), and the accuracy of the 
transformation module was ˜0.05%. The pressure and temperature transducers 
were installed at the inlet and outlet of the section to measure the pressure and 
temperature of the air on both sides. All thermocouples were calibrated with an 
accuracy of ˜0.1% of the test data. The pressure drop of the test section was 
measured with pressure transducers, which have an accuracy of ˜0.2% and a 
measuring range of 0–5 kPa. The values were collected and displayed on the IPC 
and were automatically recorded. 

The uncertainty is estimated with the method suggested by Kline and Moffat. 
As mentioned above, the measurement uncertainties of tube length and tube 
diameters are about 0.05 and 0.1%, respectively. In addition, the measurement 
accuracy of temperature is 0.14%, the measurement error of the differential 
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pressure meter is 2.06%, and the critical Venturi flowmeter has a precision of 3.11%. 
According to the uncertainty propagation equation, the uncertainties in the values 
of experimental parameters like the Reynolds number, Nusselt number, and friction 
factor are 3.89, 4.41, and 4.87%, respectively. 

2.3 Data acquisition 

The main purpose of our experimental study is to construct the relationship 
among the heat transfer rate q, heat transfer surface area A, heat capacity rate c of 
each fluid, overall heat transfer coefficient U, and fluid terminal temperatures [10]. 
To conduct the heat transfer analysis of an exchanger, the basic relationships 
that are applied for this purpose are the energy balance based on the first law of 
thermodynamics, as outlined in Eq. (1). 

Q ¼ _ ð Þ (1)m i2‐i1 
where m_ is the rate of mass flow, i1 and i2 represent the inlet and outlet enthalpies 

of the fluid, and Q is the heat transfer rate between hot fluid and cold fluid. 
As shown in Figure 5, a two-fluid counterflow exchanger is considered to present 

variables relating to its thermal performance. Although flow arrangement may be 
different for different exchangers, the basic concept of modeling remains the same. 
The following analysis is intended to introduce important variables for heat exchanger. 

If the fluids do not undergo a phase change and have constant specific heats with 
di = cp � dT, heat transfer rate released from the hot fluid (Qh) and absorbed by the 
cold air (Q c) can be expressed as 

Qh ¼ _mhCp, h Th1ð � Th2 Þ (2) 

and 

Qc ¼ _mccp, c Tc2ð � Tc1 Þ (3) 

The subscripts h and c refer to the hot and cold fluids, and the numbers 1 and 2 
designate the fluid inlet and outlet conditions, respectively. 

Thus, the average value of the heat transfer rate is calculated as 

Qh þ QcQm ¼ (4)
2 

Eq. (5) reflects a convection-conduction heat transfer phenomenon in a two-
fluid heat exchanger. The temperature difference between the hot and cold fluids 
(ΔT = Th�Tc) constantly changes along with heat exchanger. Therefore, in order to 
conveniently analyze the heat transfer performance of heat exchanger, it is 

Figure 5. 
The energy balance for the hot and cold fluids of a two-fluid heat exchanger. 
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important to establish an appropriate mean value of the temperature difference 
between the hot and cold fluids such that the total heat transfer rate Q between the 
fluids can be determined from 

Q ¼ UAΔTm (5) 

The heat transfer rate Q is proportional to the heat transfer area A, the average 
overall heat transfer coefficient based on the area U, and mean temperature differ-
ence ΔTmax ΔTm between the two fluids. This means that temperature difference is 
a log-mean temperature difference (for counterflow and parallel-flow exchangers). 

ΔTmax � ΔTminΔTm ¼ (6)
ln ΔTmax 

ΔTmin 

ΔTmax and ΔTmin, respectively, represent the maximum and minimum one 
between ΔT1 and ΔT2. 

In the experiments, the tube-wall temperature was not measured directly. The 
heat transfer coefficient of the tube side (hi) is determined from: 

1 1 Ailn ðro =riÞ Ai¼ Rt ¼ þ þ (7)
U hi 2πkL Aoho 

where ri and ro are the inner radius and outer radius of the test tube, respectively. 
Ai and Ao are the inner and outer surface area of the tube, respectively. k is the 
thermal conductivity of tube material, L is the length of the heat exchange tube, and 
hi and ho are the heat transfer coefficients for inside and outside flows, respectively. 

The Nusselt number can be calculated as 

hi � DiNu ¼ (8)
k 

where D is the characteristic diameter; the thermal conductivity k is calculated 
from the fluid properties at the local mean bulk fluid temperature. 

The Reynolds number is based on the average flow rate of the test section. 

D � u � ρ
Re ¼ (9)

μ 

where μ is the dynamic viscosity of the working fluid, and u is the mean velocity. 
The friction factor (f) can be written as 

Δp
f ¼ (10)

L � ρu2 D 2 

where Δp is the pressure drop in the test section. 
The performance evaluation criterion (PEC) is a dimensionless ratio, which is 

used for the evaluation of the overall performance of the enhanced tube and defined 
as follows: 

˜ ° 1=3PEC ¼ ðNuc =NusÞ= f =f (11)c s 

When PEC > 1, it indicates that the enhanced tube has an advantage over the 
smooth tube; otherwise, the corrugated heat transfer component compares unfa-
vorably with the smooth tube. 
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2.4 Heat and mass transfer performance 

For the engineering applications and to design exchangers, the prediction of heat 
and mass transfer performance is important. We presented experimental data on 
the Nusselt numbers for turbulent regimes. In our experimental study, the hot fluid 
is at the tube side, and the cold fluid is at the shell side. 

The heat transfer and resistance performance of corrugated tube are compared 
to smooth tube, aiming to reflect the superior of the corrugated tube. Ratio of Nu in 
the corrugated tube to that in the smooth tube (Nuc/Nus) and ratio of f in the 
corrugated tube to that in the smooth tube (fc/fs) are adopted to indicate the 
enhancement degree of heat transfer and flow resistance performance. 

Figure 6 shows the effect of Rec (Re of the cold fluid) on Nuc/Nus, fc/fs, and PEC, 
along with the changing Reh (Re of the hot fluid). The figure exhibits that with the 
increase of Re, Nuc/Nus, fc/fs, and PEC decline. The decreasing rate of Nuc/Nus and 
PEC is almost linear, but fc/fs is decelerated. 

Figure 6. 
Flow and mass transfer performance. (a) Nuc/Nus; (b) f/fs; (c) PEC. 

3. Heat and mass transfer at outward convex corrugated tube heat 
exchangers 

3.1 Numerical methods 

3.1.1 Physical model and meshing system 

The first task to accomplish in a numerical simulation is the definition of the 
geometry followed by the mesh generation. The geometry of the design needs to be 
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created from the initial design. Any modeling software can be used for modeling 
and shifted to other simulation software for analysis purpose. 

Figure 7 shows a schematic view of the structural parameters for corrugated 
tube investigated in this chapter, which include inner diameter (D), tube length 
(L), corrugation height (H), corrugation pitch (P), corrugation crest radius (R), 
and corrugation trough radius (r). Since the investigated corrugated tubes are used 
in tube-shell type heat exchanger, the flow region inside of tube is named “tube 
side” and out of tube is named “shell side.” 

Mesh generation is the process of subdividing a region to be modeled into a set 
of small control volumes. In general, a control volume model is defined by a mesh 
network, which is made up of the geometric arrangement of control volumes and 
nodes. Nodes represent points at which features such as displacements are calcu-
lated. Control volumes are bounded by set of nodes and also defined by the number 
of mesh. One or more values of dependent flow variable (e.g. velocity, pressure, 
temperature, etc.) will be contained in each control volume. Usually, these repre-
sent some type of locally averaged values. Numerical algorithms representing 
approximation to the conservation law of mass, momentum, and energy are then 
used to compute these variables in each control volume. 

Mesh generation is often considered as the most important and most time con-
suming part of CFD simulation [13]. The quality of the mesh plays a direct role on 
the quality of the analysis, regardless of the flow solver used. In this work, a 3D non-
uniform mesh system of hexahedral elements was established via the professional 
mesh generation software ICEM to accurately control the size and number of cells 
in the domain, as illustrated in Figure 8. The near-wall vicinity should be present 

Figure 7. 
Structure parameters of outward convex corrugated tube. 
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Figure 8. 
Schematic diagram of meshing system for the simulated corrugated tube. 

drastic velocity and temperature gradients, so a high density of gradient elements 
was applied in this region. Nevertheless, the remaining domain was modeled with 
relatively sparse elements. The first layer of thickness should satisfy y+ ≈ 1. 

3.1.2 Mathematical model 

Mathematical model should be constructed to numerically describe flow and 
heat transfer of corrugated tube. The Navier-Stokes equations generally are adopted 
to describe the laminar and turbulent flows, which could be solved by various kinds 
of simulation model including DNS, LES, and RANS. The direct numerical simula-
tion (DNS) can solve accurately the turbulent fluctuation, but these models require 
huge computing power, which is many orders of magnitude higher than other 
models. Reynolds-averaged Navier-Stokes (RANS) is a high efficient model that can 
be used to approximate turbulence by time-averaged turbulent fluctuation, but the 
accuracy of the models is much less than DNS. The accuracy and efficient of LES are 
between the DNS and RANS. 

The k-ε (k-epsilon) model is one of the most prominent RANS models, which 
has been implemented in most CFD codes and is considered the most common 
industry model. The stability and robustness of the models have a well-established 
regime of predictive capability, satisfying general purpose simulation by offering a 
comparative good accuracy. In our research work for outward convex corrugated 
tube, we use standard k-ε model for numerical simulation research. 

The governing equations in a RANS (Reynolds Averaged Navier-Stokes) manner 
are given below. 

Continuity equation: 

∂ ρuið Þ 
∂xi 

¼ 0 (12) 

Momentum equation: 

˙ ˛ ˝ˆ 
∂ ˜ ° ∂P ∂ ∂ui ∂uj 2 ∂uk ∂ ˇ ˘ 

ρuiuj ¼ �  þ μ þ � δij þ �ρu0 iu
0 (13)

∂xj ∂xi ∂xj ∂xj ∂xi 3 ∂xk ∂xj j 
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Energy equation: 

˛˜ ° ˜ °˝ 
∂ ∂ cpμt ∂T ∂ui ∂uj 2 ∂uk½uiðρE þ PÞ� ¼  λ þ þ μeff ui þ � δij (14)
∂xi ∂xj Prt ∂xj ∂xj ∂xi 3 ∂xk 

The standard k-ε model is adopted here to close governing equations: 

˛˜ ° ˝ 
∂ ∂ μt ∂k ðρkuiÞ ¼  μ þ þGk � ρε (15)
∂xi ∂xj σk ∂xj 

˛˜ ° ˝ 
∂ ∂ μt ∂ε ε ε2 ðρεuiÞ ¼  μ þ þ C1ε ðGkÞ � C2ερ (16)
∂xi ∂xj σε ∂xj k k 

where μt is the turbulent or eddy viscosity, and Gk represents the generation of 
turbulent kinetic energy due to the mean velocity gradients. The model constants 
C1ε, C2ε, Cμ, σk, and σε are chosen for the default values 1.44, 1.92, 0.09, 1.0, and 
1.30, respectively. 

3.1.3 Boundary and initial condition 

The next step in preprocessing is setting up the boundary conditions. Boundary 
conditions refer to the conditions that the solution of the equations should satisfy at 
the boundary of the moving fluid. Boundary condition will be different for each 
type of problem. In our research work, the initial and boundary conditions of the 
outward convex corrugated tube heat exchangers are shown as follows: 

1. The inlet conditions at the shell side are as follows: velocity inlet U = Uin, 
Tin = 563.15 K, and the inlet turbulence specifications are a turbulence intensity 
of I = 5% and hydraulic diameter D =  20 mm. 

2. The outlet conditions at the shell side are as follows: pressure outlet, 
Po = 7 MPa, and the outlet turbulence specifications are a turbulence intensity 
of I = 5% and a viscosity ratio μt/μlam = 5%. 

3. The wall conditions are as follows: the outer wall temperature boundary 
condition is constant,Tw = 700 K, and the inner wall-coupled boundary 
condition was set as a no-slip boundary, u = v  = w = 0,T = Tw, and q = qw. 

3.1.4 Numerical procedure 

The final step in preprocessing is setting up the numerical procedure, which 
includes solver, discretization, and convergence criterion. In our work, the 
governing equations are discretized by the finite volume method and solved by the 
steady-state implicit format. The SIMPLE algorithm is used to couple the velocity 
and pressure fields. The second-order upwind scheme is applied herein. The con-
vergence criterion for energy is set to be 10�7 relative error and 10�4 relative error 
for other variables. 

3.2 Heat and mass transfer in tube and shell side of corrugated tube 

The variable distribution exhibits the opposite similar tendency at the shell side 
compared with that at the tube side. In this chapter, we mainly analyze the distri-
bution of velocity, temperature, and turbulence kinetic energy. 
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3.2.1 Flow structure 

Figure 9(a) shows the velocity vector distribution in the tube side of outward 
convex corrugation tube. As shown from this figure, when fluid flow starts to cross 
the corrugation section bended from the straight segment, the flow boundary layer 
separates into two parts: one is the wall boundary layer developed at the near wall 
region; the other is shear layer associated with an inflection point of large velocity 
gradient developed away from the wall, which moves away from the surface at the 
separation point and forms a free shear layer. When the fluid flows through the 
upstream of the corrugation, the flow velocity decreases and the pressure increases 
due to the narrowing of the flow cross section. The fluid layer near the wall is 
gradually difficult to overcome the rising pressure due to the small amount of 
momentum, resulting in a reflow of the original flow direction. The recirculating 
zone between the separating streamline and the free boundary streamline is gener-
ated at the upstream of the corrugation. 

Figure 9(b) indicates the velocity vector distribution in the shell side of outward 
convex corrugation tube. As shown in this figure, the upstream side boundary of the 
corrugation is influenced by the accelerating outer-flow, that is, a favorable gradi-
ent. As the boundary layer thickens, instabilities occur when the near-wall fluid 
begins to decelerate as shown in Figure 7. The flow separates at the downgrade of 
the corrugation crest, which is associated with an inflection point of the large 
velocity gradient developed away the wall. 

3.2.2 Temperature distribution 

Figure 10(a) shows the temperature distribution in the tube side of outward 
convex corrugation tube. As shown in Figure 8, the wall velocity boundary layer 
becomes thicker at the upstream side of the corrugation accompany gradually, 
while the temperature boundary layer gets thicker along the flow direction, due to 
the eddy generating. Then it goes into thinner at the downstream side of the 
corrugation with the velocity boundary layer getting thinner, due to the scouring 
action of the fluid. 

Figure 10(b) shows the temperature distribution in the tube side of outward 
convex corrugation tube. As shown in Figure 9, the wall velocity boundary layer 
becomes thicker at the downstream side of the corrugation accompany gradually, 
while the temperature boundary layer gets thicker along the flow direction, due to the 
eddy generating. Then, it goes into thinner at the upstream side of the corrugation 
with the velocity boundary layer getting thinner, due to the scouring action of the 
fluid. The thinnest temperature boundary layer occurs at the corrugation crest. 

Figure 9. 
Velocity vector distribution at tube side and at shell side. (a) tube side; (b) shell side. 
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Figure 10. 
Temperature distribution at tube side and at shell side. (a) tube side; (b) shell side. 

Figure 11. 
TKE distribution at tube side and at shell side. (a) tube side; (b) shell side. 

3.2.3 Turbulence kinetic energy 

Turbulence kinetic energy (TKE) is one of the most important variables in 
boundary layer since it is a measure of the turbulence intensity, which is tightly 
related to the velocity profile. Figure 11(a) shows the turbulence kinetic energy 
distribution in the tube side of outward convex corrugation tube. As shown in this 
figure, the magnitude of the TKE gradient increases past upstream side section of 
corrugation with a noticed reduction after the flow reattaches as it enters down-
stream side section of corrugation. The location of the maximum turbulence kinetic 
energy extends over most of the corrugation, before descending when passing the 
downstream section of the wave trough. 

Figure 11(b) shows the turbulence kinetic energy distribution in the tube side of 
outward convex corrugation tube. As shown in this figure, the magnitude of the 
high TKE extends fairly constant past most of the corrugation with a noticed 
reduction after the flow reattaches. The location of the high TKE extends over most 
of corrugation at a height, which roughly equals to the maximum corrugation 
height, before subsiding toward the corrugation trough. 

4. Heat and mass transfer enhancement of outward convex corrugated 
tube heat exchangers 

4.1 Enhancement methods 

Heat transfer enhancement methods are classified into three classifications: 
active, passive, and compound. The active methods include electrostatic and 
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magnetic fields, induced pulsation, mechanical aid, vibration, and jet impingement. 
These methods require external activating power to enhance the heat transfer [3–6]. 
Passive methods modify the geometrical structure to expand the effective surface 
area to disturb the actual boundary layer. Compound methods combine the two 
heat transfer augmentation methods to increase heat transfer performance. In the 
above-mentioned methods, passive methods have attracted significant attention 
from researchers and engineers since they are user-friendly and affordable. Exten-
sive research has been devoted to develop highly efficient heat transfer components 
to better understand the physical mechanisms and optimal parameters of passive 
heat transfer augmentation methods. 

The heat transfer enhancement mechanism in the corrugated tube is described 
as follows. The periodically corrugated structure on the tube wall arouses periodic 
alteration of velocity gradient, leading to adverse and favorable pressure gradient 
locally. The recurrent alternation of axial pressure gradient induces the secondary 
disturbance, and then the produced intensive eddy destroys the flow boundary 
layer. The eddy also increases the turbulence intensity of the flow. The disturbance 
caused by corrugated structures thus increases the heat transfer coefficient 
drastically. 

4.2 Tube side enhancement 

Figure 12 shows the effect of Re on Nuc with various p/D and H/D. The Nuc 
tends to increase linearly with the increasing Re with a fixed structure of the 
corrugated tube. This behavior occurs because the increases of flow velocity break 
wall thermal boundary layer and could obtain higher convective heat transfer coef-
ficient. Moreover, with the decreasing p/D and increasing H/D, the values of the 
Nuc increase. 

In order to compare the performance between corrugated tube and smooth tube, 
the ratio of Nu in the corrugated tube to that in the smooth tube (Nuc/Nus) is 
adopted to indicate the relative grow rate of heat transfer performance. Figure 13 
shows the effect of Re on Nuc/Nus with various p/D and H/D, and the figure 
exhibits that with the increase of Re, Nuc/Nus declines deceleratedly. Moreover, the 
Nuc/Nus increases with the decreasing p/D and increasing H/D. 

4.3 Shell side enhancement 

Figure 14 shows the effect of Re on Nuc with various p/D and H/D in the shell 
side. Compared with Figure 12, the changing tendency of Nuc along with Re, p/D, 

Figure 12. 
Effect of Re on Nu with various p/D and H/D in the tube side. (a) various p/D (b) various H/D. 
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Figure 13. 
Effect of Re on Nuc/Nus with various p/D and H/D in the tube side. (a) various p/D (b) various H/D. 

Figure 14. 
Effect of Re on Nu with various p/D and H/D in the shell side. (a) various p/D (b) various H/D. 

and H/D is consistent, but the Nuc in the shell side is obviously higher than in the 
tube side. 

Figure 15 shows the effect of Re on Nuc/Nus with various p/D and H/D in the 
shell side. It can be found when com ared with Figure 13, the changing tendency of 
Nuc/Nus along with Re, p/D, and H/D is also consistent, but the Nuc/Nus in the shell 
side is obviously higher than in the tube side. 

Figure 15. 
Effect of Re on Nu with various p/D and H/D in the shell side. (a) various p/D (b) various H/D. 

69 

http://dx.doi.org/10.5772/intechopen.85494


Heat and Mass Transfer - Advances in Science and Technology Applications 

Figure 16. 
Effect of Re on η with various p/D and H/D in the tube side. (a) various p/D (b) various H/D. 

4.4 Overall enhancement 

Generally, heat transfer enhancement accompanies with a penalty of flow resis-
tance when a heat transfer enhancement component (corrugated tube in this paper) 
is utilized in a heat exchanger compared to the smooth tube. Therefore, an assess-
ment criterion needs to be constructed to evaluate the overall heat transfer perfor-
mance for the investigated corrugated tube. The function of overall heat transfer 
performance is adopted as follows: 

˜ ° 1=3
η ¼ ðNuc =NusÞ= f =f (17)c s 

Figure 16 indicates the effect of Re on overall heat transfer performance (η) 
with various p/D and H/D in the tube side of outward convex corrugated tube. 
The figure displays that with the increase of Re, η declines deceleratedly. This is 
because the Nuc/Nus gradually decreases along with increasing Re. In addition, 
with the increase of p/D, η decreases when Re < 30,000, but increases when 
Re > 30,000. This can be explained from the fact that decreasing extent of 
Nuc/Nus is larger than that of fc/fs with increase in p/D when Re < 30,000, but 
lower when Re > 30,000. Moreover, the η decreases obviously with the increasing 

Figure 17. 
Effect of Re on η with various p/D and H/D in the shell side. (a) various p/D (b) various H/D. 
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H/D, and the decreasing extent from H/D = 0.02 to H/D = 0.06 is more obvious 
than that from H/D = 0.06 to H/D = 0.10. This variation is quite intuitive because 
of the fact that increasing extent of Nuc/Nus is larger than that of fc/fs along with 
increasing H/D. 

It can be observed from Figure 17 that the changing trend of η with various p/D 
and H/D in the shell side is almost the same from the tube side. However, the values 
of η in the shell side are larger than in the tube side. Therefore, the overall heat 
transfer enhancement in the shell side is superior to the tube side. 

5. Optimization of outward convex corrugated tube heat exchangers 

5.1 Optimization methods 

Response surface methodology (RSM) is composed of a series of statistical and 
mathematical method for analyzing empirical results, which can construct connec-
tion between effect factors and objective functions. The sensitivity of each effect 
factor and the interactions between two factors can also be analyzed to the objective 
functions. Recently, RSM has been extensively used to study on the optimal design 
of heat exchangers, which is able to efficiently and accurately provide the design 
consideration for heat exchangers [7–9]. 

RSM constructs the relationship between objective functions and design vari-
ables using a series of statistical and mathematical methodology. The function 
expression of the relationship could be written as follows: 

G ¼ f Xð 1; X2; …; XkÞ þ ε (18) 

where G represents the objective functions and X1, X2, …, Xk stand for design 
variables, f represents an approximate function, and ε is the residual error between 
the real value and the approximate value. The approximate functions are described 
as a quadratic polynomial, aiming to reflect the nonlinear characteristic between 
objective functions and design variables. In this study, the quadratic polynomial 
function, including the linear, square, and interaction terms, can be expressed as 
follows: 

ð19Þ 

where bI represents the linear effect of design variable XI, bI,I represents the 
quadratic effect of XI, and bI,J represents the linear-linear interactions between XI 

and XJ. 

5.1.1 Optimization procedure 

In our present work, we adopted the flow chart of optimization procedure as 
shown in Figure 18. Three objective functions including heat transfer, pressure 
drop, and overall heat transfer performance in a heat exchanger tube are selected 
for optimization. In this simulation plan, a most popular design method called the 
design of experiment (DOE) and central composite design (CCD) is applied. As 
shown in Figure 19, points including factorial points and center points augmented 
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Figure 18. 
Flow chart of optimization procedure. 

Figure 19. 
CCD model. (a) Two factors. (b) Three factors. 

by axial points are set in CCD. The numerical results for DOE runs are utilized in 
reflecting the behavior of responses with geometrical and flow parameters. 

5.1.2 NSGA-II algorithm 

Nondominated sorting genetic algorithm II (NSGA-II) combined with the multi-
objective optimization is adopted in this study. The advantages of NSGA-II are a 
uniformly distributed Pareto-optimal front, which can suitably detect Pareto-
optimal front for multi-objective problems, decrease time consuming, and present 
solutions with a single run. 

Figure 20 shows the NSGA-II flowchart. As specified in Figure 18, the RSM has 
been employed to determine the fitness functions in the optimization algorithm. As 
well, cross over and mutation contained in genetic operators are used in order to 
generate a new population. Finally, the optimization process is wrapped up with 
condition of repetitions number. 

This algorithm uses two functions including nondominated sorting function and 
crowding distance function, respectively. This subprogram takes population mem-
bers as input, ranks them, and puts them into fronts in proportion to their ranks. 
Crowding distance function has been designed to avoid the accumulation of 
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Figure 20. 
NSGA-II flowchart. 

population members in a limited distance. On the other hand, there are no blank 
intervals in the domain by using crowding distance function. The function is 
applied for comparison between members of a front that has equal ranks. Compared 
to the previous and the next member and also the first and the last member of the 
population, the normalization Euclidean distance of each solution of the front is for 
each reference point. Normalization is applied to avoid the problem that the objec-
tives are in the different scale. 

5.2 Analysis of variance 

ANOVA is one statistical analysis method used to evaluate the fitness of regres-
sion models, perform significance testing, and construct simplified regression 
models between design factors and objective functions. Tables 1 and 2 are ANOVA 
for Nuc and fc. According to the values of R

2, the fitting degree of the RSM is 
estimated. The F value and P value indicate the influencing significances of the 
model terms, judging the significant degree of each model term for the global 
sensitivity analysis. If the model term is the most significant, the corresponding P 
value is minimum, and F value is maximum. Generally, the terms having a P value 
>0.05 are considered insignificant and are removed from the models. 

5.3 Regression model of responses 

The regression response surface models are described in quadratic polynomial 
form. Coefficients in the models are determined based on a series of statistical and 
mathematical methods. The models evaluate the objective functions G including 
Nuc/Nus, fc/fs, and η, which are expressed as: 

G ¼ b0 þ b1 � Re þ b2 � Y þ b3 � CR þ b1,2 � Re � Y þ b1,3 � Re � CR 
(20) 

þ b2,3 � Y � CR þ b1, 1 � Re2 þ b2,2 � Y2 þ b3,3 � CR2 
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Table 1. 
Analysis of variable (ANOVA) for Nuc. 

In our optimum work, the regression response surface models for evaluating Nuc 
and fc are expressed as: 

Nuc ¼ 64:89 � 51:44p=D þ 1026:68H=D � 34:95r=D þ 0:0046Re � 377:83p=D � H=D 
2� 1:82ðE � 04Þp=D � Re þ 0:0042H=D � Re þ 20:83ðp=DÞ � 8:12ðE � 09ÞRe2 

(21) 

f ¼ 0:077 � 0:05p=D þ 1:21H=D � 0:037r=D � 7:76ðE � 07ÞRe � 0:57p=D � H=Dc 

þ 0:012p=D � r=D � 0:38H=D � r=D � 4:41 ðE � 06ÞH=D � Re 
(22) 

5.4 Response surface analysis 

We applied 2D response surface contour plots to describe the regression 
response surface model, in order to display the interaction influence of each pair of 
design variables on the required responses. From the 2D response surface contour 
plots, the regulation of objective functions with changing design variables can be 
clearly observed, distinguished by contour plot color. Figures 21 and 22 show the 
2D surface plots of the combined effects for the standard deviation of Nuc and fc. It 
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Table 2. 
Analysis of variable (ANOVA) for fc. 

Figure 21. 
Response surfaces contour plots of combined effects for Nuc. 
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Figure 22. 
Response surfaces contour plots of combined effects for fc. 

can be observed that the decrease of p/D, the increase of H/D, the decrease of r/D, 
and the increase of Re result in the augment of Nu. Moreover, it can be also seen that 
the decrease of p/D, the decrease of H/D, the increase of r/D, and the decrease of Re 
result in the weak of fc. 

5.5 Pareto front 

By inspecting the numerical results of Nuc/Nus and fc/fs, it is found that these 
two responses are varied with the changes of the design parameters. There must 
exist design parameters corresponding to the optimal objective functions. The goal 
of optimization for a corrugated tube subjected the design constrains of structural 
limitation in this study is to find the optimal values of designing parameters to 
maximize Nuc/Nus and minimize fc/fs. In this study, the multi-objective optimiza-
tion is executed by NSGA-II. The results for Pareto-optimal curve are shown in 
Figure 23, which clearly reveal the conflict between the two responses, Nuc/Nus 
and fc/fs. Any changed design parameter that increases Nuc/Nus leads to an increase 
of fc/fs. It is worth noting that the minimum values of fc/fs with Nuc/Nus for various 
points on Pareto optimal front. Therefore, the reported results are applicable for a 
problem with one objective function (fc/fs) and specific constraint (the value of 

Figure 23. 
Pareto-optimal curve. 
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selected or input Nuc/Nus). This means that the presented multi-objective optimi-
zation method provides a general optimal solution in simplified form, and one may 
obtain an optimum design (minimum of fc/fs and maximum of η) with a specified 
Nuc/Nus. 

6. Conclusions 

A deep investigation of the heat and mass transfer was given in outward convex 
corrugated tube heat exchangers in this chapter. The detailed structure of the novel 
tube has been introduced, in which the heat and mass transfer mechanism is dif-
ferent with the traditional tube type. A specific manufacturing procedure by 
hydraulic bulking system has been presented for the novel tube type. The experi-
mental setup and measuring system for the novel tube type have been depicted. 
From obtained experimental data, we found that with the increase of Re, Nuc/Nus, 
fc/fs, and PEC decline. The decreasing rate of Nuc/Nus and PEC is almost linear, but 
fc/fs is decelerated. The numerical study on the heat and mass transfer at outward 
convex corrugated tube heat exchangers has been displayed. The distribution of 
velocity, temperature, and turbulence kinetic energy has been analyzed. The 
recirculating zone between the separating streamline and the free boundary 
streamline is generated, which breaks the thermal boundary layer to enhance the 
heat transfer performance. Turbulence kinetic energy is improved at the 
recirculating zone. Heat and mass transfer enhancement of outward convex corru-
gated tube heat exchangers has been revealed. Both on the tube side and shell side, 
with the decreasing p/D and increasing H/D, the values of Nuc and Nuc/Nus 
increase. Moreover, with the increase of p/D, η decreases when Re < 30,000, but 
increases when Re > 30,000; the η decreases obviously with the increasing H/D. The 
multi-objective optimization is executed by RSM combined with NSGA-II. ANOVA 
is used to evaluate the fitness of regression models, perform significance testing, 
and construct simplified regression models between design factors and objective 
functions. 2D response surface contour plots are applied to describe the regression 
response surface model. Multi-objective optimization method provides a general 
optimal solution in simplified form, and one may obtain an optimum design (min-
imum of fc/fs and maximum of η) with a specified Nuc/Nus. 

Acknowledgements 

The authors gratefully acknowledge the support by the National Natural Science 
Fund (Grant No. 51506034). 

Conflict of interest 

The article has not been previously published, is not currently submitted for 
review to any other journal, and will not be submitted elsewhere before one deci-
sion is made. 

77 

http://dx.doi.org/10.5772/intechopen.85494


Heat and Mass Transfer - Advances in Science and Technology Applications 

Author details 

Huaizhi Han1,2*, Bingxi Li3, Yaning Zhang3, Quan Zhu1 and Ruitian Yu2 

1 School of Chemical Engineering, Sichuan University, Chengdu, China 

2 College of Power and Energy Engineering, Harbin Engineering University, 
Harbin, China 

3 School of Energy Science and Engineering, Harbin Institute of Technology, 
Harbin, China 

*Address all correspondence to: hanhz_hrbeu@163.com 

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/ 
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

78 

http://creativecommons.org/licenses
mailto:hanhz_hrbeu@163.com


Heat and Mass Transfer in Outward Convex Corrugated Tube Heat Exchangers 
DOI: http://dx.doi.org/10.5772/intechopen.85494 

References 

[1] Han HZ, Li BX*, Yu BY, He YR, Li 
FC. Mint: Numerical study of flow and 
heat transfer characteristics in outward 
convex corrugated tubes. International 
Journal of Heat and Mass Transfer. 
2012;55:7782-7802. DOI: 10.1016/ 
j.ijheatmasstransfer.2012.08.007 

[2] Yang LB, Han HZ*, Li YJ, Li XM. 
Mint: A numerical study of the flow and 
heat transfer characteristics of outward 
convex corrugated tubes with twisted-
tape insert. ASME Journal of Heat 
Transfer. 2016;138:1-8. DOI: 10.1115/ 
1.4031171 

[3] Wang FQ, Tang ZX, Gong XT, Tan 
JY*, Han HZ, Li BX. Mint: Heat transfer 
performance enhancement and thermal 
strain restrain of tube receiver for 
parabolic trough solar collector by using 
asymmetric outward convex corrugated 
tube. Energy. 2016;114:275-295. DOI: 
10.1016/j.energy.2016.08.013 

[4] Wang FQ, Lai QZ, Han HZ, JY T. 
Mint: Parabolic trough receiver with 
corrugated tube for improving heat 
transfer and thermal deformation 
characteristics. Applied Energy. 2016; 
164:411-424. DOI: 10.1016/j. 
apenergy.2015.11.084 

[5] Gong XT, Wang FQ, Wang HY, Tan 
JY, Lai QZ, Han HZ. Mint: Heat transfer 
enhancement analysis of tube receiver 
for parabolic trough solar collector with 
pin fin arrays inserting. Solar Energy. 
2017;144:185-202. DOI: 10.1016/j. 
solener.2017.01.020 

[6] Han HZ, Li BX*, Shao W. Mint: Effec 
t of flow direction for flow and heat tra 
nsfer characteristics inoutward convex a 
symmetrical corrugated tubes. 
International Journal of Heat and Mass 
Transfer. 2016;92:1236-1251. DOI: 
10.1016/j.ijheatmasstransfer.2014. 
11.076 

[7] Han HZ, Yu RT, Li BX, Zhang YN, 
Wang W. Mint: Multi-objective 
optimization of corrugated tube with 
loose fit twisted tape using RSM and 
NSGA-II. International Journal of Heat 
and Mass Transfer. 2019;131:781-794. 
DOI: 10.1016/j.ijheatmasstransfer.2018. 
10.128 

[8] Han HZ, Li BX*, Wu H, Shao W. 
Mint: Multi-objective shape optimiza 
tion of double pipe heat exchanger with 
inner corrugated tube using RSM method. 
International Journal of Thermal 
Sciences. 2015;90:173-186. DOI: 
10.1016/j.ijthermalsci.2014.12.010 

[9] Han HZ, Li BX*, Shao W. Mint: 
Multi-objective optimization of outward 
convex corrugated tubes using response 
surface methodology. Applied Thermal 
Engineering. 2014;70:250-262. DOI: 
10.1016/j.applthermaleng.2014.05.016. 

[10] Shah RK, Sekulić Dušan P. Surface 
basic heat transfer and flow friction 
characteristics. In: R K S, Sekulić Dušan 
P, editors. Fundamentals of Heat 
Exchanger Design. Hoboken: John 
Wiley & Sons; 2017. pp. 425-562. DOI: 
10.1002/9780470172605.ch7 

[11] Karthikeyan D. Thermal analysis of 
Shell and tube heat exchanger using 
CFD. In: Parmar N, editor. Design and 
Analysis Shell and Tube Type Heat 
Exchanger: Taguchi Method and CFD 
Analysis. Balti: LAG LAMBERT 
Academic Publishing; 2017. pp. 26-43. 
DOI: 110.5281/zenodo.56040 

[12] Russell TF, Robinson AS, Wagner 
NJ, editors. Mass and Heat Transfer: 
Analysis of Mass Contactors and Heat 
Exchangers. New York: Cambridge 
University Press; 2008 

[13] ANSYS FLUENT User’s Guide, 
Release 17.0. Ansys Inc.; 2016 

79 

http://dx.doi.org/10.5772/intechopen.85494


Chapter 5

A Numerical Solution Model
for the Heat Transfer
in Octagonal Billets
Panagiotis Sismanis

Abstract

In the quest for high-quality steel products, the need of cast billets with mini-
mum surface and internal defects is of paramount importance. On the other hand,
productivity is required to be as high as possible in order to reduce production cost.
Different billet shapes have been applied with emphasis upon square, rectangular,
and circular cross-sections. It is obvious that the best billet shape that minimizes
surface and subsurface defects is the circular one. Nevertheless, this shape creates
some problems with respect to handling and safety reasons. One recent attempt is to
produce normal octagonal-shaped billets that appear to approach the circular shape
albeit easier to handle. In this study, a numerical solution for the heat transfer
during solidification in the continuous casting of octagonal billets has been carried
out. The developed model deploys an implicit scheme in order to solve the differ-
ential equations of heat transfer under the appropriate boundary conditions in a
section of an octagonal billet, assuming fully axisymmetric cooling of the bloom.
The geometry of the octagonal billet plays an interesting role in the development of
the heat transfer analysis. Based upon fundamental principles, a computer program
has been developed for this purpose. Consequently, results from the numerical
solution are presented and discussed.

Keywords: octagonal billet, solidification, continuous casting, implicit,
micro-segregation, prediction model, shell thickness, temperature distribution

1. Introduction

The mathematical analysis of heat transfer in a billet during the continuous
casting process has been investigated from the early stages of the development of
continuous casting machines. In this study, some fundamental works related to the
numerical solution of heat transfer in solidifying billets are presented. A pioneer
work is mentioned in [1] in which a mathematical model of heat transfer in contin-
uously cast steel slabs is described. A computer program was developed to model
the problem using a 1D transient conduction equation with the appropriate bound-
ary conditions. Some years later, the design of the mold and spray sections of a
continuous casting machine were examined in detail with the aid of a 2D heat-flow
mathematical model [2]. Experimental data obtained from commercial casters were
used for the validation of the deduced results. In that monumental work, the
various aspects of heat transfer in the various sections of a casting machine were
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analyzed in detail. Later on, surface and subsurface defects in the cast billets became 
apparent, and research work included mechanical phenomena (like stress and 
strain) together with the heat transfer analysis; an early typical work on the subject 
was presented in [3]. It is worth mentioning that the caster automation includes 
most of the heat transfer formulation and analysis, albeit not published. Conse-
quently, the present literature survey mostly presents indicative published works 
upon heat transfer analysis. In the 1990s, the continuing casting of steel started 
maturing, and this was reflected by two studies with practical implementations 
[4, 5]. In a review paper [6], the evolution of heat transfer and mechanical studies 
for the continuous casting were presented. Furthermore, an analysis on the ideal 
taper prediction for billet casting and a thorough analysis of thermomechanical 
behavior in billet casting were also presented [7, 8]. The salient features of heat 
transfer in the secondary cooling zone during the continuous casting of steel were 
examined in [9]. Primary cooling is considered the start-up of steel solidification 
process in a water-cooled copper mold, and secondary cooling zone is considered 
the region just after the mold until the end of the caster in which the billet is cooled 
by spray nozzles or air-mist systems. Radiation heat exchange between the billet 
surface and the environment plays also an important role in the secondary cooling 
zone. Fluid-flow phenomena in the mold captured the interest, and as of that, heat 
transfer studies were also reported on the subject later on; a typical work is given in 
[10]. In most similar works, general-purpose heat-transfer software has been 
deployed either as a direct prediction tool or as a verification one. A typical work is 
given in [11] in which a 1D heat-transfer simulation program (CON1D) was suc-
cessfully verified against a 3D finite element model developed in Abaqus. Near-net-
shape cast sections appeared in industrial practice in the early 2000, and therefore, 
their thermal-mechanical modeling during casting was developed as well [12]; in 
this type of analysis, the use of a package like Abaqus has been indispensable. In a 
relatively recent work [13], the 1D differential equation for heat transfer was solved 
in order to study the evolved microstructures during the solidification of round 
billets (so, the radial direction for heat transfer prevails). In the cases under study, 
the billet diameters were in the range from 210 up to 410 mm; the validation of 
their model was performed by deploying a semi-analytical model [14] for the 
prediction of the surface temperature of a cast round billet. The numerical model 
was used to calculate the local solidification time, the local gradient, and the local 
solidification time as a function of the distance from the round billet surface; 
furthermore, a simplified relation for the prediction of the columnar to equaxial 
transition was proposed. Deploying the finite volume method, a real-time 2D heat 
transfer and solidification model for continuous casting [15] were developed and 
tested online. The behavior was satisfactory with less than 10°C deviations on 
surface central temperatures. A dynamic heat transfer model was developed [16] in 
order to study the effect of the casting speed on the temperature field of continu-
ously cast billets; various steel grades were taken under consideration. A real-time 
heat-transfer model and a heat-transfer coefficient identification method [17] were 
developed. The model validation was achieved by the measurement of surface 
temperatures by a CCD system that appeared to eliminate the impact of scales on 
the temperature measurement and keep the measured surface temperature fluctua-
tion within the range of ˜10°C. A finite volume method and the alternating direc-
tion implicit algorithm (ADI) were selected in order to develop a real-time heat 
transfer model [18] for the dynamic control of continuous cast billets. The system 
was applied online to control the electric current of the final electromagnetic stir-
ring (FEMS) system. A simulation model of solidification and heat transfer of 
150-mm-square billets was developed [19] for the continuous casting of grade 40 
Cr. Nailing tests and temperature measurements were applied in order to fine-tune 
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the model with maximum errors of less than 2%. In another study [20], different 
micro-segregation models coupled with fluid flow and heat transfer were run to 
study macrosegregation phenomena in a round billet with a 165-mm diameter. It 
was predicted that heavy centerline segregation occurs at the end of solidification 
when the central solid fraction reaches the value of 0.7. The need for high-speed 
casting under very controllable conditions has led the researchers to seek billet 
sections that can succeed in the demanding steelmaking environment. Recently, one 
of the leading manufacturers in the steelmaking sector, Danieli, has announced [21] 
the octagonal billet as a proven potential shape for successful high-speed casting. 
Consequently, the present author has taken the opportunity to study the heat 
transfer in a solidifying billet based on fundamental principles. The work has 
been carried out for a larger billet size than the one tested in [21] and for two special 
steel grades, the peritectic grade S355 J2 and the medium-high-grade 42CrMo4, 
that are both important for many end-user applications. 

2. Formulation of the heat-transfer problem 

The general three-dimensional (3D) heat-transfer equation that describes 
the temperature distribution inside a solidifying object is given by Eq. (1) according 
to [22] 

∂T 
ρc ¼ ∇ � k∇T þ S (1)

∂t 

The source term S may be considered [23] to be of the form: 

S ¼ SC þ SP T (2) 

Furthermore,T is the temperature, and ρ, c, and k are the density, heat capacity, 
and thermal conductivity, respectively. The 2D heat-transfer equation in Cartesian 
coordinates can be written as [22] 

˜ ° ˜ ° 
∂T ∂ ∂T ∂ ∂T 

ρc ¼ k þ k þ S (3)
∂t ∂x ∂x ∂y ∂y 

The boundary conditions that apply in the octagonal billet case are very similar 
to the ones for the rectangular billet that have been presented in detail in [24] 
and will not be repeated here. Nevertheless, two important boundary conditions 
apply in the case under study, which follow: 

• Due to symmetry, the upper diagonal side (Figure 1, segment OB) of the 
domain of interest is supposed to be adiabatic, as well as the lower side 
(Figure 1, segment OK) is. In this way, the following formulation holds: 

∂T ¼ 0, where s is the vertical axis on the line 
∂s (4) 
y ¼ x tan ðπ=8Þ 

• The primary (mold) and secondary cooling systems are the ones applied in 
Stomana; this is presented in detail in a previous publication [24] and will not 
be repeated here. However, due to the potential of the octagonal mold, a 
surplus of water was used in favor of an enhanced cooling behavior for the 
solidifying billet; this was expressed as an extra percentage of water flow 
deployed for the octagonal billet. 
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Figure 1. 
The salient features of an octagon and its circumscribed circle. 

3. Theoretical solution 

There is no published work on the theoretical solution for the octagonal 
billet until now. However, a theoretical solution can be approximated 
by solving the DE of heat transfer on an equivalent circular geometry. 
According to Figure 1, the selected radius of that circle was Re = 156.6 mm, as 
given by Eq. (5): 

1 þ cos ðπ=8Þ
Re ¼ R ¼ 0:962 162:84 ¼ 156:6 mm (5)

2 

This radius is actually the mean value between the circumradius and 
in-radius of the octagon [25]. The circumradius R being equal to 162.84 mm 
makes the currently studied octagonal billet equivalent in size to a 250 � 300 mm2 

billet produced in the Stomana plant, at Pernik, Bulgaria. Now the original 
problem can be converted into a heat-transfer problem of cylindrical geometry, 
and the DE together with the boundary conditions is formulated according to 
Eq. (6): 

∂T 
∂t 

˜ 
∂
2T ¼ α 
∂r2 

° 
1 ∂T þ 
r ∂r 

(6) 

T ¼ T0, t  ¼ 0; 
∂T 
∂r 

¼ 0, r  ¼ 0; 
∂T � k 
∂r 

˛ ˝ ¼ h T  � Tf , r  ¼ Re 
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By variable transformation using Eq. (7) 

T � TfΘ ¼ (7)
T0 � Tf 

the boundary condition at r = Re becomes: 

∂Θ h þ Θ ¼ 0, r ¼ Re (8)
∂r k 

In order to fulfill the boundary condition at r = Re according to Eq. (8), Eq. (9) 
has to be solved for β: 

Re h ð  Þ ¼ A J0ð Þβ , A ¼ (9)β J1 β k 

where J0 and J1 are the Bessel functions of zero and first order, respectively. 
This theoretical solution is presented in the book of Carslaw and Jaeger [26] and 

is followed here. There are an infinite number of values for β, which solve Eq. (9); 
nevertheless, the first six roots [26] are enough for the computations. In this way, 
the derived solution arrives in the form of Eq. (10): 

∞
∑ 

T � Tf ˜ ° 2A J0ðβn r=ReÞ2ξ °Θ ¼ �βn ˜¼ exp 2 þ A2T0 � Tf ð ÞJ0 βnβnn¼1 (10)
α t Re h 

ξ ¼ , A ¼ 
R 2 ke 

Figure 2. 
Theoretical predictions of the temperature distribution in various positions in a cylindrical billet. 
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Eq. (10) was applied in order to compute the temperature distribution T(r,t) 
inside the equivalent to the octagonal geometry cylindrical billet; some results are 
depicted in Figure 2. In fact, the following parameters were used in these compu-
tations: thermal conductivity, k = 50 W/m/K; density, ρ = 7600 kg/m3; heat capac-
ity, c = 400 J/kg/K; thermal diffusivity, α = k/(ρc) = 1.645 ˜ 10 °5 m2/s; heat transfer 
coefficient, h = 200 W/m/K; cooling water temperature,Tf = 30°C, and initial billet 
temperature,T0 = 500°C. 

4. Numerical solution 

Figure 1 illustrates the important geometrical features of the octagonal-shaped 
billet. Considering that the flow of heat takes place only in the radial direction 
toward the center of the octagon, and certainly toward the center of its 
circumscribed circle, it appears that due to symmetry, only a small trigonal part 
becomes the important region (the shaded area in Figure 1) for the solution of the 
DE of heat transfer. Actually, when uniform cooling takes place around the solidi-
fying billet, then symmetrical conditions prevail in the relevant heat transfer. Con-
sequently, heat flow takes place only in the radial direction. The strongly implicit 
scheme as presented by Patankar [23] was deployed for the solution of the DE of 
heat transfer. Figure 3 illustrates the control-volume selection for a small number of 
nodal points. 

The five-point formulation for the discretization equations was applied. Special 
attention was paid in the boundary condition formulation of the discretization 
equations, and a more detailed analysis on this is presented in Appendix I. One may 
realize that once the boundary conditions are properly written, then a finer grid 
will ultimately permit the convergence to the engineering solution. In Figure 3, 
only the lower trigonal part is necessary to be examined. The vertical side, MZ, is 
the boundary from which the main heat flow (cooling) takes place; the horizontal 
side OZ and the diagonal side OM, with an inclination of π/8, or 22.5°, are consid-
ered to be adiabatic to heat flow due to the aforementioned symmetry reasons. This 
study is part of a series of published works with respect to the numerical solution 
of the heat transfer equation in 2D (square and rectangular) and 3D domains 
[24, 27–29]. Although the core of the existing program remained intact, due to the 
nature of the present trigonal domain, the part of the program related to the 

Figure 3. 
Presentation of control volumes and nodal points for a coarse grid. 
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boundary conditions had to be developed from scratch. The octagonal billet with 
R = 162.84 mm can be discretized with a fine grid of 200 ˜ 200 nodal points. In this 
way, the space intervals (δx, δy) were about δx = R cos(π/8)/199 = 0.756 mm and 
δy = R sin(π/8)/199 = 0.313 mm, respectively. Actually, keeping the ratio, δy/ 
δx = 0.313/0.756 = 0.414 = tan(π/8), exhibited a relatively good convergence; the 
time interval was Δt = 1 sec. 

5. Running the computer program 

The Gauss-Seidel algorithm was applied for the iterative solution of the matrix 
equations in the case of the 42CrMo4 grade. Over-relaxation was used for the fastest 
possible convergence, and the over-relaxation parameter used was ω = 1.870, which 
has exhibited good behavior for this type of studies [30]. The applied maximum 
error (tolerance) for the computed temperature at each nodal point was 5 ˜ 10 °3. In 
addition to this, the Strongly Implicit Procedure (SIP) [31] was deployed for the 
iterative solution of the matrix equations in the case of the S355 J2 grade. In this 
case, however, the same tolerance (5 ˜ 10 °3) was used for the maximum residual 
value and not the temperature difference at each nodal point. The C++ language was 
selected for the development of the program, and the deployed compiler was the 
Intel Parallel Studio XE 2015 Composer Edition for C++; the open source, cross-
platform Code::Blocks, version 17.12 software was used as an integrated develop-
ment environment for program edition and compiler invoking. The software was 
run in a DELL Alienware laptop with the Intel i7-6700HQ CPU (8 cores) at 2.6 GHz, 
16GB RAM, running under a 64-bit Windows 10 Professional O/S. 

6. Results and discussion 

In order to validate the new developed program, a solution against the afore-
mentioned theoretical one had to be sought. For this reason, an octagonal billet 
initially at 500°C, cooled afterwards by an hypothetical fluid at 30°C and with a 
heat transfer coefficient h = 200 W/m2/K, was simulated. The values for the prop-
erties of density, thermal conductivity, and heat capacity were the same with the 
ones used in the theoretical solution. In total, 38 sets of data were randomly selected 
at various positions inside the cylindrical billet and were compared with similar 
results deduced from the numerical solution described here in order to verify its 
validity. Figure 4 presents the compared results of these two sets of computed data. 
An analysis of variance (ANOVA) was performed for these two sets of results, and 
the following statistical results were derived: residual standard error, 3.133 on 36 
degrees of freedom (DF); multiple-R squared, 0.9957; and F-statistic, 8333 on 1 and 
35 DF, with a p-value <2.2 ˜ 10 °16. Consequently, a standard error of 3.1°C was 
found to represent the mean statistical error between the results obtained from the 
theoretical and current numerical solutions, respectively. 

The advantage of studying the heat transfer in an octagonal billet marks the 
importance of such an experiment: the potential to test some results against theo-
retical ones gives the confidence about attaining the proper numerical solution; in 
fact, the octagonal geometry approximates the circular cross-section better than a 
square one for this comparison to be accomplished. 

Table 1 presents the chemical analysis for the two selected grades under exam-
ination: 42CrMo4 and S355 J2. In the bloom caster of Stomana, in Pernik, the billet 
size of 250 ˜ 300 mm2 is normally used for the production of special steels. The 
equivalent billet to this size in octagonal shape has a circumradius of 
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Figure 4. 
Comparison of temperature values between the theoretical (for a cylindrical billet) and numerical (for an 
octagonal billet) solutions. 

Grade %C %Si %Mn %P, S max %Cr %Mo %Ni %Cu %V %Al 

1 0.42 0.22 0.78 0.015 0.98 0.20 0.07 0.22 — 0.03 

2 0.17 0.21 1.06 0.015 0.10 0.02 0.09 0.22 0.03 0.03 

Table 1. 
Chemical analysis for grades 42CrMo4 (1) and S355 J2 (2). 

R = 162.84 mm, as aforementioned. An interesting idea is that putting the octagonal 
billet in practice, there is a potential to increase productivity by using more cooling 
water, an advantage that has been tested in practice [21] for normal rebar grades. 
Consequently, in this study a surplus of mold water by 12% for both of the two 
grades 42CrMo4 and S355 J2 was used compared to the normal water-cooling 
process applied in Stomana for these grades, respectively. Furthermore, a surplus of 
water in the air-mist region by 3% for the high-carbon grade 42CrMo4 and 4% for 
the peritectic grade S355 J2 was applied, respectively. 

Figure 5 illustrates the shell thickness (curve 3) increase as an octagonal billet of 
grade 42CrMo4 travels down Stomana’s continuous casting machine. One may 
notice that the solidification completes at about 32.4 m from the liquid-steel menis-
cus in the mold. 

At the same time, the centerline temperature (curve 2) drops appreciably at that 
point revealing the complete solidification at that point, as well; the surface tem-
perature is also presented by curve 1. The casting speed was 0.70 m/min, and the 
superheat (SPH) was 30°C in the computation. The SPH is actually the excess 
temperature above liquidus temperature; the liquidus temperature is exclusively a 
function of the chemical composition of a steel grade. 

Figure 6 depicts the temperature distribution in the domain of interest of a 
42CrMo4-grade octagonal billet at a position of 19.2 m from the meniscus. Carbon 
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Figure 5. 
Surface (1) and centerline (2) temperature values in an octagonal billet of the 42CrMo4 grade; thickness 
evolution (3) as the billet solidifies downwards the continuous caster. 

Figure 6. 
Temperature distribution in the selected part of a 42CrMo4-grade octagonal billet. Solid fraction values (fs) 
are presented in the mushy zone. 

steels normally solidify gradually from liquid to solid phase. The degree of solidifi-
cation is generally described by a parameter that is called solid fraction (fs) and 
represents the percentage of the solid phase in the mixture of solid and liquid 
phases. When fs = 0, then we have 100% liquid phase, and the steel temperature at 
this point is the liquidus temperature, Tl. When fs = 1, then we have 100% solid 
phase, and the steel temperature at that point is the solidus temperature,Ts. 
Although the liquidus temperature is always a function of the chemical composition 
of a steel grade, this is not the case with the solidus temperature. The solidus 
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temperature is also affected by the local cooling rate at solidification (CR), which is 
expressed as 

TP � TP 
0 

CR ¼ (11)
Δt 

Eq. (11) shows that the temperature difference between a temperature TP and 
the previous one TP

0 at point P inside a solidifying billet within a time interval Δt, 
divided by this time interval, defines that local cooling rate. Consequently, the 
solidus temperature may be given by a formula of the type: 

TS ¼ G1ðchemical analysis; CRÞ (12) 

On the other hand, the solid fraction may be considered a function of the local 
cooling rate and temperature: 

f S ¼ G2ðT; CRÞ (13) 

Therefore, during solidification of carbon steels, there is always a range between 
solidus and liquidus temperatures in which the solid fraction is in the range from 0 
to 1; this physical range inside a solidifying steel body is called mushy zone, and the 
whole phenomenon is related to micro-segregation. The simple micro-segregation 
model [32] has been adopted in this work, and the analysis has been described in 
similar previous studies [24, 29, 33]. It appears that the larger the carbon content in 
a steel grade, the larger the mushy zone gets, and central porosity becomes inevita-
ble in the final stages of solidification. 

The local cooling rate distribution for the case of a 42CrMo4-grade at the caster 
position presented in Figure 6 is illustrated in Figure 7. 

A short analysis showed that for the data presented in Figure 7, the CR (cooling 
rate in °C/s) has the following statistics: average value μ = 0.106, standard deviation 
σ = 0.128, minimum = 0.023, and maximum = 0.494. More than 99% of the CR 

population is within μ + 3*σ = 0.490. 
Figure 8 depicts the surface (1) and centerline (2) temperatures in an octagonal 

billet as the billet solidifies downstream the Stomana billet caster; the shell thickness 
(3) is presented as a function of the distance from the meniscus of liquid steel in 
the mold. It is worth mentioning that a S355 J2-billet cast at a speed of 0.85 m/min 
solidifies even faster than a similar 42CrMo4-grade billet at a lower speed. 

Figure 7. 
Cooling rate distribution in the selected part of a 42CrMo4-grade octagonal billet. 
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Figure 8. 
Surface (1) and centerline (2) temperature values in an octagonal billet of the S355 J2 grade; thickness 
evolution (3) as the billet solidifies downwards the continuous caster. 

Figure 9. 
Temperature distribution in the selected part of a S355 J2-grade octagonal billet. In addition to the solid 
fraction values (fs) that are presented in the mushy zone, the percentages of δ- and γ- phases are shown, 
respectively. 

Figure 9 illustrates the temperature distribution in the critical geometrical region of 
a S355 J2-grade octagonal billet at a distance of 18.4 m from the meniscus, cast at a 
speed of 0.85 m/min and a SPH = 30°C. 

Peritectic grades have the tendency to crystallize in a mixture of delta (δ) and 
gamma (γ) phases of iron in an intermediate temperature range, before continuing 
to a 100% γ-phase solidification. For this reason, the percentages of δ- and γ-phases 
are also presented in Figure 9 at the selected solid fractions. 
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All these calculations come also from the simple micro-segregation model [32] 
that is adopted in the developed program. Figure 10 depicts the local cooling rates 
at the same position from the meniscus as for the aforementioned temperature 
distribution presented in Figure 9. 

For the cooling rate distribution (CR in °C/s) presented in Figure 10, a short 
statistical analysis derived the following results: average value μ = 0.138, standard 
deviation σ = 0.156, minimum = 0.027, and maximum = 0.490. Almost 99% of the 
population is within μ + 3*σ = 0.606. 

The minimum average number of iterations required for convergence by the 
Strongly Implicit Procedure (SIP) was attained at the value of 0.95 for the iteration 

Figure 10. 
Local cooling rate distribution in the selected part of a S355 J2-grade octagonal billet. 

Figure 11. 
Effect of the iteration parameter on the convergence behavior of the strongly implicit procedure. 
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parameter α as explained by Stone [31] in order to speed up the convergence process. 
Actually, this value (α = 0.95) was used in order to solve the derived system of matrix 
equations in the case of the S355 J2 grade. Figure 11 illustrates the effect of this 
iteration parameter on the ratio of the required average number of iterations to the 
minimum number of iterations required at α equal to 0.95. In general, the conver-
gence behavior improved as the selected iteration parameter increased. It is worth 
noting that convergence succeeded within an extensive range of the iteration param-
eter although above the limiting value of α = 0.95, the solution procedure started to 
diverge. For verification purposes, two sets of temperature results were generated by 
the Gauss-Seidel and Strongly Implicit Procedure, respectively, taken after a long 
simulation time (at the same time instant t = 2460 sec, equivalent to a distance of 
34.85 m from meniscus). Using R [34], a Pearson’s product–moment correlation test 
gave a coefficient of 0.9999344 for these two sets of results with a t-Student value 
equal to 17,455, 39,998 degrees of freedom and a p-value < 2.2 ˜ 10 °16. 

7. Conclusions 

The 2D differential equation of heat transfer was numerically solved for the 
derivation of the temperature distribution inside an octagonal billet. The deduced 
model was applied for the casting case of octagonal billets for an equivalent shape to 
the size of 250 ˜ 300 mm2 billets that are normally cast at the Stomana billet caster. 
Furthermore, the simulated octagonal billets were considered to be from the two 
special grades of 42CrMo4 and S355 J2. Two different iterative methods were 
applied for the solution of the resulting system of equations, the Gauss-Seidel 
method and the strongly implicit procedure, both exhibiting satisfactory behavior. 
A surplus of cooling water especially at the mold may result in a potential produc-
tivity increase. Computational results from the simple micro-segregation model 
were also included in the present study. 
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Nomenclature 

c heat capacity in J/kg/K 
fs solid fraction 
h heat transfer coefficient in W/m2/K 
k thermal conductivity, in W/m/K 
S, Sc source term, constant term of S, in W/m3 

Sp source term compensating for the temperature dependence of S, 
in W/m3/K 

SPH superheat (casting temperature—liquidus temperature) in °C 
t, Δt time, time interval in sec 
T temperature in a position inside a billet, or at a nodal point, in °C 
Tl,Ts liquidus, solidus temperature, in °C 
x, y, z spatial coordinates, in m 
δx, δy distance between adjacent nodal points along the x- and y-axis, in m 
Δx, Δy control-volume dimensions along the x- and y-axis, in m 
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ρ density, in kg/m3 

ω over-relaxation factor 
Subscripts 
0 referring to an initial value 
f fluid (referring to a cooling fluid) 
Superscripts 
0 referring to a value at a previous time step 

A. Appendix I 

The applied solution is based on the implicit scheme as described by Patankar in 
1980 [23]. Figure 3 shows the control volumes and the nodal points upon which the 
numerical solution was based; in the graph, only a very rough discretization was 
considered with 6 � 6 nodal points just for illustrative purposes. Normally, for 
nodal points in the interior of the geometry under investigation, the implicit scheme 
works on five adjacent points; in this way, for every internal point P, the four 
adjacent nodal points of interest are nominated as E (east), W (west), N (north), 
and S (south). The numerical discretization equation for the heat transfer equation 
at P is then given by Eq. (14) 

aPTP ¼ aETE þ aWTW þ aNTN þ aSTS þ bP (14) 

where the temperature coefficients and the constant term are given by Eq. (15): 

ke Δy kw Δy kn Δx ks Δx 
aE ¼ , aW ¼ , aN ¼ , aS ¼ ,ð Þδx δx δy δyð Þ  ð Þ ð Þe w n s 

ρc Δx Δy (15)0aP 
0 ¼ , bP ¼ SC Δx Δy þ aP 

0 TP ,Δt 
aP ¼ aE þ aW þ aN þ aS þ aP 

0 � SP Δx Δy 

The described formulation is proven to satisfy the energy balance within the 
control volume that is included by the sides “n,” “e,” “w,” and “s.” Extra care is 
required in the derivation of the discretization equations at the borders of the 
studied geometry. For example, Eq. (16) describes the formulation for the temper-
ature of a typical point on the outer area of the octagonal billet that is cooled by the 
water-cooled copper mold; the heat transfer is driven by a lower water temperature 
(Tf), by a rate given by a heat transfer coefficient h: 

aCTC ¼ aGTG þ aDTD þ aFTF þ bC 

kw Δy kn ðΔx=2Þ ksðΔx=2Þ aG ¼ , aD ¼ , aF ¼ ð Þδx δy δyð Þ  ð Þw n s 

ρc Δvol (16)
aC 

0 ¼ , bC ¼ SC Δvol þ aC 
0 TC 

0 þ h Tf ΔyΔt 
aC ¼ aG þ aD þ aF þ aC 

0 � SP Δvol þ h Δy 

Δvol ¼ ðΔx Δy=2Þ 
Similarly, another very interesting point of analysis on the derivation of the 

discretization equation is at a diagonal point A; the formulation is presented by 
Eq. (17); in this case, there is no heat transfer (due to symmetry) in the area above 
the diagonal (adiabatic formulation): 
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aATA ¼ aBTB þ aNTN þ bA 

ke ðΔy=2Þ ks ðΔx=2Þ aB ¼ , aN ¼ ,ð Þδx δye ð Þs (17)
ρc Δvol0 ¼ 0aA , bA ¼ SC Δvol þ aA 

0 TAΔt 
aA ¼ aB þ aN þ aA 

0 � SP Δvol, Δvol ¼ ðΔxΔy=4Þ 
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Chapter 6 

CFD Simulation of Heat and Mass 
Transfer for Climate Control in 
Greenhouses 
Cruz Ernesto Aguilar Rodriguez and Jorge Flores Velazquez 

Abstract 

Greenhouse plant production involves a number of processes such as transpira-
tion, condensation, photosynthesis, and climate control. Such processes, in turn, set 
off mass and heat transfer phenomena that influence not only the quality and 
quantity of crop production but also its environmental cost. While these processes 
have considerably been analyzed in separate, they strongly interact with one 
another. For instance, increased radiation (mainly thermal infrared) increases tem-
perature, reduces humidity, consequently increases transpiration, and affects CO2 

exchange as well as other reaction rates. Computational fluid dynamics (CFD) is a 
numerical tool with a solid physical basis which allows, through the construction of 
a computational model, to simulate the fluid flow environment. Heating, ventila-
tion, and condensation have been analyzed in the greenhouse environment with 
CFD techniques. The current challenge is the interaction of these processes and 
their impact on the production system. The present work summarizes some CFD 
investigations carried out in this topic, in order to analyze the processes of heat 
and mass transfer in a greenhouse for agronomic purposes. 

Keywords: ventilation, heating, crop production, numerical simulation, 
climate control 

1. Introduction 

The fast expansion of greenhouse technique around of world, as a means to 
supply food and produce, has posed emerging challenges in the operation and 
management of greenhouse climate. While such challenges have not changed in 
essence ever since the onset of agriculture, they have been considerably reshaped by 
the access to new technologies and information. 

In semiarid regions, the main problems are the high temperatures that take place 
in daily and annual cycles. The same is true for cold temperatures. There are many 
options to auxiliary climate control systems, the implementation of which depends 
on many factors such as their cost, crop, location, and management, to name a few. 

Greenhouse is an advantageous production system which realistically allows us 
to produce crops from all over the world during the whole year. Consequently, 
environment interior conditions such as temperature and humidity have to be 
controlled at a certain plant-specific level regardless of environmental conditions. 
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In greenhouse crop production, climate has peculiar considerations, because the 
most important data is the impact of the environmental factors on the crop cycle. 
The cultivation of plants requires a sufficient amount of light, a specific range of 
temperature, humidity, and CO2, among other requirements. These requirements 
are primarily influenced by the greenhouse design and size and vary according to 
the local climate conditions. For instance, the radiation quantity inside the green-
house depends on whether greenhouses are built with PVC or glass, because the 
surface material is the element to optimally use solar radiation for the required 
lighting [1]. 

Recently, heating, ventilation, and air conditioning (HVAC) systems have been 
extensively used in urban spaces, such as offices or stores, at agriculture area, and 
specifically in greenhouses. For instance, HVAC has been used in buildings in order 
to analyze the optimization and comfort inner Officine’s and several uses. In green-
houses, the concept is incipient, even though the application of the ventilation 
and calefaction systems as a method to climate control in cold and warm regions is 
nothing new. 

The climate produced in a greenhouse is the result of complex mechanisms 
involving the processes of heat and mass exchange. The internal climate is strongly 
dependent on the outside conditions, especially in unheated greenhouses. In green-
house climate models, the parameters of the internal climate such as air, soil, and 
crop temperatures as well as air humidity are calculated using energy and water 
vapor balances for the various components of the system [2]. 

Climate in the greenhouse is a consequence of radiation crossing the cover 
material, usually plastic. After that, climate condition is a strong relationship 
between several factors, temperature, humidity, wind velocity, and the solar radia-
tion. Environment conditions in the greenhouse depend on the energy manage-
ment, by the auxiliary calefaction and ventilation systems. The equilibrium of these 
climate variables is a function of the efficiency of air exchange generating losses and 
gains of heat (temperature, radiation) and mass (humidity, gases) [3]. 

The automation in a greenhouse environment involves climate control, light-
level control, and shade curtain management; gases inside the greenhouse are due to 
the plant reactions with the environment, requiring control of carbon dioxide (CO2) 
concentration, irrigation and chemical treatment. Greenhouse automation is a 
modern, efficient, and accurate disruptive agriculture, which utilizes data collected 
within the system, to obtain better quality and higher yields, thereby increasing 
productivity [3]. 

Every process inside the greenhouse consumes energy and involves a change of 
mass between the sink or the source. The objective of this work was to show some 
results on greenhouse mass and energy transfer, using CFD. 

2. Computational fluid dynamics (CFD) in a greenhouse simulation 

Computational fluid dynamics (CFD) is an analysis tool based on numerical 
methods that show graphically the general and localized air movement inside the 
greenhouse owing to natural ventilation. Also, it is possible to determine spatial 
temperature distributions arising from such air movement, all this for any green-
house type and open/closed configuration of the roof and side windows. 

CFD modeling of different parameters in greenhouses has been used to examine 
various features such as vent configuration [4]; natural and mechanical ventilation 
[5, 6]; ventilation in screenhouses [7]; condensation, transpiration, and heat and 
mass transfer [8–10]; and, more recently, calefaction and HCVA [11] and their 
interactions [12, 13]. The analyses of these systems allow for climate control, 
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Figure 1. 
Natural and mechanical climate control in greenhouses. 

thereby offering the possibility to provide large numbers of high-quality crops with 
greater predictability. 

CFD modeling has been used as a tool to get major details in facilities, for 
instance [14], uses CFD to analyze ventilation system in greenhouses. Based on 
CFD, simulation is possible to optimize some characteristics of ventilation systems, 
such as relationship between volume and vent area of greenhouses [15]. 

The performance of ventilation in enclosed spaces is affected by the flow of 
outside air [16], type of cover, height of the installation, and the ventilation opening 
[18]. Computational parametric studies on greenhouse structures can aid to identify 
design factors that affect greenhouse ventilation under specific climatic 
conditions [5, 19]. 

Modern auxiliary systems used for climate control demand new approaches of 
study, e.g., to quantify the effect of the back-wall vent dimension on solar green-
house cooling. Traditional solar greenhouse (Figure 1) uses radiation to store 
energy and get advantages of its use naturally. Some studies [10] showed that it is 
possible to reduce averaged air temperature by approximately 1.7°C and the highest 
temperature drop by approximately 5.8°C, in comparison to a traditional solar 
greenhouse with brick back wall (TG). These authors also suggest that a back-wall 
vent of 1.4 m increased internal ventilation efficiency in a solar greenhouse by 
installing removable back walls [10]. 

On the other hand, modeling of climate systems is necessary for studying and 
regulating energy consumption and quality of indoor environment. In urban semi-
closed spaces, modeling approaches are used in HVAC systems [20]. Physics-based 
models offer adequate capabilities for first-hand assessments but suffer from poor 
accuracy; data-driven models have very high accuracy on training data but suffer 
from lack of generalization beyond the training domain. 

Numerical methods have also been implemented for analyses of crop production 
in semi-closed spaces. Santolini et al. [7] reviewed the effect of mass transfer in a 
screenhouse structure with CFD. Alternative computer-based simulation models 
have been used for examining typical greenhouses with alternative energies such as 
dynamic photovoltaic (PV) and plant cultivation [21, 22]. 

3. Heat and mass transfer equations and CFD simulations 

Heat and mass transfer is investigated using CFD tools. A numerical model is 
built based on the solution of the governing equations for momentum, energy, and 
continuity within the greenhouse domain. General equations can be written as the 
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convection-diffusion equation to simulate mass, velocity, temperature, or other 
variables inside the greenhouse (Eq. 1): 

∂ρ∅ ˜ þ ∇ ρṽ∅Þ ¼ ∇ðΓ∇∅Þ þ sϕ (1)
∂t 

where ∅ transport variable; uj velocity vector (m s�1); Γϕ diffusion coefficient; 
sϕ source term to variable ∅ (temperature, CO2, etc.). 

Specific energy balance simulation is based on the solution of heat and mass 
balance equations applied to the whole greenhouse system [8]. 

For the heat balance of greenhouse air, the general equation is shown in Eq. (2): 

ρVCpΔT ˜ ° ¼ ∑1qiAi þ ϕ CpTout � CpTint (2)
ΔT 

Mass balance of greenhouse air is described in Eq. (3): 

Mw ¼ Γcrop �Ωcov þ ϕðWair �Wairou Þ (3)
∂T 

where ρ is the density (kg cm�3); t is the time (s); T is the temperature (°C); Cp 

is the heat capacity at constant pressure; Ф is the ventilation rate (kg s�1); W 
(kg m�3); ∑1qiAi (W) is the sum of the convective contribution; Γcrop (kg s�1) is 
the transpiration rate; wair (kg kg

�1) is the inside humidity ratio; Wair_out (kg kg
�1) 

is the outside humidity ratio; Mw is the water vapor mass. 
The energy transfer process can occur basically in three physical phenomena: 

radiation, convection, and conduction. In greenhouse inner, convective heat trans-
fer is the main source of temperature and energy. The conduction of energy occurs 
from the soil layers, and the flow is displaced depending on the quantity, always 
from higher to lower. 

3.1 Conduction energy transfer process 

Heat conduction is based on Fourier’s law, in which one direction is a simple 
Eq. 4: 

δT 
q ¼ �kA (4)x δx 

where k material conductivity (W m�1); A cross-sectional perpendicular area 
(m2); δT thermal gradient (°C). δx 

The convective effect is calculated using the cooling Newton’s law (in Eq. 5): 

Q ¼ hAsðTs � T∞Þ (5) 

where h convective heat transfer coefficient (W m�2); As area (m2); Ts surface 
temperature (°C); T∞ fluid temperature (°C). 

In a greenhouse, Eqs. (6) and (7) give the convective fluxes: 

˛ ˝ 
q ð Þ Wm�2 (6)conv, i ¼ αi Ti þ Tair 

˛ ˝ 
Qconv, i ¼ AiαiðTi þ TairÞ Wm�2 (7) 
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3.2 Radiation: energy transfer process 

Outgoing radiation from a surface with nonzero transmissivity cover and side-
walls can be described in Eq. 8 [23]: 

˜ ° 2ji�in ¼ εiσT4 
i þ ζigin þ τingext Wm� (8) 

where εi is the emissivity, σ is the Boltzmann constant, ζi is the reflectivity, and τ 
is the transmissivity. The outgoing radiation from opaque surface, soil, external soil, 
and sky is calculated with Eq. 9: 

˜ ° 2ji ¼ εiσTi 
4 þ ζi Wm� (9) 

Incident radiation on a surface is (Eq. (10)): 

˜ ° 2gi ¼ ∑j� Fi!jJj Wm� (10)sup 

where Fi!j is the view factor between surfaces j and i (Eq. (11)). 
Several factors are involved in these calculations. For instance, the net radiation 

balance could be simulated with Eqs. (11) and (12): 

˜ ° 2Wm� (11)qrad ¼ ji � gi 
˛ ˝ 

Qrad�i ¼ Ai gi W (12)ji � ½ �  

In addition, the ideal black-body radiation is shown in Eq. 13: 

C1Ebλ ¼ ˙ 
C2 

ˆ (13) 
λ5 e � 1λT 

where Ebλ spectral emissivity power (W m�2); λ wave longitude (m); T absolute 
surface temperature (K); C1 3.7405 � 10�16 (W m2); C2 0.0143879 m K. 

The power surface emissivity is 

Eb ¼ σT4 (14)s 

where Ts absolute surface temperature (K) and σ Boltzmann constant 
2 K�(5.6697 � 10�8 W m� 1). 

The simulation of radiative heat exchange between black surfaces is based on 
Eq. 15: 

˛ ˝ ˛ ˝ 
Q1�2 ¼ σA1F12 T4

1 � T4
2 ¼ σA2F21 T4

1 � T4
2 (15) 

where F is the fraction of radiant energy that leaves the area A (m2). 

3.3 Mass transfer process in a greenhouse 

In a greenhouse, the mass balance between inflows and outflows must be 
preserved. In general, Eq. 16 represents the mass balance: 

103 

http://dx.doi.org/10.5772/intechopen.86322


Heat and Mass Transfer - Advances in Science and Technology Applications 

∂ρ̃ ∂ ˜ þ ρ̃ũj Þ ¼ 0 (16)
∂t ∂xj 

where ρ air density (kg m�3) and uj wind velocity in j direction (m s�1). 

3.3.1 Condensation 

Crop transpiration increases the percentage of water vapor in the environment, 
generating the possibility of obtaining saturated air. Environment saturation is an 
undesirable effect over the crops. There are some approximations in order to know 
condensation rate [8], which can be estimated as a difference between former 
quantity and the latter. Eq. (17) is used to estimate it: 

Ωcov ¼ maxð0; Mw, air �Mw,covÞ kg (17)½ �  

where Mw,air the humidity content of the greenhouse air (%) and Mw,cov_in the 
saturated humidity content of air at the cover temperature (%). 

3.3.2 Water vapor 

Water vapor transport is simulated with Eq. 18: 

° ° ˛ 
∂ c̃ð Þ  ∂ þ
∂t ∂xj 

ũi c̃Þ ¼  
∂ 
∂xi 

μtDw þ
ρ̃sct 

∂ c̃ð Þ  þ Sw 
∂xi 

(18) 

where C mass concentration of component in air (kg kg�1); ui wind velocity in j 
direction (m s�1); Dw water vapor diffusivity (m2 s�1); μt turbulence air viscosity 

�1 � �(kg m s 1); ρ density (kg m 3); S the average velocity module in the deformation 
(m s�2) which is calculated with Eq. 19: 

ET
Sw ¼ LAD (19)

Lv 

where ET latent heat flux density (W m�2); Lv evaporation latent heat (J kg�1); 
and LAD leaf area density (m�1). 

4. CFD simulations in greenhouses 

4.1 Natural and mechanical ventilation 

In a greenhouse crop production, the ventilation system is the most important 
auxiliary equipment for climate control. Natural or mechanical ventilation design 
accounts for the size of greenhouse to determine the vent dimension and position 
(Figure 1). Furthermore, new complementary devices have been adapted to 
enhance the efficiency of air renewal rates. For instance, the use of the back-wall 
vent dimension on solar greenhouse cooling was investigated by He et al. [10] using 
CFD. In this study, the average air temperature in a solar greenhouse with remov-
able back walls (RG) was reduced by approximately 1.7°C with a back-wall vent of 
1.4 m, thereby increasing ventilation efficiency. 

The presence of screens in the lateral and roof windows reduces the ventilation 
rate. However, according to [7], screens promote uniform velocity distributions 
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inside the greenhouse compared to no-screened greenhouses, especially near the 
crops. Figure 2 shows the results of a CFD simulation in a screenhouse, more 
specifically the exchange of air inside/outside near the screenhouse roof. 

The advantages of numerical simulation are the possibilities to observe details 
in specific zones of the greenhouses (Figure 2A) and to convert a discrete 
phenomenon continuously. Figure 2B shows the mass air that enter and exit 
from a screenhouse under five exterior velocities simulated, when crop is 
simulated and empty. When the screenhouse is empty, mass balance is very similar; 
however, the crop reduces this flow until 200 kg s˜1 when exterior wind velocity 

˜1is 5  m s  . 
In a greenhouse with combined mechanical and natural ventilation (Figure 3), 

the velocities’ patron is marked different. For instance, when only mechanical 
ventilation (fist one) is simulated, temperatures’ distribution is basically due to 
mechanical convection as a consequence of these air movements. In the second one, 
roof windows are 30% open and the wind patron changed. If just mechanical 
ventilation is working, under vents, the velocity is near to zero, but if the roof 
windows are open, the wind distribution is better than only mechanical ventilation. 

CFD simulation of the ventilation systems, natural, mechanical, or combined, 
allows to observe the distribution of the air in a problematic zone and infer 
process of mass and energy transfer due to the interaction with the external climate 
conditions. 

Figure 2. 
(A) Top view of mass exchange in the roof of screenhouse and (B) scalar mass flow (kg s˜1) side exchange 
(inside/outside) by CFD simulation with and without crop. 
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Figure 3. 
Wind velocity vectors’ distribution in the central spans of greenhouse closed (A) and all-open (B). 

4.2 CFD heating pipe tube simulation 

Heating in greenhouses strongly influences crop yields [17], energy consump-
tion, and operation costs; however, this type of systems is essential to achieve 
sustainable production. A method to prevent low temperatures below a threshold 
makes use of the forces arising from a temperature or convection gradient. 

Figure 4. 
Distribution of wind speed vectors (m s˜1) to the center of the module in a frontal (a) and longitudinal (b) 
plane. 
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The systems that most cold-climate greenhouses use are a collector wall and a 
heating system based on water or gas driven by a pipe. The heating pipes (pipe 
heating) is an effective means of keeping the greenhouse warm by promoting 
convection and radiation of heat. The layout of these tubes and the heating power 
determine the spatial distribution of temperature and the flow patterns induced by 
the movement of air due to the convective effect (Figure 4). 

Teitel et al. [24, 25] mentioned that the best way to place the tubes is at medium 
height and under the crop, with the tubes as close as possible to the leaves. Other 
configurations have been analyzed by various researchers [24, 26, 27], which high-
light the influence of the heating system with crops and radiative aspects. These 
investigations have unveiled the advantages of installing hot water pipes (pipe 
heating) in the lower part of the crop without promoting excessive evaporation 
[28]. Such pipe heating systems also favor the removal of humidity, which is known 
to negatively influence air quality. Moisture transport has been analyzed using 
computational fluid dynamics (CFD) to address various aspects such as condensa-
tion [8] and refrigeration [18], especially in closed greenhouses [5]. 

Numerical methods have been widely used to study climate variable inner green-
houses [29]. In 2007 and recently 2017 [30, 31] analyzed the heat distribution by 
three pipes and perforate polyethylene ducts to manage low temperature in tomato 
crop greenhouses. CFD gets observed as strong thermal gradients near to the ground 
and roof and well conditions in the crop zone. In this study, the effect of determining 
the flow and temperature patterns is the location and power of heating devices [31]. 

Figure 4 shows the air movement in a small greenhouse, with heating system 
based on five heat water tubes. The air movement and energy transference are due 
to the convection method, because temperature in the low tubes is higher than the 
upper pipe tubes. Normally wind velocities in greenhouse oscillation are between 
0.1 and 0.5 m s˜2, due to pressure effect. In this system, wind velocity, just for 
convection effect, is 0.2–0.3 m s˜1. 

A homogeneous temperature distribution is observed throughout most of the day 
(Figure 5). In a greenhouse almost all of the management processes need energy; in 
fact, in cool regions, the cost due to the climatic control is nearly 40% of the total 
production cost or more, depending on the automation grade of sensors and controls. 

4.3 Transpiration 

Transpiration is a special component with enormous importance in the balance 
of energy and transfer process in the greenhouse system. Crop transpiration is an 
important process useful not only in the production process but also in the climate 

Figure 5. 
Temperature gradient (K) to the center of module: frontal plane view (a) and longitudinal plane view (b). 
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control. Actually, transpiration is the first cooling natural system; when the high 
temperature is increasing, transpiration occurs very fast, and temperature is con-
trolled. In CFD it is possible to simulate this phenomenon as a source term from the 
crop, as a flow of water. To speed up energy transport calculus use the model 
Penman-Monteith (Eq. 20) with some simplification. 

Simulation in Fluent is based on Eq. 20, and for the simulation of transpiration, 
it is necessary to make a balance of energy between the plant and the environment, 
creating a system of equations implemented in the simulation as a “user-defined 
function” (UDF) so that terms such as transpiration, the consumption of CO2, etc. 
can be calculated [4]. Nowadays most of the factors and estimated values of latent 
heat of vaporization in the energy balance equation can be measured using data of 
density, thermal conductivity and psychometric constant. 

ðes�eaÞΔðRn � GÞ þ ρacp raET ¼ h i (20) 
Δ þ γ 1 þ rc 

ra 

�2 �1where ET is the potential evapotranspiration (kg m s o mm s�1); Rn is the 
net radiation (kW m�2); G is the heat flux in soil (kW m�2); ðes�eaÞ is the vapor 
pressure deficit (kPa); rc is the crop resistance (s m�1); ra is the aerodynamic 
resistance (s m�1); Δ is the slope of the vapor pressure saturation (es/T) (Pa °C�1); 
ρa is the air density (kg m

�3); cp is the specific heat of the air (MJ kg�1°C�1); and γ 
is the apparent psychometric constant (kPa °C�1). 

In the case of stomatal resistance, it is possible to measure it directly and relate it 
to the environmental variables involved (solar radiation, VPD, temperature and 
CO2 concentration). For each crop, the resistance will be different, but in general an 
average resistance in the canopy can be estimated according to the foliar area index 
[33]. To estimate external leaf resistance, it has been assumed that temperature of 
the leaf and air is the same, so it is possible to estimate a coefficient rc with Eq. (21): 

rc ¼ 
ri (21)
L 

where Rc is the internal resistance of the leaf canopy to the transfer of water 
vapor (s m�1), L is the leaf area index, and ri internal resistance of the leaf (s m

�1). 
Figure 6 shows the simulated results of the distribution of humidity and mass 
fraction along the greenhouse using the simplified model of [33]. Numerically it was 
demonstrated that the Penman-Monteith transpiration model is not particularly 
sensitive to the variables with the simplification of the model mentioned, which can 
be an indication of a good result. 

Transpiration of the crop is directly affected by the foliar area (Figure 7), and 
consequently the strict relationship between this and the vapor pressure deficit 
(VPD) will be the variable to follow for an approximation to the transpiration of 
greenhouse crops. 

The largest source of variation between the models compared is based on the leaf 
area of the crop; while it is true that transpiration is originally associated with the 
amount of radiation, the dependence of stomata in this exchange is also founded. 
Figure 7 shows the variation of the transpiration of the crop as a function of the leaf 
area index (LAI), in this case a tomato crop. 

4.4 Gas simulation (ammonia) 

Mass transfer in semi-closed spaces is an important process. Ventilation is the 
primary mechanism for gas removal. Air movement assumes a mixture of liquid, 
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Figure 6. 
Contour of relative humidity (%) (A) and transpiration as a mass fraction of H2O (B) using CFD 
simulation [33]. 

Figure 7. 
Variation of transpiration (g m�2 h�1) of a tomato crop as a function of the leaf area (IAF), when 3 and 
6 m s�1 speed is simulated outside of the wind [33]. 

vapor, and nonconsumable gases. In this case, the species transport model available 
in ANSYS Fluent was used to simulate the mass transport, beginning from the 
diffusion flux of species i, which arises due to gradients of concentration and 
temperature. Such species model uses the dilute approximation (Flick’s law) to 
model mass diffusion. For turbulent flows, mass diffusion can be written as in 
Eq. 22 [32]: 

∇T
Ji ¼ ρDi,m∇Yi � DT, i (22)

T 

In Eq. (19), Ji is the diffusion flux of species i (m
2 s�1), ρ is the density of the 

mixture (kg m�3), Di,m is the mass diffusion coefficient for species i in the mixture 
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m (m2 s˜1), and DT, i is the turbulent diffusion coefficient (m
2 s˜1). Yi is the mass 

fraction of specie i, and T is the temperature of the flow (K). CFD can simulate this 
process and visualization of the movement as shown in Figures 8–10. 

The discretization of components in semi-closed facilities can better depict 
fluxes under different scenarios. Figure 8 shows the air movement along the barn 
and how the temperature is changing. In addition, air exchange promotes an 
efficient distribution of gas concentration by the effect of ventilation system. 

Figure 8. 
Wind velocity vectors (m s˜1) under cages and surrounding temperature profiles (°C). 

Figure 9. 
Relative gas concentration by air exchange effect. 

Figure 10. 
CFD results of (A) profile of wind velocity and temperature and (B) relative gas concentration of nitrogen in a 
vertical profile, under two wind direction configurations (cages are in the 1.1 m height). 
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Performance of the vents is a function of their size, position, and proportion to the 
whole ground area. 

In this study mass and energy transfer was revised to get reduced the negative 
effect of the ammonia gas in the rabbit barn development. Two climatic variables 
are responsible to the rabbit’s health: temperature and humidity. Both climate vari-
ables were got better when the position of windows was changed. These results are 
consistent with CFD simulations, where the effective renovation rate depends on 
the position of the window. In some cases more than 50% of the air cannot get in 
through the inlet vent, producing a ventilation rate of 5.4 kg s˜1. As a consequence, 
a greater dispersion of toxic gases and lower temperature gradients (5 K) are 
produced. 

The air exchange rate is an indicator of gas movement, because it is similar for 
both the air and the gas being simulated such as the ammonia (Figure 9) with a 
wind direction normal to the ridge. When the wind is parallel to the vents, the air 
that enters the vents by pressure difference produces a higher ventilation rate at the 
zone beneath the cages (Figure 10), even when the ventilation rate is close to zero. 
In contrast, when the wind flows normal to the ridge, ventilation rates increase. 

Numerical models show a representative environmental dynamics, which can 
supply information for manage and control of several climate factors. 

Continuity equation indicates that mass quantity entrance must be the mass in 
exit; however, with the change in the configuration of orientation of barn, the gas 
concentration can be better. Using CFD simulation, the concentration of gas under/ 
over cages is calculated. Figure 10 shows the mass transfer due to natural ventila-
tion systems and the wind direction with respect to the size of the windows. In this 
case the position of the size of the windows was enough to reduce the mass trans-
ference under cages. Results indicated that the rate of mass change is the same, but 
distribution of gases (mass exchange) can be managed using different configuration 
of windows. 

5. Conclusions 

Numerical tools applied at predictive models of heat and mass transfer are 
helpful to better manage water-climate-soil inputs to plants in greenhouses. Com-
putational fluid dynamics models are used to describe the greenhouse microclimate 
and the behavior of the plant-environment interaction in greenhouses. CFD is a 
powerful tool, to get the analysis of interactions between components of biosystem. 
Cover material, soil, and crop with other components must be included in the 
model. The crop can be considered as a porous medium and measured transpiration 
and sensible heat transfers. CFD models and auxiliary programming tools have been 
widely used to measure the interactions between the mass and energy transfer 
processes within the greenhouse and other biosystems, with excellent results. 
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Chapter 7

Advances in Concentrated Solar
Power: A Perspective of Heat
Transfer
Fadi Alnaimat and Yasir Rashid

Abstract

Solar energy has the potential to reduce the dependence on the dwindling supply
of fossil fuels through concentrated solar power (CSP) technology. CSP plants
utilize solar thermal energy to produce electrical energy based on different thermo-
dynamic power cycles. Solar collectors, reflectors, receivers, thermal fluid, and
turbines are the main components of each CSP plant and involve intensive heat
transfer at all stages. This chapter illustrates the thermal characteristics of the main
components used in CSP technology. In addition, the solar thermal fluid character-
istics and its stable operational ranges are discussed in this chapter. Heat capacity,
vapor pressure, volume expansion, density and viscosity of the thermal fluid should
not differ significantly at different temperatures during various operation stages
because these variations can cause failure in the system, which is designed at the
fixed material properties. Currently, CSP technology is associated with a higher cost
compared to the electricity generated through gas power plants. Many efforts are
made to search for sustainable and inexpensive materials to minimize the cost of
CSP. One critical issue faced by CSP technology is the intermittent nature of the
sun. Modern CSP plants integrate thermal energy storage (TES) unit to smoothen
the power production or to shift the production from peak sunshine hours to peak
demand hours.

Keywords: concentrated solar power, thermal energy storage, sensible and latent
heat storage materials, thermochemical materials

1. Introduction

Solar energy is the most abundantly available source of energy theoretically. It
can be used to produce electricity by thermodynamic process and by photovoltaics
conversion [1]. Initially, photovoltaic technology was incepted to convert solar
energy into electricity. In this technology, solar cells produce electricity when
exposed to irradiance. The amount of voltage produced per unit cell is very small;
hence, hundreds of such cells are connected in series and parallel junctions to finally
produce high voltage for daily use applications. Such systems are called PV arrays
which are available from domestic scale to grid-connected commercial plants. In
some cases, solar irradiance is concentrated at a small PV surface to generate more
electricity from small PV surface; however, such systems have certain implications
like accelerated thermal degradation [2]. Such systems are called concentrated
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Figure 1. 
A novel compact design of heliostat field type CSP with integrated latent heat storage; a) overall schematic and 
b) close-up view of the heat storage unit and Stirling engine [5]. 

photovoltaics (CPV). In further advancements, PV cells are integrated onto the 
buildings to produce electricity by decentralized means [3]. 

Concentrated solar power (CSP) is another technology to generate electricity from 
solar energy; however, it works on the principles of thermal energy. Solar radiations 
are concentrated at a point from where thermal fluid is passed. This fluid at high 
temperature and high pressure is passed through the power-generating unit (turbine 
or engine) to produce electricity [4]. The process of CSP plant is illustrated in 
Figure 1 [5]. The components of a CSP plant are shown including reflectors, receiver, 
thermal fluid, and turbine/engines. Below is the comparison of photovoltaics with 
concentrated solar power. Figure 1 shows a recent design of heliostat type CSP plant 
with a latent heat storage system coupled with the power generation unit. In this 
design, solar radiations are concentrated using heliostat mirrors on a point at the 
bottom of thermal energy storage tank containing phase change material (PCM), 
namely, aperture [5]. The tank is equipped with vertically arranged sodium pipes so 
that heat can be supplied passively to the entire part of the tank from receiving point. 
Above the tank is a thermal valve at the interface of sodium pipes. Sodium in vapor 
phase (at very high temperature) rises through the thermal valve (red arrows) and 
strikes at the head of Stirling engine where it passes its thermal energy to the energy, 
get condensed, and flow downward through the funnel (blue arrows). Opening and 
closing the thermal valve controls the flow of sodium vapors, and hence thermal 
energy flows to the power block and in a way regulates the power generation of the 
plant. The concept is proposed and tested for a plant in the capacity range of 0.1– 
1 MWelectric (MWe) [5]. In the case where multiple Stirling engines are needed, all 
will be integrated at the top of the tower in a parallel arrangement. 

2. Comparison of photovoltaics with concentrated solar power 

The subsequent section covers the comparison of photovoltaics technology with 
the concentrated solar power in terms of system energy efficiency and systems 
sustainability. 
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2.1 System efficiency 

Annual electricity production in CSP plants is higher than the PV plants. The 
main reason behind this difference in electricity production is that PV plants work 
only during sunshine hours. In the case of cloudy days or during night time, outputs 
of such plants are zero. CSP plants can function for prolonged hours because such 
plants may have additional storage for thermal energy which is exploited when sun 
is not available like night time [6]. Other than this feature, efficiency of PV plants 
decreases with time due to thermal degradation and cracks in the cell. However, in 
terms of land use, PV plants are better in producing more electricity from the same 
area as compared to CSP. It is because PV modules occupy less space comparatively 
with reference to the solar collectors and reflectors in CSP. It is estimated that 
contemporary PV plants are functioning at the solar conversion efficiency of 
14–22% [7]. 

2.2 System sustainability 

Sustainability of a system is a vital measure to decide the future of any technol-
ogy. Generally, cost of the systems, environmental impacts, and social acceptance 
define the sustainability of the system. Cost is the primary indicator to choose the 
most economical technology among all available options. It includes all types of 
costs including start-up, installation, operation, and maintenance cost. Environ-
mental impact is another important parameter which considers the effects of any 
technology on the environment from its initiation to disposal. Severity of this 
parameter in decision-making is increasing continuously because of greenhouse gas 
emissions and consequent global warming [7]. 

2.2.1 Cost 

As described earlier, the cost of any system is the most important factor for the 
sustainability of the system. It is quite logical that any renewable energy technology 
will be able to penetrate market if the cost associated with its unit production is less 
than the unit cost of electricity through grid station operated on fossil fuels. It is 
defined as grid parity, and it is based on the levelized electricity cost (LEC) which 
can be estimated using Eq. (1): 

f IC þ CO&McrLEC ¼ (1)
Eel 

where fcr is the annuity factor, IC is the investment cost, CO&M is the annual 
operation and maintenance cost, and Eel is the annual net electricity output, and 
annuity factor can be calculated using Eq. (2): 

kdð1 þ kdÞn 

f ¼ þ kins (2)cr Þnð1 þ kd � 1 

where kd is the real debt interest rate, kins is the annual insurance rate, and n is 
the depreciation period in years [7]. 

In both cases, the primary cost component is the initial cost of the system. 
According to the International Energy Agency (IEA), estimated initial cost for PV 
plant ranges from 2000 to 5200 US$/kW, while it lies in the range of 4200–8400 US 
$/kW for CSP plants. Further, the maintenance cost for PV is 1% of the initial cost. 
This value is approximately 2% of the initial cost in CSP. The difference in such 
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costs is due to the complexity of the CSP system. Interestingly, even after the initial 
and maintenance cost difference, economic returns and incentives of CSP plant are 
higher as compared to PV plants. PV technology works only during daytime and 
totally unavailable during peak consumption hours of electricity. CSP technology 
has the capability to shift its production to peak consumption hours and also takes 
advantage of higher tariff rates during peak consumption hours [7]. 

2.2.2 Environmental impact 

Impacts of any technology on the environment throughout the life cycle of the 
technology are an important measure to define sustainability of the system. The 
approach usually considered from cradle to grave is called life-cycle assessment 
(LCA). In terms of PV and CSP plants, most of the carbon footprints are during the 
manufacturing/installation and decomposing. During operational stage, there is 
almost no impact on the environment [7, 8]. 

In the case of PV plants, primary reason is the manufacturing of PV cells and 
modules, and the measure of greenhouse gas emissions is almost 50 g CO2 eq/kWh for 
PV plants throughout the life of the plant according to NREL. It involves such ways and 
materials that pose severe threat to the environment [7, 8]. Particularly, the cell mate-
rials in second generation are more hazardous, and breathing in silicon dust is danger-
ous for workers according to NREL claims. In CPV, the issue is mainly due to mirrors 
and collector tube. The institute also reported that greenhouse gas emissions for CSP 
plants range from 22 to 23 g CO2 eq/kWh during the life cycle of such plants. Overall, 
environmental impact of CPV is higher throughout life as compared to CSP [7, 8]. 

2.2.3 Social acceptance 

Adoption of a new technology by the customers and end user is extremely 
important for the success of the technology. In the case of PV and CSP, the technol-
ogy is warmly welcomed by all societies around the globe. Mainly, such plants are 
developed in Spain, the United States, and India. Solar energy is used in street lights, 
for pumping water and solar cooking, domestic level applications, and grid level 
mega power plants. The growth in both sectors is continuously increasing as the cost 
of the technology is getting lower than the fossil fuel-based electricity. Further, the 
public is aware of the clean and noise-free generation of electricity. Mainly, CSP 
is used for large-scale applications; however, the scale of PV is extremely large 
spanning from domestic use to the grid-integrated mega power plants [7]. 

Next sections deal with the concentrated solar power (CSP) technology from 
different design, thermal fluid and heat transfer characteristics. 

3. Heat transfer in concentrated solar power plants 

Basic principle of CSP lies on thermal energy capturing, transportation, and 
harnessing it. In all stages, heat transfer is involved. All modes of heat transfer in 
CSP are detailed in the subsequent section. 

3.1 Heat transfer by radiation 

Radiation is energy emitted by a solid object, liquid, or gas that is at a finite 
temperature. This matter can also dissipate radiant energy impinging on it by 
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reflection and can be capable of absorption. It is classified into two, short wave-
length of high energy originating from the sun and long wavelength of low energy 
originating from lower-energy sources [9]. The radiation energy can be balanced in 
CSP plants as [10] 

ð1 � rÞS þ L ¼ L þH þ λE þ G (3) 

where (1 � r)S represents short radiations, L represents long radiations, H is 
sensible heat, λE is latent heat, and G is heat exchange by conduction. 

Therefore, the net radiations are 

Rn ¼ ð1 � rÞS þ L � L ¼ H þ λE þ G (4) 

The total energy absorbed into the system is converted into sensible heat, latent 
heat, and heat conductions [10]. 

Sunlight includes different spectra of wavelength starting from very short 
(extreme energy) to very long (low energy). The relation of wavelength and fre-
quency is given as 

c 
λ ¼ (5)

ν 

where λ is the wavelength, ν is the frequency, and c is the speed of light. 
For a radiative-emitting surface of an arbitrary element of area dA1, a differen-

tial solid angle dω may subtend a point onto a differential area dA2; the differential 
solid angle can be defined as 

dA2dw ¼ (6)
r2 

where dA2 is the differential area. 
Spectral radiation (G) can be calculated as 

ð2π ð2π 

Gλ λð  Þ ¼  Iλ λ; θ; ∅ð Þcosθdw (7) 
0 0 

where 

dw ¼ sinθdθd∅ (8) 

Considering total radiations as the rate of radiation from all sides per unit area 
from all directions and at all wavelengths 

ð∝ 

G ¼ Gλð Þλ dλ (9) 
0 

For the case of diffuse radiations, Iλ(λ) is free of θ and φ as 

Gλ λ λ (10)ð  Þ ¼ πIλð Þ  

The amount of reflected radiation radiations is the rate at which radiation of 
wavelength λ leaves a unit area of the surface per unit wavelength interval dλ. It can 
be calculated as 

ð2π ð2π 

Jλ λ Iλ, eþr λ; θ; φÞcosθsinθdθdφ (11)ð Þ ¼  ð 
0 0 
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Finally, in general, most engineering heat transfer applications are employed 
to characterize the radiative heat transfer interaction between an object and its 
environment with respect to wavelength: 

˜ ° 
_Q rad ¼ σελA T4 � T4 

∞ (12) 

where σ is the Stefan-Boltzmann constant, 5.67 x 10�8 W/m2 K4, A is the object 
surface area, and T∞ is the ambient temperature. 

3.2 Heat transfer by conduction 

Heat transfer by conduction is occurred due to lattice vibration in solids and 
particle collision in stationery fluids. In a solid with temperature gradient onto 
surfaces, the one with higher temperature experiences higher level of collision 
among particles, so it transfers its energy to the neighboring particles which transfer 
it further [11]. In the same way, heat is transferred from hot to cold surface until 
steady state is achieved. The rate of heat transfer by conduction is given by Fourier’s 
law as 

dT _Q cond ¼ kA (13)
dx 

where A is the surface area, k is the thermal conductivity, dT is the temperature 
gradient across surfaces, and dx is the length between the surfaces between heat 
transfers that are measured. 

In CSP plants, heat transfer due to conduction is always changing with time; 
that’s why it is necessary to understand the transient nature of conduction heat 
transfer. In certain scenarios, lumped systems are assumed while calculating heat 
transfer at the interface of solid and liquid. The reason is that heat conduction 
within the solid is comparatively negligible as compared to the heat transfer from 
solid to the fluid at its interface. It is further necessary to confirm that there are no 
spatial temperature changes within the solid to assure its lumped natured. After a 
specific time, the system will reach a steady state when high thermal energy of solid 
is transferred to the low-temperature fluid to eventually reaching the same level of 
temperatures [12]. The time can be calculated as 

˛ ˝ 
T � T∞ hAs¼ exp � τ (14)
Ti � T∞ ρVcp 

where T is the temperature of hot-surfaced solid,T∞ is the ambient temperature, 
Ti is the initial temperature, h is the convective heat transfer coefficient, As is the 
surface area at the solid-fluid interface, ρ is the density of the fluid, cp is specific 
heat capacity, and τ is the thermal time constant. The constant can be calculated as 

ρVcp
τ ¼ ¼ RC (15)

hAs 

where R is the convective resistance and C is the lumped capacitance of the 
solid. To confirm the validity of lumped capacitance, Biot number (Bi) can be 
calculated as 

hLc Rcond Lc=kA Ts,1 � Ts, 2Bi ¼ ¼ ¼ ¼ (16)
k Rconv 1=hA Ts, 2 � T∞ 
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For the value of Biot number less than 0.1, it is assumed that temperature within 
the solid is nearly the same, and the maximum temperature difference is at the 
interface of solid-fluid. Rearrangement of equations provides us 

T � T∞ ¼ exp ð�Bi:F0Þ (17)
Ti � T∞ 

where F0 is a dimensionless number which characterizes transient problems and 
can be calculated as 

k tρcpF0 ¼ (18)
L2 
c 

where Lc is the characteristic length which is different for rectangular, cylindri-
cal, and spherical coordinate systems [12]. 

For rectangular coordinates, Lc ¼ L 
For cylindrical coordinates, Lc ¼ r 

2 
For spherical coordinates, Lc ¼ r 

3 

3.3 Heat transfer by convection 

Heat transfer through convection occurs between fluid in motion and its 
bounding surface. The heat transfer can happen naturally due to buoyancy effect in 
which medium moves due to the density difference caused by the variation in 
temperature. It is called natural convection. On contrary, a fluid can be forcefully 
pushed or pumped through mechanical means like fans or pumps. The heat transfer 
through this way is called forced convention. Heat transfer through convection can 
be measured as 

_Q conv ¼ hAsðTs � T∞Þ (19) 

where h is the convective heat transfer coefficient, As is the surface area,Ts is the 
temperature of hot surface, and T∞ is the ambient temperature. The range of 
convective heat transfer coefficient for gases is 2–5 and 25–250 W/m2 K for natural 
and forced convections, respectively [12]. The ranges 50–1000 and 100– 
20,000 W/m2 K are for liquids in natural and forced convection cases, respectively 
[12]. For materials that involves phase change (boiling and condensation), the range 
is 2500–100,000 W/m2 K [12]. This extraordinary difference in the coefficient 
value is exploited in CSP plants using heat pipes involving boiling and condensa-
tions. In CSP applications, Newton’s law of cooling (dt = Ts � T∞) can overpredict 
the heat transfer rate. More accuracy to calculate heat transfer rate per unit length 
can be obtained using [12] 

ðTs � T∞Þ � ðTs � T0ÞΔTlm ¼ � � (20)
Ts�Tiln Ts�T∞ 

and the outlet temperature of the fluid passing through the pipe can be 
calculated using

 ! 
Ts � Ti πDNh ¼ exp � (21)
Ts � T∞ ρVNTSTcp 
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where ST is the transverse pitch, D is the tube diameter, N is the number of 
tubes, and (h) is the average value of heat transfer coefficient. Finally, heat transfer 
can be obtained with the following 

˜ ° 
_Q 0 ¼ N hπDΔTlm (22) 

4. Thermal energy storage in concentrated solar power 

The prime difference between PV and CSP plant is an optional storage of solar 
energy in CSP and to harness it during the most demanding hours to produce 
electricity. This feature makes the CSP capable of electric power production during 
evening, the time after closing of offices, when the demand of electricity is at its 
peak [13]. At that time, output of CPV plant is zero, and it creates a big mismatch 
between supply and demand. Although a solution for such mismatch is to store 
electricity in large-scale batteries during sunshine hours so as to supply during 
evening and night, the option of batteries is very costly and environmentally 
unacceptable. Solar energy in the form of thermal energy storage (TES) is compar-
atively much better option as compared to the electrical energy storage in 
batteries because it is inexpensive and has minimal environmental impacts [14]. 
Few of the CSP plants are equipped with TES systems, while others do not have 
this feature. 

Performance of a CSP plants with TES systems is dependent on the design 
of integration of TES into the power generation cycle (thermodynamic process) 
of the plants [15]. Generally, TES is classified into two main categories based on 
the motion state during charging and discharging, i.e., active systems and 
passive systems. Charging is the process in which heat is fed to the medium to 
raise its energy, while discharging is the process in which heat is extracted from 
the medium to bring it back to the original state. In active systems [16], thermal 
energy is stored into a medium which also acts as energy carrier. The medium 
with high thermal energy is pumped, and it transfers its energy to the thermody-
namic cycle through forced convection. In passive system [17], thermal energy is 
stored into a stationery and motionless medium through which thermal fluid is 
circulated to extract heat, and the thermal fluid is circulated through the thermo-
dynamic cycle to deliver thermal energy there. The following sections contain 
the further classifications of such systems with visual illustrations for clear 
understandings. 

4.1 Active direct concept for TES 

Active systems are further categorized into direct and indirect systems. In direct 
active systems, energy materials serve the dual functions of energy storage and 
transportation. In such systems, TES materials absorb heat from solar absorber 
during charging and stored in a hot tank as shown in Figure 2 [13]. During 
discharging, the TES material is pumped from the hot tank to the thermodynamic 
cycle where it transfers its energy to the system and return back to cold storage. For 
the next charging cycle, the TES material is again pumped to solar absorber to gain 
energy for the next cycle. In this design, heat exchanger is not required; however, 
the TES material should have properties of heat storage capacity and good 
flowability [15]. 
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4.2 Active indirect concept for TES with two tanks 

Active indirect systems have further two designs for TES integration into CSP 
plants with the options of two tanks and single tank for storage. In such systems, 
materials to store thermal energy are different than the heat transfer fluid (HTF). 
An example of active indirect system with two-tank storage is shown in Figure 3 
[13]. At the start of the charging/discharging cycle, TES material is stored in a cold 
tank, while HTF is moving in the flow path of solar collector, thermodynamics 
cycle, and heat exchanger. During charging, TES material is pumped from the cold 
tank to a hot tank through the heat exchanger where it absorbs heat from HTF and 
stored into the hot tank. The TES is pumped back to the cold tank during 
discharging in which the materials return heat to the HTF through heat exchanger. 
Hence, TES material and HTF are totally different and are not mixed with each 
other during the process. 

4.3 Active indirect concept for TES with single tank 

Active indirect design with a single storage tank is also possible which is quite 
efficient than the two-tank storage system. In this design, TES material in cold and hot 

Figure 2. 
Active direct concept for TES [13]. 

Figure 3. 
Active indirect concept for TES using two tanks [13]. 
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state is stored in the same tank as illustrated in Figure 4. The materials get separated 
by itself due to different material properties at different temperature. Thermal strati-
fication causes the hot material to be stored in the upper part of the tank, while cold 
material is stored in the bottom. This system is also known as thermocline system, 
which is approximately 35% cheaper than the two-tank storage system. 

In thermocline storage systems, a filler material like rocks, concrete, or sand is 
used so that less quantity of TES materials is required to enhance the thermocline 
effect. In this system, handling accuracy during charging and discharging of the 
TES is required using controlled methods and devices to avoid mixing of materials. 
Among differently investigated structures during discharging of thermocline, 
packed-bed configuration is reported to be the best performing [13]. 

4.4 Passive concept for TES 

This is another concept of thermal energy storage in which TES materials are 
fixed and do not move during entire processes. The concept is demonstrated in 
Figure 5. The TES material is kept in a tank through which HTF is circulated. 
During charging phase, hot HTF is passed through TES and it transfers its heat to 
the TES. During discharging, cold HTF is passed from TES which is already at very 

Figure 4. 
Active indirect concept for TES integration, single tank [13]. 

Figure 5. 
Passive concept for TES [13]. 
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high temperature. In such systems, thermal conductivity of the storage material and 
surface contact area defines the rate of heat transfer from and to the HTF during 
charging and discharging, respectively. In this type of design, rocks and concrete 
are used as TES materials. 

5. Materials for thermal energy storage 

Thermal energy storage materials are very specific in terms of physical and 
thermal properties for the best performance of the CSP plants. These materials are 
generally categorized into three, namely, sensible storage, latent storage, and ther-
mochemical storage. Explanation of these categories is given in the subsequent 
sections. There are few properties of TES materials which are common for all 
materials. Energy storage density is very basic thing that defines the size of the TES 
tanks as well as associated cost with it. The higher is the energy storage density of a 
material, the less of its quantity is required to store a specific amount of thermal 
energy [14]. Similar is the case of mass density of the material. In the case of latent 
heat and thermochemical storage, equivalent terms are heat of fusion of the mate-
rial and heat of reaction of the materials, respectively [14]. Thermal conductivity 
and operating temperatures are very important parameters in defining the overall 
efficiency and performance of the system. If a material is a good thermal conductor, 
it takes less time during charging and discharging. In case thermal conductivity is 
low, conductivity enhancers, nanofillers, and enhanced contact surface geometries 
are utilized for better results. In general, the materials should be inexpensive, 
readily and widely available, less corrosive, and less hazardous to the environment 
and to human health [14]. 

5.1 Sensible TES storage materials 

These materials store heat in the form of rise in temperature. The property of the 
material that is associated with this phenomenon is the heat capacity. A material 
with higher heat capacity is good for energy storage. Examples of such materials are 
sand, rocks, concrete, etc. [18]. The amount of thermal energy stored in TES 
materials as sensible storage can be calculated using Eq. (23): 

QT ¼ V � ρ � C � ΔT (23) 

where V is the volume, ρ is the average density, C is the specific heat capacity of 
the sensible energy storage material, and ΔT is the difference of temperature from 
initial to final stage. 

5.2 Latent heat storage 

In these types of materials, energy is stored in the form of change of phase. This 
phase change may be in solid-liquid, liquid-gas, solid-gas, and solid-solid [19]. 
Commonly known materials lie in the categories of liquid-gas and solid-liquid phase 
change materials for CSP applications. Water-steam is an example of the former 
type, and binary salt is an example of the latter type. For latent heat storage 
materials, parameter of interest is the phase transition temperatures and latent heat 
of fusion during this phase transitions. It is highly desirable that materials are stable 
within a long temperature range, and its solidification temperature is as low as 
possible. The reason behind the low preferred solidification temperature is that it 
should not be deposited as a solid in the circulation pipes in active systems. The 
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Figure 6. 
(a) PCM with respect to storage capacity and (b) PCM with respect to heat of fusion [21]. 

amount of energy in this type of material is the sum of sensible energy storage from 
initial temperature to the final temperature and the energy storage during phase 
transition as a latent heat [18, 19]. Energy stored as a latent heat of fusion can be 
calculated using Eq. (24): 

Q latent ¼ V � ρ � L (24) 

where L is the latent heat of fusion of the material. 

5.3 Thermochemical energy storage 

This type of energy storage is based on the chemistry of endothermic-
exothermic reversible reactions. Surplus heat energy is used to initiate a reaction 
which is highly endothermic. During charging, the heat is taken by the reactants, 
and due to reactions occurrence, the reactants are converted into products. These 
products are stored for days, weeks, and seasons. Interestingly, the storage is at 
ambient conditions, and energy losses in this storage are minimal. During 
discharging, these products are converted back to the reactants with the release of 
huge amounts of heat. That heat is transported to the thermodynamic cycle [20]. 
The reversible CaO/CaCO3 carbonation reaction (CaL) is one of the most promising 
since CaO natural precursors are affordable and earth-abundant. However, CaO 
particles progressively deactivate due to sintering-induced morphological changes 
during repeated carbonation and calcinations cycles. 

Figure 6(a) is the representation of different types of materials based on the 
heat storage capacity [21]. As it is evident from the figure, thermochemical mate-
rials (TCM) possess the most storage density in the range of 170–600 kWh/m2. 
Energy storage density of latent heat storage called PCM comes lower than TCM 
ranging from 70 to 250 kWh/m2. Sensible storage materials are the lowest in terms 
of energy storage density. The only advantage in sensible storage is the absence of 
degradation and corrosion and very low cost. Figure 6(b) is the classification of 
TES materials based on the melting points [21]. This analysis gives an indication 
about the selection of materials for specific ranges of melting points. 

6. Characteristics of thermal fluids 

According to the 2050 vision of the International Energy Agency (IEA), energy 
production share by CSP is 630Gwe. Keeping in view the high future targets, 
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scientists and researchers are working on different designs of CSP. Among all 
parameters, thermal fluid is a key component because overall performance of the 
CSP is dependent on the thermal energy. Thermal fluid is the transport material that 
carries thermal energy from solar receiver/hot storage and delivers it to the ther-
modynamic cycle [22]. In the context of thermal fluids, required characteristics are: 

1. High heat capacity 

2. Low viscosity 

3.Uniform thermophysical properties in the operational temperature range 

4.Enhanced heat transfer at heat exchanger 

Thermal fluids are categorized into two classes based on the behavior of the 
materials. The classification of the thermal fluids is represented in Figure 7. 

In certain cases, thermal property enhancer nanoparticles agglomerate and form 
clusters after a limited operational life. This agglomeration of nanoparticle declines 
the performance of thermal fluids. A quaternary salt is developed recently with low 
melting point (85.4°C), wide operating range (600°C), reduced risk of blockage, 
and less corrosive effect with the system [23]. Correlation of heat transfer with 
nanofluid is described in the subsequent section. 

6.1 Heat transfer with nanofluids 

Thermal characteristics of nanofluids are different than solid-liquid mixtures as 
these fluids contain suspended particles (metallic or nonmetallic) in the liquid base. 
Heat transport properties are altered because of the suspended ultra-fine particles 
[24]. Generally, the volume content of these particles is below 10% in the fluid. 
Addition of nanoparticles increases thermal conductivity and heat transport prop-
erties of the fluid as compare to the pure fluid. For instance, Xuan and Li reported 
an increase in the thermal conductivity ratio from 1.24 to 1.78 with the increase in 
particles from 2.5 to 7.5% [25]. The change in properties of the fluid is dependent on 
the particle shape, dimensions, quantity, and characteristics. However, micrometer-
and millimeter-sized particles are reported to settle down quickly producing clogs 
in the channels, eroding pipelines, and causing huge pressure drop [26]. Heat 

Figure 7. 
Classification of thermal fluids. 
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transfer correlations, fundamentals, and theory can be read through the literature 
presented in [24, 27, 28]. 

7. Current issues in CSP 

One critical issue in TES for high-temperature applications is corrosion of the 
TES materials with its containment. Most of the molten salts used for TES are highly 
corrosive. The reactions of salts and formation of corrosion is not completely 
understood, and the problem still needs attention especially in the context of stress 
corrosion cracking in molten salts [29]. The corrosion is either in the form of oxide 
layer formation on the container or degradation of the container material. Standard 
structural materials (stainless steel or carbon) degrade after coming into interaction 
with salt chlorides by the chloridation. Protective coatings are under investigations 
to mitigate the effects of corrosion [29]. 

Currently, energy production from CSP technology is costly [30]. To circumvent 
the issue of high cost, the US Department of Energy launched the SunShot Initiative 
in 2011 and has put forth an aggressive research and development (R&D) plan to 
make CSP technologies cost competitive with other energy generation sources on 
the grid by the end of the decade [31]. The goal of the SunShot Initiative includes 
the levelized electricity cost (LEC) from solar power plants less than 6 ¢/kWh 
without subsidies, a round-trip annualized exergetic efficiency greater than 95%, 
storage cost less than $15/kW ht, by 2020, which would pave way for rapid, and 
large-scale adoption of solar electricity [31]. 

8. Conclusion 

Among different available options of solar energy, concentrated solar power is 
considered the most efficient technology available contemporarily and trending in 
future developments. Its conversion efficiency from solar thermal energy to elec-
tricity is very high because it can achieve as high temperature as 800°C. The higher-
achieved temperature leads to higher efficiency because it enhances the exergy level 
of the system. For future developments, molten salts and liquid metals are consid-
ered better options for energy storage as well as for thermal fluids. Although many 
combinations of salts in different mixing ratio are available in literature and rapid 
research is undergoing on the developments of further mixtures, the problem of 
corrosion is still existing. It is anticipated that liquid metals can solve the problem of 
corrosion and their stability and energy storage density is even higher than salt 
hydrates. Research in the similar lines for HTF is also undergoing at a high pace. 
Most of the developed molten salt HTFs are based on nitrates/nitrites. However, the 
annual nitrate/nitrite salts production is limited due to their reserves. Therefore, 
carbonate or chloride-based salts are proposed and evaluated in the most recent 
studies. One of the major issues of the molten salts is their relatively high corrosive 
nature to metal alloys. The corrosion issues must be resolved completely before 
commercial application of the molten salts as the HTF in the CSP Technology. 
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Chapter 8

Numerical Simulation of the
Accidental Transient of an
Industrial Steam Boiler
Amina Lyria Deghal Cheridi, Abla Chaker 
and Ahcene Loubar

Abstract

Numerical simulation allows a better understanding of thermal-hydraulic
phenomena that can take place in thermal installations. It is a capital contribution,
especially in accident situations. The code RELAP5/Mod3.2 makes it possible to
predict the thermal-hydraulic behavior of these installations during the normal and
accidental operations. The present chapter focuses on accidental transient modeling
and simulation of an industrial steam boiler by the code RELAP5/Mod3.2. This steam
boiler is radiant type, high power, natural circulation, and a single drum. The model
of the boiler developed for the RELAP5/Mod3.2 code encompasses the entire installa-
tion. The control loop of the water level in the steam drum and the superheated steam
temperature are also included in the model. The qualification process of the steam
boiler model is based on the steam boiler operation data under steady-state operat-
ing conditions. The comparative study shows that the theoretical results of the code
RELAP5 are in good agreement with the operating data of the installation. To evaluate
the behavior and response of the boiler in accident situations, the loss of feedwater
following pump power loss, with and without protective operations, was simulated.

Keywords: industrial steam boiler, natural circulation, safety, modeling and
simulation, RELAP5/Mod3.2, accidental transient

1. Introduction

Electricity production largely depends on the production of steam using coal,
gas, or nuclear fission of uranium as heat sources. To produce steam, it is necessary
to heat the water to its boiling point and then to provide a sufficient amount of heat
to change the boiling water into steam. Steam production and utilization techniques
are therefore important aspects of engineering technology. The steam generator is
one of the means used to produce steam. A steam boiler plays an important role in
all types of industries; it is one of the key components of a thermal installation. The
main function of the steam boiler is to produce steam for the purpose of using it
for industrial reasons such as the production of electrical energy, petro-chemistry,
district heating, and others [1]. In general, the steam boilers can be classified in two
categories: water-tube and fire-tube steam boilers. The choice of the type of indus-
trial steam boiler to be selected can be made according to several criteria, the main
one being the thermal power to be supplied or its equivalent in production of steam.
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In the steam boiler, several problems can occur during its service because it 
works in severe conditions (high pressure, high temperature, corrosive environ-
ment, and continuous operation). These problems have an influence on steam 
boiler operation and sometimes lead to serious consequences such as explosions. 
Indeed, accidental transient was already observed during normal operation of the 
installation [2]; the most important and the most frequent are loss of feedwater, 
loss of flow, pipeline ruptures, loss of electrical power, equipment failures, and 
others. Early detection of such faults under operation is of great importance. 
Therefore, it is very necessary to perform an accident analysis to evaluate causes 
and make an assessment of the accidents’ consequences [3]. Finally, it is important 
to consider the safety aspects and analysis of the steam boiler to guarantee the 
reliability and stability. 

Steam boiler is a complex equipment considering the nonlinear, phase change, 
and inverse response behavior (shrink and swell). However, the operating condi-
tions of the steam boiler are very difficult to control because all the parameters are 
interrelated. In addition, the steam boiler has very high manufacturing, operating, 
and maintenance cost. Hence, it is very difficult to take measurement and carry out 
tests directly on steam boiler. However, modeling and simulation are also effective 
tools for safety assessment and prediction of installation behavior of real process 
under transient conditions. The usefulness of numerical simulation tools is mainly 
based on the development of numerical methods, the progress of programming, 
and the provision of powerful computing resources [4]. 

The power plants’ safety is largely based on simulation [5]. Nowadays, the best-
estimate nuclear system codes such as TRAC [6], RETRAN [7], RELAP5 [8, 12], 
ATHLET [9], CATHARE [10], and APROS [11] are widely used to investigate the 
thermal-hydraulic characteristics of nuclear power plants either during steady-state 
operation or accidental transients and simulate the overall behavior of the installa-
tion (pumps, piping, heat exchangers, tanks, valves, control loops, etc.). 

They are mainly produced to simulate the behavior of nuclear installations, but 
they can also be used to study the normal and accidental operation of conventional 
thermal, industrial, and solar installations [13, 14, 1, 2]. 

RELAP5 code used to carry out the present study is a thermal-hydraulic analysis 
system code of a realistic estimation level (best estimate). It is used to simulate the 
thermal-hydraulic transient of light water systems during postulated accidents [15]. 
RELAP5 is widely used in nuclear safety studies; its scope extends to energy systems 
using water and its vapor. Research work in this direction is very limited to the 
nuclear field. Extrapolation of the code scope is possible for the thermal-hydraulic 
behavior study of an industrial boiler [1, 2, 16]. 

In this chapter, realistic simulation of the global behavior of an industrial natu-
ral circulation steam boiler during normal and accidental operation is performed 
using RELAP5/Mod3.2 system code with a thermal-hydraulic performance analysis 
of the main equipment of the installation. A better understanding of the physical 
phenomena occurring during all phases of a hypothetical accident is necessary for 
the safety of an installation. The accidental transient simulated in this chapter is the 
loss of feedwater (pump stop) with and without protective operations. The chapter 
is divided into the following sections: 

• Presentation of the steam boiler 

• The RELAP5/Mod3.2 computer code 

• The simulation application by the RELAP5 code 
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• The transient simulation of the steam boiler 

• Conclusion 

2. Steam boiler 

Steam is used in energy production and in many industrial processes. Its pro-
duction and utilization techniques are therefore important aspects of engineering 
technology. Among the means of producing steam, there are steam generators, 
which are vital to power and processing plants. 

2.1 Steam boiler history 

The use of two-phase systems accompanied by a phase change to trans-
form thermal energy into mechanical energy is old. It dates back to the first 
century with the invention of the aeolipile by the Greek mathematician Héron 
d’Alexandrie [17]. However, no practical system was built until the Italian 
architect and inventor Giovanni Branca designed a boiler. But, it is really only 
from the end of the seventeenth century that engineers developed modern steam 
machines. The first real steam machine was built by English engineer Thomas 
Savery in 1698; this machine was used for pumping water. The James Watt boiler, 
built in 1785, who was one of the first engineers to achieve the thermodynamic 
properties of steam, used the safety valve and valves to control the flow of 
water and steam in its boilers [18]. At the beginning of the nineteenth century, 
British engineer Richard Trevithick and American inventor Oliver Evans devel-
oped machines without condenser using high-pressure steam. Trevithick used 
this model steam engine to equip the first railway locomotive. Trevithick and 
Evans built road vehicles powered by steam [18]. The French engineer Marc 
Seguin (1781–1875) developed a fire-tube boiler, which in 1827 equipped George 
Stephenson’s famous “Rocket” locomotive. The first improvement in Evans’ boiler 
was the “Lancashire” fire-tube boiler patented in 1845 by British engineer William 
Fairbairn, in which the flue gases circulated through tubes inserted in the water 
tank, increasing the area through which heat could be transmitted. Fire-tube 
boilers, however, had limited capacity and pressure and sometimes presented a 
risk of explosion [17]. The first boiler with water tubes (Figure 1) patented in 

Figure 1. 
First boilers with water tubes (Babcock and Wilcox). 
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1867 by American inventors George Herman Babcock and Stephen Wilcox allowed 
a higher pressure than that of the fire-tube boiler [19]. In this boiler, the water 
passed through tubes heated from the outside by the combustion gases, and the 
steam was collected in a top drum. In the twentieth century, the water-tube boiler 
found wide applications due to advances such as high-temperature steel alloys 
and modern welding techniques, which made the water-tube boiler the standard 
boiler type for all high-capacity boilers. 

2.2 Steam boiler classification 

Steam boilers can be classified according to various parameters such as design 
(fire-tube or water-tube), depending on the support, circulation method of water, 
steam and water/steam mixture (natural circulation, forced circulation), and 
thermal power. These are fuel-steam generators; they consist of two separate com-
partments, one in which the fuel burns and the other in which the water circulates. 
But generally, they are classified in two categories: water-tube and fire-tube steam 
boilers. 

2.2.1 Fire-tube steam boiler 

In this type of boiler, the flue gas passes inside submerged tubes in the water 
(Figure 2) [20]. These steam generators are widely used in industrial and 
commercial facilities, especially in the locomotives and marine applications. 
Modern fire-tube steam boiler can produce steam pressure up to 25 bars (low and 
medium pressure) and a flow rate of 1–25 t/h [19]. They can use natural gas, oil, 
or solid fuel. 

The fire-tube steam boiler consists of a cylindrical tank, which contains tubes 
inside. These tubes collect the hot gases at the exit of the burner. Hot gases, 
accumulated in a first pass at the back of the steam boiler, are carried by a group 
of tubes submerged in water to a second pass at the front of the boiler. A second 
group of submerged tubes take the combustion gases to a third pass at the rear 
of the steam boiler; this third pass opens on the chimney for the evacuation of 
fumes to the outside. The heat transfer between the tubes and the combustion 
gases is mainly done by the convection mode. A typical example of this boiler is 
illustrated by Figure 3. 

Figure 2. 
Principle of fire-tube steam generator. 
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Figure 3. 
Typical fire-tube steam boiler. 

2.2.2 Water-tube steam boiler 

It is a type of steam generator in which water circulates in tubes that are exter-
nally heated by flue gases (Figure 4) [19, 20]. They represent the vast majority of 
steam generators in service. 

These steam boilers are used in industrial and power plants to produce high 
steam pressure. They use gas, oil, or solid combustible as fuel [19]. A typical water-
tube steam boiler is illustrated by Figure 5. Generally, water-tube steam boilers have 
two or more tanks, the upper tank called collecting tank (drum) and lower tank 
called distributor tank. The hot gases produced by the burner are directly in contact 
with the evaporating tubes; inside of these, vaporization occurs. The steam thus 
generated is collected in the drum, and the excess water is returned to the bottom 
tank by non-heated pipes (downcomer). The heat transfer between the tubes and 
the combustion gases is mainly done by radiation. The flue gases can also be used in 
the preheating of combustion air and the feedwater. 

The performance comparison of the two types of steam boiler is presented in 
Table 1. 

Figure 4. 
Principle of water-tube steam boiler. 
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Figure 5. 
Typical water-tube steam boiler. 

Properties Fire-tube steam boiler Water-tube steam boiler 

Start-up (equivalent power) Slow (large volume of water to heat) Quick 

Adaptation to regime changes Mediocre (significant inertia) Good 

Heating surface Medium High 

Security Mediocre Good 

Congestion Low Strong 

Price Limit High 

Usual applications 

• Power • Moderately high • Important 

• Flow rate • 1.5–25 t/h • Higher 

• Max working pressure • 10–20 bars • 70–225 bars 

Table 1. 
Comparison of the two types of steam boiler. 

2.3 Water circulation mode 

The role of the water circulation or the emulsion of water and steam in the steam 
boiler tubes is to ensure, on the one hand, the correct cooling of the tubes located in the 
hottest areas or exposed to radiation and that receives at this part the maximum heat 
flow and, on the other hand, to ensure the generation of saturated steam, that is to say, 
the passage of the heated fluid from the water state to the water and vapor emulsion 
state. There are two main types of circulation, natural circulation and forced circulation. 

2.3.1 Natural circulation 

It establishes itself in the circuits of the steam boiler. It is ensured by the dif-
ference of weight between two columns of fluids, one containing only water and 
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the other a mixture of water and steam. The effect of natural circulation decreases 
when approaching the critical pressure of 221 bars; the practical limit of the use of 
natural circulation is 180 bars [21]. In steam boilers with natural circulation, the 
boiling is done in nucleated form, which guarantees a good cooling of the vapor-
izing tubes [20, 21]. When the power decreases, the void fraction varies relatively 
little, and consequently the flow in circulation decreases much less quickly than 
the steam flow of the steam boiler; this guarantees the cooling of the tubes. Natural 
circulation is therefore relatively more active at low power. It should be noted that 
the natural circulation is better when the pressure is low and the heating part is 
located at the bottom of the furnace. 

2.3.2 Forced circulation 

The circulation of water in such boiler is provided by the feed pumps [21]. This 
circulation allows great liberty in circuit design, since circulation is always assured. 
In addition, the diameter of the tubes may be smaller than in natural circulation 
boilers. In forced circulation boilers, the water vaporized in totality by the unstable 
film evaporation regime and then by stable film is established necessarily in the 
final parts of the circuit; it must then be controlled that the speed of the emulsion is 
sufficient to ensure the cooling of the tube. Forced circulation boiler can be used for 
all subcritical and supercritical pressures. 

2.4 Different components of a steam boiler 

We distinguish mainly: 

• Drums 

• Combustion chamber 

• Heat exchangers (economizer, superheater, desuperheater) 

• Integrated control 

• Valves and flappers 

• Feedwater and steam piping 

• Pumps 

3. Modeling and simulation using RELAP5/Mod3.2 

This section describes the modeling and simulation of an industrial steam boiler 
using RELAP5/Mod3.2 in the steady-state and accidental transients. 

3.1 Presentation of the steam boiler used for this study 

The steam boiler used in this chapter is a water-tube, radiant type, and high 
power, with natural circulation from an ABB ALSTOM brand. It is installed in 
the natural gas liquefaction (NGL) complex which is operated by SONATRACH 
Company; is located at 5 km east side of Skikda, Algeria; and has been in production 
since 1970 [22]. The complex contains six units, each one equipped with a steam 
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boiler, to provide superheated steam primarily for driving a turbine, therefore mak-
ing energy available to the unit [22]. 

This boiler operates at high heat flux density to produce 374 t/h of superheated 
steam at 73 bars and 487°C with a design thermal efficiency around 92% [2, 22]. It 
is composed of three main parts: the steam generator, the superheated steam line, 
and the feedwater line. A schematic representation of the steam boiler installation is 
illustrated by Figure 6 [1, 2]. 

Figure 6. 
Steam boiler installation [1]. 

Figure 7. 
Longitudinal section of the steam generator [2]. 

The entire plant can be subdivided into three main parts, the feedwater line, 
which refers to the saturated liquid phase, the steam generator, and, finally, the 
main steam line and its transformations. The steam generator consists of one drum 
and two main parts; the first concerns the combustion chamber, and the second 
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Technical parameters Unit Values 

Steam flow rate t/h 374 

Drum pressure Bar 76.9 

Feedwater inlet temperature °C 118 

Outlet furnace gas temperature °C 1147 

Airflow rate Nm3/h 344,800 

Natural gas flow rate Nm3/h 45,699 

Air excess in the furnace % 1.3 

Efficiency % 92 

Estimated heat flux densities 

Furnace kW/m2 162 

Economizers kW/m2 34.35 

Primary superheater (HTS) kW/m2 60.54 

Secondary superheater (LTS) kW/m2 34.97 

Table 2. 
Steam boiler operating parameters. 

is the rear pass materialized by the water walls that form the evaporating tubes. 
The rear pass receives the superheaters at high and low temperatures at the top and 
the economizers below. The steam boiler is designed to operate by combination of 
automatic and manual operation. The main feedwater line includes the collection 
tank, two feed pumps, tree economizers, control and isolation valves, and feed 
piping. The main steam line is constituted by high and low superheaters, steam pip-
ing, pipeline of desuperheater, and control and safety valves. The steam generator 
shown in Figure 7 [2] and the main operating characteristics of the steam boiler are 
given in Table 2. 

The heat transfer between the wall of the tubes and the combustion gases is gen-
erally done by two modes, radiative and convective [23]; in radiant steam boilers, as 
the name suggests, it receives almost the heat by radiation: convection and conduc-
tion represent only 5% [19, 20]. The heat received by the water walls is conducted 
through the membranes and walls of the tubes and transferred by forced convection 
to nucleate boiling to the water/vapor mixture in the vaporizer tubes. 

The installation contains two control loops: water level control in the drum and 
superheated steam temperature control, in order to maintain the stable operation 
of the steam boiler. A detailed description of the steam boiler plant can be found in 
Ref. [1, 2]. 

3.2 Adopted code and nodalization 

3.2.1 RELAP5/Mod3.2 code presentation 

The Reactor Excursion and Leak Analysis Program (RELAP5) is a best-estimate 
nuclear system code; it was developed at Idaho National Engineering Laboratory 
(INEL) at the request of the US Nuclear Regulatory Commission (NRC) [15]. It 
is mainly used for the transients’ analysis of light-water reactor (LWR); however, 
the generalization of the RELAP5 code allowed its application to the nuclear and 
nonnuclear fields [1, 4, 11]. It has been designed to simulate the thermal-hydraulic 
behavior of installations during accidental or incidental transients. RELAP5 is based 
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on a nonhomogeneous and nonequilibrium hydrodynamic model for the two-phase 
system. It solves the unstable and one-dimensional equation of mass, energy, and 
momentum for each phase using the semi-implicit finite difference numerical 
method [15, 24]. 

The series of RELAP codes are started by Reactor Leak and Power Safety 
Excursion (RELAPSE). Previous versions of the RELAP code are RELAP2 and 
RELAP3, where the name RELAPSE has been changed to RELAP. All these versions 
are based on equilibrium homogeneous model for two-phase flow [15]. The develop-
ment of a model of nonhomogeneous nonequilibrium was undertaken for RELAP4. 
In 1976, the last version (RELAP4/MOD7) of this series of codes has been released. 
It is clear that a complete rewrite of the code was required to effectively accomplish 
this goal. The result of this effort was the beginning of the RELAP5 project [15]. 
RELAP5/MOD3 is the third major release of the RELAP5 thermal-hydraulic system 
code which was realized in 1985. It is written in FORTRAN 77 for a variety of 64-bit 
and 32-bit computers. The latest version of the RELAP5 (RELAP-3D) code simulates 
three-dimensional thermal-hydraulic and neutron phenomena. 

RELAP5 is designed in a modular way, using an ordered structure. The pro-
cedures and the models are separated into sub-programs and constitute the basis 
of thermal, hydraulic, and neutronic treatment. An option introduced makes it 
possible to perform the various calculations related to the steady state, by using the 
following algorithms: 

• Algorithm for kinetics 

• Algorithm for the control system 

• Algorithm for the hydrodynamic transient 

• Algorithm for the thermal transient 

Parameters such as pressure, flow rates, and densities would adjust quickly, 
but the thermal effects evolve more slowly. The accelerated transient technique is 
therefore used to reduce the transient computation time required to reach steady 
state. The transient calculation is characterized by the temporal variation of one or 
more variables related to the studied problem. Usually, the transient regime must 
be preceded by a well-established steady state in which the initial conditions of the 
simulated accident are completed. The introduction of the initial values is necessary 
for the execution of a problem either in the steady state or in the transient state. 
These values are provided by the user in the input for each component [15]. 

The RELAP5/MOD3.2 code includes many generic component models for the 
modeling of various systems and physical phenomena such as pipe, pump, turbines, 
separators, valves, accumulator, point kinetics of reactors, heat structure, control sys-
tem component, etc. [25]. In addition, other special process models are introduced for 
the different form losses, flows in pipes with variable surfaces, branching and choked 
flow, and others. The programming of the various hydrodynamic calculations is based 
on a concept of volumes and junctions. System simulation consists to subdivide the 
plant into components connected by flow junctions. The main component models 
that are introduced in the RELAP5/MOD3.2 code are grouped in Table 3. 

The code allows the calculation of the heat transfer through the solid walls, 
delimiting the hydrodynamic volume. Heat structures are solid elements that gener-
ate heat or not, put in contact with the fluid volume. Each heat structure is defined 
by the indices of the left and right control volumes, the solid volume, its thickness, 
and the type of the material. The heat transfer modeling of metal structures usually 
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Component Label Schematic Definition and scope 

Single volume SNGLVOL Represents a fluid volume in 
the system 

Pipe or annulus PIPE Represents a pipe in the 
system 

ANNULUS Special pipe, used to simulate 
an annular flow 

Branch BRANCH Represents a stream pipe 
flow juncture 

SEPARATR Used to simulate the 
separator in a steam boiler 

TURBINE Used to simulate a steam 
turbine 

Single junction SNGLJN Designed to connect one 
component to another 

Time- TMDPVOL Imposes the thermodynamic 
dependent conditions at the system 
volume boundary 

Time-
dependent 
junction 

TMDPJUN Connect some components 
to another and imposes the 
circulation flow 

Valve VALVE A special junction used to 
simulate an action and the 
presence of different valves 

Pump PUMP Simulates the centrifuge 
pump 

Accumulator ACCUM Simulates a PWR 
accumulator 

Table 3. 
Main thermal-hydraulic components of the RELAP5/Mod3.2 code [25]. 

includes fuel rods and plates (source of electrical heat or nuclear), heat transfer 
through the tubes of the steam generator, and the heat transfer to the walls of pipes 
and tanks in the case of a reactor. The temperature distribution in the heat struc-
tures is represented by one-dimensional heat conduction in spherical, rectangular, 
or cylindrical coordinates. The thermal conductivity and the heat capacity can be 
simulated by a series of tabulated values according to the temperature or a given 
function. The integral form of the heat conduction equation is given by expression 
(1), and finite differences are used for solving this equation [26]. 

∭ ρ Cp(T, x̄) ∂T(x̄ , t)dV =∬ k(T, x̄) ∇̄ T(x̄ , t) ∙ ds̄  + ∭ S(x̄ , t)dV (1) ∂tv s v 

The heat transfer model of the RELAP5 code divides the thermal transfer 
between the two phases—liquid and vapor (Figure 8). The total heat flux Q takes 
the following expression [26]: 

Q =hg(Tw − Trefg) + hf(Tw − Treff) (2) 

where hg: coefficient of heat transfer to steam; hf: coefficient of heat transfer to 
liquid; Tw: wall temperature; Trefg: vapor reference temperature; Treff: liquid refer-
ence temperature. 
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Figure 8. 
Heat transfer process. 

Figure 9. 
Discretization scheme. 

The reference temperature can be the local temperature of liquid and vapor or the 
saturation temperature, all depending on the heat transfer correlation used. The wall 
temperature is calculated implicitly, and the reference temperature can be variable 
during the calculation. Wall-fluid heat transfer is subdivided into three regimes: 
condensation, convection, and boiling [26]. 

Figure 9 illustrates the position of the different nodes (mesh points) for the 
temperatures’ calculation. Each interval may contain different spacing between 
nodes, different materials, or both. The interval between nodes takes an axial direc-
tion for a rectangular structure and a radial direction for a cylindrical or spherical 
structure. Heat sources can be simulated by the kinetics of the reactor (nuclear 
source), a series of tabular values as a function of time, or by a control variable. 

The code permits the introduction of different boundary conditions such as 
isolation conditions of tubes, surface temperature tables as a function of time, and 
atmospheric losses. These boundary conditions can be simulated in different ways: 
imposed heat flow, imposed temperature, and convection coefficient. A heat trans-
fer correlation series is used to calculate the heat transfer between the circulating 
fluid and the metal structures connected to the hydrodynamic volumes. This series 
covers the different modes of heat transfer, convection, radiation, nucleate boiling, 
transient boiling, and boiling by film. 

Boiling curves are used to select correlations of heat transfer. Modeled heat 
transfer regimes are classified as nucleate boiling, critical heat flow point (CHF), 
and dispersed flow regime. The heat transfer of condensation is also modeled. The 
pre-boiling regimes concern the liquid monophasic convection, subcooled nucleate 
boiling, and nucleate boiling at saturation [15]. 

3.2.2 Steam boiler nodalization 

Knowledge of all the components and parts of the installation as well as all 
the physical phenomena that may occur in the system is essential for the model-
ing of any thermal installation. Preparing data to access this type of work using 
the RELAP5 code requires considerable effort because of the large amount of 
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Figure 10. 
Nodalization of the steam boiler installation. 

information required for the entire installation and its associated components. The 
information and data of the modeling of the steam boiler plant were obtained from 
the installation documentation and staff [22], that is, the RELAP5 steam boiler 
model is based on geometrical and technical data. 

The philosophy of using the RELAP5 code is to subdivide the hydrodynamic 
system into control volumes connected by flow junctions. The thermal behavior 
of the metal wall of the boiler tubes, such as heat transfer with the fluid, is mod-
eled by heat structures that are connected to vaporizer tubes and heat exchangers. 
The heat densities between the combustion gases and the external surfaces of the 
vaporizer tubes are calculated from the energy balance performed on the fumes at 
each exchanger. 

The thermal-hydraulic conditions at the inlet and outlet of the installation 
represent the condensed feedwater that enters the collection tank and the super-
heated steam flowing to the turbine. Regulation plays a very important role in the 
operation of the steam boiler; the RELAP5 code includes the possibility to model 
the regulation system by components specific to the code. The installation of the 
entire steam boiler is modeled in 582 control volumes, 589 junctions, and 142 heat 
structures. The thermodynamic conditions at the system boundaries are imposed by 
“time-dependent volumes” component Figure 10 shows the nodalization diagram 
of the entire installation. More details on the steam boiler nodalization are given in 
Ref. [1, 2]. The modeling of the steam boiler using the RELAP5 code will be fol-
lowed by a qualification at the steady-state level. 

3.3 Validation at steady-state level 

Numerical simulation allows a better understanding of thermal-hydraulic phe-
nomena that could take place in industrial installations; they are of a capital con-
tribution especially in accident situations. The RELAP5 code allows the prediction 
of the thermal-hydraulic behavior and response of the steam boiler during normal 
and accidental operations. Prior to the transient accident analysis, it is essential to 
check the establishment of the steady state in different points of the steam boiler 
installation. The steady state is reached after running the RELAP5/Mod3.2 code 
for 5000 seconds in our case study. To demonstrate the establishment of the steady 
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Figure 11. 
Main steam boiler parameters during steady state. 

Boiler parameters Units Experimental data Simulation data 

Feedwater flow rate t/h 374 374.121 

Steam flow rate t/h 374 374.357 

Desuperheater flow rate t/h 25 26.043 

Inlet economizer temperature °C 118 119.0 

Outlet economizer temperature °C 287 287.030 

Outlet drum steam temperature °C 292 292.368 

Inlet LTS temperature °C 292 292.316 

Outlet LTS temperature °C 370 370.848 

Inlet HTS temperature °C 322 320.141 

Outlet HTS temperature °C 487 487.338 

Drum water level mm 860 860.003 

Pressure at collection tank Bar 1.89 1.89 

Drum pressure Bar 76.9 77.2 

Inlet steam generator pressure Bar 82 78.2 

Outlet steam generator pressure Bar 73 73.199 

Outlet pump pressure Bar 91.93 94.150 

Table 4. 
Comparison between operating and calculated data at steady state. 
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state, we selected some steam boiler operating parameters (Figure 11). The analysis 
of the curves representing the evolution of these parameters showed that the regime 
is stationary and well established, and the set-point values of the regulation system 
were reached. 

The qualification of the steam boiler RELAP5 model is based on available operat-
ing data, and it aims to verify that the steady state is well reproduced. In order to 
validate the plant nodalization under steady-state condition, the simulation results 
are compared with the experimental data; it provides precious information on the 
quality of the nodalization, the selection of the appropriate code options, and the 
appropriate choice of the boundary and initial conditions (1). The comparison 
between the RELAP5/Mod3.2 results and operating data at steady state is summa-
rized in Table 4. As it could be seen, the simulation results are in good agreement 
with the operating data of the steam boiler, proving the adequacy of the model and 
expressing the capacity and reliability of the RELAP5/Mod3.2 code in simulating 
thermal-hydraulic behavior of industrial installations. At this level, it should be 
noted that the present model could potentially be used for further transient analysis. 

3.4 Transient calculation 

For a steam boiler, loss of feedwater is the most severe incident that can occur 
and that may potentially end with serious consequences because water flow rate 
decreases suddenly leading to a decrease in drum water level and the walls of the 
tubes are overheated. Various factors can produce this accident; it can be caused by 
pump power loss, failure of the feedwater pump, ruptures and leakages from pipes 
located in the main feedwater line, feedwater control valve closing, or failure of the 
water level regulation [27]. 

In this chapter, the numerical simulation of the steam boiler thermal-hydraulic 
behavior and response during loss of feedwater accident caused by the pump power 
loss is discussed. The transient was performed including protected and unprotected 
scenarios. In the first one (protected scenario), it is assumed that all control systems 
are functioning properly to mitigate the sequences of the accident; in the second 
one (unprotected scenario), it is assumed that there is a failure in the security and 
control system. Prior to the accident, the steam boiler was operating under steady-
state condition. The accidental transient is initiated when the feedwater pump costs 
down accidentally leading to a sudden decrease in feedwater flow rate. The burners’ 
shutdown is actuated immediately following the triggering of the pump stopping 
alarm signal. Table 5 groups the main events describing the accidental scenario as a 
function of time. 

Occurrence instants Sequence 

Protected scenario Unprotected scenario 

−500 to 0 seconds Steady-state regime X 

At 0.0 seconds Feedwater pump costs down X 

After 0.25 seconds Alarm signal generation 

At 5 seconds Burners’ shutdown 

At 100 seconds Closing the steam isolation valve 

At 1000 seconds End of transient 

Table 5. 
Main accidental sequences of the transient. 
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3.5 Transient analysis 

To illustrate the behavior and response of the steam boiler during this transient, 
the main parameters are presented in curves showing their evolution with time. 
The curves from Figures 10–15 show the behavior of each selected parameter even 
during protected or unprotected scenarios. The transient simulation is preceded by 
a steady-state period equal to 3000 seconds (this time corresponding to the stability 
of the entire installation at nominal steam boiler load) with a time step size equal to 
10−3 seconds. 

The temporal variation of feedwater and superheated steam mass flow rate for 
both scenarios are illustrated by Figure 12. Before the accident, the two flow rates 
are at the same initial value of 374 t/h. After the accident occurrence, the feed-
water flow rate decreases instantly, and the superheated steam flow rate vanishes 
gradually for 90 seconds after the burner shuts down, due to the stopping of steam 
generation inside the vaporizer tubes. In the second scenario (unprotected), an 
increase in superheated steam flow rate is observed up to 513.78 t/h which is due to 
the continuous water vaporization in the vaporizing tubes. At the instant t equals 
318 seconds, the flow rate begins to decrease until there is more water in the tubes to 
vaporize. 

Figure 13 shows the time variation of the pressure in the drum. In the first 
scenario, following the accident and burners’ shutdown, the pressure drops rapidly 
until 72.44 bars at 58 seconds. From this instant, it continues to decrease but more 
slowly until the end of the transient. This is due to the cooling of the boiler by the 
ventilation air. In the second case (unprotected), after the accident, the pressure 
increases to a value of 81.58 bars resulting from the vaporization. Then at time 
313 seconds, the pressure starts to drop, and when it reaches 72.69 bars, it stabilizes 
at that value until the end of transient. 

The water level in the steam boiler is a key parameter since it indicates the 
mass of water in the boiler. So, for safety reasons it must be kept in a limited 
range [28]. The behavior and response of the water level in the drum are shown 
in Figure 14. It is maintained before the accident at the value of 860 mm (set-
point). For the case of the protected scenario, and after stopping the feedwater 
pump, the level drops suddenly to the value of 359 mm due to the decrease in 
pressure (Figure 13) which generates an intense vaporization of water in the 
drum. Then it continues to decrease but more slowly until reaching the value of 
206 mm at the end of the transient. In the unprotected case, the level decreases 
slowly and almost linearly contrary to the first case, due to the presence of vapor 
bubbles in the drum. 

Figure 12. 
Time variation of feedwater and steam flow rates. 

152 



 

  
 

  

 

 

 

 

Numerical Simulation of the Accidental Transient of an Industrial Steam Boiler 
DOI: http://dx.doi.org/10.5772/intechopen.86129 

Figure 13. 
Time variation of drum pressure. 

Figure 14. 
Time variation of the drum water level. 

Figure 15. 
Temporal variation of the superheated steam temperature inlet/outlet of the superheaters. 

Figure 15 shows the time variation of the inlet and outlet temperatures of the 
superheated steam in low-temperature superheater (LTS) and high-temperature 
superheater (HTS). At steady state, the temperature values at the inlet and outlet 
of the two superheaters are, respectively, 292.6 and 370.8°C (LTS) and 321.2 and 
487.3°C (HTS). After stopping the pump, temperatures decrease after stopping the 
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burners. The protected scenario shows that the inlet temperature of SHT increases 
to the value of 370.4°C due to the lack of the desuperheating flow following the feed 
pump stop. Then it decreases to the value of 359°C. The temperatures increase again 
due to the heat inertia of the flue gases and then begin to decrease linearly. This 
decrease is caused by the cooling of the superheater by the ventilation airflow. 

For the unprotected case, after stopping the pump, temperatures remain stable 
and then increase rapidly, reaching very high values of the order of 1720°C. This rise 
is due to the nonstop of the burners and the decrease of the steam flow rate. 

In the steam boiler, wall tubes are designed to operate under highest heat trans-
fer condition (1), where heat is supplied to the outer tubes’ surfaces by the fumes. 
Therefore, and from the safety point of view, it is very important to know the 
evolution of the wall temperature of the vaporizer tube of the combustion chamber 
under accidental conditions. It is a key parameter in the safety analysis of the ther-
mal installation. In natural circulation steam boilers, the vaporization regime is in 
every way in the form of nucleate boiling in order to ensure the continuous cooling 
of the wall heated by water [29]. As long as this vaporization regime is maintained, 
the inner wall temperature remains higher than that of the saturation. 

The temporal evolution of the evaporator tube inner wall temperature and the 
heat transfer coefficient during transient for protected and unprotected scenarios is 
shown in Figures 16 and 17, respectively. Before the accident occurrence, the heat 
transfer inside the tubes is ensured by the nucleate boiling regime, which is charac-
terized by a moderate internal wall temperature, of the order of 303°C, and a good 

Figure 16. 
Temporal variation of the inner wall temperature of the vaporizing tubes. 

Figure 17. 
Temporal variation of the heat transfer coefficient in vaporizing tubes. 
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Figure 18. 
Temporal variation of the void fraction in the vaporizer tubes. 

heat transfer coefficient equal to 20.25 kW/m2 K. Just after stopping the pump, the 
wall temperature drops from its initial value to 289.38°C, and the heat transfer coef-
ficient drops from 20 to 5 kW/m2 K in a time interval equal to 66 seconds. This drop 
is caused by stopping the burners; nucleate boiling is therefore stopped. Thereafter, 
the wall temperature decreases linearly until the end of the transient, and heat 
transfer is achieved by simple convection. 

In the second scenario, instabilities in the heat transfer coefficient are observed, 
which implies that there is a poor heat transfer inside the vaporizing tubes, and 
the inner wall temperature is quasi-constant. From 410 seconds, the boiling crisis 
appears, leading to the dryout phenomenon. In fact, the liquid film becomes 
unstable and is depleted under the effect of intense vaporization. Hence, the wall 
surface dries out, the heat transfer coefficient drops sharply to 45.5 W/m2 K, and 
the temperature of the inner wall increases rapidly to very high values (3900°C) due 
to the appearance of the boiling crisis. This temperature is higher than the allowed 
maximum operating value of the plant (500°C) [2, 22], which leads the melting of 
the vaporizer tube in the combustion chamber. 

It is very important to study the void fraction variation during the transient to 
understand the flow behavior in both phases. Figure 18 shows the temporal varia-
tion of the void fraction in the vaporizer tubes. For the protected scenario, we can 
see that before the accident (at steady state), the void fraction is maintained at the 
value 0.4837. After the accident, an instantaneous increase in the void fraction up to 
0.4988 resulting from loss of feedwater is observed. After burner’s shutdown, the 
void fraction becomes almost null, and the flow regime is characterized by liquid-
phase convection. 

During the unprotected case, the void fraction increases to reach unit, between 
the moment of the accident and the moment of the boiling crisis appearance; as it 
is shown, there are instabilities in the void fraction during its increase. These are 
probably caused by poor circulation inside the vaporizer tubes. 

4. Conclusions 

Modeling and thermal-hydraulic behavior simulation of an industrial water-
tube steam boiler during the accidental transient using the RELAP5/Mod3.2 code 
are presented in this chapter. The transient investigated in this study is the loss of 
feedwater following the cost down of the feedwater pump. The transient was per-
formed in two steps: the first one concerns the simulation of the protected scenario 
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where the protection systems are operational, and the second one is the simulation 
of the unprotected scenario. 

The results obtained make it possible to analyze and better understand the 
behavior and response of the installation to the accidental transients by the evolu-
tion of the steam boiler thermal-hydraulic parameters. Furthermore, the study 
clearly demonstrates the protective systems’ role in preserving the structural 
integrity of the steam boiler. 

This study has shown that the basic models of RELAP5 code give the possibil-
ity of reproducing the main thermal-hydraulic phenomena that may occur in 
the installation. Thus, it was possible to develop a basic model that can simulate 
steam boiler operation during normal and accidental transients. In addition, the 
capacity and reliability of the RELAP5/Mod3.2 code for thermal-hydraulic analysis 
of conventional thermal installations such as industrial steam boilers have been 
demonstrated. 

Finally it was possible to demonstrate, using RELAP5 modeling capabilities, that 
in the case of safety and protection system failure, the critical phenomenon of the 
boiling crisis is established in the combustion chamber which is undoubtedly the 
cause of the frequent explosion of the steam boilers. 
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Exhaust Gas Heat Recovery for an 
ORC: A Case Study 
Armando Gallegos-Muñoz, Fabián Luna-Cabrera, 
Martín Picón-Núñez, Francisco Elizalde-Blancas 
and Juan Manuel Belman-Flores 

Abstract 

This work aims at developing a heat exchanger (HEX) sizing approach consid-
ering the need to maximize the heat recovery within the limitations of pressure 
drop and space. The application consists in the recovery of the energy contained in 
exhaust gases coming from an internal combustion engine (ICE). Two heat 
exchanger geometries are selected as case studies. The design approach involves the 
application of design of experiments (DOE) techniques and computational fluid 
dynamics (CFD) simulations. DOE techniques are used to observe the influence of 
some selected parameters (factors) in the design of the heat exchangers, and CFD 
simulations are carried out to determine the performance of the heat exchanger. 
The information obtained is used to determine local Nusselt number correlations 
that are used for the design of the heat exchangers. 

Keywords: heat exchanger, heat waste, CFD, neural network, optimization 

1. Introduction 

Industrial applications of waste heat recovery require several types of heat 
exchangers. The correct selection and optimization of the heat exchangers are 
critical for heat transfer. Several papers have been published that deal with the 
selection of the most suitable heat exchanger technology for a specific application. 
Hatami et al. [1] developed a numerical study to model two types of heat 
exchangers (HEXs) used to recover the exhaust waste heat from internal combus-
tion engines (ICEs). In the work, authors aimed at finding the best viscous model to 
fit experimental data. One of the exchangers belongs to a compression ignition (CI) 
engine with water as cold fluid, while the second exchanger belonged to a spark 
ignition (SI) engine with a mixture of 50% water and 50% ethylene glycol (EG) as 
cold fluid. From the study, authors concluded that the heat recovery can be 
improved by increasing the number of fins and length, where maximum heat 
recovery occurs with high engine load and speeds. On a different work, Hatami 
et al. [2] applied a response surface methodology (RSM) based on central composite 
design (CCD) to derive an optimization approach of finned-type heat exchangers to 
recover waste heat from the exhaust of a diesel engine. The design is performed for 
a single-point operation (1600 rpm and 60 N m) of an OM314 diesel engine. Based 
on the CCD principle, 15 exchangers with different fin heights (FH), fin numbers, 
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and fin thicknesses (FT) were numerically modeled, and optimization was carried 
out to maximize heat recovery and minimize pressure drop along the heat 
exchanger. The results showed that the height of the fins has a higher impact on 
pressure drop than fin number and thicknesses. On the other hand, fin number 
enhances heat recovery. 

Bari et al. [3] performed a study on pancake-shaped heat exchangers to be fitted in 
a vehicle. The heat exchangers studied were of the shell-tube and U-tube type. CFD 
simulations were carried out to optimize the design and calculate the additional 
power that could be achieved by using these optimized heat exchangers. The effec-
tiveness of pancake-shaped heat exchanger is on average 3% higher than that of the 
optimized round-shaped heat exchanger. Bari et al. [4] conducted experiments using 
water as the working fluid to estimate the exhaust waste heat recoverable from a 
diesel engine using two available heat exchangers. Two identical shell and tube heat 
exchangers were fitted into the exhaust of the engine, and experiments were 
conducted to estimate the additional energy that could be gained with this setup. 
Simulation tools were used to compare the performance of the heat exchangers with 
experimental data. Then the effects of changing important parameters such as length, 
diameter of shell, and number and diameter of tubes on the heat recovery were 
investigated. It was found that the effectiveness was higher for smaller shell diame-
ters. After optimization, the additional power increased from 16 to 23.7%. 

Tan et al. [5] reported the use of artificial neural network (ANN) models to 
simulate the thermal performance of a compact fin-tube heat exchanger with air and 
water/ethylene glycol antifreeze mixtures as the working fluids. They demonstrated 
that, once trained, an artificial neural network could predict the overall heat transfer 
rate between the liquid and air steams with a high degree of accuracy. The neural 
network predictions were in much closer agreement to the experimental data than 
corresponding predictions derived using a conventional nonlinear regression model. 

Shivakumar et al. [6] tested the applicability of neural networks in order to 
correlate the experimentally determined heat transfer parameters of a multi-pass 
cross-flow heat exchanger. The waste heat from an internal combustion (IC) engine 
was used to heat the water in a cross-flow heat exchanger. The experimental results 
were used to train the ANN model. A multilayer perceptron (MLP) with back-
propagation algorithm was used for training the network. The predicted results by 
the ANN model were compared with experimental data. They concluded that an 
MLP network can be used to predict the thermal performance characteristics of 
multi-pass cross-flow heat exchanger using a limited number of experimental data. 

Hatami et al. [7] used a multi-objective optimization approach based on ANN 
and genetic algorithm (GA) to the numerical outcomes of a finned-tube heat 
exchanger in a diesel exhaust heat recovery application. The results confirm that the 
optimized case widely increased the recovered heat and exergy while keeping the 
pressure drop at low levels. Although the optimized case exhibited higher irrevers-
ibility, its second law efficiency is significantly greater than the non-optimized case, 
especially at high engine loads. The average efficiency of the proposed HEX is about 
8% for the exergy recovery from the exhaust of a light diesel engine. 

Aly et al. [8] investigated the 3D turbulent flow and heat transfer of coiled tube-
in-tube heat exchangers. Heat exchangers are analyzed considering conjugate heat 
transfer from the hot fluid in the inner-coiled tube to the cold fluid in the annulus 
region. After simulations, the Taguchi method was used to find the optimum con-
dition for some design parameters in the range of coil diameter from 0.18 to 0.3 m 
and tube and annulus flow rates from 2 to 4 and 10 to 20 l/min, respectively. Results 
showed that the Gnielinski correlation (used extensively for predicting Nusselt 
number for turbulent flow in ducts) can be used to predict Nusselt number for both 
the inner-coiled tube and the annular coiled tube using the friction factor correlation 
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for helical tubes. The application of the Taguchi method showed that the annulus 
side flow rate, the tube side flow rate, the coil diameter, and the flow configuration 
are the most important design parameters in coiled tube-in-tube heat exchangers. 

Hossain et al. [9] optimized heat exchangers used in the recovery of exhaust heat 
from a 40-kW diesel generator. With the available experimental data, computer 
simulations were carried out to optimize the design of the heat exchangers. The 
optimized heat exchangers were then used to estimate additional power gained 
considering the turbine isentropic efficiency. The proposed heat exchangers could 
produce 11% additional power using water as the working fluid at a pressure of 
15 bar. The effects of the working fluid pressure were also investigated to maximize 
the additional power production. The pressure was limited to 15 bar which was 
constrained by the exhaust gas temperature. However, higher pressure is possible 
for higher exhaust gas temperatures from higher capacity engines. 

This work aims at showing a stepwise approach for the sizing of a heat 
exchanger for waste heat recovery and subsequent use in an Organic Rankine Cycle 
(ORC). For maximum power production and minimum pressure drop, the 
exchanger must be optimized. Besides, space limitation poses an additional con-
straint to the design. The approach introduced in this work allows the designer to 
simultaneously achieve all these design objectives. 

2. Method description 

The proposed method seeks to maximize heat transfer and minimize pressure 
drop. Besides, within the exchanger, overheated areas (to avoid evaporation of the 
cold fluid) and overcooled areas (to avoid condensation and corrosion on the hot 
side) must also be minimized [10]. A combination of different tools is used to solve 
the complex problem. To avoid overdesign, accurate Nusselt correlation must be 
developed. Given the space limitations, two exchanger geometries, namely, a finned 
heat exchanger and a helical heat exchanger, are analyzed to have an additional 
degree of freedom between heat recovery and pressure drop. For the same heat 
load, the finned tube will exhibit lower heat transfer area but higher pressure drop, 
while the helical tube will have larger surface area but lower pressure drop. Given 
the constraints in terms of mass flow rate, pressure drop, heat transfer, and space, 
maximum and minimum values for these parameters must be fixed. Since a very 
large possible combination of operating conditions can result, it is important to 
discriminate between them. One way of doing this is by designing the experiments 
or identifying the most representative set of design variables that allow to reduce 
the search space. Once this is done, in principle the geometry should be constructed 
and tested to see which of the designs exhibit overheating and overcooling areas. 
Computational fluid dynamics techniques can be used to this end. Besides, CFD can 
also provide local heat transfer coefficients which can be correlated for design 
purposes. As mentioned earlier, the approach used in this work is by means of 
artificial neural networks. 

Since maximum power production is the final desired outcome, the design with 
the maximum exergy recovery will lead to maximum power production. Thus, 
exergy analysis is included, and the Organic Rankine Cycle is modeled using the 
HYSYS simulator [11]. 

2.1 Process description 

The steps followed in the analysis introduced in this work are detailed described 
below and graphically shown in Figure 1. 
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Figure 1. 
Sequence of the proposed analysis and design method. 

1. The restriction parameters (mass flow rate, pressure drop, heat transfer, power 
required, and geometrical constrains) are defined. 

2. A design of experiments, [12] is established using the parameters (factors: heat 
flux, pressure drop, overheated and overcooled areas of both types of heat 
exchangers) accepted to select the conditions for the CFD simulation. 

3.A CFD simulation for each of the resulting experiments above is carried out. 

4.Local Nusselt numbers obtained from the CFD simulations are compared with 
published correlations for validation. 

5. Once the results of the simulation are validated, these can be used to produce 
regression equations to predict the best combination of parameters to 
maximize heat transfer and minimize overheated and overcooled areas and 
pressure drop. 

6.The neural network developed in [10] is used to fit complex relation emerging 
from CFD results. 

7. Exergy analysis is applied to determine the exergy gain and exergy efficiency 
of the heat exchangers. 

8.The heat recovered from the diesel engine is used in an Organic Rankine Cycle 
for power production. 
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9.Selection and design of final heat exchanger. 

The diagram of the process is presented in Figure 1. 

3. Case study 

The proposed method is applied on two types of heat exchangers, namely, a 
finned-tube heat exchanger and a helical-tube heat exchanger. These configurations 
were selected because they are compact, of relatively simple geometry and of easy 
modification of parameters. The open literature indicates that these types of heat 
exchangers are typically used in heat recovery from exhaust gases. The geometry of 
both exchangers consists of two concentric tubes: the hot gas flows at the internal 
tube and ethylene glycol flows in the annular space between tubes. The outer 
surface of the exchangers is isolated. Figures 2 and 3 show the helical-tube heat 
exchanger and the finned-tube heat exchanger, respectively. The only parameter 
that remains the same, as reference, for both types of heat exchangers is the linear 
length from inlet to outlet which is set to 1 m. 

CFD techniques are used to analyze the performance of the units. The response 
variables of the CFD simulation are gas outlet pressure (PG), ethylene glycol outlet 
pressure (PEG), heat exchanger’s surface area referred to the hot side (AG), heat 
exchanger’s surface area referred to the cold side (AEG), heat flux from the hot side 
(QG”), and heat flux to the cold side (QEG”). For the design of experiments, the 
factors considered for the case of the helical-tube heat exchanger are internal 

Figure 2. 
Helical-tube heat exchanger. 

Figure 3. 
Finned-tube heat exchanger. 
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diameter (ID), external diameter (ED), mass flow rate of the gas (mass), and inlet 
gas temperature (temp). The range of parameters are shown in Table 1. 

In the case of the finned-tube heat exchanger, where the fins are assumed to be 
straight, the parameters considered are fin height, fin thickness, fin density (FD), 
mass ratio between gas and ethylene glycol (mass ratio), and inlet gas temperature 
(temp). The range of the parameters are shown in Table 2. 

The variables were selected based on the impact they have on the dimensions of 
the heat exchanger, as well as on the operating conditions over the range where 
maximum heat transfer will be achieved. These variables will allow to find the 
optimal conditions of the heat exchanger when determining new correlations for 
the Nusselt number to eliminate the risk of oversizing. 

The factors chosen for the finned heat exchanger were taken from the work of 
Hatami et al. [7]. The mass ratio factor is the ratio between the two fluids, namely, 
gas and ethylene glycol. After trying different mass ratios, the best fit between CFD 
results and Minitab [13] regressions was obtained. To select the factors for the case 
of helical heat exchanger, six parameters were initially considered: internal diame-
ter, external diameter, helix diameter, helix pitch, mass of gas, and temperature of 
gas. Some parameters were eliminated to get the minimum number of factors that 
could exhibit a good fitting to the simulated results. The parameters eliminated 
were helix diameter and helix pitch. The minimum number of factors required to 
get a good fit were internal diameter, external diameter, and temperature and mass 
of gas. 

The experiment design indicates that 27 configurations to simulate the helical-
tube heat exchanger are needed, while 46 are required for the finned-tube unit. 
Each one of these configurations was simulated using Ansys Fluent 2016 [14]. The 
simulations were made under the following considerations: 

a. The standard k-ε model with standard wall function turbulent model was used 
for the gas side. 

b.A laminar model was used at the ethylene glycol side (50 ≤ Re ≤ 250). 

Parameter Low High 

ID [mm] 60 80 

ED [mm] 100 110 

Mass [kg/s] 0.07 0.135 

Temp [K] 550 700 

Table 1. 
Design parameters for the helical-tube heat exchanger. 

Parameters Low High 

FH [mm] 17 32 

FT [mm] 2 6 

FD [mm] 4 10 

Mass ratio 0.5 0.71 

Temp [K] 550 700 

Table 2. 
Design parameters for the finned-tube heat exchanger. 
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c. There is no phase change on either side. 

d.The gas pressure drop must be lower than 10 kPa. 

e. The y+ value must be around y+ > 30 and y+ < 300 (wall treatment) [15]. 

The density of the gas was determined using the incompressible ideal gas model 
because the Mach number in all cases was lower than 0.3. The density and 
viscosity of ethylene glycol were calculated using a user-defined function (UDF). 
In this way, the variation of density and viscosity with temperature was considered 
applying the equations 

ρEG ¼ �0:9904 ∗ temp þ 1417 (1) 

ηEG ¼ 3:724E4 exp ð�0:05021 ∗ tempÞ þ 0:2811 exp ð�0:01356 ∗ tempÞ (2) 

For the thermal conductivity and viscosity of the hot gas, the equations used are 

κGA ¼ 6:22 ∗ 10 � 5 ∗ temp þ 0:008116 (3) 

ηGA ¼ 3:755 ∗ 10 � 5 ∗ exp ð0:0002586 ∗ tempÞ 
�3:561 ∗ 10 � 5 ∗ exp ð�0:001614 ∗ tempÞ (4) 

To validate the results of the CFD simulations, the following published correla-
tions are used [10]: 

Helical-tube heat exchanger 
Turbulent regime 

" #� �2=3PrReðfs =8Þ dhNus ¼ qffiffiffi� � 1 þ (5)
fs L1 þ 12:7 Pr3

2 � 18 

Laminar regime 

" � � � �3=2 
#1=3 

4:636 De
Nu ¼ 4:364 þ þ 1:816 (6)

x3 x4 

Finned-tube heat exchanger 
Turbulent regime

 !0:5� � ���0:2Nun di 2e didh¼ 1 � sec 3β (7)
NuD�n dim di dim

2 

Laminar regime 

� �1=3� �0:14Pebdi μbNu ¼ 1:86 (8)
L μw 

To determine the maximum exergy recovery, the expression used is 

dϕCV ¼ ∑ϕ_ Q þ∑m_ iψ i �∑m_ eψ e þWact � Itotal (9)
dt 
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Figure 4. 
Flow diagram for the simulation of the organic Rankine cycle. 

The generation of power from a low temperature heat source can be achieved by 
means of an Organic Rankine Cycle. Figure 4 shows the diagram of the ORC cycle 
used for the simulation using HYSYS [11]. The working fluid is butane and the main 
components of the cycle are: 

Pump (P-100): adiabatic efficiency 75%. 
Heat exchanger (heater) (E-101): tube passes 2, shell passes 1, ΔP  =  0.  
Turbine (K-100): adiabatic efficiency 75%. 
Heat exchanger (cooler) (E-100): Δ P = 0.  

4. Results 

As described in the methodology applied (Figure 1), the first step consists in the 
validation of the CFD simulations according to the DOE results from where the 
input data are chosen. Next, from the CFD local Nusselt numbers obtained, corre-
lations are obtained. Then an exergy analysis is applied to the heat exchangers, and 
finally the simulation in Aspen HYSYS [11] is carried out. 

4.1 Validation of CFD simulation 

For the CFD simulation, the sweep hex elements were used; 473,600 elements 
were applied to the helical-tube heat exchanger and 949,500 to the finned-tube heat 
exchanger. The boundary conditions used in the CFD simulations for both types of 
heat exchangers are inlet mass flow, outlet pressure and insulated external surface. 
The regime of flow is subsonic. The gas side exhibits turbulent flow and the 
ethylene glycol a laminar regime. 

For the gas side, the conditions at the inlet are mass, temperature, turbulent 
intensity, and turbulent length scale. The conditions at the outlet are backflow 
temperature, turbulent intensity, and turbulent length scale. For the ethylene glycol 
side, the conditions at the inlet are mass and temperature. The CFD solution pro-
vides the following results for both exchangers: mean temperature, wall tempera-
ture, pressure drop, and heat flux. 

For the grid independence, several meshes were tested for each of the 73 con-
figurations; a total of 198 simulations were carried out with the aim of finding the 
meshes that exhibit less variation in the prediction of results. A finer mesh was used 
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at the inner face of the gas cavity, around the fins and at the inner and outer face of 
ethylene glycol cavity to fulfill the required y + value. Figures 5 and 6 show the 
refinement for the two types of heat exchangers. The parameters used in the solver 
of the CFD simulations are shown in Table 3. 

The parameters in Table 3 gave the best results regarding mass and energy 
balance. For turbulent flow, the physical model SIMPLEC is recommended [16]. 
For gradient, the least squares cell-based method was selected. This method is less 
expensive in terms of simulation time [17]. For pressure interpolation, the 
second-order scheme is recommended. Second-order upwind was used to get more 
accuracy in the solution of the momentum equations [18]. First-order upwind was 
used to calculate turbulent kinetic energy because it is less time-consuming [17]. 
First order upwind was used to calculate turbulent dissipation rate because is less 
time consuming [17]. Second-order upwind was used to get more accuracy in the 
solution of the energy equations [18]. 

The results obtained from the CFD simulations were validated using 
Eqs. (5)–(8). Figures 7–10 show the comparison of Nusselt number. It can be 
observed that, for both heat exchanger geometries, the numerical results and the 
ones obtained from the correlation show similar tendency with a good 
approximation between them. 

In the same way, local Nusselt number for both types of heat exchangers is 
presented in Figures 11–14. The most relevant configurations (experiments) were 
considered for each type of heat exchanger. 

Figure 5. 
Mesh refinement in the finned-tube geometry. 

Figure 6. 
Mesh refinement in the helical-tube geometry. 
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4.2 Design of experiments (DOE) 

With the aim of obtaining regression equations for Nu number, the design of 
experiments is applied. A second-order regression model for each of the variables is 
used. The DOE used was the Box-Behnken response surface design. The advantages 
of this method are as follows: it is a second-order model, and the experimental 

Time Steady 

Scheme SIMPLEC 

Gradient Least squares cell-based method 

Pressure Second order 

Momentum Second-order upwind 

Turbulent kinetic energy First-order upwind 

Turbulent dissipation rate First-order upwind 

Energy Second-order upwind 

Table 3. 
Parameters used in the solver of the CFD simulations. 

Figure 7. 
Validation of nu number on the hot side (G) for the finned-tube geometry. 

Figure 8. 
Validation of nu number on the cold side (EG) for the finned-tube geometry. 
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Figure 9. 
Validation of nu number on the hot side (G) for the helical-tube geometry (G). 

Figure 10. 
Validation of nu number on the cold side (EG) for the helical-tube geometry. 

Figure 11. 
Local Nusselt number for ethylene glycol side. Helical heat exchanger. 

points are within the experimental space. Other methods like CCD have experi-
mental points outside the experimental space which present diver ence in the CFD 
simulations. Therefore, the Box-Behnken method was used in the computer simu-
lations. The results are: 
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a. Regression equations that relate inputs of each heat exchanger with the listed 
response variables 

b.Opti ization plots which give the best para eter co bination that  axi izes 
so e selected para eters and  ini izes the rest of the para eters 

The equations obtained are 

Figure 12. 
Local Nusselt number for gas side. Helical heat exchanger. 

Figure 13. 
Local Nusselt number for ethylene glycol side. Finned heat exchanger. 

Figure 14. 
Local Nusselt number for gas side. Finned heat exchanger. 
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QG00 ¼�  19483 � 63ID � 92ED þ 38412MASS þ 86:9TEMP þ 3:354ID2 

þ 2:66ED2 � 3:20ID ∗ ED � 0:164ID ∗ TEMP � 658ED ∗ MASS (10) 

� 0:471ED ∗ TEMP þ 225MASS ∗ TEMP 

QEG00 ¼�  16212 � 111ED þ 29547MASS þ 73TEMP þ 2:9ID2 

þ 2:59ED2 � 3:22ID ∗ ED � 0:131ID ∗ TEMP � 585ED ∗ MASS (11) 

� 0:403ED ∗ TEMP þ 212:9MASS ∗ TEMP 

PEG ¼ 84 þ 12:31ID � 9:4ED þ 186MASS þ 0:0657ID2 þ 0:0955ED2 

� 0:000053TEMP2 � 0:1834ID ∗ ED þ 4:39ID ∗ MASS � 0:00292ID 

∗ TEMP � 3:49ED ∗ MASS þ 0:00238ED ∗ TEMP � 0:093MASS ∗ TEMP 

(12) 

PG ¼ 5:52 � 0:1187ID þ 0:058ED þ 26:86MASS þ 0:00319TEMP 

þ 0:000386ID2 � 0:000328ED2 þ 0:000157ID ∗ ED � 0:000014ID 

∗ TEMP þ 0:00058MASS ∗ TEMP 

(13) 

AG ¼ 227 þ 4:84ID � 2:05ED � 647MASS � 0:688TEMP þ 0:02127ID2 

þ 0:0092ED2 þ 588:4MASS2 þ 0:000430TEMP2 � 0:03658ID 

∗ ED � 4:608ID ∗ MASS � 0:004547ID ∗ TEMP þ 3:26ED ∗ MASS 

þ 0:00300ED ∗ TEMP þ 0:6390MASS ∗ TEMP 

(14) 

Variable S R-sq R-sq (adjusted) 

QG 189.525 99.91 99.8 

QEG 178.049 99.91 99.8 

PG 0.0264185 99.93 99.86 

PEG 4.01934 92.72 84.22 

AG 0.924692 99.09 98.03 

AEG 3.31958 98.23 95.3 

Table 4. 
Standard deviation and mean square error for the case of the helical-tube geometry. 

Variable S R-sq R-sq (adjusted) 

QG 101.885 99.89 99.81 

QEG 180.39 99.92 99.85 

PG 3.23035 99.43 98.74 

PEG 0.110461 99.98 99.96 

AG 0.242708 95.76 92.37 

AEG 1.40149 99.12 98.42 

Table 5. 
Standard deviation and mean square error for the case of the finned-tube geometry. 
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AEG ¼ � 2184 � 5:78ID þ 15:3ED þ 259MASS þ 4:686TEMP � 0:0198ID2 

� 0:0837ED2 � 1329MASS2 � 0:003373TEMP2 þ 0:0611ID ∗ ED 

þ 0:00095ID ∗ TEMP � 1:37ED ∗ MASS � 0:00121ED ∗ TEMP 

þ 0:573MASS ∗ TEMP 

(15) 

Tables 4 and 5 show the parameters that have a significant effect as well as 
the standard deviation(s) and mean square error (R) for the helical and finned 
geometries. 

From the regression parameters, it is evident that the heat flux on the gas side 
(QG”) and the heat flux on the ethylene glycol side (QEG”) for both types of heat 
exchangers have a high standard deviation. However, the regressed expressions for 
these parameters seem to adjust very well with the results of CFD simulations as 
shown in Figures 15–18. The legend RS fitting stands for response surface fitting. 

The curves for the gas side and ethylene glycol side for the case of helical heat 
exchanger show a similar behavior since the distance separating both gas side and 

Figure 15. 
Plot of QG” vs. exchanger configuration for the helical-tube geometry. 

Figure 16. 
Plot of QEG” vs. exchanger configuration for the helical-tube geometry. 
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ethylene glycol side is small. This length corresponds to the inner tube thickness. So, 
the heat transfer area for the gas side and the ethylene glycol is similar. However, a 
difference in value exists between QG” and QEG”, and that difference can be 
observed in Figures 15 and 16. 

In the case of the finned heat exchanger, the surface area of the gas side differs 
from that of ethylene glycol side. In this case the QG” and QEG” plots show a 
different behavior. This is shown in Figures 17 and 18. 

In order to generate correlations for local Nusselt numbers exclusively for the 
bank of heat exchangers simulated, each one of the heat exchangers was divided in 
sections using the software Fluent [14]. These sections represent dimensionless 
distance from 0.05 to 0.95. In this way local Nusselt number can be obtained. The 
helical type of each exchanger was divided in 13 sections, and the finned type of 
each exchanger was divided in 19 sections. These divisions were done on each of the 
41 configurations of the helical heat exchangers and 25 configurations of the finned 
heat exchangers. Figure 19 shows the section on each heat exchanger. 

Figure 17. 
Plot of QG” vs. exchanger configuration for the finned-tube geometry. 

Figure 18. 
Plot of QEG” vs. exchanger configuration for the finned-tube geometry. 
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Figure 19. 
Section for the determination of the local nu number. (a) Helical heat exchanger and (b) finned heat 
exchanger. 

Next, correlations for each exchanger geometry to fit the CFD results are pro-
posed. For the finned-tube heat exchanger, the ethylene glycol side exhibits a 
laminar flow regime, while the gas side exhibits a turbulent regime. The correlations 
for the hot side local Nu number at a dimensionless distance of 0.5 for all configu-
rations are presented in Figure 20. Figure 21 presents the local cold side Nusselt 
number for a dimensionless distance of 0.45 for all configurations. The correlations 
have the form. 

For ethylene glycol ðEGÞ: Nux ¼ mRenPrL (16) 
LFor gas Gð Þ: Nux ¼ mRen½ðAf =AtÞPr� (17) 

In the case of the helical-tube heat exchanger, a similar correlation for the 
ethylene glycol was proposed. On the gas side, a factor was proposed by dividing 
internal diameter of the gas side over the difference of the outside diameter of the 
annular side minus the internal diameter of the gas side. In the same way, a 
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parameter (δ) was used. This parameter is the ratio between the helix diameter and 
the internal diameter of the gas side. The correlations for  u number are presented 
in Figure 22 for the hot side and Figure 23 for the cold side for dimensionless 
distance of 0.7 and 0.1, respectively. The correlations have the form. 

Figure 20. 
Correlation for gas side (G) in the finned-tube geometry. 

Figure 21. 
Correlation for cold side (EG) in the finned-tube geometry. 

Figure 22. 
Correlation for the hot side (G) of the helical-tube geometry. 
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Nux ¼ mRenPrL (18) 

Nux ¼ mRen½ðDi=ðDo � DiÞÞð1=ðδÞ�L (19) 

4.3 Neural network 

An artificial neural network approach is proposed to fit the response variables of 
the DOE; these are the inputs given by the DOE (experiments) and CFD simula-
tions. The object is to train the neural network using the input and the 
corresponding output data derived from the experimental measurements. This 
process is known as single training cycle or iteration. The cycle is repeated sequen-
tially using a back-propagation algorithm so that training proceeds iteratively until 
the mean square error between the predicted outputs and corresponding measured 
values is reduced to an acceptable level. So, the results were introduced in the neural 
network, and the outputs of the network match very well with some results 
obtained from CFD. It is observed that the neural network can do a good fitting for 
the Nu number and heat flux for both types of heat exchangers. Figures 24–27 

Figure 23. 
Correlation for the cold side (EG) of the helical-tube geometry. 

Figure 24. 
Neural network fitting for heat flux on the hot side (gas). 
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Figure 25. 
Neural network fitting for the Nu number on the hot side of the finned tube exchanger. 

Figure 26. 
Neural network fitting for the heat flux on the hot side (gas). 

Figure 27. 
Neural network fitting for the Nu number on the hot side of the helical exchanger. 

show the results of the fitting for heat flux and Nu number. NN fitting stands for 
neural network fitting. 

4.4 Exergy analysis 

Exergy analysis allows to identify the com onents of the  ower cycle, whose 
 arameters have greater influence on the maximum  ower generation of the 
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Organic Rankine Cycle. An optimization is done maximizing heat transfer and 
minimizing pressure drop and overheated and overcooled areas for each of the 
configurations simulated in CFD. Tables 6 and 7 show the exergy analysis for each 
heat exchanger, where the last column shows the optimization results. From the 
results, it is seen that the helical heat exchanger is more efficient than the finned 
heat exchanger. The overheated area of the helical heat exchanger has similar values 
than the finned heat exchanger. The overcooled area of the helical heat exchanger 
is higher than the finned heat exchanger. Pressure drop for the ethylene glycol side 
for both types of heat exchanger has similar values. The same variable for the gas 
side is higher in the helical exchanger than in the finned exchanger. Finally, the heat 
transfer is higher in the helical heat exchanger than in the finned heat exchanger. 
The heat exchanger has similar dimensions, so it could be a good idea to use a helical 
heat exchanger to extract as much heat as possible. The pressure drop could be an 
important factor to consider as well. In that case, the finned heat exchanger could 
be considered. 

Conf 5 Conf 10 Conf 12 Conf 14 Conf 24 Helical O 

Temp in gas [K] 700.0 700.0 700.0 700.0 700.0 700.0 

Temp out gas [K] 582.4 559.2 591.0 514.3 545.8 560.6 

Temp in EG [K] 300.0 300.0 300.0 300.0 300.0 300.0 

Temp out EG [K] 389.9 406.2 391.7 409.9 415.6 404.0 

ΔP gas [Pa] 3406.0 1806.4 3308.7 664.0 1062.7 882.9 

ΔP EG [Pa] 5.7 24.0 17.5 9.3 45.2 25.2 

Q gas [J/s] ˜17011.3 ˜20296.6 ˜23368.1 ˜13803.7 ˜22188.2 ˜17717.6 

Q EG [J/s] 16870.0 20086.6 22958.2 13880.6 21954.8 18076.9 

Overheated area [%] 0.629 2.27 0.892 4.59 4.659 11.725 

Overcooled area[%] 92.407 80.023 89.209 69.046 70.194 4.164 

Second law effect [%] 22.7 27.2 22.7 29.9 29.7 9.9 

Table 6. 
Exergy balance for the helical-tube geometry. 

Conf. 20 Conf. 22 Conf. 24 Conf. 27 Conf. 37 Conf. 39 Finned O 

Temp in gas [K] 700.0 700.0 625.0 700.0 625.0 700.0 697.0 

Temp out gas [K] 605.9 575.8 542.7 584.2 520.5 590.4 617.8 

Temp in EG [K] 300.0 300.0 300.0 300.0 300.0 300.0 300.0 

Temp out EG [K] 319.6 337.0 317.1 330.2 331.1 328.5 320.5 

ΔP gas [Pa] 318.6 107.8 443.7 324.1 131.0 271.7 109.1 

ΔP EG [Pa] 56.7 18.4 59.3 31.6 19.3 31.9 42.1 

Q gas [J/s] ˜10111.7 ˜6647.4 ˜8680.5 ˜9303.4 ˜5498.7 ˜8815.0 ˜7662.0 

Q EG [J/s] 9506.9 6321.3 8306.3 8811.6 5306.4 8336.1 7199.5 

Overheated area [%] 0.52 0.764 1.277 0.322 0.961 0.481 1.066 

Overcooled area [%] 26.4 27.601 9.623 44.097 6.839 37.083 9.53 

Second law effect [%] 5.4 10.3 5.4 8.4 9.9 7.9 2.1 

Table 7. 
Exergy balance for the finned-tube geometry. 
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Optimized 24 12 

Mass [kg] 0.069 0.075 0.1 

Temp [K] 404 415.6 391.7 

Temp[°C] 130.85 142.45 118.55 

Win [kJ/s] 1.20E-02 1.44E-02 1.53E-02 

Wout [kJ/s] 1.137 1.364 1.447 

Eff % 6.28 6.21 6.3 

Table 8. 
Power output using the helical-tube heat exchanger. 

Optimized 22 20 

Mass [kg] 0.145 0.07 0.2 

Temp [K] 321 337 319 

Temp[°C] 47 59 45.85 

Win [kJ/s 6.34E-03 4.15E-03 8.08E-03 

Wout [kJ/s] 0.5994 0.3927 0.7647 

Eff % 8.33 6.21 8.04 

Table 9. 
Power output using the finned-tube heat exchanger. 

4.5 Power production 

The commercial software Aspen HYSYS [11] is used to simulate an ORC ther-
modynamic cycle to determine the power obtained considering the operating con-
ditions of the cycle. To determine the convenience of recovering heat from the 
combustion gases, it is essential to determine how much heat can be recovered. The 
output of the simulation model provides the maximum power obtained from the 
ORC. Butane is used as the working fluid and ethylene glycol as the heating fluid. 
Two of the best configurations and the optimized case were taken from each of the 
heat exchanger geometries. Configurations 12 and 24 were used for the case of the 
helical-tube heat exchanger and configurations 20 and 22 for the case of the finned-
tube heat exchanger. 

The results indicate that more power can be produced if the helical heat 
exchanger is used for the exhaust gas heat recovery. Tables 8 and 9 show the results 
of the simulation of the Organic Rankine Cycle. 

5. Conclusions 

This work has introduced a methodology compounded of various techniques of 
analysis to solve a complex problem: to maximize the power production obtained 
through the operation of an Organic Rankine Cycle using the heat recovered from 
the exhaust gases of a diesel engine. Further complexity was imposed since the heat 
exchangers were required to fit in a fixed length dimension. Operating variables 
that need to be carefully maintained are heat exchanger pressure drop on the hot 
side to avoid operating problems in the engine; overheated and overcooled areas in 
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the heat exchanger to avoid either evaporation of the cold fluid or condensation on 
the gas side. The approach followed to achieve the objective was composed of a set 
of tools such as design of experiments, computational fluid dynamics, artificial 
neural networks, exergy analysis, and process simulation. All these tools were 
required at some point of the design methodology. Although the overall approach 
seems to be rather complex and elaborated, it guided the results to the established 
objective.Two different types of heat exchanger technology were analyzed, 
resulting that for the objective of the design, the helical-tube heat exchanger, apart 
from fulfilling all the restrictions cited above, it also provides the larger power 
generation. 

In terms of the results, additional conclusions can be drawn: 

1. The optimized configuration for both types of heat exchangers does not exhibit 
the highest second law efficiency. This is so since several variables were 
considered in the optimization process, not only the heat transfer. The heat 
flux is maximized, but at the same time, the pressure drop and the overheated 
and overcooled areas are minimized. 

2. A good prediction was obtained in the case of QG” and QEG” for the finned-
tubed heat exchanger. This result is very important because the neural network 
could predict the complex behavior of the DOE and CFD results. This is so for 
three variables: Nu Gas, QG”, and QEG” for the finned-tube geometry. 

3. The power output obtained is in the order of 0.39 to 1.446 kW. So, this energy 
could be used to run several devices. An economic study is needed to 
determine the heat recovery rate at which the operation of a power generating 
engine becomes affordable. 
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Chapter 10

Heat and Mass Transfer of
Additive Manufacturing Processes
for Metals
Zhengying Wei and Jun Du

Abstract

Additive manufacturing (AM), a method in which a part is fabricated layer by
layer from a digital design package, provides the potential to produce complex
components at reduced cost and time. Many techniques (using many different
names) have been developed to accomplish this via melting or solid-state joining.
However, to date, only a handful can be used to produce metallic parts that fulfill
the requirements of industrial applications. The thermal physics and weld pool
behaviors in metal AM process have decisive influence on the deposition quality,
the microstructure and service performance of the depositions. Accurate analysis
and calculation of thermal processes and weld pool behaviors are of great signifi-
cance to the metallurgy analysis, stress and deformation analysis, process control
and process optimization etc. Numerical modeling is also a necessary way to turn
welding from qualitative description and experience-based art into quantitative
analysis- and science-based engineering branch. In this chapter, two techniques for
producing metal parts are explored, with a focus on the thermal science of metal
AM: fluid flow and heat transfer. Selective laser melting (SLM) is the one that is
most widely used because it typically has the best resolution. Another is named
metal fused-coated additive manufacturing (MFCAM) that is cost competitive
and efficient in producing large and middle-complex components in aerospace
applications.

Keywords: additive manufacturing, selective laser melting (SLM),
metal fused-coated additive manufacturing (MFCAM), fluid flow, heat transfer

1. Introduction

As a kind of advanced manufacturing technology, additive manufacturing (AM)
provides an effective and ‘bottom up’ manufacturing where a complex structure
can be built into its designed shape by a ‘layer-by-layer’ approach, which can
directly create geometric metal parts. AM is versatile, flexible, highly customizable
and, as such, can suite most sectors of industrial production [1]. Even though metal
additive manufacturing involves creating parts layer-by-layer, there are many
different types, including material extrusion, material jetting, material droplet
printing, binder jetting, sheet lamination, powder bed fusion, and directed energy
deposition [2]. Most current metal AM systems are of the powder bed fusion type
[3]. Due to the complexity of the physical process in the process of metal AM, it is
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very difficult to ascertain metal parts with high dimensional accuracy, no defects, 
small residual stress/deformation, compact microstructure and high mechanical 
properties [4–8]. At present, defect control and microstructure/composition control 
are key bottleneck problems that restrict the further development of metal AM 
technology. Both of these problems are closely related to the energy and mass 
transport process in deposition process, especially at the solid-liquid interface of 
molten pool [9–12]. How to understand and control the complex heat and mass 
transport in the molten pool is the key trend of the current research, and it is also 
the basis and prerequisite to break through the current technical bottlenecks and 
further improve the mechanical properties of the parts, such as strength, stiffness 
and fatigue. Therefore, this paper focuses on the scientific issues of transport 
phenomena and solidification behavior of molten pool during metal additive 
manufacturing. 

2. Effect of processing parameters on forming defects during selective 
laser melting of AlSi10Mg powder 

Selective laser melting is one of the most promising additive manufacturing 
processes. The randomly distributed packed powder particle is obtained using dis-
crete element method (DEM) in PFC software. The correlation between the 
processing parameters (i.e., laser power, scanning speed, hatch spacing, and layer 
thickness) and the pores formation for the SLM-processed AlSi10Mg components 
was disclosed by simulations. 

2.1 Numerical model 

SLM process is complicated, involving heat transfer, evaporation, melting and 
solidification, re-melting and re-solidification, shrinkage and other thermophysical 
behaviors. In the numerical calculation model, in order to simplify the complicated 
physical process, the following assumptions need to be made: (1) The molten pool 
liquid is assumed as laminar and incompressible Newtonian fluid. (2) Mushy zone is 
treated as an isotropic permeability of porous medium in solid-liquid phase change. 
(3) Powder size is Gaussian distribution with sphere shape. 

2.1.1 Establishment of randomly packed powder bed 

A DEM-based randomly packed powder model was established by commercial 
platform PFC [13, 14]. In DEM, the contact between powder particles is regarded as 
a linear model while the mini deformations are allowable between the particles [15]. 
The linear force induced by the mini deformation could be regarded as the force 
exerted by a linear spring. The spring has a constant normal and shear stiffness, Kn 

and Ks [16]. In Figure 1, Fi, the contact force vector, is decomposed into two 
subvectors as Fn and Fs in the normal and shear direction, respectively. The stacking 
of the powder particles is accomplished by setting gravitational force until the 
powder particles reaches equilibrium. The powder bed porosity is set as 0.45, which 
is close to 0.5 which is the theoretical packing density. More details about the 
establishment of powder bed can be found in Refs. [13, 14]. 

As shown in Figure 2, two dense packing of Gaussian-sized spherical particles 
with dimensions of 500 ˜ 200 ˜ 35 and 600 ˜ 300 ˜ 35 μm were obtained by PFC 
with the parameters: the layer thickness of particles of 35 μm, the height of substrate 
of 30 μm. Then the powder bed model was converted to STL format for subsequent 
numerical simulation. 
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Figure 1. 
Contact forces generated by interaction between two spherical particles x1/x2 and r1/r2 are the center and 
radius of particle 1 and particle 2, respectively. 

Figure 2. 
Model of randomly packed AlSi10Mg powder bed. (a) Single track simulation, (b) multi-tracks simulation. 

2.1.2 Conservation equations 

The melt fluid flow is governed by N-S equations. The fluid free surface is 
captured employing the volume of fluid (VOF) method. The melt flow could be 
solved by the conservations of mass, momentum and energy, given by Eqs. (1)–(3), 
respectively. 

Mass 

⇀ 
∇� V¼ 0 (1) 

Momentum 
! ˜

∂V ! þ V 
∂t 

° 
�∇ 

! 1 ! 
V¼ �  ∇P þ μ∇2 V 

ρ 
!þ g 1 � β T � Tm½ ð Þ� (2) 

Energy 
˜

∂H ! þ V 
∂t 

° 
�∇ H ¼ 

1 ð∇ � k∇TÞ þ SU
ρ 

(3) 
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! 
where V is velocity of the melt, ρ is the liquid metal density, P represents 

⇀hydrodynamic pressure, μ is liquid viscosity, g is the gravitational acceleration, β is 
volumetric thermal expansion coefficient of the material,T represents the fluid 
temperature,Tm represents the melting temperature of AlSi10Mg. 

The VOF method as shown in Figure 3 was employed to track the free surface of 
the particles model obtained by DEM as they are melted, and it defined a function 
of the fraction of fluid by the following equation [17]. 

∂F ! þ ∇ � VF ¼ 0 (4)
∂t 

where F is the volume fraction of the liquid in a cell. When the cell is filled with 
liquid, F = 1; when the cell is void, F = 0. The value of F is between 0 and 1 when 
both the void and liquid are in the cell. 

In this work, the laser energy of the AlSi10Mg powder bed was defined as 
0.18 [18]. 

2.1.3 Boundary conditions 

The heat-flux boundary condition at fluid free surface was given by [19]. 

∂T � � 
κ ¼ q rð  Þ � hcð  Þ � εrσs T4 � T4 � q (5)T � T0 0 ev
∂z 

where hc is the heat transfer coefficient, εr is the emissivity, σs is Stefan-
Boltzmann constant, T0 is ambient temperature, and q is the heat loss by melt ev 
evaporation. 

In SLM process, the liquid metal evaporation is given by the equation [20] 

ΔH ∗ � � 
T � Tlv q ¼ 0:82 pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi P0 exp ΔH ∗ � (6)ev 2πMRT RTTlv 

where M represents the molar mass, R is the ideal gas constant, P0 represents the 
ambient pressure,Tlv is the boiling point of the metal melt, and ΔH* is the effective 
enthalpy of loss metal vapor. 

Figure 3. 
Schematic diagram of VOF. 
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In order to simulate the Marangoni effect induced by the temperature gradient 
of the molten pool fluid, the shear stress should be balanced with boundary condi-
tion at fluid free surface, as given by [21]: 

∂u ∂γ ∂T‐μ ¼ 
∂z ∂T ∂x 

(7)
∂v ∂γ ∂T‐μ ¼ 
∂z ∂T ∂y 

where ∂γ= ∂T is the surface tension gradient. The surface pressure boundary con-
dition including the surface normal force was given by [22]: 

! ˜ ° 
∂vn 1 1 �P þ 2μ ¼ �Pr þ σ þ (8)
∂n Rx Ry 

!where vn represents the normal velocity vector, Pr is the recoil pressure, σ means 
the surface tension, Rx and Ry represent the principal radius of surface curvature. 

˜ ° 
T � TlvPr ¼ 0:54P0 exp Llv � (9)
RTTlv 

2.2 Material physical properties and numerical simulation 

The AlSi10Mg powder (Felcon, China) used in SLM was produced by gas atom-
ization. The chemical composition of the AlSi10Mg alloy is shown in Table 1. 
Drying the powder before laser melting by the drying ovens at temperature of 373 K 
can help reduce the humidity and the oxygen content within the powder. The 
scanning electron microscope (SEM) morphology of the AlSi10Mg powder is shown 
in Figure 4a, showing the morphology of powder particles is almost spherical. The 
powder particle size distribution was obtained by laser particle size analyzer 
(Sympatec, HELOS, Germany). In Figure 4b, the powder particle size is from 0 to 
45 μm with the average size of 26.53 μm. 

The thermophysical properties of AlSi10Mg and laser processing parameters are 
shown in Figure 5 and Table 2. The temperature-dependent surface tension can be 
expressed as [23]. 

σ ¼ 1000:726 � 0:152T When T > Tl: (10) 

In this work, the final meshing of the model ensured the convergence of the 
simulation with the cell size of 2 μm. The minimum time step was defined as e�15 

second while the maximum time step was defined as e�8 s. Implicit method was 
selected for the solvers of heat transfer, viscosity and surface tension. Explicit 
method was selected for free surface pressure solver. Numerical simulations were 
carried out on the commercial CFD platform Flow3D [13, 14]. 

Elements Si Mg Fe Cu Ni Zn Pb Sn Ti Al 

wt.% 10.1 0.4 0.3 <0.05 0.03 0.05 0.03 0.03 0.01 Balance 

Table 1. 
Composition of AlSi10Mg (wt.%). 
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Figure 4. 
(a) Microstructure of the AlSi10Mg powder, (b) the particles size distribution. 

Figure 5. 
Thermal material properties of AlSi10Mg: (a) thermal conductivity and specific heat, (b) density and viscosity. 
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Parameters Value 

Ambient temperature,T0 293.15 K 

Laser power, P 180 W 

Scanning speed, v 100 cm/s 

Laser beam spot size, D 70 μm 

Stefan-Boltzmann constant, kB 5.67 ˜ 10 °8 W/(m2K4) 

Heat transfer coefficient, hc 82 W/(m2K) 

Radiation emissivity, ε 0.4 

Powder layer thickness, d 25–50 μm 

Hatch spacing, H 50–70 μm 

Powder size distribution 0–45 μm, Gaussian 

AlSi10Mg solidus point,Ts 830.15 K 

AlSi10Mg liquids point,Tl 870.15 K 

Table 2. 
SLM-processing conditions and material parameters used in this work. 

2.3 Results and discussion 

2.3.1 Model verification 

Single melting track can used to validate the correction of the model and avail-
able of software. At experiment, the laser power and powder layer thickness were 
fixed at 180 W and 35 μm, and the laser scanning speed changed from 600 to 
1600 mm. The experimental measurement criteria of the melt depth and melt width 
are as shown in Figure 6a. The melt depth is taken vertically from the free surface 
of the molten pool to the maximum depth of the melt boundary while the melt 
width is taken horizontally between the edges of the melt boundary. Figure 6a 
shows the micrograph of pool on cross section caused by Gaussian laser irradiation 
in the simulation and experiment for P = 180 W and v = 1000 mm/s. It is obviously 
that the calculated morphology of pool agree well with the experiment one. Mean-
while, Figure 6b shows the range and averaged experimental melt depth and width 
results at different laser scanning speed v with a fixed laser power P (P = 180 W, 

Figure 6. 
(a) Morphology of molten pool at P = 180 W and v = 1000 mm/s, (b) depth and width of molten pool at 
different scanning speed with a fixed P = 180 W. 
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v = 600, 1000, 1600 mm/s) with their corresponding simulated values. Compared 
the numerical depths and widths of pool with experimental results, the simulated 
melt depths and widths all fall within their corresponding experimental range. Due 
to the existence of the inherent experimental error and numerical error, the errors 
between experiment and simulation are inevitable. So experimental results and 
numerical results demonstrate the proposed numerical model can provide good 
predictions on shape of molten pool and, can be provided to predict the effect of 
layer thickness and hatching spacing on the morphology of scan track. 

2.3.2 Effect of laser power and scanning speed 

Figure 7 shows the powder melting and solidification evolution process in SLM. 
First, laser beam is turned off, as shown in Figure 7a. When the laser is turned on, 
the beam energy is absorbed by the powder layer. With the heat accumulation of 
powder, powder layer melts. In Figure 7b, a depression area is made by the work of 
recoil force. Because the apply of laser beam in Gaussian distribution, the tempera-
ture gradient is created between the molten pool center and the molten pool edge, 
with the induced surface tension gradient and the Marangoni effect. Lastly, the 
depression area was filled with fluid by the Marangoni effect, as shown in 
Figure 7c. 

Figure 8 shows the characteristic microstructure on the polished cross section of 
the SLM-processed AlSi10Mg samples. The cross-section of the samples produced 

Figure 7. 
Powder melting and solidification process evolution at the laser power of 180 W and scan speed of 1000 mm/s: 
(a) initial state (b) heating process (c) solidification. 

Figure 8. 
Influence of laser power and scanning speed on the microstructure of SLM-processed samples. 
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by using the laser power of 180 W and scan speed of 1000 mm/s showed a fine 
microstructure without any apparent pores. At the low laser power of 150 W or scan 
speed of 600 mm/s, the cross-section of the as-built samples consisted of irregular-
shaped pores were visible. However, at relatively high laser scan speed of 1400 mm/s, 
a large amount of the balling formation was present on the cross-section. It can be 
concluded that the balling phenomena was one of the typical metallurgical defects 
at high laser scan speed. In order to understand how the laser power P combined 
with the laser scan speed v affects the pores and balling defects, the line energy 
density (LED) is defined as [24]: 

P
LED ¼ (11)

v 

Furthermore, the numerical studies were used to describe the forming mecha-
nism of the metallurgical defects during laser melting and to provide a basis for the 
process optimization. The laser melting process of the AlSi10Mg powder at differ-
ent scan times was shown in Figure 9a. In order to assess the effect of the LED on 
heating of the powder, the peak temperature and the interfacial velocity at the edge 
of the molten pool was rescored as the center of the laser beam moved to the point 
of X = 0.36 mm and Y = 0.1 mm. As shown in Figure 9b, the peak temperature and 
the interfacial velocity increased from 1810 K and 1.2 m/s to 2831 K and 5.1 m/s as 
the applied LED increased from 1.071 to 3 J/cm, respectively. At a relatively low 
LED, the insufficient laser energy result in insufficient melting of the powder. As 

Figure 9. 
(a) Temperature field and surface melt velocity obtained by simulation at condition of P = 180 W and 
v = 1000 mm/s. (b) Influence of line energy density on the peak temperature and surface melt velocity of molten 
pool. (c) Influence of line energy density on the width and depth of molten pool. 
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shown in Figure 9c, the depth of the molten pool is about 20 μm at LED of 1.071 J/cm. 
This implies that the low applied LED can lead to the insufficient melting of the 
powder and the resultant interlayer pores. In addition, the balling phenomena was 
severely occurred in this condition. On the contrary, at relatively high LED, the 
high temperature of the molten pool leads to a strong perturbation within the 
molten pool, thereby resulting in the instability of the free surface of the molten 
pool. In this case, a large amount of the pores was generated by the instability of the 
scan track [24]. 

When the laser moves to the point of X = 0.36 mm along scanning direction, the 
molten pool was chosen in this case. 

2.3.3 Effect of hatching spacing 

Figure 10 shows that at an interconnect pores will be formed in the overlap if 
the large interconnected gap has not been completely filled by re-melting liquid 
because of the high hatching spacing. An overlap in the multi-tracks is necessary to 
have continuity between two adjacent scan tracks leading to a dense solidification. 
Due to the overlap between the successive adjacent scans, the hatching spacing is 
always less than the laser beam radius. Hatch spacing is another parameter, which is 
highly affects the pore formation. 

As revealed in Figure 11, at laser power of 180 W and scan speed of 1000 mm/s, 
the number of the inter-track pores was apparently reduced as the hatch spacing 

Figure 10. 
The effect of hatching spacing on the formation of porosity in overlap between adjacent scan tracks. 

Figure 11. 
Typical microstructure of the SLM-processed AlSi10Mg samples at hatch spacing of (a) 70 μm, (b) 60 μm, and 
(c) 50 μm. (d) Effect of the hatch spacing on the porosity of the as-built sample. The laser power of P = 180 W, 
scan speed of v = 1000 mm/s and layer thickness of d = 35 μm were fixed in these experiments. 
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decreased from 70 to 50 μm. As a result, the porosity of the SLM-processed sample 
was accordingly reduced from 6.1 to 0.3% (Figure 11d). Since at a relatively larger 
hatch spacing, the portion of the re-melted material was reduced, leading to insuf-
ficient overlap between two adjacent scan tracks. 

As the case in Figure 12, the insufficient overlap will increase the possibility of 
the inter-track pores formation. In general, reducing the hatch spacing is beneficial 
for the reduction of the inter-track pores [3]. However, as the relatively low hatch 
spacing applied during SLM, although a fine bonding between two adjacent scan 
tracks can be obtained, the build efficiency was decreased under this condition. So it 
is important to choose a reasonable hatch spacing during SLM. 

2.3.4 Effect of layer thickness 

The powder layer thickness is one of the important factors in in producing the 
pores formation. Figure 13 shows the topography of the second scan track formed 
by SLM using different powder layer thickness. It is clearly that a relatively contin-
uous and stable scan track was generated at powder layer thickness of 35 μm. At low 
layer thickness of 25 μm or larger layer thickness of 50 μm, the scan track showed a 
severe irregular profile which will increase the possibility of the inter-layer pore 

Figure 12. 
Bonding between two adjacent tracks at laser power P = 180 W, scan speed v = 1000 mm/s, and hatch spacing 
of 50, 60, 70 μm. 

Figure 13. 
Influence of powder layer thickness on morphology of scan track in longitudinal view (left) and cross-sectional 
view (right). Laser power P = 180 W and scanning speed v = 1000 mm/s were fixed in simulations. 

195 

http://dx.doi.org/10.5772/intechopen.84889


Heat and Mass Transfer - Advances in Science and Technology Applications 

Figure 14. 
Influence of powder layer thickness on the temperature of molten pool. Laser power P = 180 W and scanning 
speed v = 1000 mm/s were fixed in simulations. 

formation. This is due to as the relatively larger powder layer thickness applied 
during SLM, the laser energy cannot melt previous layer, inducing inter-layer pores 
in the interface between two adjacent layers. However, decreasing the powder layer 
thickness increase the reflected radiation from the surface of the previous track, 
hence decreasing the peak temperature of molten pool, as shown in Figure 14. At 
powder layer thickness of 25 μm, the peak temperature of molten pool exhibits 
apparent fluctuation, and the following will produce the scan track with irregular 
surface. According to this numerical result, the thin powder layer thickness of 
35 μm is recommended for AlSi10Mg in SLM process. 

The pore and the balling defects lead to a decrease in the densification level of 
the SLM-processed samples. To evaluate the combined effect of the laser power P, 
scan speed v, hatch spacing H, and powder layer thickness d on the densification 
level of the as-built samples, a volumetric energy density (VED) is defined as: 

P
VED ¼ (12)

vHd 

The relative density of the SLM-processed AlSi10Mg sample are shown in 
Figure 15 as a function of the VED. 

Figure 15. 
Effect of the VED on the relative density of the SLM-processed samples. 
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As the applied VED within the range of 75–105 J/mm3 during laser melting, the 
relative density of the as-built samples is larger than 97.5%. According to all the 
above research results, the VED of 102.86 J/mm3 (P = 180 W, v = 1000 mm/s, 
H = 50 μm, d = 35 μm) was proposed during AlSi10Mg SLM process. 

3. Numerical investigation of thermocapillary-induced deposited shape 
in MFCAM of aluminum alloy 

A three-dimensional (3D) numerical model with volume of fluid method is 
developed for metal fused-coating additive manufacturing (MFCAM) process of 
aluminum (Al) alloys. It predicts the thermal flow field in the thermocapillary-
induced melt, the surface deformation and solidified deposition geometry during 
MFCAM in successive depositing passes. Verification of the numerical model was 
performed by comparing the calculated results with metallography of deposited 
cross-sections, showing that there is a good qualitative agreement between the two, 
which indicates that the established numerical model is capable of simulating the 
complex heat and mass transfer phenomena in the varying polarity gas tungsten arc 
welding (VP-GTAW) based additive manufacturing. The effects of melt flow rate 
and the gap height between the substrate and fused-coating head on deposition 
geometry were studied. The results show that the deposition geometry is closely 
correlated to the melt flow rate. Increase in melt flow rate will lead to the obvious 
increase of deposition height, but the reverse is true in the gap height. These 
detailed physical insights facilitate the prediction of deposition defects in MFCAM 
of aluminum alloy. 

3.1 Principle of MFCAM process 

The schematic illustration of MFCAM process is shown in Figure 16. The 
experimental system is mainly composed of an induction heating, gas protection 
device, a pressure controller and a movable platform. The deposits of aluminum 
alloy can be created following the layer-by-layer approach by controlling the syn-
chronization of the movable platform and the extrusion of liquid metal. A pro-
grammable multi-axis controller (PMAC) can be used to control the motion of 

Figure 16. 
Schematic diagram of MFCAM process. 
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Figure 17. 
Experimental setup for the MFCAM of Al alloys. 

movable platform. The high-temperature liquid metal would flow through the inner 
flow channel of fused-coating head under the combined-action of moving push rod, 
surface tension and hydrostatic pressure. As the liquid metal contacts with the 
substrate surface or the previously deposited layers, a local thermocapillary-
induced flow region will be created rapidly. To achieve a metallurgical bonding 
between the deposited layers, a pulsed variable polarity GTA welding arc was 
adopted to create a shallow molten pool in front of the thermocapillary-induced 
flow region. On the other hand, variable polarity GTAW arc can timely remove the 
aluminum oxide on the deposits. Last but not least, the local solidification condi-
tions and thermocapillary-driven spreading motion of the melt can be tunable by 
arc heat input and the relative distance between welding arc and fused-coating 
head. 

The corresponding experimental setup for the MFCAM of Al alloys is shown in 
Figure 17. 

3.2 Materials and methods 

3.2.1 Experimental procedure 

The base material was 2024 aluminum alloy in initial T6 condition with a thick-
ness of 6 mm. The material was cut into several pieces with 300 ˜ 60 ˜ 6 mm3 

dimensions. The nominal chemical composition of the base metal is shown in 
Table 3. Pure argon (99%) was employed as shielding gas with flow rates of 
15–18 L/min for VP-GTAW. 
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Cu Si Mn Mg Zn Ti Al 

4.52 0.16 0.61 1.4 0.08 0.05 Remain 

Table 3. 
Chemical composition of the deposited 2024 aluminum alloy/wt%. 

In VP-GTAW welding system, Fronius MagicWave 3000 welding power source 
was adopted. The VP-GTA welding process was used square wave AC mode. Before 
deposition, oil and other impurities were removed using acetone. The arc welding 
parameters applied in the experiments are presented in Table 4. Among them, the 
magnitude of DCEN welding current is Ien, the magnitude of DCEP welding current 
is Iep, the welding speed is u, the pulse frequency is f. The DCEP duty ratio of VP arc 
was fixed at 50%. 

After the experiments, the samples for metallographic observations were pre-
pared by sectioning the deposits along the vertical direction using an electrical 
discharge wire cutting machine (Suzhou Simos CNC Technology Co., Ltd., Suzhou, 
China). Then, the samples were etched with modified Keller solution (50 ml H2O, 
1 ml HCL, 1.5 ml HF, and 2.5 ml HNO3) after the processes of rough grinding, fine 
grinding, and polishing. The microstructure of the treated specimen was observed 
by Eclipse MA200 light microscope (OM) (Nikon Instruments (Shanghai) Co., 
Ltd., Shanghai, China). 

3.2.2 Numerical modeling of MFCAM process 

3.2.2.1 Physical model assumptions 

A numerical model coupling electromagnetism force, heat transfer, and fluid 
flow in melt is derived in this section. The electric arc is modeled by an equivalent 
heat source applied to the upper surface of a workpiece. Gaussian distribution 
function can be used to describe the modeled electric arc quantities. It was assumed 
that the welding torch moves at a constant welding speed. The electromagnetic, 
continuity, momentum, and energy equations can be solved in the weld pool. The 
considered problem possesses symmetry with respect to the longitudinal vertical 
median plane, can therefore be calculated as one-half plate. 

Up to now, there is no direct literature addressing the quantitative relation of 
shielding gas flow rate and weld bead dimensions during the VP-GTAW process. 
There is an optimum flow rate for weld shielding gases, but this is often decided by 
preference or experience. In this study, the thermocapillary-driven flow region is 
protected from atmosphere by pure argon (Ar) gas, and the flowing rate of the 
shielding gas was 15–18 L/min. 

Test case Adjustable parameters Other fixed parameters 

f (Hz) u (mm/s) 

T1 

T2 

T3 

5 

5 

5 

4 

5 

6 

Ien/Iep = 240/120 A 
Uen/Uep = 12.0/11.2 V 

σj, EN/σj, EP = 2.70/2.62 mm 
σq, EN/σq, EP = 2.70/2.62 mm 
σp, EN/σp, EP = 3.00/2.92 mm 

ηen/ηep = 0.8/0.5 

Table 4. 
Parameters for VP-GTA welding of aluminum. 
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3.2.2.2 Governing equations 

The numerical simulation of heat and mass transfer processes are governed 
by a set of equations in Flow3D model. In the present study, the liquid metal is 
assumed to be incompressible Newtonian fluid, and the flow should be laminar. 
The electric arc was assumed as an internal boundary condition can be described 
as Eq. (13). 

ð13Þ 

, ,where are the arc heat input, convective and radiative heat loss, 
respectively, is the surface normal. 

In this study, according to the actual processing conditions that the welding 
current in case of DCEP and DCEN (Ien/Iep = 240/120 A) is high enough, arc 
stiffness and impact force exerted onto the weld pool surface is larger, and the 
arc column is perpendicular to the surface of the weldment. So, the Goldak’s 
double-ellipsoidal heat source model was adopted [25], which can provide relatively 
accurate results, especially for the low penetration surface melting process. 
In the moving volumetric heat source model, the power density distributions 
of the front and rear quadrants can be described by Eqs. (14) and (15), respectively, 

ð14Þ 

ð15Þ 

where ff and fr are the front and rear fraction of the heat flux; af, ar, b and c are 
the parametric values obtained from the metallographic data and the weld bead 
profile; qarc is the welding arc heat input. 

The heat loss and can be calculated as follow: 

ð16Þ 

ð17Þ 

According to the Vinokurov’s empirical model [26], combined convection-
radiation heat transfer coefficient was utilized as: 

hvino ¼ 2:41 � 10�3εT1:61 (18) 

The pressure boundary conditions on the weld pool surface can be described as 
Eq. (19). 

ð19Þ 

where Parc is the arc pressure, Rc is the curvature radius of the weld pool surface. 
The surface tension γ can be calculated as follow: 

200 



Heat and Mass Transfer of Additive Manufacturing Processes for Metals 
DOI: http://dx.doi.org/10.5772/intechopen.84889 

ð20Þ 

The arc pressure distribution was assumed to follow the distribution of current 
density. It can be modeled by a Gaussian model with the same radius of arc drag 
force, as blow [27]. 

ð21Þ 

where μ0 is the magnetic permeability of free space, σr is the arc pressure 
parameter (DCEN phase: σr = σp, EN; DCEP phase: σr = σp, EP). 

The arc drag force on the weld pool is greatly dependent on the current, the 
composition of shielding gas, and the tip angle of electrode. Here, the effect of arc 
drag force is considered as a spatial boundary distribution, which can be 
represented as follows [28]. 

ð22Þ 

where rShear is the distribution parameter of arc drag force. 
The body force mainly includes electromagnetic force (EMF), gravity, and 

buoyancy. The gravity acceleration is 9.81 m/s2. The temperature-dependent prop-
erties were used for the density. The electromagnetic force, as an important body 
force, was considered by adopting the elliptically symmetric welding current den-
sity [29, 30]. The equations relating EMF are listed as below. 

ð23Þ 

ð24Þ 

ð25Þ 

ð26Þ 

ð27Þ 

ð28Þ 

where I is the arc current (DCEN phase: I = Ien, σj = σj, EN; DCEP phase: I = Iep, 
σj = σj, EP), Fi are the components of the EMF force in the i-direction (i = x, y, z), Bθ 

is the angular component of the magnetic field, Jz and Jr are the axial and radial 
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current density in the cylindrical coordinate system, J0 and J1 are the zero order and 
one order Bessel function, respectively, z indicates the vertical depth from top 
surface of workpiece, and c is the workpiece thickness. 

3.2.2.3 Numerical model 

A 2D longitudinal section of the 3D calculation model for MFCAM process is 
shown in Figure 18. The structural parameters of the model are: d is 1.2 mm, D is 
4 mm; h is 1.2–2.4 mm; the substrate thickness is 6 mm, and the distance from arc to 
the rim of coating head is ˜5.5 mm. 

In the present study, peak current Ip (voltage) and base current Ib (voltage) are 
220 A (18.2 V) and 183 A (16.7 V), respectively. The proportion of peak current 
time in one cycle is 0.5. Thermo-physical properties of material used in this study 
are listed in Table 5. The contact angle, defined as the angle at which the liquid 
metal meets the workpiece surface, is assumed to be 90°. 

A grid size (200 μm) and computational time-step (2.5 ° 10–6 s) for simulations 
are used. It took ˜72 h to run 6 s of real-time simulation of a single-track deposition 
using high-performance computer of 48 ° 1.6 GHz CPU. 

3.3 Results and discussion 

3.3.1 Experimental verification of the numerical model 

To confirm the predictive accuracy of the established model, the corresponding 
deposition experiments were carried out. A cathode with 60° cone angle and a 
3.2 mm radius float tip provides a good combination. The distance between tung-
sten electrode tip and workpiece surface was fixed at 4 mm. To avoid heat sinks, the 
workpieces need to be thermally insulated from the fixtures in VP-GTA welding 
process. Verifications of the numerical model were carried out by comparing the 
calculated results with the metallographic macro-sections. Figure 19 presents the 
simulated and measured geometry of a single-track deposition by MFACM. 

Calculated solidus isotherm 811 K—corresponds to the fusion line obtained in 
the experiments. It is found that the calculated deposition geometries and dimen-
sions agree well with the experimental data. The average values of deposition width 
and penetration depth were measured to be 8.65 and 1.43 mm, respectively, which 
is in consistent with the calculated results. The average relative errors of the depo-
sition width and height are never exceeded 5.7 and 11.5%. The fidelity of the models 
will be verified to better predict the surface evolution in MFCAM process and 
eliminate the deposition defects based on the understanding of its mechanism. 

Figure 18. 
Calculation model for FCAM process. 
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Nomenclature Value 

˜3)Density (kg m f(T) [21] 

Viscosity (N s/m2) f(T) [21] 

˜1)Surface tension (N m f(T) [21] 

Thermal conductivity (W m˜1 K˜1) f(T) [21] 

Specific heat (J kg˜1 K˜1) f(T) [21] 

Solidus temperature (K) Ts = 811 

Liquidus temperature (K) Tl = 905 

Latent heat for melting (J kg˜1) hsl = 3.97 ° 105 

Coefficient of thermal expansion (K˜1) β = 1.5 ° 10˜4 

Radiation emissivity ε = 0.4 

Initial temperature of melt (K) 960 

Substrate temperature (K) 298 

Volume flow rate of the melt (mm3 s˜1) V = 30–70 

˜1)Substrate moving speed (mm s U = 3–9 

Ambient temperature (K) T∞ = 300 

Vaporization temperature (K) Tev = 1163 

Arc thermal efficiency η = 0.7 [22] 

Distribution parameter of arc drag force (mm) 3.2 

Table 5. 
Thermo-physical material properties of 2024 aluminum alloy and calculation data used in the simulation. 

Figure 19. 
Comparison between computed thermal profile (left) and experimentally determined (right) cross-section of a 
single-track deposition, all dimensions are in mm. 

3.3.2 Thermophysical phenomena in MFCAM 

During the fused-coating deposition process, the zone where the heat source is 
characterized by the temperature local sharp increase and being heated up to the 
state of melting, as shown in Figure 20. We need to how this evolutionary sequence 
of deposited layers. The development of deposition shape and the heat transfer and 
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Figure 20. 
Solid fraction distribution and the changes of surface morphology of the melt in four stages during single-track 
deposition. (a) formation of a shallow molten pool, (b) extrusion process of the melt, (c) extremely changes of 
surface morphology of the melt, and (d) relatively steady state. 

flow characteristics of liquid metal were illustrated. The shape evolution of each 
single layer can be divided into four stages: (i) formation and growth of a shallow 
molten pool, (ii) extrusion process of the melt, (iii) extremely changes of surface 
morphology of the melt, and (iv) relatively steady state. 

The shallow molten pool on a moving metal substrate is firstly created in the 
initial stage. The source of heat in welding is enough to melt the metal. According to 
the practical conditions, the welding torch needs to be tilted from the nominal 
center of the workpiece surface, which will slightly change the thermal flow field 
characteristics of the molten pool. 

During the second stage of MFCAM process the hot liquid Al alloy will be 
extruded continuously toward the shallow molten pool. Meanwhile, the heat flux of 
the tilted welding arc still melts the base metal. Thus, the local thermal contact 
resistance of deposition regions can be reduced greatly, which is beneficial to the 
spreading of the melt. The corresponding thermal and flow fields in this stage is 
shown in Figure 21. 

In the third stage, the extruded liquid alloy and the melt in the shallow molten 
pool trend to spontaneous fusion once the extruded liquid metal meets the surface 
of the molten pool. The free surface of the melt will experience extremely complex 
deformations. Figure 22 illustrates the topology changes in the free surface, surface 
depression in the molten pool and the temperature distributions in the melt. 

It can be seen from Figure 22a that there is a higher temperature region between 
the welding arc and fused-coating head. The teardrop-shaped gouging region is also 
found in the front of the molten pool. The causes of these phenomena can be 
attributed to the fact that it is relative difficult for the liquid metal located in the 
higher temperature region to dissipate heat because of the heat input by welding 
arc, at the same time, the melt continuously obtains latent heat from the being 
extruded liquid metal. The end-face of the coating head and the shallow molten pool 
will produce an obviously restriction effect to the spreading melt. As shown in 
Figure 22b, the local fluctuations of the melt’s surface and solidification front are 
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Figure 21. 
Side views of (a) temperature distributions, and (b) solid fraction distributions in the second stage. 

Figure 22. 
Topology changes in the free surface, surface depression in the molten pool and the temperature distributions in 
the melt. (a) t = 0.355 s, (b) 0.405 s, (c) 0.68 s, and (d) 0.75 s. 

always found, this could be attributed to the way in which a pulsed-current mode 
was adopted. 

As time goes on, the  arious forces go erning the fluctuation of molten pool 
surface and a macroscopic heat balance tend to equilibrium, therefore, the 
thermocapillary-dri en deposited shape becomes to be continuous and stable, the 
3D shape of the stable deposited layer can be obser ed in Figure 23. The calculated 
temperature field and  elocity magnitude could be illustrated by Figure 23a. The 
dimensions associated to the solidified deposited layers will be characterized by H 
and W. 
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Figure 23. 
(a) 3D shape of a single-track deposited layer and (b) surface velocity contour. 

The calculated results show that the shape of deposited layers is flat and regular 
from the global aspect although there is a local fluctuation of melt’s surface and 
solidification front. It is also found that a maximum liquid metal speed with 0.6 m/s 
is obtained near the center of the shallow molten pool. 

3.3.3 Influence of melt flow rate 

Figure 24 shows the influence of melt flow rate on the morphology characteris-
tics of single-track deposits. The gap between substrate and fused-coating head is 
fixed at 1.8 mm, and the substrate moving speed is 6 mm/s. 

As illustrated from Figure 24, an approximate linear increase in the deposition 
height was observed as the melt flow rate increase from 20 to 120 ml/min. How-
ever, in the respects of the deposition width, there obviously exist many highly 
nonlinear relationships. Therefore, the formation mechanism based on the thermal 
flow dynamics needs to be recognized. The principle of minimum enthalpy may be 
utilized to explain this phenomenon. The principle is described as follows: the 
thermocapillary-driven flow always has a characteristic to keep the minimum 
enthalpy value by automatically changing its size and adjusting its enthalpy. In 

Figure 24. 
Variation of the morphology characteristics of deposited single tracks with melt flow rate. 
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Figure 25. 
Influence of the gap height on the morphology characteristics of single-track deposits. 

MFCAM process, the area of the absorbed arc energy is heated alternatively. The 
residual heat in the material will be continuously accumulated from pulse to pulse. 
The heat accumulation, as a function of processing parameters, is proportional to 
the duration of arc heat input. 

When the substrate moving speed and arc heat input keep invariant, the local 
high-temperature range and the molten pool size should remain unchanged. How-
ever, the local melting/solidification behaviors will be partially changed with the 
spontaneous fusion of extruded liquid metal and the melt in the molten pool. As the 
melt flow rate increases, heat sink effect on the penetration depth becomes more 
significantly since the additional heat energy from the being extruded melt is 
partially transferred to the molten pool, thus the additional thermal energy actually 
prolongs solidification time and makes the penetration depth increase. 

3.3.4 Influence of the gap height 

On the other hand, the influence of the gap height between substrate and fused-
coating head on the morphology characteristics of single-track deposits is also 
discussed, as shown in Figure 25. The range of melt volume flow rate is 30–70 mm3/s. 
The substrate moves at a constant speed of 5 mm/s. 

As illustrated in Figure 25, it was proved that the deposition height increases 
with the increase in the gap height, but the reverse is true in the deposition width. 
The reason for this phenomenon can be explained by researching the morphology of 
free surface and the thermal-flow characteristics around the fused-coating head, 
two main causes are pointed out: (i) liquid metal state under the condition of being 
squeezed, (ii) the adhesion properties of the melt around the fused coating head. 

Squeezed flow behaviors of the liquid metal within a narrower gap plays a 
dominant role in MFCAM process, the penetration may be deeper than that in a 
simple thermocapillary shear flow because of the presence of pressure gradients. In 
this situation, the flow direction of the melt transforms from the rear toward the 
lateral, thus the deposition widths achieve actually increase. Meantime, it is also 
found that a larger gap easily leads to a higher and narrower deposition layer. This is 
attributed to the fact that as the gap is sufficiently large, the thermocapillary force 
will become not evidence, while the gravity effect and the adhesion between liquid 
metal and fused-coating head become remarkable. 

4. Conclusions 

Two multi-physics numerical models were developed to investigate the three-
dimensional transient dynamics of the melt in deposition processes associated with 
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SLM and MFCAM. The geometries of single-track depositions under both laser- and 
arc-heated modes were obtained by simulations and compared with experimental 
observations. The molten pool motion/geometry and the computed temperature 
distribution from simulated results are used to analyze the formation mechanisms 
of deposited layers. The major findings of the current work are summarized briefly 
summarized as follows: 

1. A randomly distributed powder bed model was established to study the effect 
of layer thickness and hatching spacing on the thermal behavior of AlSi10Mg 
molten pool. The numerical calculation results were verified by experiments. 

2. The pore and balling formation mechanisms during AlSi10Mg SLM were 
revealed by using numerical and experimental method. The cross-section of 
the part produced by SLM using the laser power of 180 W and scan speed of 
1000 mm/s showed a fine microstructure without any apparent pores. The 
larger hatch spacing may result in poor inter-track bonding inducing the inter-
track pores. Also, the larger powder layer thickness is one of the key factors in 
inducing the inter-layer pores. In order to produce a fully dense AlSi10Mg part 
without any apparent pore and balling defects, the laser power of 180 W, the 
scanning speed of 1000 mm/s, the powder layer thickness of 35 μm, and the 
hatch spacing of 50 μm are proposed during SLM. 

3. The whole evolution processes of the deposited layer morphology in MFCAM 
process could be generally divided into four stages. There are local fluctuations 
of the profile of liquid-solid interface, which can be attributed to the spatial-
temporal fluctuations of fluid momentum in pulsed current mode. The spatial 
variability of the liquid-solid interface results in the variability in the 
solidification parameters, which impact the deposited layer morphology. 

4.The substrate moving speed can significantly affect the morphology of 
deposited layers. Width and height of deposited layers usually decrease with 
the increase of substrate moving speed. 
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Chapter 11

Flow and Heat Transfer in Jet
Cooling Rolling Bearing
Wei Wu, Jibin Hu and Shihua Yuan

Abstract

The real flow field inside a jet cooling ball bearing is an air-oil two-phase flow
since the air entrainment in the lubricant is ineluctable. The flow heat transfer
characteristics are thought to have significant impacts in cooling effect forecast and
temperature control. To this end, the fluid flow and heat transfer characteristics of
the air-oil two-phase flow inside a jet cooling rolling bearing have been investigated
by simulation and experiment herein. A multiphase VOF numerical method for the
flow field calculation has been proposed. The temperature distributions of the
bearing system have been measured, and the flow pattern under different operation
speeds has also been captured. The parameter effects on the jet cooling rolling
bearing flow field and temperature distribution have been revealed accordingly.
The research findings can be used for the structural optimization and the precise
lubrication design of the rolling bearing.

Keywords: ball bearings, jet cooling, two-phase flow, VOF, flow pattern,
temperature distribution

1. Introduction

Rolling bearings are the most widely used bearings in the vehicle transmission
industry due to their advantages of less friction coefficient for rotatory movements
[1]. With the future trends of vehicle transmission development shifting toward
lighter and more compact designs with greater power density, the main shaft
bearings are subjected to more severe demands of simultaneous shrinking size and
excessive loading [2, 3]. These requirements enforce higher thermal load on the
bearings. The rolling bearings under stress overload and poor heat dissipation con-
ditions are prone to wear out easily due to metal-to-metal contact, which corrode
surface of bearings.

Hence, lubrication of bearings plays a significant role in fatigue life assurance by
reducing friction and wear, which ensure the safe and reliable operation of bearings.
The choice of lubrication mode of rolling bearing mainly depends on load, working
speed, and temperature. Grease and splash lubrication are capable enough for low-
speed rolling bearings [4], while oil-jet lubrication could better meet the require-
ments under heavy load, high-speed, and high-temperature conditions [5].

Fluid jet heat transfer enhances the heat transfer rates in comparison with
conventional methods. In an oil-jet cooling rolling bearing, a portion of the oil
is utilized to lubricate the ball bearing and form lubricant film in ball raceway
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contacts. A larger film thickness is helpful to reduce the friction and the heat 
generation. However, for the high-speed operation, the total energy dissipated by 
friction is significant, leading to an excessive heat generation. To compensate for 
this problem, larger amounts of lubricant oil flow are required to provide sufficient 
cooling capability, while only a relatively small part of the oil is used to form a 
lubricant film [6, 7]. Besides, while a larger amount of oil mass flow may lead to a 
higher power loss due to the increased drag against the rotation of the rolling 
elements and, an insufficient oil mass flow may cause a lubrication failure. 

Thus, both the power performance and the lubrication performance of a rolling 
bearing are considered to be significantly impacted by the flow around it, which is 
in typical forms of enclosed space flow or open space flow. The enclosed space flow 
relates to the flow inside a bearing chamber, which is a common flow state in the 
real operating conditions such as aero engines, etc. However, there is usually no 
bearing chamber design for the drivetrain applications with lightweight require-
ments. The flow state of these rolling bearings is an open space flow, in which the 
heat that determines the temperature of bearing and oil-out is generated by the drag 
among rolling elements. 

Experimental investigations with regard to high-speed ball bearings with oil-jet 
lubrication have been reported by Zaretsky et al. [8], indicating a lower bearing 
temperature with a double-nozzle jet construction compared with a single-nozzle 
jet counterpart under the same given oil flow rate. Flow was simulated using the 
computational fluid dynamic method for acquiring working performance of the oil-
mist lubrication, without and with the flow inside the rolling bearing [9, 10]. The 
results indicate that the opening near the inner raceway is expected to be the 
excellent location for supplying oil-mist or oil-jet for accomplishing better lubrica-
tion and cooling of ball bearing components. Both the flow pattern around one 
sphere and its drag coefficient are modified when placing another sphere in its 
vicinity. 

The lubrication performance of the rolling bearing has been investigated a lot by 
single-phase method [11, 12]. The bearing temperature forecast model, considering 
the heat transfer of the oil flow and the air flow, respectively, is mainly presented 
by Harris [13, 14]. The convective heat transfer coefficients are given considering 
the lubricant oil flow and the air flow, respectively [15]. A computer program 
Shaberth has been used to calculate the thermal performance of ball bearings [16]. 
The oil volume fraction is required for input in Shaberth, and an empirical equation 
was derived for the oil volume fraction value inside the ball bearing as a function 
of oil flow rate, shaft speed, and bearing pitch diameter. However, the flow field 
inside a rolling bearing with oil-jet lubrication, in reality, is far more complicated 
since the air entrainment in the lubricant is ineluctable while the bearing is rotating. 
In addition, the air flow phase and the lubricant flow phase constantly interact with 
each other, and their interaction is strongly affected by the rotary speed of the 
bearing. 

As stated above, while an accurate assessment of the flow around the ball 
bearing is of particular importance, the experiment measurements are not enough, 
and the numerical studies are mainly based upon single phase and empirical equa-
tion which are incapable in reflecting the real physics. This work herein investigates 
the air-oil two-phase transient flow inside the ball bearing. A CFD modeling method 
is presented for the air-oil two-phase flow inside the rotary ball bearing. It aims to 
increase the understanding of the temperature effects and flow pattern of the flow 
field inside the oil-jet lubricated ball bearing. The results can be used to optimize the 
precise oil-jet lubrication design to control the amount of lubricant oil inside the ball 
bearing at a later stage. 
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2. Oil-jet cooling mechanism and experimental setup 

Lubrication and cooling are important for the rolling bearing fatigue life exten-
sion. It is good for the bearing temperature control. The fluid jet is an effective 
cooling method which has been used widely in heat dissipation. In the rolling bearing 
operation, the oil-jet method is used for very high-speed conditions. The number of 
nozzles, the jet velocity, and the oil flow rate are significant to satisfy the bearing 
lubrication requirement. In order to overcome the detrimental centrifugal effects in 
high-speed applications, the lubricant oil under pressure is directed at the side of the 
bearing. The jet velocity should be sufficiently high since the air surrounding the 
bearing causes the oil to be deflected from the inner ring. Further, a sufficient 
amount of lubricant oil should be supplied to the bearing. However, an excessive 
amount of lubricant oil will increase the bearing temperature unnecessarily. 

Figure 1(a) shows the schematic configuration of the oil-jet lubrication ball 
bearing under investigation. The cooling oil is injected into the bearing raceway 
through a small-diameter nozzle to lubricate and cool the bearing and ensure the 
safe and reliable operation of the rolling bearing. The high-speed oil-jet atomizes 
into droplets which then mix with the surrounding air to from a two-phase mixture. 
Besides, the two-phase mixture is working in an open space environment that has a 
direct contact with air of the outlets. In this way, coexistence of oil and air two-
phase flow is formed inside the ball bearing. 

In the high-speed operation of bearings, a large amount of heat generated by 
friction between moving pairs will lead to bearings and their adjacent parts. A sharp 
increase of friction heat will lead to a significant increase in the working tempera-
ture. If the heat not effective discharged, it will inevitably lead to the failure of 
bearings, which will damage the service life of the bearings. The three major heat 
dissipation methods inside the ball bearing are shown in Figure 1(b), including the 
conduction through solid structures, the convection from solid structures to fluids, 
and the radiation to surrounding media. The latter one is not taken into consider-
ation since it dissipates a negligible part of heat in the bearing case. When the 
bearing is in a state of thermal equilibrium, the main factors that impact the bearing 
temperature are bearing load, speed, oil-in temperature, and oil volume fraction 
inside the bearing, which indicates that the flow field and heat transfer characteris-
tics between the two-phase flow and solid components have a considerable influ-
ence in the bearing temperature. Thus, it is essential to clarify the correlations 
between the fluid flow and thermal behaviors in oil-jet cooling bearing, in order to 

Figure 1. 
Configuration of the oil-jet cooling ball bearing and heat transfer method: (a) configuration of jet cooling 
mechanism and (b) heat dissipation methods. 
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make precise assessment of cooling method and optimize the design of cooling 
devices. 

Experiment apparatuses for testing the flow pattern and temperature distribu-
tion of the ball bearing have been built up, as shown in Figure 2. No load is applied 
in the flow pattern test, as shown in Figure 2(a). The shaft of the tested ball bearing 
is horizontal. The maximum tested speed is 4500 r/min which is the rated speed of 
the driving motor. The parameters of the tested ball bearing are given in Table 1. 
The exact value of the oil volume fraction distribution is difficult to process, since 
the flow field inside the bearing is compact. Thus, the photograph of the flow 
pattern is presented to validate the simulated results. 

Further, a tested apparatus for temperature test of ball bearing has been built up, 
as shown in Figure 2(b). The outer ring temperatures of different positions are 
measured by three temperature sensors. r is the radial coordinates and ω is the 
circumferential azimuth angle. The technical data of the experimental apparatus is 
presented in Table 2. The measured bearing temperature distribution can be used 
for computational model validation. 

Figure 2. 
Test apparatuses: (a) rolling bearing flow pattern test apparatus and (b) rolling bearing temperature 
distribution test apparatus. 

Quantity Conversion from Gaussian and CGS EMU to SI 

Inner diameter (mm) 50 

Outer diameter (mm) 90 

Width (mm) 20 

Ball diameter (mm) 12.186 

Contact angle (deg.) 40 

Table 1. 
Specifications of the test ball bearing. 
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Apparatus and sensor Technical data 

Motorized spindle 0–15,000 r/min 

Temperature sensor Pt1000 (�70 to 500°C) 

Oil flow transducer FT-110 (1.0–10 L/min) 

Vibration transducer JHT-II-B (�15 g) 

External radial force Hydraulic loading (0–30 kN) 

External axial force Hydraulic loading (0–30 kN) 

Table 2. 
Technical data of the test apparatus. 

3. Mathematical modeling 

Since the two-phase flow changes constantly in high-speed rotating rolling 
bearings, the development of a computational fluid dynamics (CFD) model with a 
two-phase flow method to determine the amount of lubricant oil is of practical 
value as a substitution of empirical correlations. The volume of fluid (VOF) model 
is selected to model the two-phase interactions inside the bearing for its recognized 
ability in tracking the air-oil interface. The two-phase coexistence of the bearing is 
in the turbulent state. The RNG k-ε model is an economical turbulent model for the 
rotating or swirling flows, so it is chosen as the turbulent governing equations. 

3.1 Governing equations 

The oil is defined as the primary phase in the two-phase calculation, and its 
volume fraction in each cell is denoted as φoil, with φoil = 1 representing a pure oil 
phase and φoil = 0 representing a pure air phase. If 0 < φoil < 1, the cell of interest is 
in the air-oil two-phase state. If the air volume fraction is similarly denoted as φair, 
then the sum of the volume fractions of the two phases in the flow domain should 
meet the follow the constraint: 

φoil þ φair ¼ 1 (1) 

The properties of an air-oil two-phase flow in the VOF method are treated as the 
volumetric average of that of the individual phase. Thus, the density, dynamic 
viscosity, and thermal conductivity are expressed as 

ρ ¼ φoilρoil þ φairρair (2) 

μ ¼ φoilμoil þ φairμair (3) 

k ¼ koilαoil þ kairμair (4) 

where ρoil is the oil density, ρair is the air density, μoil is the oil dynamic viscosity, 
μair is the air dynamic viscosity, koil is the oil thermal conductivity, kair is the air 
thermal conductivity, and kf represents the effective thermal conductivity of the 
two-phase flow. 

The governing equations for the entire computational domain are as follows: 
Continuity equation 

˜ ° !∇ � ρυ  ¼ 0 (5) 
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Momentum equation 

� � � �T !!! ! ! !∇ � ρ υ υ ¼ ∇ � μ ∇υ þ ∇υ � ∇ � p þ ρ g þ F (6) 

Energy equation for the fluid 

h i 
∇ � !

υ ρE ¼ ∇ � kf ∇Tð Þ  (7) 

where 

αoilρoilEoil þ αairρairEairE ¼ (8)
αoilρoil þ αairρair 

Energy equation for the solid 

∇ � ðks∇TÞ ¼ 0 (9) 

!! !where υ is the velocity vector, p is the pressure, F is the external force, g is the 
gravity acceleration, T is the temperature, E is the energy, and ks is the thermal 
conductivity of the solid structure which varies with different material types. 

In order to model fluid turbulence of high-speed swirl inside the bearing, the 
RNG k-ε model is selected for it is a recognizable model for rotating or swirling 
flow. The RNG k-ε turbulence model is a model derived from the transient N-S 
equation using the renormalization group method. Its k equation and ε equation 
have the similar form with the standard k-ε turbulence model but are more accurate 
in calculating the flow field with larger velocity gradient and strong rotational flow 
by increasing an additional term that is more responsive to the rapid curvature of 
strain and streamlines. 

The transport equation of the turbulence kinetic energy k is 

∂ ρk ∂ðρkui ∂kð Þ  Þ ∂ þ ¼ αkμ þ Gk þ ρε (10)
∂t ∂xi ∂xi ∂xi 

The transport equation of the turbulence dissipation rate equation ε is 

∂ð Þρε ∂ðρεuiÞ ∂ 
� 

∂ε 
� 

C1εε ε2 þ ¼ αεμ þ Gk � C2ερ (11)
∂t ∂xi ∂xi ∂xi k k 

where Gk is the production term of the turbulent kinetic energy caused by the 
average velocity gradient. xi and ui represent the coordinate directions and the 
velocity components, respectively. C1ε, C2ε, Cμ, αk and αε are the turbulence model 
constants. 

3.2 Grid meshing 

Before the numerical solution of the governing equations, it is important to 
determine the computational domain and mesh the domain. In order to improve 
mesh quality and reduce the computer consumption, the computational domain 
should be simplified and reasonably divided before meshing. Figure 3 shows the 
relevant grid schematic diagram of the computational domain, which contains a 
fluid domain and a solid domain. The fluid domain comprises the internal area of 
the nozzle, the bearing, and the outlets as shown in Figure 3(a). The flow field 
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Figure 3. 
Three-dimensional bearing heat transfer grid system: (a) mesh of the fluid domain and (b) mesh of the solid 
domain. 

inside the bearing is the space enclosed by the inner surface of the bearing and the 
outer surface of the raceway, which is responsible for the most part of the interac-
tions between the fluid flow and the solid elements. 

Figure 3(b) is the solid domain, which includes the shaft, the rolling elements, 
the inner ring, the outer ring, the bearing seat, and the cage. The structured 
hexahedral mesh is used in the areas with regular shapes, such as the inner ring, the 
outer ring, the bearing seat, and the flow area inside the nozzle, and both of the 
outlets, etc., in contrast, for areas with relatively complex shapes, such as the flow 
field inside the bearing, was divided by a tetrahedral unstructured mesh. 

The rotation of air-oil flow around the bearing rings is imposed by the rolling 
elements and the cage, which is rotating at a constant speed, which can be calcu-
lated by 

˜ ° 
1 Db cos α 

nb ¼ n 1 � (12)
2 d 

where nb is the rotary speed of the rolling elements, n is the rotary speed of the 
inner ring, Db is the ball diameter, α is the bearing contact angle, and d is the pitch 
diameter of the bearing. 

When setting boundary conditions, the nozzle inlet is initialized with a constant 
mass flow rate and an initial flow temperature. Flow outlet is set at the end faces of 
the two outlets and is set to be a pressure outlet boundary condition. The ambient 
environment is set as 0 Pa gauge pressure and 298 K, respectively. The operating 
pressure is 101,325 Pa. The viscosity of the oil phase changes with the oil tempera-
ture, as shown in Table 3. The multiple reference frame (MRF) method is used to 
describe the rotation of the rolling elements and the flow field inside the bearing. 
The sliding mesh planes are defined to deal with the interferences between the 
stationary and rotating computational domains. The heat source was applied to the 
contact area between the rolling elements and the raceway. Based on the experi-
ment condition, the heat source power was calculated according to Harris’s method 
[13]. Regarding the heat transfer between the fluid and solid structures, both the air 
and oil heat transfer properties are considered. Coupled heat transfer wall condition 

Temperature (°C) 20 40 60 80 100 120 

Oil viscosity (Pa�s) 0.305 0.146 0.070 0.034 0.016 0.008 

Table 3. 
Variation of the oil viscosity with the temperature. 
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was set at the solid-fluid interface. The convection coefficients were calculated by 
following the energy conservation equation in the computation. 

3.3 Solution methods 

The ANSYS FLUENT software platform [17] is used to perform the simulations. 
The solution format is set as a high-order solution mode. For the VOF air-oil two-
phase model, the air phase is set to be the main phase. All the governing equations 
are discretized by finite volume (FV) method with the second-order upwind 
scheme and solved by the SIMPLEC method. 

The residuals and the flux conservation on boundaries, for example, the mass 
flow rate on inlet and outlet boundaries, are monitored to detect the convergence of 
the governing equations. The conservation standard is set to be 0.01; that is to say, 
the computation is considered as convergence, whenever the net mass flow rate 
between the inlet and outlet boundaries drops to 1% of the mass flow rate on the 
inlets. Other convergence criteria of residual, such as the volume of fluid function 
and each velocity component, are all set to be 10�5, except for that of the turbulent 
kinetic energy and the turbulent kinetic energy dissipation rate which is 10�3. 

The criteria are given as follows: 

jminlet � moutletj 
, εm (13)j jminlet ˜̃

 
˜̃
Tojþ5000 � Toj 

, εT (14)
Tojþ5000 

where minlet is the oil mass flow at the inlet, moutlet is the oil mass flow at the 
outlet, TO is the outflow temperature, and εm and εT are the tolerance of oil mass 
flow and temperature, respectively. The subscript j is the iteration number. 

In numerical simulation, the mesh density has a great influence on the accuracy 
and correctness of the calculation results. Choosing the appropriate number of 
meshes not only save the workload of the computer but also increase the reliability 
of the calculation results. Therefore, grid independence verification is an indis-
pensable task in the process of numerical computation. To perform the grid inde-
pendence verification, a set of numerical calculation is carried out on a computer 
platform with the flowing configuration: Processor-Intel E5540 � 2@2.53 GHz 
CPU, RAM-16 GB (4GB � 4), Hard Disk-2 TB, Graphic Card e AMD RADEON HD 
6670–2 GB, and Operating system-Window 7 Ultimate 64-bit. 

To determine the appropriate number of grids, three different sets of meshes 
with 135,929, 287,117, and 554,992 cell faces have been tested, and the outlet oil 
mass flow rate and the average oil volume fraction of the two-phase flow are 
obtained, as shown in Table 4. The numerical calculations show that with the 
increase of the number of grids, the variations of the calculated outlet oil mass flow 
rate and the average oil volume fraction are less than 2%. Considering both 

Total number of cell faces Outlet mass flow rate (kg/s) Average oil volume fraction (�) 

Mesh 1 135,929 0.04399 0.0107 

Mesh 2 287,117 0.04456 0.0103 

Mesh 3 554,992 0.04420 0.0106 

Table 4. 
Technical data of the test apparatus. 
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calculation time and accuracy, the mesh with 135,929 cell faces is selected as a 
suitable number of grids. 

4. Investigations of the air-oil flow distribution 

To better understand the interaction between the oil and the bearing compo-
nents, a high-speed camera is used to photograph the flow field inside the bearing 
with jet cooling. The test rig is mainly composed of a test bearing, a motorized 
spindle, a high-speed camera, a parallel light, and a gear pump. The gear pump and 
the motorized spindle can accurately control the oil flow rate and the inner ring 
speed, respectively. The variation of the flow field under different operating condi-
tions can be captured by the high-speed camera. 

4.1 Visualization of the air-oil flow field 

The visualized flow field with the corresponding simulations inside the bearing 
at three different speeds is shown in Figure 4. The cooling oil is injected in a rate of 
0.15 l/min from a 0.5 mm nozzle that leads to a jet velocity around 12 m/s. The 
bearing contrarotates at speeds of 500, 2000, and 4000 r/min, respectively. It is 
seen that all the rolling elements are evenly covered with the cooling oil, indicating 

Figure 4. 
Cooling oil distribution at different speeds: (a) measured results and (b) simulated results. 
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a well-distributed oil film at the speed of 500 r/min. When the bearing speed rotates 
at 2000 r/min, some of the rolling elements become apparent, indicating a 
decreased film thickness at a higher speed. Moreover, there are no noticeable 
bubbles observed inside the cooling oil. As the rotating speed reaches 4000 r/min, 
rolling elements are seen to be uncovered at certain spots, which indicate an insuf-
ficient oil supplement at this condition. Microbubbles, which are evident in the air 
entrainment, are also observed in this condition. 

The contours of oil volume fraction in the simulation results well resemble the 
visualized flow field at each speed, which again confirms that the oil volume frac-
tion inside the bearing decreases with the increase of bearing rotating speed. Thus, 
the heat transfer characteristics should be treated as a two-phase flow, especially at 
higher speeds, since the heat capacities of the oil and air are different. 

Figure 5 represents the visualized and simulated flow field inside the bearing 
with respect to different flow rates. The bearing again rotates counterclockwise, and 
the speed is set to be 4000 r/min constantly. With nozzle diameter of 1.5 mm, the 
test flow rates are 0.3, 0.5, and 0.9 l/min, respectively. The general observation is 
that, in all tested flow rates conditions, the thickness of the film increases along the 
outward radial normal direction, which is evidenced by the phenomena that the 
cooling oil distributes more preferably around the outer ring due to the centrifugal 
effect. 

A further general observation is that the oil film thickness near the outer ring 
gradually reduces along the direction of rotation under all conditions. For example, 

Figure 5. 
Cooling oil distribution at different flow rates: (a) measured results and (b) simulated results. 
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in the 0.3 l/min case, the oil volume fraction becomes lower along the direction of 
rotation, and the lowest oil volume fraction appears at the upstream of the jet 
position, leading to a lack of oil. For the 0.5 l/min case, the oil lack area shrinks at 
the same observation positon, while there is no sign of insufficient oil supplement 
under the 0.9 l/min condition. This observation indicates that large flow rate is 
beneficial in homogenization of the cooling oil distribution inside the bearing. 
Nevertheless, please be noted that the power efficacy could be damaged if an 
unduly large flow rate of oil is used since the churning loss can be quite high. 

Figure 6 shows oil volume fraction simulations inside the same bearing at high-
speed conditions. The cooling oil distributions at different speeds show similar 
trends, as shown in Figure 6(a). The oil volume fraction reaches its peak value at a 
certain downstream vicinity of the jet position and gradually reduces along the 
bearing rotation direction from then on. However, the peak oil volume fraction 
emerges at random position. The area of the peak oil volume fraction also changes 
under different speeds, as shown in Figure 6(b). It can be seen that the highest oil 

Figure 6. 
Cooling oil flow field at higher speeds: (a) simulated oil flow field and (b) oil flow at the jet position. 
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volume fraction position moves along the rotation direction. This is because that the 
circumferential angular velocity of the oil increases rapidly at a higher speed. The 
oil is driven by the roller and cage. Further, part of the oil passes through the 
bearing directly at a lower speed. This reduces the utilization efficiency of the 
cooling oil. 

4.2 Parametric studies on the air-oil flow distribution 

Figure 7 shows the calculated air-oil distribution with different nozzle numbers. 
The speed of the inner ring is 10,000 r/min, and the oil flow rate is 3.0 l/min. The 
oil volume fraction contours from three to eight nozzles are given in Figure 7(a). It 
is seen that the oil volume fraction rises with the increase of the nozzle number. 
Figure 7(b) presents the oil volume fraction distribution around the circumference. 
The parametric results of the oil volume fraction indicate the effect of the different 
nozzle numbers. It seems that the uniformity of the oil volume fraction inside the 
bearing rises with the increase of the nozzle number. The oil volume fraction also 

Figure 7. 
Air-oil distribution with different numbers of nozzles: (a) oil volume fraction contours in the center cross 
section; (b) oil volume fraction distributions; and (c) average oil volume fraction around the circumference vs. 
the number of nozzle. 

226 



Flow and Heat Transfer in Jet Cooling Rolling Bearing 
DOI: http://dx.doi.org/10.5772/intechopen.84702 

increases with the increase of the nozzle number. However, when the nozzle num-
ber is larger than 6, the oil volume fraction improvement becomes unapparent, as 
shown in Figure 7(c). Further, when the nozzle number exceeds 4, the variation of 
the oil volume fraction and the uniformity of the oil volume fraction inside the 
bearing are less than 10%, as shown in Table 5. The multiple-nozzle jet requires a 
more complex mechanism than the single-nozzle jet. 

Figure 8 shows the correlations between the air-oil distribution and jet velocity. 
The rolling bearing with a single-nozzle jet configuration is simulated; the oil vol-
ume fraction is obtained under a revolution speed of 10,000 r/min, and the oil flow 
rate is 3.0 l/min. The oil volume fraction is shown staying around both the inner 

Nozzle numbers 1 2 3 4 6 8 

Uniformity of the oil volume fraction 1.6029 0.6864 0.3189 0.2830 0.2624 0.2580 

Rate of change — 57.2% 53.5% 11.3% 7.3% 1.7% 

Table 5. 
Uniformity of the oil volume fraction with different nozzle numbers. 

Figure 8. 
Air-oil distribution with different jet velocities: (a) oil volume fraction contours in the center cross section; 
(b) oil volume fraction distributions; and (c) average oil volume fraction around the circumference vs. the jet 
velocity. 
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ring and the outer ring which becomes much lower with the increase of the jet 
velocity, as shown in Figure 8(a). However, the oil volume fraction becomes more 
uniform with higher jet velocity. The oil volume fraction distribution around the 
circumference decreases with the higher jet velocity, as shown in Figure 8(b). 
However, the jet velocity has little effect on the tendency of the oil volume fraction 
distributions around the circumference. Further, there is a jet velocity at which the 
average oil volume fraction achieves the largest value. The calculated result of the 
jet velocity is between 15 and 20 m/s in the given operation conditions, as shown in 
Figure 8(c). The detailed relationship between the jet velocity and the oil volume 
fraction still needs more effort to investigate. 

Figure 9 shows the simulated air-oil distribution with different oil flow rates 
under a constant speed of 10,000 r/min. As indicated in Figure 9(a), the oil volume 

Figure 9. 
Air-oil distribution with different oil flow rates: (a) oil volume fraction contours in the center cross section; 
(b) oil volume fraction distributions and (c) average oil volume fraction around the circumference vs. the 
operation speed. 
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fraction inside the bearing is increased as the oil flow rate increases. Figure 9(b) 
indicates that the oil volume fraction distribution under different oil flow rate 
condition shows similar trends; however, the amplitude of the oil volume fraction 
rises with the increase of the oil flow rate. Moreover, the oil volume fraction 
distributed more evenly at locations far from the jet position. The average oil 
volume fraction increases with the decrease of the speed, and the increase tendency 
becomes faster at higher speed, as shown in Figure 9(c). Large flow rate is benefi-
cial in homogenization of the cooling oil distribution inside the bearing and there-
fore the heat dissipation of the bearing. Nevertheless, the power efficacy could also 
be damaged due to the resulting unduly churning loss. 

5. Investigations of the temperature distribution 

Tested apparatuses for the temperature distribution of the ball bearing have 
been built up as shown in Figure 2. There are three temperature sensors attached to 
the outer ring of the test bearing and one more temperature sensor on the inner 
ring. A data acquisition system is also employed to collect and transmit the data to a 
computer for further analysis. 

5.1 Temperature variations of the bearing 

Figure 10 shows simulated outer ring temperature with the consideration of the 
nonuniform air-oil two-phase distribution under a bearing speed at 10,000 r/min. 
The oil flow rate is 3.0 l/min, which is equivalent to a jet speed about 10 m/s. The 
bearing is imposed with an axial load of 5.0 kN in the test. Table 6 shows the 
comparison between the test measurements and simulation results. It is shown that 
the relative tolerance between the tests and the simulations is smaller than 5%, 

Figure 10. 
The simulated temperature of the outer ring. 

Location angle [°] Simulated value [K] Measured value [K] Error (%) 

60 365.58 373.6 2.19 

180 368.06 376.1 2.18 

300 369.23 378.4 2.48 

Table 6. 
Measured and simulated outer ring temperatures. 
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Figure 11. 
Temperature distribution of the fluid-solid coupling heat transfer area. 

Figure 12. 
Temperature distribution of the oil flow field inside the bearing. 

Figure 13. 
Simulation of average circumferential temperature and oil volume fraction distributions: (a) average oil 
temperature and (b) average outer ring temperature. 
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which indicates that the simulated results are in good agreements with the experi-
mental results and sufficient in preforming quantitative analyses, since the research 
focuses are the overall heat transfer effects of the air-oil flow inside the bearing. 

Figure 11 shows the simulation result of radial temperature distribution of both 
the fluid and solid domains inside the rolling bearing. The temperature distribution 
along the radial direction is inhomogeneous. The inner ring shows a relatively high 
temperature compared to that of the rolling elements. It is reasonable since the 
distribution of cooling oil around the inner ring is less, as most of the cooling oil is 
forced to leave the inner ring for the outer ones due to the strong centrifugal effect 
under high rotating speed. The accumulation of cooling oil near the outer ring 
surface leads to a better heat transfer effect that contributes to the lower tempera-
ture of the outer ring. Owing to the large heat-generating rate between roller and 
raceway, the temperature in these contact regions is of the highest level. 

The 3D display of the simulated temperature distribution shown in Figure 12 
confirms the nonuniformity of the temperature distribution inside the bearing. As 
shown in Figure 13, the temperature distribution of the flow field has a close 

Figure 14. 
The temperature distribution at different speeds: (a) bearing temperature distributions and (b) simulated and 
measured outer ring temperatures around the circumferential direction. 
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Figure 15. 
The temperature distributions at different oil flow rates: (a) Bearing temperature distributions and 
(b) simulated inner ring temperature and measured inner ring temperature variations. 

Figure 16. 
The temperature distributions at different oil-jet speeds. 
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association with the distribution of oil and gas. It is known that the heat transfer 
capacity of oil is considerably higher than that of air. That explains the reason that 
the lower temperature always achieves at positions with higher oil volume fractions, 
such as the positions that are close to the jet position. In general, the temperature 
near the nozzle is the lowest and increases gradually along the direction of rotation. 
It drops on the other side of the nozzle. This is because the low-temperature oil is 
discharged from the nozzle, and the low-temperature oil is constant. More oil 
supplement is the key factor in achieving better heat convection and lower 
temperatures. 

5.2 Parametric studies on the temperature distribution 

Figure 14 shows the temperature distribution of the ball bearing at different 
speeds. The operating speeds of the bearing are 6000, 8000, and 10,000 r/min, 
respectively. The flow rate is 3.0 L/min and the oil injection speed is 10 m/s. It 
seems that the bearing temperature varies obviously at different speeds. With the 
increase of the speed, the bearing temperature rises, especially at a higher speed. 
Different from the average circumferential temperature distribution in the internal 
ring, the circumferential temperature difference exists in the outer ring. Further, 
the average temperature of the internal ring is higher than that of the outer ring. 

Figure 15 shows the temperature distribution of the ball bearing under different 
oil flow rates. The oil flow rates are 1, 3, and 6 L/min with a speed of 10,000 r/min. 
The internal ring rotating direction is clockwise. The result indicates that the oil 
volume fraction of the flow field increases gradually. The convection heat transfer 
coefficient of the bearing boundary will also increase correspondingly. The heat 
dissipation condition becomes better. It is because that the amount of the oil enter-
ing the flow field in a unit time increases. At a constant speed, the stirring ability of 
the roller and cage changes little. Thus, the internal flow field of the bearing is 
distributed with more oil. The average temperatures of the rings and the flow field 
decrease, as shown in Figure 15(b). 

Figure 16 shows the temperature distribution of the ball bearing at different jet 
speeds. The jet speeds are 5, 10, and 40 m/s with an operating speed of 10,000 r/min. 
The lubrication flow rate is 3.0 L/min. With the increase of the jet speed, the oil 
volume fraction of the flow field inside the bearing reduces gradually. The temper-
ature of the bearing also rises. The variation of the outer ring temperature is not 
apparent compared with the inner ring. It is because that the convective heat 

Figure 17. 
The temperature distributions with different nozzle numbers. 
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Speed (r/min) Temperature sensor 

Outer ring temperature (°C) 

One nozzle Two nozzles 

No. 1 No. 2 No. 3 No. 1 No. 2 No. 3 

6000 71.0 71.4 74.0 69.0 68.3 70.3 

10,000 87.2 88.1 92.0 84.0 83.7 86.7 

Table 7. 
The measured temperatures with different nozzle numbers and speeds. 

transfer capacity of the bearing boundary decreases, especially around the inner 
ring. The heat dissipation condition becomes worse with a higher jet speed. 

Figure 17 shows the temperature distribution of the ball bearing under different 
nozzle numbers. The nozzle numbers are 1, 2, and 4 with an operating speed of 
10,000 r/min. The oil-jet speed is 10 m/s and the oil flow rate is 3.0 L/min. The 
bearing temperature is decreased with a larger nozzle number. The heat convection 
coefficient inside the bearing increases. The experiments of the bearing with one 
nozzle and two nozzles have been carried out. 

Table 7 presents the experimental results. The measured temperatures were 
presented. The axis load is 5 kN and the radial load is 10 kN. It can be seen that the 
increase of the nozzle number can improve the heat dissipation effect under a 
constant flow rate. The experimental results are consistent with the calculated 
results. 

6. Conclusions 

A three-dimensional CFD analysis using the VOF multiphase model has been 
carried out to study heat transfer and fluid flow behavior in a jet cooling rolling 
bearing. The nonuniform air-oil distribution and temperature distribution of 
the two-phase flow inside the bearing had been studied. The results suggest the 
following: 

1. The jet cooling oil inside the ball bearing is not pure oil phase, especially at the 
high-speed operation. The microbubble is mixed into the oil. The air-oil two-
phase flow should be considered in the jet cooling bearing heat transfer 
analysis. 

2. The VOF multiphase model and the coupled boundary conditions can be used 
to simulate the heat transfer phenomenon of a jet cooling rolling bearing. The 
influences of the different operation conditions on the bearing component 
temperatures can be forecasted. The results can be used to guide the design of 
the lubricating mechanism. 

3. The oil volume fraction reaches the highest value at the position close to the 
nozzle. The highest oil volume fraction position changes with different speeds 
and moves along the rotation direction. 

4.The full wall oil film appears inside the jet cooling bearing at the low-speed 
stage. It breaks with the increase of the rotating speed. The oil-gas distribution 
is fairly uniform, and the oil volume fraction is low during the high speed. 
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5. With the increase of the rotating speed, the bearing temperature increases. 
With higher flow rate, larger nozzle number, and lower jet speed, the average 
temperature of the bearing system decreases. The outer ring temperature 
changes much smaller than that of the inner ring with the variation of the flow 
rate, nozzle number, and jet speed. 

The flow field and thermal behavior analyses give an opportunity for the 
advanced precision cooling mechanism design of the high-speed rolling bearing. 
Work on these topics is underway in the National Key Laboratory of Vehicular 
Transmission at the Beijing Institute of Technology. 

Conflict of interest 

The authors declared that they have no conflicts of interest with other parties 
that can unsuitably influence the manuscript entitled “Flow and Heat Transfer in Jet 
Cooling Rolling Bearing.” 

Author details 

Wei Wu*, Jibin Hu and Shihua Yuan 
National Key Laboratory of Vehicular Transmission, Beijing Institute of 
Technology, Beijing, P.R. China 

*Address all correspondence to: wuweijing@bit.edu.cn 

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/ 
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

235 

http://creativecommons.org/licenses
http://dx.doi.org/10.5772/intechopen.84702


Heat and Mass Transfer - Advances in Science and Technology Applications 

References 

[1] Gloeckner P. The influence of the 
raceway curvature ratio on power loss 
and temperature of a high-speed jet 
engine ball bearing. Tribology 
Transactions. 2013;56(1):27-32 

[2] Jiang S, Mao H. Investigation of the 
high speed rolling bearing temperature 
rise with oil-air lubrication. Journal of 
Tribology-Transactions of the ASME. 
2011;133(2):1-9 

[3] Pinel SI, Signer HR, Zaretsky EV. 
Comparison between oil-mist and oil-jet 
lubrication of high-speed, small-bore, 
angular-contact ball bearings. Tribology 
Transactions. 2001;44(3):327-338 

[4] Aidarinis J, Missirlis D, Yakinthos K, 
Goulas A. CFD modeling and LDA 
measurements for the air-flow in an 
aero engine front bearing chamber. 
Journal of Engineering for Gas Turbines 
and Power-Transactions of The ASME. 
2011;133(8):1-8 

[5] Hu JB, Wu W, Wu MX, Yuan SH. 
Numerical investigation of the air-oil 
two-phase flow inside an oil-jet 
lubricated ball bearing. International 
Journal of Heat and Mass Transfer. 
2014;68:85-93 

[6] Wu W, Hu C, Hu J, Yuan S. Jet 
cooling for rolling bearings: Flow 
visualization and temperature 
distribution. Applied Thermal 
Engineering. Jul. 2016;105(SI):217-224. 
DOI: DOI. 10.1016/j.applthermaleng. 
2016.05.147 

[7] Hager CH, Doll GL, Evans RD, Shiller 
PJ. Minimum quantity lubrication of 
M50/M50 and M50/Si3N4 tribological 
interfaces. Wear. 2011;271(9–10): 
1761-1771 

[8] Zaretsky EV, Signer H, Bamberger 
EN. Operating limitations of high-speed 
jet-lubricated ball bearings. Journal of 
Lubrication Technology. 1976;98(1): 

[9] Oh IS, Kim D, Hong SW, Kim K. 
Three-dimensional air flow patterns 
within a rotating ball bearing. Advanced 
Science Letters. 2013;19(8):2180-2183 

[10] Yann M, Christophe C, Fabrice V. 
Numerical investigations on drag 
coefficient of balls in rolling element 
bearing. Tribology Transactions. 2014; 
57:778-785 

[11] Zhou H, Luo G, Chen G, Wang F. 
Analysis of the nonlinear dynamic 
response of a rotor supported on ball 
bearings with floating-ring squeeze film 
dampers. Mechanism and Machine 
Theory. 2013;59:65-77 

[12] Gloeckner P, Ebert F. Micro-sliding 
in high-speed aircraft engine ball 
bearings. Tribology Transactions. 2010; 
53(3):369-375 

[13] Harris TA, Barnsby RM, Kotzalas 
MN. A method to calculate frictional 
effects in oil-lubricated ball bearings. 
Tribology Transactions. 2001;44(4): 
704-708 

[14] Harris TA, Kotzalas MN. Rolling 
Bearing Analysis. 5th ed. New York: 
Taylor & Francis; 2006 

[15] Takabi J, Khonsari MM. 
Experimental testing and thermal 
analysis of ball bearings. Tribology 
International. 2013;60:93-103 

[16] Hirt C, Nichols B. Volume of fluid 
(VOF) method for the dynamics of free 
boundaries. Journal of Computer Physic. 
1981;39(1):201-225 

[17] ANSYS Inc. ANSYS FLUENT 15.0 
Tutorial Guide. In: ANSYS Inc. 2015 

32-39 

236 



Chapter 12 

Two-Phase Flow Modeling of 
Cryogenic Loading Operations 
Ekaterina Ponizovskaya-Devine, Dmitry Luchinsky, 
Michael Foygel, Vasil Hafiychuk, Michae Khasin, 
Jared Sass and Barbara Brown 

Abstract 

We consider problem of modeling and controlling two-phase cryogenic flows 
during ground loading operations. We introduce homogeneous moving front and 
separated two-phase flow solvers that are capable of fast and accurate online pre-
dictions of flow dynamics during chilldown and transfer under nominal conditions 
and in the presence of faults. Concise sets of cryogenic correlations are proposed in 
each case. We present results of application of proposed solvers to the analysis of 
chilldown in large-scale experimental cryogenic transfer line build in Kennedy 
Space Center. We discuss optimization of parameters of cryogenic models obtained 
using general inferential framework and an application of the solvers to the fault 
detection and evaluation based on D-matrix approach. It is shown that solver’s 
predictions are in good agreement with experimental data obtained for liquid 
nitrogen flow in nominal regime and in the presence of faults. 

Keywords: cryogenic flow, chilldown, moving front, two-phase flow, optimization, 
flow boiling, correlations, heat transfer 

1. Introduction 

Deep space exploration requires development of autonomous management sys-
tem [1] that can recognize, predict, and control two-phase cryogenic flows online 
without human interaction. 

This long-standing problem is of great complexity because flowing fluids are 
often far away from thermal equilibrium (e.g., during chilldown), and their 
dynamics involves heat and mass transfer [2–4]. A sketch of the two-phase flow is 
shown in the Figure 1. Within the accepted approximation [3, 4], the pressure p in 
the system is common. The temperature of the wall Tw, vapor Tg, and liquid Tl can 
all be different. Gas and liquid velocities can have different values and directions. 
The heat and mass exchange and the drag take place both at the wall and at the 
interface. The shape of the interface can be complex [5]. 

During the past decades, a number of efficient algorithms have been developed 
for analysis of multiphase flows [3, 4, 6–9]. However, the problem still presents a 
major challenge to the scientific community due to the lack of a general agreement 
regarding the fundamental physical models describing two-phase flows [10] and 
relatively poor knowledge of heat and mass transfer correlations in boiling cryo-
genic flows [11–15]. 

237 



Heat and Mass Transfer - Advances in Science and Technology Applications 

Figure 1. 
Sketch of two-phase flow. α is the void fraction, A is the cross-section of the flow, lg and ll are dry and wetted 
perimeters, and li is interface perimeter. Other parameters are explained in the text. 

To address these issues critical issues, NASA has implemented an impressive 
program of research [1, 16–18] that resulted in emergence of space-based fluid 
management technologies; see, e.g. [14, 15, 19–24] and references therein. Specifi-
cally, two-phase separated flow models were developed for some of the flow 
regimes [25, 26]. A number of optimization techniques have become commercially 
available for analysis of the model parameters and data correlations [27]. 

Despite these efforts small-time steps and instabilities [26] or implicitness of 
numerical scheme [28, 29] impose substantial limitations on the speed of the 
solution and possibility of online application. And an extensive research is currently 
under way to improve accuracy of predictions of transient cryogenic flows 
[15, 19, 24, 27]. 

Some of the grand challenges of this research include development of fast algo-
rithms, choice of cryogenic correlations, and applications of the algorithms to the 
full-scale practical systems. 

In this paper, we report on the development of fast two-fluid models suitable for 
online analysis of cryogenic flows and discuss applications of these models to the 
large-scale experimental prototypes of cryogenic transfer lines for ground launch 
systems. 

The paper is organized as follows. In the next section, we describe the moving 
front model and algorithm of integration of homogeneous cryogenic flow. In Sec-
tion 3, we discuss the separated two-phase flow model. In Section 4 we briefly 
discuss applications of these models to the inference of cryogenic correlations and 
fault detection in cryogenic transfer line. Finally, in the Conclusions, we summarize 
the obtained results and discuss directions of future work. 

2. Homogeneous moving front model 

2.1 Model equations 

One of the simplest models that can recognize and predict cryogenic two-phase 
fluid dynamics online in nominal and off-nominal (i.e., in the presence of faults) 
flow regimes is moving front homogeneous model [30, 31]. The model was devel-
oped for the integrated health management system for cryogenic loading operations 
at the Kennedy Space Center (KSC). It is similar to the model [32] that describes 
transient phenomena in evaporators and condensers in refrigeration. It accounts for 
the heat exchange with the pipe walls and for the moving liquid front in chilldown 
regime. It reproduces with good accuracy the time evolution of the pressure, tem-
perature, and flow rate in spatially distributed cryogenic systems in the nominal 
loading regime. It can detect and isolate major faults of cryogenic loading operation 
in the real time. It works much faster than commercially available full-scale fluid 
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dynamics solvers and can be used for preliminary analysis of the loading protocols 
on the ground and under microgravity conditions [33]. 

Within this model the cryogenic transfer line is divided into a set of control 
volumes with constant cross-section shown in Figure 2. The long pipes can consist 
of several control volumes. Following [30] we will assume that within each control 
volume flow is one-dimensional along the tube’s axis in z-direction. The change in 
pipe diameter considered only at the control volume boundaries. We further neglect 
the viscous dissipation and spatial variations of the pressure. The model is based on 
the conservation equations for the mass, momentum, and specific energy e in one 
dimension: 

ρ ð Þ ¼ 0, t þ ρu , x 
1 

ρu þ ð ð ÞÞ þ p þ τwlw þ ρg sin θ ¼ 0ð Þ  u ρu , t , x x (1)A 
1 ð Þρe þ ðρuHÞ þ q_ lw ¼ 0 , t , x wA 

Here H is enthalpy, ρ is density, and u is velocity of the flow. τw is the friction 
losses, lw is the pipe length, g is the gravity, θ is the angle of the pipe with horizontal 
plane, q_ is the heat transfer from the pipe wall to the fluid mixture, and A is the w 
cross-section area of the pipe. 

The wall temperature is described by the energy conservation equation: 

ð Þ ¼ ð ð T (2)cwρwAw Tw , t hπD T  � TwÞ þ hambπD Tamd � TwÞ þ κAwð Þ  , xx 

where Aw is the cross-sectional area of the pipe wall with diameter D, which is in 
thermal contact with the ambient fluid of temperature Tamb and with the fluid of 
temperature T flowing in the pipe. cw is the specific heat, ρw is density, and κ is 
thermal conductivity of the wall material. h is the heat transfer coefficient at the 
inner wall surface, and hamb is the heat transfer coefficient at the ambient side. 

Two-phase flow is considered to be homogeneous with void fraction of the vapor 
equal α and ð1 � αÞ for the liquid. Each volume can contain pure liquid with α ¼ 0, 
pure gas with α ¼ 1, and two-phase flow, and there are two volumes that contain the 
moving front from liquid to two-phase and from two-phase to gas. The local void 
fraction and the vapor mass fraction (fluid quality x) in the two-phase region are 

˜ ° �1Av Av Mv ð1 � αÞρvα ¼ ¼ and x ¼ ¼ 1 þ (3)
A Av þ Al Mv þMl α=ρlS 

Figure 2. 
(a) Three main control volumes of the model. Subindexes 1, 2, and 3 refer to (1) subcooled liquid region; 
(2) saturated two-phase region; and (3) superheated vapor region. (b) The convention for the nodes and 
junction notations: K, L and M refer to the centers of control volumes and index j enumerates junctions between 
control volumes. 
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where S ¼ uv =ul is the slip ratio. It can be shown that for the steady flow without 
slip (S ¼ 1), the local density and specific enthalpy of the mixture are [34]: 

ρ ¼ αρv þ ð1 � αÞρl; H  ¼ xHv þ ð1 � xÞHl (4) 

The momentum equation is reduced to a set of quasi-static algebraic equations 
assuming that the flow is relatively slow and there are no shock waves: 

2ðAρu Þ , x þ 
1 ðτwlwÞtp ¼ p � ρgsinð Þθ (5), xA 

The model equations are closed by adding equation of state ρg, l ¼ ρg, lðp; Hv,lÞ in 
the form of tables and by providing a set of cryogenic correlations discussed below. 

There is a multitude of data on void fraction-quality correlations for different 
flow patterns in horizontal and upward inclined pipes [30]. Here we use correlation 
of the form [30] 

˜ ð Þ  
˜
1 

°° �1
αðx; pÞ ¼  1 þ a p  � 1 (6)

x 

where the factor a is 

˛ ˝  ̨ ˝  n1 n2 
a ¼ ρv μl (7)

ρl μv 

and μ is the viscosity of the fluid. Coefficients n1 and n2 can have different 
values, e.g., according to Thome [35] n1 ¼ 0:89, n2 ¼ 0:18, while it is suggested to 
use n1 ¼ 0:67, n2 ¼ 0 in [34]. 

The estimated average void fraction α can be used to evaluate the heat transfer 
coefficient from the tube wall to the TP mixture in the TP region ðn ¼ 2Þ as˛ ˝ 

κh2 ¼ αhv þ ð1 � αÞhl, where hv, l ¼ Nu , Nu is Nusselt number, and Pr is Dh v, l 
Prandtl number. 

For the fully developed laminar flow, Nu ¼ 3:66. For the turbulent flow 
ðRe > 2300Þ, one can use the modified Dittus-Boelter approximation with the 
Nusselt number calculated separately for each of the vapor and liquid components. 
For example, according to [34] 

˛ ˝ ˛ ˝ 
2=3Nu ¼ 0:0214 Re4=5 � 100 Pr2=5 1 þ ðDh=L2Þ (8) 

for 0:5 < Pr < 1:5 and 

˛ ˝˜ ° 2=3Nu ¼ 0:012 Re0:87 � 280 Pr2=5 1 þ ðDh=L2Þ (9) 

for 1:5 < Pr < 500. Here the effective Reynolds number for each of the compo-˛ ˝ 
_nents, Rev, l ¼ mDh , is estimated by means of the average hydraulic diameters μA 

Dh,v ¼ αD and Dh, l ¼ ð1 � αÞD. 
For the forced convection, the heat transfer coefficient [9] at the environmental 

side is 

2κ
hamb ¼ Nuamb, Nuamb ¼ Nulam þNuturb, (10)

πD 

240 



� 

� 

Two-Phase Flow Modeling of Cryogenic Loading Operations 
DOI: http://dx.doi.org/10.5772/intechopen.84662 

where laminar and turbulent contributions to the Nusselt number 

0:037Re0:8Pr
Nulam ¼ 0:0664Re1=2Pr1=3 and Nuturb ¼ 0:1˜ ° (11)

1 þ 2:443Re� Pr2=3 � 1 

are calculated for the ambient fluid. 
The specific form of the linearized conservation equations depends on the type 

of the flow. Using Taylor expansion for density ρ in terms of pressure p and 
enthalpy H, we can rewrite the mass and energy conservation equations in terms of 
pressure p and enthalpy H or pressure p and void fraction α. In the case of two-
phase control volume, the equations are (with β ¼ 1 � α): 

˛ ˝ 
mL �mR__∂ρv ∂ρl dp dα 

α β ρv � ρlþ þ ð Þ ¼ 
∂p dt dt LA∂p 

˛ ˝ 
∂ð ÞρH ∂ ρH dpð Þ  dαv l __mLHL �mRHRÞ ¼ þ

dt LA 
4h Tw � Tð Þ

Hv � ρlHl1α β ρvþ þ ð
dt D∂p ∂p 

(12) 

and in the case of single-phase control volume (e.g., vapor), we have 

_mL �mR_∂ρ dp ∂ρ dH þ ¼ 
∂H dt∂p dt LA 

˛ ˝ ˛ ˝ (13) 
∂ ρH dp dHð Þ  ∂ρH __mLHL �mRHRþ ¼ þ

∂H dt LA 
4h Tw � Tð Þ � 1 

dt D∂p 

__ 

Here subindexes R and L refer to the right and left boundaries; ρv and ρl are the 
saturated density for vapor and liquid in Eq. (12), while in Eq. (13) for the single-
phase, ρ is the density of vapor. 

The case when the saturated two-phase flow and gas flow coexist in one control 
volume integration of the conservation equations that accounts for the moving 
front position L2 results in the following set of equations: 

˛ ˝ ˛ ˝ 
mL �mR∂ρv ∂ρl dp dα ð Þdln L2α β ρv � ρlÞ � βþ þ ð ¼ 

∂P ∂p dt dt dt L2A 
˛ ˝ ˛ ˝ 

∂ρvHv ∂ρlHl dp dα ð Þdln L2
α þ β � 1 þ ðρvHv � ρlHlÞ � β 

∂p ∂p dt dt dt 

__mLHL �mRHv¼ þ ð
D 

_ 

4h 
Tw � T 

mL � _ 

Þ (14) 

mR 

L2A 

∂ρ dp ∂ρ dH ð Þdln L3þ þ ðρ � ρvÞ 
∂H dt 

Þ ¼  
∂p dt dt ð ÞAL3

˛ ˝ 
∂ρH dp ∂ρH dH ð Þdln L3 __mLHl �mRHR¼ þ ð ð ÞA D 

4h
1 ρH � ρvHv Tw � TÞþ þ ð 

∂H dt 
Þ

dt dt L3∂p 

Here L3 ¼ L � L2 and L is the length of the control volume; see Figure 2. These 
equations are solved simultaneously to find pressure, enthalpy, and density in each 
region and the position of the moving front [30]. The wall temperature is calculated 
for each region according to Eq. (2). 
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The mass fraction x is used to calculate the enthalpy flux at the boundaries, and it 
is assumed to change linearly with coordinate in the phase transition region. The new 
enthalpy for two-phase flow depends on x, and the new density is defined by the void 
fraction α in Eq. (4), while the relation between x and α is defined by Eq. (6). 

The model was applied to consider two-phase flow of liquid nitrogen in the KSC 
experimental cryogenic transfer line. It takes into consideration compressibility of 
the vapor and condensation-evaporation effects in the flowing cryogenic fluid 
through the initially hot transfer line. Both the transient and steady-state regimes of 
flow can be described by accounting for the viscous and thermal interaction 
between the two-phase fluid and the pipe wall. Similarly, the fluid dynamics in the 
storage and vehicle tanks includes evaporation at the liquid surface and the heat 
exchange at the tanks walls as described in [36]. 

2.2 Algorithm 

The conservation equations (1) are solved for the set of control volumes that 

_ 

form a staggered grid. The solution proceeds by iterating the following steps. For 
each volume we calculate pressure P, position of the front L, void fraction α, vapor 
(v) and liquid (l) enthalpies Hv lð Þ, and two wall temperatures before and after the 
front Tw1 and Tw2. These variables are calculated at the center of control volume. 

m and enthalpy fluxes Hm are calculated at the boundaries of _Next the mass 
each control volume; see Figure 2, using the following equation:

 ! ! 
2 2 2 mj_ 1 Ln ð1 � xÞx

f þ ∑Kn ¼ �Δpj � Δzjρjgsinθ (15)þ þ
A2 

n ρn 
n Dn γρg ð1 � γÞρl n 

__ 

The subindex n for frictional factor f and minor losses K refers to the control 
volume on the left- or right-hand side of the junction. The stability of this approx-

_ 

imation was enforced by the donor-like formulation of the frictional losses for the 
mass fluxes [35]. 

For each control volume k, the continuity condition is added as follows: 

_ 
mk�1, out for the serial connections of the k � 1, k, and mk�1, out ¼ mk1, inþ 

mk2, in if the k-th control volume consists of two parallel control volumes k1 and k2. 
¼mk in,_ 

Updated values of the thermodynamic variables, enthalpy, and mass fluxes are 
used to calculate new parameters of friction and heat transfer correlations. 

The algorithm can be briefly summarized as follows: (i) calculate variables P, H, 
L, α, and Tw at the center of the control volume using mass and heat fluxes from the 
previous step, (ii) update location of the moving fronts, (iii) calculate new mass and 
heat fluxes at the boundaries of each control volume, and (iv) update friction and 
heat transfer correlations and return to the first step. 

The moving front model allows to account for multiple faults in cryogenic 
transfer lines including, e.g., valve clogging, valve stuck open/closed, and heat and 
mass leaks [37, 38]. However, the homogeneous moving front model has some 
important limitations. It does not include shock waves and cannot distinguish 
nonhomogeneous (ug ¼6 ul) and non-equilibrium (Tg ¼6 Tl) flows such as e.g. 
counter flows and stratified flows. To overcome these limitations we developed 
two-phase separated solver for cryogenic flows discussed below. 

3. Two-phase flow model 

Having in mind fast online applications of the solver we have tested a number of 
algorithms for the separated two-phase flow [30, 31, 39–44]. It was shown that the 
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nearly implicit algorithm (NIA), similar to one developed in [7], can be applied 
successfully for online predictions of nonhomogeneous and non-equilibrium flows. 
Below we describe briefly the NIA and the corresponding model equations. The 
details can be found in [39, 40, 42–45]. 

In the nearly implicit algorithm, the six-equation model consists of a set of 
conservation laws for the mass, momentum, and energy of the gas [6, 7, 39] 

˜ ° ˜ ° 
Aαρg þ Aαρgug ¼ AΓg 

, t ,x˜ ° ˜ ° 
2Aαρgug þ Aαρgug þ Aαp ¼ AΓguig � Aαgρgz, x � τgwlwg � τgili (16),x , t , x˜ ° ˜ ° ˛ ˝ 

AαρgEg þ AαρgEgug ¼ AΓgHg � Apα, t � pAαug þ q_ gwlwg þ q_ gili,x , t ,x 

and liquid phases 

ðAβρlÞ þ ðAβρlulÞ ¼ �AΓg, t , x˛ ˝
2ðAβρlulÞ þ Aβρlu þ Aβp ¼ �Aβgρlz, x � τlwlwl � τlili � AΓguil, t l , x , x (17) 

ðAβElρlÞ þ ðAβElρlulÞ ¼ �Apβ , t � ðpAβulÞ þ _ _ li � AΓgHl: , t , x , x qlwlwl þ qli 

Variables in Eqs. (16) and (17) are defined following convention of Eq. (1); the 
details are provided in the nomenclature. Importantly, velocities and temperatures 
of the gas and liquid phases are now independent variables; the mass flux and the 
drag are now defined both at the wall and at the interface. 

The equations above are coupled to the equation for the wall temperature Tw: 

∂Tw ˛ ˝ 
ρwcwdw ¼ hwg Tg � Tw þ hwlðTl � TwÞ þ hambðTamb � TwÞ: (18)

∂t 

In the model (16), (17) is non-hyperbolic [46]. It does not have a complete set of 
real eigenvalues and does not represent a well-posed system of equations [39, 47]. 
It also lacks positivity and possesses instabilities due to phase appearance/ 
disappearance process [8, 48]. 

Despite these difficulties it was successfully employed to predict two-phase 
flows of boiling water in large-scale system [6, 7]. In our developments we were 
following the guidelines of this research. 

3.1 Algorithm 

The algorithm originates from [49, 50] all-speed implicit continuous-fluid 
Eulerian algorithm. In our work we closely follow recent modifications [6, 7] that 
enhance stability and eliminate material CFL restrictions using two-step nearly 
implicit schemes. Within this approach Eqs. (16) and (17) are expanded and solved 
[39, 42] for velocities and pressure in the first step, and the unexpanded conservation 
equations are solved for densities and energies in the second step of the algorithm. 

The near implicitness of the algorithm is determined by the fact that nearly all 
terms in the numerical scheme are taken at the new time step. Yet the algorithm is 
very efficient because linearized form of equations is used, which allows to use 
block tridiagonal solver for velocity in the first step and to reduce the second step 
to the solution of four independent tridiagonal matrices. 

The stability of the code was further enhanced by using upwinding and stag-
gered grid methods as well as ad hoc smoothing and multiple time step control 
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techniques [39]. The non-hyperbolicity was suppressed using so-called virtual mass 
term [7]. The time step was controlled to keep all the thermodynamic variables 
within the predetermined limits, to ensure that the change of these variables at any 
given time step does not exceed 25% of their values obtained at the previous time 
step and to enforce mass conservation in each control volume and in the system as 
whole. In addition, smooth transition between phases [39, 51] was used to adjust 
temperature, velocity, and density. 

The models (15)–(17) have to be completed with the equations of state and the 
constitutive relations. The equations of state were implemented using tables for 
each phase. The constitutive relations are briefly summarized below. 

3.2 Constitutive relations 

Following the algorithm outlined above, we calculate new velocities, pressure, 
densities, and energies for both phases using Eqs. (15)–(17). Once these variables are 
calculated, we have to determine the flow pattern and boiling regime in the system 
and update drag, heat, and mass fluxes using appropriate correlations. First, the flow 
patterns have to be recognized by the code. There are numerous flow pattern corre-
lations, but their validation for cryogenic flows remains an open problem [11, 12, 
45]. Here we considered only a few flow regimes following earlier work by Wojtan 
et al. [52] including stratified-Wavy-to-stratified transition, stratified-Wavy-to-
annular-intermittent transition, and dry-out transition. We approximated the loca-
tion of these boundaries by low-dimensional polynomials and used polynomial coef-
ficients as fitting parameters. The details of the transformation can be found in [45]. 

Next, the heat transfer and pressure losses for a given flow pattern have to be 
calculated. There are literally hundreds of heat transfer correlations proposed in the 
literature [53]. A concise subset of these correlations briefly discussed below was 
selected as a result of extensive numerical analysis and validation using two exper-
imental setups; see Section 4 and Refs. [44, 45, 54]. 

3.2.1 Heat and mass transfer 

As was mentioned above, the total mass transfer in the two-phase model is the 
sum Γg ¼ Γwg þ Γig of the mass transfer at the wall and at the interface: 

q_wl qli þ qgiΓwg ¼ ; Γig ¼ ; (19)
H ∗ � H ∗ H ∗ � H ∗ 

g l g l 

where Hg 
∗ � Hl 

∗ is the difference between saturated gas and liquid enthalpies 
Hg, s � Hl for positive flux Γ > 0 while it is Hg � Hl, s for negative flux. 

The heat transfer coefficients h for the gas (subscript g) and liquid (l) at the wall 
(w) and at the interface (i) are defined by the following relations: 

˜ ° ˜ ° 
q_ ¼ hwg Tw � Tg ; q_ ig ¼ hig Tl, s � Tg ;wg (20) 
q_wl ¼ hwlðTw � TlÞ; q_ il ¼ hilðTl, s � TlÞ: 

For relatively low mass fluxes considered in this work ( < 1 metric ton per square 
meter per second), the heat transfer correlations can be obtained as the mass flux 
and void fraction dependent corrections to the pool boiling correlations [55–59]. 
Accordingly, the following pool boiling mechanisms of the heat transfer were 
modeled: convective heat transfer, nucleate, transition, and film boiling. 
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Convective heat transfer coefficient hcb was calculated for four flow regimes 
[6, 60]. The value of ðDh hcb=κÞ was taken to be �4.36 in the forced laminar regime, 
while in forced turbulent regime, it was calculated as 0:023 � Re0:8Pr0:4 [53]. The 
coefficient ðDh hcb=κÞ for natural convection was calculated as 0:1ðGr � PrÞ1=3 for 
laminar and as 0:59ðGr � PrÞ1=4 for turbulent flows [61]. Here 

ρ2 D3μCp gβT Tw � Tlð ÞgPr ¼ and Gr ¼ (21)
κ μ2 

are Prandtl and Grashof numbers, respectively, βT is the coefficient of thermal 
expansion, and Dh is the hydraulic diameter. The maximum value of hcb calculated 
for four regimes is taken as the value for the convective heat transfer. 

The next critical temperature that defines the shape of the boiling curve and 
influences the chilldown corresponds to the onset of nucleation boiling Tonb. 

The onset of nucleate boiling correlations is based on the analysis of the 
balance between mechanical and thermodynamical equilibrium [3]. The 
corresponding Tonb and heat flux q_onb are [62–64]. 

rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi! 
2ΔTsub B

Tonb ¼ Ts þ F 1 þ 1 þ , q_ onb ¼ ΔT2 
sat ¼ hcbðTonb � TlÞ (22)

F Pr2 

ρghlg κl hcbPr2 where B ¼ , F ¼ l , ΔTsat ¼ Tonb � Ts is the wall superheat, and 8σTs 2B 

ΔTsub ¼ Ts � Tl is liquid subcooling temperature. 
When the wall superheat exceeds ΔTsat ¼ Tonb � Ts, the nucleation boiling 

begins, and the heat flux to the wall may increase by more than an order of 
magnitude. This increase continues until the heat flux approaches its critical 
value _qchf . 

The critical heat flux q_ chf and the critical wall superheat Tchf correlations are 
crucial for predicting chilldown and dry-out phenomena in cryogenic flows. Yet the 
corresponding experimental data remains sparse, and values of q_ chf and Tchf are 
often estimated using mechanistic models [3, 15, 56, 65]. 

For the pool boiling value of q_ chf ,0, we used Zuber [58] correlation 

0 � �11=4  !1=2σg ρl � ρgπ ρlq_ chf ,0 ¼ hlgρg@ A : (23)
24 ρ2 g ρl þ ρg 

In boiling flows further corrections have to be introduced to take into account 
the dependence of the heat flux on the void fraction, velocity, and subcooling of the 
flow [55, 56].

 ! sffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi! 
ρlclΔTsub RelρlclΔTsub _ ¼ _ ð αÞ 1 þ a1 þ a2Rel þ a3 , (24)qchf qchf , 0 αcr � 
ρghlg ρghlg 

where αcr is the critical value of the void fraction and ai are constants, e.g., 
6a1 ¼ 0:0144, a2 ¼ 10� , a3 ¼ 0:5 � 10�3 [57], and αcr ¼ 0:96 [55] for water. 

In practice, we often used a simpler expression; see for the details [55, 66]. 
The temperature Tchf for the critical heat flux was estimated in this work using 

the approach proposed by Theler and Freis [67]. 
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TsTchf ¼ � � , (25)TsRg1 � log 2kg þ 1hlg 

where kg is the isoentropic expansion factor that for ideal diatomic gases is 7/2 
and Rg is the specific gas constant. Tchf was further corrected for boiling flows using 
Iloeje-type correlations [66] similar to the one applied ΔTmfb, see below. 

When wall superheat exceeds ΔTchf ¼ Tchf � Ts, the transition boiling begins, 
and the heat flux to the wall decreases sharply as a function of the wall temperature 
until the latter reaches minimum film boiling temperature Tmfb. 

The minimum film boiling regime signifies a complete separation of the fluid 
flow from the wall by the vapor film. The corresponding value of the wall superheat 
ΔTmfb ¼ Tmfb � Ts was estimated by Berenson as [68, 69]. 

2 32=32 3 2 31=2 1=3 
g ρl � ρgρghlg σ μgΔTmfb, 0 ¼ 0:127 � 4 5 4 � �5 4� �5 (26)

κg ρl þ ρg g ρl � ρg ρl � ρg 

Iloeje [55, 66] has corrected Berenson equation to take into account the depen-
dence of the ΔTmfb on the quality and mass flux of the boiling flows in the form 

ΔTmfb ¼ c1ΔTmfb, 0 1 � c2χe
c3 ð1 þ c4Gc5 Þ, (27) 

where χe is the equilibrium quality, G is liquid mass flux, and ai are constants, 
e.g., a1 ¼ 0:0144, a2 ¼ 10�6, a3 ¼ 0:5 � 10�3 [57], and αcr ¼ 0:96 [55] for water. 

In this work the heat flux to the wall in the film boiling regime was taken in the 
form of Bromley correlations: 

" #0:25� � ~hlgcpg � � 
hfb  ¼ c1 � gρgκg 

2 ρl � ρg � � 1 � c2χe
c3 ð1 þ c4Gc5 Þ (28)

D Tw � Tspt Prg 

Typical values of the parameters used in simulations are the following: (i) 
c1 ¼ 2:0, (ii) c2 ¼ 1:04, (iii) c3 ¼ 2:0, (iv) c4 ¼ 0:2, and (v) c5 ¼ 0:1. 

The minimum film boiling heat flux can now be defined as 

q_mfb ¼ hfbΔTmf b: (29) 

In the region of single-phase gas flow, the heat transfer coefficient is given by hcb 

discussed above with appropriately modified parameters. Transition to the single-
phase heat transfer is initiated when dry-out transition is detected. 

Interpolation: The transitions between various flow boiling regimes are charac-
terized by a number of critical points including (i) onset of nucleate boiling, (ii) 
critical heat flux, (iii) minimum film boiling, and (iv) onset of dry-out. The values 
of the heat flux between the first three critical points were interpolated as follows. 

In the regime where the wall superheat is increasing from ΔTonb to ΔTchf , the 
heat flux was defined using the following interpolation [6]: 

n n _ _ ð1 � y Þ _ (30)qnb ¼ y qonb þ qchf , 

where n is constant, y is defined as ðTw � TonbÞ= Tchf � Tonb , while q_ chf and q_onb 

are given by Eqs. (24) and (22), respectively. 
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Similarly, for the regime where the wall superheat is increasing from ΔTchf to 
ΔTmfb, the transition boiling heat flux was interpolated as [6]. 

_ _ _ (31)qtb ¼ f tb � qchf þ 1 � f tb qmfb, 

2Tw �Tmfbwhere f tb ¼ , while Tchf , Tmfb, and q_mfb are given by Eqs. (25), (27), Tchf �Tmfb 

and (29), respectively. 
Using parameterization of the heat transfer correlations described in Section 3.2, 

we could obtain smooth transition from the pool boiling correlations to the flow 
boiling regime as the mass flux and void fraction of the flow increase [44]. 

3.2.2 Pressure drop 

The constitutive relations are completed by providing pressure drop correlations 
as follows. For the single-phase flow, the wall drag was calculated using standard 

2 2relations τwl ¼ 0:5f wlρlu and τwg ¼ 0:5f ρgu with the friction factors f wl g forl wg g ð Þ  

turbulent and laminar flow given by Churchill approximation [70].
dpThe two-phase pressure drop is given by the Lockhart-Martinelli correla-dz 2ϕ 

tions [71]. The pressure losses are partitioned between the phases as follows [7]:

 !  ! 
1 Z2 

dp dpτwglwg ¼ αg , τwllwl ¼ αl (32)dz dz2ϕ αg þ αlZ2 2ϕ αg þ αlZ2 

where Z2 is given by 

� ��� � 
2 αwl 2 αwgZ2 ¼ f wlRelρlul f wgReg ρgug , (33)
αl αg 

Friction factors f are the same as in above, while coefficients αwl and αwgwgð Þl 
depend on the flow pattern [7]. 

The interface drag is given by τig ¼ �τil ¼ 1 CDρg ug � ul ug � ul , where inter-2 
facial drag coefficient CD depends on the flow pattern [6]. 

We note that the functional form of the correlations adopted in this work is not 
unique and a number of alternative presentations can be used [2, 6, 45, 60]. 

4. Applications 

The algorithms discussed above were used to develop a number of applications 
related to the management of cryogenic flows including, e.g., fault detection [72], 
diagnostics [38], evaluation [37], parameter inference, and optimization [44, 73]. 

To develop these applications and to validate our approach, we used experi-
mental data obtained for cryogenic chilldown in two systems: (i) horizontal transfer 
line at National Bureau of Standards (currently NIST) [74] and (ii) large-scale 
experimental transfer line build at KSC [18]. 

The first system [74] is a 61 m long vacuum jacketed line with internal diameter 
of the copper pipe �3/4 inches. Four measurement stations were located along the 
pipe as shown in Figure 3. In this case the cold front continuously propagates 
through the initially hot pipe, and chilldown is achieved at approximately 30, 80, 
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Figure 3. 
Sketch of the cryogenic transfer line built at NIST. It includes storage tank (ST) and horizontal transfer line 
with four measurement stations. The model predictions for the temperature at four stations are compared with 
experimental data in the inset [44]. The experimental data are shown by solid black lines and open symbols. 
The model predictions are shown by colored solid lines. 

100, and 130 s at each station. The model predictions for the fluid temperature are 
compared with the experimental data in the inset of the Figure 3. These results 
were obtained for subcooled flow and tank pressure 4.2 atm. A detailed comparison 
for various chilldown regimes is given in [44]. 

A more complex cryogenic test-bed (CTB) system with multiple control and 
bleed valves was built at KSC; see Figure 4. It consists of a 6000 gallon storage tank 
(ST) connected to a 2000-gallon vehicle tank (VT), control (CV) and bleed (BV) 
valves, and pump that control the conditions of cryogen flow. The total length of 
the transfer line is about 45 m. The diameter of the stainless steel pipe varies from 
0.1524 to 0.0254 m. A set of the temperature (TT) and pressure (PT) sensors allows 
for accurate detection of the flow conditions and gradual chilldown of the system. 
The liquid motion through the transfer line is driven by an elevated pressure in the 
storage tank. 

We note that both algorithms can be used for online fault detection and control 
of the flow. The homogeneous algorithm is about 10 times faster as compared to the 
NIA and can integrate 2 h of real-time loading in the CTB in less than 1 s. However, 
the NIA provides deeper insight into mechanism of two-phase flow and can distin-
guish a number of important non-equilibrium regimes including, e.g., counter flow 
and vertical stratification. We therefore proposed to use for online applications both 
algorithms in parallel to take advantage of speed of homogeneous model and greater 

Figure 4. 
Sketch of the cryogenic transfer line built at KSC. It includes storage tank (ST) and vehicle tank (VT); the in-
line control valves, CV1 through CV8; remotely controlled bleed valves, BV1 through BV8; and 10 in-line 
temperature sensors (TT) and 9 in-line pressure sensors (PT). 
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precision of the two-phase flow model. Below we discuss some of the applications of 
these algorithms. 

The validation and convergence of the algorithms using first horizontal cryo-
genic transfer line build in NIST were considered in details in our earlier work 
[44, 45, 54]. Here we briefly discuss some of the applications of the algorithms to 
the analysis of the flow in the CTB system. 

4.1 Parameter inference and optimization 

Practical application of the algorithms to management of specific large-scale 
cryogenic system involves adjustment of parameters of cryogenic flow boiling and 
system component correlations. In addition, parameter inference and optimization 
are required for continuous learning of multiple faults in the system (e.g., [45, 54] 
clogging, valves stuck open/closed, heat and mass leaks) and development of the 
recovery strategy. Parameter inference is important because not only functional 
form of the correlations is not unique, but also the values of numerical “constants” 
in these correlations should be considered as fitting parameters [44]. 

To address this problem, we developed inferential framework [44] that allows 
for simultaneous estimation and optimization of a large number of parameters of 
cryogenic models. 

The application of this framework to the analysis of cryogenic correlations in 
NIST system was discussed in details in our earlier work [44]. Here we provide a 
brief example of parameter optimization during chilldown by applying two-phase 
flow model to CTB system [45, 54]; see Figure 4. In the first example we use direct 
search for preliminary estimation of some of the model parameters. The search is 
performed simultaneously for six parameters, which are scales for flow rate of input 
valve CV1, in-line valve CV2, dump valve BV3, dump valve BV2, dump valve BV2, 
and minimum film boiling heat transfer. The cost function is the sum of the square 
distances between experimental data and model predictions for four temperature 
sensors (TT202, TT105, TT162, and TT174) and four pressure sensors (PT102, 
PT104, PT161, PT173). It can be seen from Figure 5 that model predictions nearly 
converge to the sensor’s readings after ˜100 iterations. 

To optimize and infer the full set of nearly 100 parameters of the KSC system, 
we used a number of steps. In the first step, we performed extensive sensitivity 
analysis to find parameters of the model that can significantly modify the dynamics 
of the system. At this step the number of optimization parameters can be reduced 
by the factor of ~2 by selecting only significant parameters for further optimization. 
Next, we inferred the obtained subset of sensitive parameters of the heat transfer 

Figure 5. 
Convergence of the direct search algorithm for the model predictions (dashed lines) toward experimental data 
(solid black lines) measured for three temperature sensors: TT105,TT162, and TT174. The cost values for 
three dashed lines are highlighted by squares in the right panel. 
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Figure 6. 
Separated model predictions of the fluid temperature (green) during complete sequence of the CTB chilldown as 
compared to the experimental data (black lines) for the following temperature sensors: (a) TT202, (b) TT105, 
(c) TT162, (d) TT174, (e) TT156, (f) TT221. 

and pressure correlations using NIST system [44] that does not have system com-
ponents other than input valve. Next, we inferred parameters of the components of 
more complex CTB system using heat transfer and pressure correlations obtained at 
the previous step. The optimization itself was performed in two steps. First, we 
used direct search to roughly estimate parameter values close to global minimum, 
see example above and Figure 5. Then we refined the results using global stochastic 
optimization methods. The details of the approach are provided in [44, 54]. 

The comparison of the model predictions with the temperature sensor measure-
ments obtained within this inferential framework is shown in Figure 6. It can be 
seen from the figure that by using this approach, we were able to accurately fit all 
the sensor’s measurements of the CTB system. We note that similar results were 
obtained using homogeneous model but for a fewer sensor’s measurements. 

4.2 Fault detection 

One of the major applications of the algorithms in the cryogenic flow manage-
ment is detection and evaluation of the system faults [37, 38]. Our approach to the 
fault management is based on the ability of the models to accurately predict fluid 
dynamics in the system, which was discussed above. To efficiently manage the 
faults, we developed [37, 38] approach based on the application of D-matrix, which 
is a causal representation of the relationship between faults and tests with 1 
representing the relationship that the test can detect corresponding failure in the 
component and 0, otherwise. 

Within this approach each fault is represented by a binary array of sensor 
readings, and each distinguishable failure mode has its own “signature” binary 
array. To account for strong variability of the fluid dynamics during chilldown, the 
original approach was extended [38] by introducing time-dependent D-matrix. The 
system failure modes were defined (as binary arrays) in several time windows 
corresponding to the different stages of chilldown. 

The extended approach was verified by performing numerical analysis of 7 faults 
using 12 sensors readings [37, 38]. Here we provide an example of fault detection 
using this method. In this example the fault (valve BV3 is stuck open) is injected at 

250 



Two-Phase Flow Modeling of Cryogenic Loading Operations 
DOI: http://dx.doi.org/10.5772/intechopen.84662 

Figure 7. 
Fault detection in the transfer line when the valve BV3 is stuck opened. Top (red) and bottom (green) lines 
indicate margins of the nominal regime. Middle (blue) line correspond sensor readings during loading 
operation. The fault (BV3 stuck open) is injected at 300 s. Fault detection (crossing the margins) is shown by 
open circles. 

t ¼ 300 s. The system is simulated over 1600 s using homogeneous moving front 
model. At each time step, the model checks if the sensor readings stay within 
predefined maximum and minimum threshold limits corresponding to the nominal 
regime. Once the sensor reading crosses the thresholds, the fault is detected as 
shown in Figure 7. The failure mode is determined by comparing the binary array 
of the fault with the set of signature arrays. 

4.3 Fault evaluation and model predictions 

To successfully apply the fault detection and evaluation algorithm in real cryo-
genic systems, we need to validate the predictions of the models in the presence of 
faults. The validation was performed by conducting experiment with injected valve 
stuck open/closed faults in the CTB. In this experiment three chilldown regimes are 
explored, in which the opening of valve CV2 had values 15% (stuck closed), 25% 
(nominal), and 40% (stuck open). All other controls remain at the fixed values 
corresponding to the nominal flow considered in Section 4.1. During simulations 
the model parameters are kept constant at the values found during optimization 

Figure 8. 
Comparison of the model predictions for the temperature time-series data (colored dashed lines) with the 
experimental results (colored solid lines) for the different openings of the valve cv112: (i) 15% blue line, 
(ii) 25% black line (nominal), and (iii) 40% red line. 
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described above. Only the value of the model parameter corresponding to the valve 
cv112 opening is modified according to experimental data. 

The results of the comparison of the homogeneous model predictions of the 
unseen experimental data are shown in Figure 8. It can be seen from the figure that 
the model predicts reasonably well the main trends of the fault including the shift in 
the chilldown initiation and the change in the slopes of the time traces of tempera-
ture. Similar results were obtained using two-phase flow model [54]. 

We note, however, that the accuracy of the predictions remains limited for both 
models. To improve the accuracy, we proposed to embed the optimization algo-
rithms discussed above within the machine learning framework. Such an approach 
would allow for semiautomated continuous learning of the model parameters using 
multiple databases and specifically databases obtained during fault modeling. 

5. Conclusion 

To summarize, we developed fast and reliable homogeneous moving front and 
separated two-fluid solvers for cryogenic loading operations. We proposed concise 
sets of cryogenic flow boiling correlations capable of reproducing a wide range of 
experimental time-series data obtained for two cryogenic transfer lines using both 
solvers. 

Both solvers offer similar performance. Homogeneous solver is ˜10 times faster 
and can integrate 2 h of real-time loading in the CTB in less than 1 s. The two-phase 
flow algorithm provides access to important correlation parameters of two-phase 
flow, describes more accurately sensor readings, and can distinguish a number of 
non-equilibrium regimes unavailable in homogeneous flow including counterflow 
and vertical stratification. 

We validated the performance of the models using horizontal transfer line at 
National Bureau of Standards [74] and large-scale experimental transfer line built at 
KSC [18]. We concluded that both solvers can be used for online control of cryo-
genic loading operations, and by applying two models in parallel, it is possible to 
resolve the trade-off issue between speed and accuracy of each solver. 

We demonstrated an example of applications of these solvers to the analysis of 
cryogenic flow in the CTB transfer line including inference of the parameters of 
cryogenic correlations and chilldown modeling. We discussed an approach to the 
fault detection in cryogenic loading system-based D-matrix approach and demon-
strated a capability of the solvers to resolve faults observed experimentally in the 
CTB system during chilldown. 

We demonstrated that solvers allow for efficient optimization of the model 
parameters and discussed an extended approach to the inference of cryogenic 
correlations developed in our earlier work [44, 54]. We proposed that optimization 
algorithms should be included into machine learning framework for efficient offline 
learning of cryogenic correlations in the future work. 

We emphasize that the machine learning approach will most likely underlie 
autonomous control and fault management of two-phase flows in the future space 
missions. 
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Nomenclature 
A pipe cross-section 
D pipe diameter 
Dh hydraulic pipe diameter 
E specific energy 
Gr Grashof number 
H specific enthalpy 
Kn minor losses 
Nu Nusselt number 
Pr Prandtl number 
Re Reynolds number 
T temperature 
χ mass fraction 
m_ mass flu  
q_ heat flu  
τw friction losses 
c specific heat 
cp specific heat for constant pressure 
g gravity 
h heat transfer coefficient 
hlg latent heat of evaporation 
p pressure 
u fluid velocity 

Greek symbols 
α void fraction 
β liquid void fraction 
Γ mass flow rate 
k thermal conductivity 
μ viscosity 
ρ density 
σ surface tension 
τ shear stress 
h heat transfer coefficient 

Subscripts 
e equilibrium 
g gas 
l liquid 
s saturated 
sub subcooled 
w wall 
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Chapter 13

Numerical Solution to
Two-Dimensional Freezing and
Subsequent Defrosting of Logs
Nencho Deliiski and Natalia Tumbarkova

Abstract

Two-dimensional mutually connected mathematical models have been created,
solved, and verified for the transient non-linear heat conduction in logs during their
freezing and subsequent defrosting. The models reflect the influence of the internal
sources of latent heat of both the free and bound water on the logs’ freezing process
and also the impact of the temperature on the fiber saturation point of wood
species, with whose participation the current values of the thermo-physical charac-
teristics in each separate volume point of the subjected to freezing and subsequent
defrosting logs are computed. The chapter presents solutions of the models with
explicit form of the finite-difference method and their validation towards own
experimental studies. Results from experimental and simulative investigation of 2D
non-stationary temperature distribution in the longitudinal section of beech and
pine logs with a diameter of 0.24 m and length of 0.48 m during their many hours
freezing in a freezer and subsequent defrosting at room temperature are presented,
visualized, and analyzed.

Keywords: logs, modeling, heat conduction, latent heat, freezing, defrosting,
free water, bound water

1. Introduction

It is known that the duration of the thermal treatment of the frozen logs in the
winter aimed at their plasticizing for the production of veneer and the very high
energy consumption needed for this treatment depend on the degree of the logs’
icing [1–10]. For example, for the defrosting and plasticizing of beech and oak logs
with an initial temperature of ˜10°C and moisture content of 0.6 kg°kg˜1

approximately 68 and 81 kWh°m˜3 thermal energy respectively [10] is needed.
In the specialized literature there are limited reports about the temperature

distribution in subjected to defrosting frozen logs [8, 11–22] and there is very little
information about research of the temperature distribution in logs during their
freezing given by the authors only [23–25]. That is why the modeling and the
multi-parameter study of the mutually connected freezing and defrosting processes
of logs are of considerable scientific and practical interest.

Considerable contribution to the calculation of the non-stationary distribution of
the temperature in frozen and non-frozen logs and to the duration of their heating
at conductive boundary conditions has been made by Steinhagen [11, 12] and later
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one-dimensional and two-dimensional models have been created and solved [13–17]. 
The thermal energy, which is needed for the melting of the ice, which has been 
formed from the freezing of the bound water in the wood, has not been taken into 
account in the models of cited references. 

The models assume that the fiber saturation point is identical for all wood species 
(i.e., ufsp = 0.3 kg�kg�1 = const). However, it is known that there are significant 
differences between the fiber saturation points of the different wood species [1–8]. The 
indicated complications and incompleteness in these models have been overcome in the 
suggested by Deliiski [9, 18, 19] 2-dimensional mathematical model of the transient 
non-linear heat conduction in frozen logs during their heating and defrosting. 

For different engineering calculations it is needed to be able to determine the icing 
degree of the wood materials depending on the temperature of the influencing on 
them gas or liquid medium and on the duration of their staying in this medium. Such 
calculations are carried out using mathematical models, which describe adequately 
the complex processes of the freezing of both the free and bound water in the wood. 

The computer solutions of these models give the non-stationary distribution of 
the temperature in the materials during their cooling below temperatures, at which 
a freezing of the whole amount of the free water and a freezing of respective, 
depending on the temperature, part of the bound water in the wood occurs [24, 25]. 

This chapter presents the creation, numerical solving and validation of two 
mutually connected two-dimensional mathematical models of the transient non-
linear heat conduction in logs during their freezing and subsequent defrosting at 
convective boundary conditions. 

The model of the freezing process takes into account for the first time the impact 
of the internal sources of latent heat of both the free and bound water on the 
temperature distribution. The both models reflect the impact of the temperature on 
the fiber saturation point of each wood species, with whose participation the cur-
rent values of the thermo-physical characteristics in each separate volume point of 
the subjected to freezing and subsequent defrosting logs are computed. 

The chapter also presents and visualizes the results from experimental and 
simulative investigation of the 2D non-stationary temperature distribution in the 
longitudinal section of beech and poplar logs with a diameter of 0.24 m, length of 
0.48 m, and different moisture content during many hours their freezing in a 
freezer and subsequent defrosting at curvilinear changing temperature of the 
processing air medium. 

2. Mechanism of the temperature distribution in logs during their 
freezing and subsequent defrosting 

2.1 Mathematical model of the 2D temperature distribution in logs subjected to 
freezing 

When the length of the logs, L, is larger than their diameter, D, by not more than 
3–4 times, for the calculation of the change in the temperature in the logs’ longitu-
dinal sections (i.e., along the coordinates r and z of these sections) during their 
freezing in air medium the following 2D mathematical model can be used [24]: 

˜ ° ˜ ° 2
∂T rð ; z; τÞ ∂

2Tðr; z; τÞ 1 ∂Tðr; z; τÞ ∂λwr ∂Tðr; z; τÞ 
cwe‐fr � ρw ¼ λwr þ : þ

∂τ ∂r2 r ∂r ∂T ∂r 
(1) 

∂
2Tðr; z; τÞ ∂λwp 

˜ 
∂Tðr; z; τÞ ° 2 

þ λwp þ þ qv
∂z2 ∂T ∂z 
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with an initial condition 

T rð ; z; 0Þ ¼ Tw0 (2) 

and boundary conditions for convective heat transfer: 

• along the radial coordinate r on the logs’ frontal surface during the freezing 
process (refer to Figure 3): 

∂T rð ; 0; τÞ αwp‐frðr; 0; τÞ ¼ �  ½T rð ; 0; τÞ � Tm‐frð Þτ �, (3)
∂r λwpðr; 0; τÞ 

• along the longitudinal coordinate z on the logs’ cylindrical surface during the 
freezing: 

∂Tð0; z; τÞ αwr‐frð0; z; τÞ ¼ �  ½Tð0; z; τÞ � Tm‐frð Þτ �: (4)
∂z λwrð0; z; τÞ 

Eqs. (1)–(4) represent a common form of a mathematical model of the logs’ 
freezing process, i.e., of the 2D temperature distribution in logs subjected to 
freezing. 

2.2 Mathematical model of the 2D temperature distribution in logs subjected to 
defrosting 

In cases when the length of the logs, L, is larger than their diameter, D, by not 
more than 3–4 times, for the calculation of the change in T in the longitudinal 
sections of the logs during their defrosting in air processing medium the following 
2D mathematical model can be used [8, 9]: 

˜ ° ˜ ° 2
∂T rð ; z; τÞ ∂

2T rð ; z; τÞ 1 ∂T rð ; z; τÞ ∂λwr ∂T rð ; z; τÞ 
cwe‐dfr � ρw ¼ λwr þ : þ2∂τ ∂r r ∂r ∂T ∂r 

(5)˜ ° 2
∂
2T rð ; z; τÞ ∂λwp ∂T rð ; z; τÞ þ λwp þ2∂z ∂T ∂z 

with an initial condition 

T rð ; z; 0Þ ¼ T rð ; z; τfrÞ (6) 

and boundary conditions for convective heat transfer: 

• along the radial coordinate r on the logs’ frontal surface during the defrosting 
process: 

∂T rð ; 0; τÞ αwp‐dfrðr; 0; τÞ ¼ �  ½T rð ; 0; τÞ � Tm‐dfrð Þτ �, (7)
∂r λwpðr; 0; τÞ 

• along the longitudinal coordinate z on the logs’ cylindrical surface during the 
defrosting process: 

∂Tð0; z; τÞ αwr‐dfrð0; z; τÞ ¼ �  ½Tð0; z; τÞ � Tm‐dfrð Þτ �: (8)
∂z λwrð0; z; τÞ 
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Eqs. (5)–(8) represent a mathematical model of the logs’ defrosting process, i.e., 
of the 2D temperature distribution in logs subjected to defrosting immediately after 
their freezing. 

2.3 Mathematical description of the thermo-physical characteristics of logs 

On Figures 1 and 2 the temperature ranges are presented, at which the processes 
of the logs’ freezing and subsequent defrosting respectively are carried out when 
u > ufsp. 

There thermo-physical characteristics of the logs and of both the frozen free and 
bound water in them have also been shown. The information on these characteris-
tics is very important for the solving of the mutually connected mathematical 
models given above. 

During the first range of the logs’ freezing process from Tw0 to Tfr˜fw only a 
cooling of the logs with fully liquid water in them occurs (Figure 1). During the 
second range from Tfr˜fw to Tfr˜bwm a further cooling of the logs occurs until 
reaching of the state needed for starting of the crystallization of the free water. 
During that range also the phase transition of this water into ice is carried out. The 
second range is absent when u is less than ufsp. During the third range from Tfr˜bwm 

to Tw˜fre˜avg a further cooling of the logs is carried out until reaching of the state 
needed for starting of the crystallization of the bound water. During this range also 
the phase transition of the bound water into ice is performed. 

During the first range of the logs’ defrosting process from Tw˜fre˜avg to Tdfr˜bwm 

a heating of the frozen logs is carried out until reaching of the state needed for 
starting and realization of the gradually melting of the frozen bound water in them 

Figure 1. 
Temperature ranges of the logs’ freezing process at u > ufsp and thermo-physical characteristics of the wood and 
of the frozen free and bound water in it. 

Figure 2. 
Temperature ranges of the logs’ defrosting process at u > ufsp and thermo-physical characteristics of the wood 
and of the frozen free and bound water in it. 
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(Figure 2). During the second range from Tdfr�bwm to Tdfr�fw a further heating of 
the logs occurs until reaching of the state needed for starting and realization of the 
melting of the frozen free water in them. During the third range from Tdfr�fw to 
Tw�dfre�avg a further heating of the logs with fully liquid water in them occurs. 

The effective specific heat capacities of the logs during the pointed 3 ranges of 
the freezing process (see Figure 1) above the hygroscopic range, cwe‐fr, are equal to 
the below: 

I: range : cwe‐fr1 ¼ cw�nfr, (9) 

II: range : cwe‐fr2 ¼ cw�nfr þ cfw � cLat�fw, (10) 

III: range : cwе‐fr3 ¼ cw�fr þ cbwm � cLat�bwm: (11) 

The effective specific heat capacities of the logs during the pointed 3 ranges of 
the defrosting process (see Figure 2) above the hygroscopic range, cwe‐dfr, are equal 
to the below: 

I: range : cwе‐dfr1 ¼ cw�fr þ cbwm, (12) 

II: range : cwe‐dfr2 ¼ cw�nfr þ cfw, (13) 

III: Range : cwe‐dfr3 ¼ cw�nfr: (14) 

Mathematical descriptions of the specific heat capacities cw�nfr, cw�fr, cfw, cbwm, 
and also of the thermal conductivities of non-frozen, λw‐nfr, and frozen wood, λw‐fr, 
have been suggested by the first co-author earlier [9, 10, 19] using the experimen-
tally determined in the dissertations by Kanter [26] and Chudinov [2] data for their 
change as a function of t and u. These relations are used in both the European [5–10] 
and the American specialized literature [11–17] when calculating various processes 
of the wood thermal treatment. 

Mathematical descriptions of the specific heat capacities, which are formed 
by the release of the latent heat of both the free and bound water during their 
crystallization in the wood, cLat�fw and cLat�bwm respectively (refer to Eqs. (10) 
and (11)) have been given by the authors in [23]. Mathematical descriptions 
of the internal heat sources separately for the free and bound water, qv‐fw and 
qv‐bw respectively, which participate in the right-hand part of Eq. (1), have been 
also given. 

Our study has shown that for the calculation (in W�m�2�K�1) of the radial and 
longitudinal transfer coefficients of the logs, which participate in the boundary 
conditions of the model the following equations are most suitable [27]: 

• in the radial direction on the cylindrical surface of the horizontally situated 
logs: 

αwr�fr ¼ 2:56½Tð0; z; τÞ � Tm�frð Þτ �Efr , (15) 

αwr�dfr ¼ 2:56½Tð0; z; τÞ � Tm�frð Þτ �Edfr (16) 
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• in the longitudinal direction on the frontal surface of the logs: 

αwp�fr ¼ 1:123½T rð ; 0; τÞ � Tm�frð Þτ �Efr , (17) 

αwp�dfr ¼ 1:123½T rð ; 0; τÞ � Tm�frð Þτ �Edfr , (18) 

where Еfr and Еdfr are exponents, whose values are determined during the 
solving and verification of the models through minimization of the root square 
mean error (RSME) between the calculated by the models and experimentally 
obtained results about the change of the temperature fields in subjected to freezing 
and subsequent defrosting logs. 

2.4 Transformation of the models to a form suitable for programming 

Due to the correct cylindrical shape of the logs, for the solution of the above 
presented two mutually connected mathematical models an explicit form of the 
finite-difference method has been used. That form allows for the exclusion of any 
simplifications of the models and also of the necessity for any linearization of the 
mathematically described variables in them [8, 9, 18, 19]. 

The large calculation resources of the contemporary computers eliminate the 
inconvenience, which creates the limitation for the value of the step along the time 
coordinate Δτ by using the explicit form [9]. 

According to the idea of the finite-difference method, the temperature, which is a 
uninterrupted function of space and time, is presented using a grid vector, and the 

∂Tderivatives ∂T , and ∂T are approximated using the built computational mesh along 
∂r ∂z ∂τ 

the spatial and time coordinates through their finite-difference (discrete) analogues. 

2.4.1 Transformation of the equations of thermo-conductivity in the models 

The transformation of Eqs. (1) and (5) of the models in their suitable for pro-
gramming discrete analogues has been realized using the presented on Figure 3 
coordinate system. That system shows the positioning of the knots of the calculation 
mesh, in which the non-stationary distribution of the temperature in the longitudi-
nal section of subjected to freezing and subsequent defrosting log has been calcu-
lated. The calculation mesh has been built on ¼ of the longitudinal section of the log 
due to the circumstance that this ¼ is mirror symmetrical towards the remaining 
3/4 of the same section. 

Figure 3. 
Calculation mesh for the solution of the models (left) and positioning of the knots of 2D calculation mesh on 1/4 
of longitudinal section of a log subjected to freezing and subsequent defrosting (right). 
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Taking into consideration the relationships [9, 19] 

λw ¼ λw0r,p � γ � ½1 þ β � ðT � 273:15Þ�, (19) 

λw0r ¼ Kwr � v � 0:165 þ ð1:39 þ 3:8uÞ �  3:3 � 10�7ρ2b þ 1:015 � 10�3ρb (20), 

λw0p ¼ Kwp � v � 0:165 þ ð1:39 þ 3:8uÞ �  3:3 � 10�7ρ2b þ 1:015 � 10�3ρb (21), 

and using the coefficient 

KwpKwp=wr ¼ , (22)
Kwr 

after applying the explicit form of the finite-differences method to Eq. (1), it is 
transformed into the following system of equations: 

λw0r � γ � ΔτTnþ1 ¼ Tn :i, k i, k þ cn � Δr2 we‐fr1,2, 3 � ρw 

Tn Tn 
i�1, k þ Tn

iþ1, k þ Kp=r i, k�1 þ Tn
i,kþ1 � 

8 >>>>>>>>< 

9 >>>>>>>>= 

2 3 

664 
775 , (23)1 þ β � Tn

i,k � 273:15 : 
1 � 2 þ 2Kp=r Ti

n
,k þ Tn

i�1, k � Tn
i,k: 

i � 1>>>>>>>>: 

>>>>>>>>; 
h i�2 þ Kwp=wr Ti

n
,k�1 � Ti

n
,k 

�2þ β � Tn
i�1, k � Tn

i,k 

where λwor and λwop are the wood thermal conductivities at t = 0°C in radial and 
longitudinal direction respectively, W�m�1�K�1; γ, β, and ν—coefficients for the 
determination of λw, λwor and λwop. Equation for calculation of γ, β, and ν for non-
frozen and frozen wood are given in [9, 19]; Kwr and Kwp —empirically determined 
coefficients, which take into account the influence of the radial and longitudinal 
anatomical directions on the wood thermal conductivity, -; Δτ—interval between 
time levels, i.e., step along the time coordinate, with which the model is solving, s; 
n—current number of the step Δτ along the time coordinate: n = 0, 1, 2, 3,… τfr/Δτ; 
τfr—duration of the freezing process of logs, s; Δr = Δz—step along the coordinates 
r and z, by which the model is being solved, m; i—current number of the knots of 
the calculation mesh along the coordinate r: 1  ≤ i ≤ 1 + (R/Δr); k—current number of 
the knots along the coordinate z: 1  ≤ k ≤ 1 + [(L/2)/Δr]; R—log’s radius, m; L—log’s 
length, m. 

The effective specific heat capacities of the log during the pointed above three 
ranges of its freezing process (see Figure 1), cwe‐fr1, cwe‐fr2, and cwe‐fr3, which are 
unitedly represented as cwe‐fr1,2,3 in Eq. (23), are computed according to Eqs. (9)–(11) 
separately for each knot of the calculation mesh. 

The density of the log’s wood above the hygroscopic range, ρw, which partici-
pates in Eq. (23), is calculated (in kg�m�3) according to the following widely 
accepted in the literature equation [1–17, 28]: 

ρw ¼ ρb � ð1 þ uÞ, (24) 

267 

http://dx.doi.org/10.5772/intechopen.84706


 

� � � �� � � 
� � � � 

� � 

� � � � �� � 

Heat and Mass Transfer - Advances in Science and Technology Applications 

where ρb is the basic density of the wood, based on dry mass divided to green 
volume, kg�m�3; u—wood moisture content, kg�kg�1. 

After applying the explicit form of the finite-differences method to Eq. (5), it is 
transformed into the following system of equations, which is similar to Eq. (23): 

λw0r � γ � ΔτTnþ1 ¼ Tn :i,k i, k þ cn � Δr2 we‐dfr1,2, 3 � ρw 
2 38 >>>>>>< 

9 >>>>>>= 

Tn Tn 
i�1, k þ Tn

iþ1, k þ Kp=r i, k�1 þ Tn
i, kþ1 

1 þ β � Tn
i,k � 273:15 : 

664 
775 , (25)

1
Tn 
i, k þ Tn

i�1, k � Tn
i, k� 2 þ 2Kp=r: 

i � 1>>>>>>: 

>>>>>>; 
h 

þ β � Tn
i�1, k � Tn

i,k 

�2 i 
þ Kwp=wr Ti

n
,k�1 � Ti

n
, k 

�2 

where the effective specific heat capacities of the log during the pointed above 
three ranges of its defrosting process (see Figure 2), cwe‐dfr1, cwe‐dfr2, and cwe‐dfr3, 
which are unitedly represented as cwe‐dfr1,2, 3in Eq. (25), are computed according to 
Eqs. (12)–(14) separately for each knot of the calculation mesh. 

The current number of the step Δτ along the time coordinate, n, in Eq. (25) is 
equal to: n = τfr/Δτ, (τfr/Δτ) + 1, (τfr/Δτ) + 2, (τfr/Δτ)  +  3,  …., (τfr+τdfr)/Δτ, where 
τdfr is the duration of the log’s defrosting process, s. 

2.4.2 Transformation of the equations of initial conditions in the models 

The initial condition (2) of the model of logs’ freezing process obtains the 
following discrete finite-difference form: 

Т0 
i, k ¼ Tw0: (26) 

The initial condition (6) of the model of logs’ defrosting process obtains the 
following discrete finite-difference form: 

Т0 
i, k ¼ Tn¼τfr=Δτ 

i, k : (27) 

where τfr is the duration of the freezing process of logs, which precedes the 
beginning of their subsequent defrosting, s. 

2.4.3 Transformation of the equations of boundary conditions in the models along the 
radial coordinate 

The discrete finite difference analogue of the left-hand part of Eq. (3), which is 
suitable for programming in FORTRAN, has the following form [8, 9]: 

Tnþ1 � Tn
∂T rð ; 0; τÞ i,1 i,2≈ : (28)

∂r Δr 

The discrete analogue of the right-hand part of Eq. (3) has the following form: 

αn 
wp�frαwp‐frðr; 0; τÞ Tnþ1 � Tnþ1 

i, 1 m�fr½T rð ; 0; τÞ � Tm‐frð Þτ �≈ � ,
λwpðr; 0; τÞ λw0p � γ � 1 þ β � Tn

i, 1 � 273:15 

(29) 
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where according to Eq. (17) 

˜ ° Efrαn 
wp‐fr ¼ 1:123 Tn

i,1 � Tn : (30)m�fr 

After alignment of Eq. (28) with Eq. (29), it is obtained that 

Тnþ1 αn� Tn ˛ ˝i,1 i,2 wp�fr Tnþ1 � Tnþ1≈ � ˜ ˛ ˝° : (31)i,1 m�frΔr λw0p � γ � 1 þ β � Ti
n
, 1 � 273:15 

During the solving of the model it is needed to determine the temperature on the 
log’s frontal surface, Tn

i, 
þ
1
1, for each next step n + 1 along the time coordinate. Using 

Eq. (31), Tn
i, 
þ
1
1 is equal to 

Δr � αn Δr � αn 
wp�fr � Tn

i, 
þ
1
1 

wp�fr � Tm 
nþ
� 
1
fr

Тnþ1 ≈ Tn ˜ ˛ ˝° þ ˜ ˛ ˝° :i,1 i,2 � 
λ0p � γ � 1 þ β � Ti

n
, 1 � 273:15 λw0p � γ � 1 þ β � Ti

n
,1 � 273:15 

(32) 

After designation of 

Δr � αn 
wp�frGn ˜ ˛ ˝° , (33)i, 1�fr ¼ 

λw0p � γ � 1 þ β � Ti
n
,1 � 273:15 

the boundary condition (3) of the logs’ freezing process obtains the following 
final form, suitable for programming: 

Tn 

Тnþ1 i,2 þ Gn
i, 1�fr � Tm 

nþ
� 
1
fr¼ : (34)i,1 1 þ Gn 

i,1�fr 

Analogously, the boundary condition (7) of the logs’ defrosting process obtains 
the following final form, suitable for programming: 

Tn 

Тnþ1 i,2 þ Gn
i,1�dfr � Tm 

nþ
� 
1
dfr¼ : (35)i,1 1 þ Gn 

i, 1�dfr 

The variable Gn
i, 1�dfr in Eq. (35) is equal to 

Δr � αn 
wp�dfrGn ˜ ˛ ˝° , (36)i,1�dfr ¼ 

λw0p � γ � 1 þ β � Tn
i, 1 � 273:15 

where according to Eq. (18) 

˜ 
αn 

° Edfr 
wp‐dfr ¼ 1:123 Tn

i, 1 � Tn : (37)m�fr 

2.4.4 Transformation of the equations of boundary conditions in the models along the 
longitudinal coordinate 

The discrete finite difference analogue of the left-hand part of Eq. (4) at Δz = Δr 
has the following suitable for programming form [8, 9]: 

Tnþ1 � Tn 
∂Tð0; z; τÞ 1, k 1, k≈ : (38)

∂z Δr 
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The discrete analogue of the right-hand part of Eq. (4) has the following form: 

αwr‐frð0; z; τÞ αn ˙ ˆ 
wr�fr Tnþ1 � Tnþ1� ½Tð0; z; τÞ � Tm‐frð Þτ �≈ � ˛ ˜ °˝ :1, k m�frλwrð0; z; τÞ λw0r � γ � 1 þ β � Tn 

1, k � 273:15 

(39) 

where according to Eq. (15) 

˛ 
αn 

˝Efr 
wr‐fr ¼ 2:56 Tn 

1, k � Tn : (40)m�fr 

After alignment of Eq. (38) with Eq. (35), it is obtained that 

Тnþ1 � Tn αn ˙ ˆ 
1, k 2, k wr�fr Tnþ1 � Tnþ1≈ � ˛ ˜ °˝ : (41)1, k m�frΔr λ0r � γ � 1 þ β � T1 

n
,k � 273:15 

Using Eq. (41), the temperature Tn 
1, 
þ
k 
1 is equal to 

Δr � αn Δr � αn 

Тn 
1, 
þ
k 
1 ≈ Tn 

2,k � ˛ wr�̃fr � Tn 
1, 
þ
k 
1 

°˝ þ ˛ wr�fr̃ 
� Tm 

nþ
� 
1
fr °˝ : 

λw0r � γ � 1 þ β � Tn 
1,k � 273:15 λw0r � γ � 1 þ β � T1 

n
,k � 273:15 

(42) 

After designation of 

Δr � αn 
wr�frGn ˛ ˜ °˝ , (43)1, k�fr ¼ 

λw0r � γ � 1 þ β � Tn 
1,k � 273:15 

the boundary condition (4) of the logs’ freezing process obtains the following 
final form, suitable for programming: 

Tn 
2,k þ Gn 

Тnþ1 1, k�fr � Tn 
m 
þ
� 
1
fr¼ : (44)1,k 1 þGn 

1,k�fr 

Analogously, the boundary condition (8) of the logs’ defrosting process obtains 
the following final form, suitable for programming in FORTRAN: 

Tn 
2, k þ Gn 

Тnþ1 1, k�dfr � Tn 
m 
þ
� 
1
fr¼ : (45)1, k 1 þ Gn 

1, k�dfr 

The variable Gn 
1,k�dfr in Eq. (45) is equal to 

Δr � αn 
wr�dfrGn ˛ ˜ °˝ , (46)1, k�dfr ¼ 

λw0r � γ � 1 þ β � Tn 
1, k � 273:15 

where according to Eq. (16) 

˛ 
αn 

˝Edfr 
wr‐dfr ¼ 2:56 Tn 

1,k � Tm 
n 
�dfr : (47) 
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3. Experimental research of the logs’ freezing and defrosting 

3.1 Experimental research of the 2D temperature distribution in beech and 
poplar logs during their freezing and subsequent defrosting 

For the validation of the suggested above mathematical models, it is necessary to 
have experimentally obtained data about the 2D temperature distribution in logs 
during their freezing and subsequent defrosting. That is why we carried out such 
experiments. 

The logs subjected to freezing and subsequent defrosting in our experimental 
research were with a diameter of 240 mm, length of 480 mm, and u > ufsp. This 
means, that the logs contained the maximum possible amount of bound water. They 
were produced from the sap-wood of a freshly felled beech (Fagus sylvatica L.) and 
poplar (Populus nigra L.) trunks. 

Before the experiments, four holes with diameters of 6 mm and different lengths 
were drilled in each log parallel to its axis until reaching of the characteristic points 
of the log [23]. 

The coordinates of the characteristic points of the logs are given on Figure 4. 
These coordinates of the points allow for the determination of the 2D temperature 
distribution in logs during their freezing and subsequent defrosting. 

For the freezing of the logs according to the suggested methodology by the 
authors [23], a horizontal freezer was used with adjustable temperature range from 
˜1 to ˜30°C. 

Sensors Pt100 with long metal casings were positioned in the drilled four holes 
of the logs. The automatic measurement and record of tm, φm, and t in the charac-
teristic points of the logs during the experiments was realized by Data Logger type 
HygroLog NT3 produced by the Swiss firm ROTRONIC AG (http:/www.rotronic.c 
om). The Data Logger has software HW4 for graphical presentation of the experi-
mentally obtained data. After reaching of about ˜28°C in the log’s center during the 
freezing, the freezer was switch off. Then its lid was opened and a defrosting of the 
log at room temperature was carried out. 

In Figures 5 and 6 the change in the temperature of the processing air medium, 
tm, and in its humidity, φm, and also in the temperature in 4 characteristic points of 
a beech and of a poplar log respectively during their separately 50 and 70 h is 
presented. The record of all data was made automatically by Data Logger with 

Figure 4. 
Radial (left) and longitudinal (right) coordinates of four characteristic points for measurement of the 
temperature in logs subjected to freezing and subsequent defrosting. 
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Figure 5. 
Experimentally determined change in tm, φm, and t in four points of the studied beech log during its 50 h 
freezing and 50 h subsequent defrosting. 

Figure 6. 
Experimentally determined change in tm, φm, and t in four points of the studied poplar log during its 50 h 
freezing and 70 h subsequent defrosting. 

intervals of 15 min. The left coordinate axis on the figures is graduated at % of φm, 
and the left one is graduated at °C of t. 

The initial temperature, tw0, basic density, ρb, moisture content, u, duration of 
the freezing, τfr, and duration of the subsequent defrosting, τdfr, of the logs during 
the experiments were as follow: 

• for the beech log: tw0 = 22.4°C, ρb = 684 kg˜kg °1, u = 0.63 kg˜kg °1, τfr = 50 h, 
and τdfr = 50 h; 

• for the poplar log: tw0 = 19.8°C, ρb = 359 kg˜kg °1, u = 1.44 kg˜kg °1, τfr = 50 h, 
and τdfr = 70 h. 
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3.2 Mathematical description of the air medium temperature during logs’ 
freezing and subsequent defrosting 

The change in the shown on Figures 5 and 6 freezing and defrosting air medium 
temperatures, Тm�fr and Тm�dfr, with very high accuracy (correlation 0.98 and Root 
Square Mean Error (RSME), σ < 1.0°C) has been approximated with the help of 
the software package Table Curve 2D (http://www.sigmaplot.co.uk/products/table 
curve2d/tablecurve2d.php) by the following equations: 

• during the freezing of the beech log: 

afr þ cfrτ0:5 Тm�fr ¼ , (48)
1 þ bfrτ0:5 

whose coefficients are equal to: 

аfr = 294.3352069, bfr = 0.010648218, cfr = 2.468350514; 

• during the freezing of the poplar log: 

afr þ cfrτ þ еfrτ2 þ gfrτ
3 

Тm�fr ¼ (49)
1 þ bfrτ þ dfrτ2 þ f frτ3 þ hfrτ4 

, 

whose coefficients are equal to: аfr = 301.8210985, bfr = 0.0004515197, 
cfr = 0.111484207, dfr = �6.6585073�10�9, efr = �1.6653�10�6, ffr = 2.52712�10�14, 
gfr = 6.46801�10�12, hfr = 2.94924�10�21; 

• during the defrosting of both the beech and poplar logs: 

adfr þ cdfrτ0:5 Тm�dfr ¼ , (50)
1 þ bdfrτ0:5 

whose coefficients are equal to as follows: 
аdfr = 297.1420433, bdfr = �0.00237763, cdfr = �0.70526837 for the beech log; 
аdfr = 296.3637194, bdfr = �0.00236425, cdfr = �0.69281743 for the poplar log. 
Eqs. (48) and (49) were used for the solving of Eqs. (3) and (7) and Eq. (50) was 

used for the solving of Eqs. (4) and (8) of the model. 

4. Numerical solution of the mathematical models of the logs’ freezing 
and subsequent defrosting processes 

For the numerical solution of the mutually connected mathematical models, a 
software package was prepared in Visual FORTRAN Professional developed by 
Microsoft. Using the package, computations were carried out for the determination 
of the 2D non-stationary change of t in the characteristic points of ¼ of the longi-
tudinal sections of the studied logs, whose experimentally determined temperature 
fields are presented on Figures 3 and 4. 

The models have been solved with the help of explicit schemes of the finite 
difference method in a way, analogous to the one used and described in [8–10, 18, 19]. 
For the computation of the temperature distribution in ¼ of the longitudinal 
section of the logs, which is mirror symmetrical towards the remaining 3/4 of the 
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same section, the models were solved with step Δr = Δz = 0.006 m along the 
coordinates r and z and with the same initial and boundary conditions, as they were 
during the experimental research. 

During the solving of the models, mathematical descriptions of the thermo-
293:15physical characteristics of beech wood with ufsp ¼ 0:31 kg�kg�1, Kwr = 1.35, and 
293:15Kwp = 2.40, and also of poplar sapwood with ufsp ¼ 0:35 kg�kg�1, Kwr = 1.48, and 

Kwp = 2.88 [8, 10]. 
The mathematical models of the logs’ freezing and subsequent defrosting pro-

cesses have been solved with different values of the exponents Еfr and Еdfr in 
Eqs. (15)–(18). The calculated by the models change of the temperature in the four 
characteristic points of the longitudinal logs’sections with each of the used values of 
Еfr and Еdfr during the freezing and defrosting has been compared mathematically 
with the corresponding one experimentally determined change of t in the same 
points with an interval of 15 min. The aim of this comparison was to find that the 
values of Еfr and Еdfr, which ensures the best qualitative and quantitative compli-
ance between the calculated and experimentally determined temperature fields in 
the logs’ longitudinal sections. 

As a criterion of the best compliance between the compared values of the 
temperature total for the four characteristic points the minimum value of RSME, 
σavg, has been used. 

The average value of RSME, σavg, has been calculated according to the following 
equation: 

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi u � �2 u∑N tcalc exp t n¼1∑
P
p¼1 p, n � tp,n 

σavg ¼ , (51)
P � ðN � 1Þ 

expwhere tcalc and tp,n are the calculated and experimentally established tempera-p,n 

tures in the characteristic points; p—number of the characteristic points in the log’s 
longitudinal section: р = 1, 2, 3, 4, i.e., Р = 4 is inputted into Eq. (51); n—number of 
the moments of the freezing and subsequent defrosting processes: n = 1, 2, 3,,….., 
N = (τfr+τdfr)/(150Δτ) because of the circumstance that the comparison of the 
calculated values of t with experimentally determined values in the same points has 
been made with an interval of 15 min = 900 s = 150Δτ. 

For the determination of σavg software program in the calculation environment 
of MS Excel has been prepared. At τfr+τdfr = 100 h for the beech log and at τfr+τdfr = 120 h 
for the poplar log, RSME has been calculated with the help of the program simul-
taneously for total (N + 1)�P = 1604 temperature–time points for the beech log and 
for total 1924 such points for the poplar log during their freezing and subsequent 
defrosting. It was determined that the minimum values of RSME overall for the 
studied 4 characteristic points are equal to σavg = 1.29°C for the beech log and to 
σavg = 1.50°C for the poplar log. 

The minimum values of σavg were obtained with the following values of the 
exponents in Eqs. (15)–(18): 

• for the beech log: Еfr = 0.52 and Еdfr = 0.32; 

• for the poplar log: Еfr = 0.43 and Еdfr = 0.22. 

Figures 7 and 8 presents the calculated change in tm�fr and tm�dfr, which are 
represented unitedly as tm, and also in logs’ surface temperature ts and t of 4 
characteristic points of the studied beech and poplar logs respectively. 
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Figure 7. 
Experimentally determined and calculated change in tm, φm, and t in four points of the beech log during its 50 h 
freezing and 50 h subsequent defrosting. 

Figure 8. 
Experimentally determined and calculated change in tm, φm, and t in four points of the poplar log during its 
50 h freezing and 70 h subsequent defrosting. 

The comparison to each other of the analogical curves on Figures 5 and 7, and 
also on Figures 6 and 8 shows good conformity between the calculated and exper-
imentally determined changes in the very complicated temperature fields of the 
studied logs during their freezing and subsequent defrosting. 

During our wide simulations with the mathematical models, we observed good 
compliance between computed and experimentally established temperature fields 
of logs various wood species with different moisture content. 

The overall RSME for the studied 4 characteristic points in the logs does not 
exceed 5% of the temperature ranges between the initial and the end temperatures 
of the logs subjected to freezing or subjected to subsequent defrosting. 

5. Conclusions 

This chapter describes the creation, solution, and validation of two mutually 
connected 2D non-linear mathematical models for the transient heat conduction in 
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subjected to freezing and subsequent defrosting logs with any u ≥ ufsp. The model of 
the freezing process takes into account the impact of the internal sources of latent 
heat of both the free and bound water on the temperature distribution. The both 
models reflect the impact of the temperature on the fiber saturation point of each 
wood species, with whose participation the current values of the thermo-physical 
characteristics in each separate volume point of the subjected to freezing and 
subsequent defrosting logs are computed. 

The mechanism of the temperature distribution in the longitudinal section of the 
logs during their freezing and subsequent defrosting has been mathematically 
described by 2D equations of heat conduction. Boundary conditions for convective 
heat transfer have been implemented in the models. For the transformation of both 
models into discrete analogues, which are suitable for programming, an explicit 
form of the finite-difference method has been used. 

For the numerical solution of the discrete analogues of the models a software 
package has been prepared using the programming language FORTRAN, which has 
been input in the calculation environment of Visual Fortran Professional. 

A validation of the models towards own experimentally determined 2D temper-
ature distribution in beech and poplar logs with a diameter of 0.24 m, length of 
0.48 m during their separate 50 h freezing in a freezer and many hours subsequent 
defrosting at room temperature has been carried out. The influence of the curvilin-
ear changing temperature of the air medium in the freezer until reaching of 
approximately ˜30°C and also of the air processing medium during the defrosting 
of logs has been investigated. The following minimum values of the average RSME 
total for the temperature change in four characteristic points in each of the logs 
have been obtained: 

• σavg = 1.29°C for the beech log with two = 22.4°C, ρb = 684 kg°m˜3, and 
u = 0.63 kg°kg˜1; 

• σavg = 1.50°C for the poplar log with two = 19.8°C, ρb = 359 kg°m˜3, and 
u = 1.44 kg°kg˜1. 

During our experimental research it has been determined that in situated on the 
logs’ inner layers characteristic points the specific practically horizontal sections of 
retention of the temperature for many hours in the range from 0 to ˜1°С arise, 
while in these layers a complete freezing of the free water occurs. Analogous 
retention of the temperature in the range from ˜1 to 0°C arises during the logs’ 
defrosting. The further the point is distanced from the logs’ surfaces and the larger 
the amount of the free water in the wood is, that much more these sections with 
temperature retention are extended. Our simulations show that this phenomenon of 
the freezing and defrosting processes has been correctly reflected in the models (see 
Figures 7 and 8). 

Good adequacy and precision of the models towards the results from wide own 
experimental studies allow for the carrying out of various calculations with the 
models, which are connected to the non-stationary temperature distribution in logs 
from different wood species during their freezing and subsequent defrosting. 

The validation of the models with curvilinear change in the temperature of both 
the freezing and defrosting air mediums will allow us in the future to solve the 
models with curvilinear changing of the climate temperature [29] over many winter 
days and nights. The solution will allow for the calculation of the temperature 
distribution, icing degrees from both the free and bound water, and also different 
energy characteristics of logs for each desired moment of the their freezing and 
subsequent defrosting. 
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The mutually connected models of the freezing and defrosting processes can be 
applied for the development of scientifically based and energy saving optimized 
regimes for thermal treatment of frozen logs and also in the software for controllers 
used for model predictive automatic control [21, 22, 30] of this treatment. 

Nomenclature 

c specific heat capacity, J˜kg °1˜K °1 

D diameter, m 
E exponent, ° 
L latent heat, J˜kg °1, or length, m 
q internal heat source, W˜m °3 

R radius, m 
r radial coordinate: 0 ≤ r ≤ R, m  
T temperature, K 
t temperature, °C 
u moisture content, kg˜kg °1 = %/100 
z longitudinal coordinate: 0 ≤ z ≤ L/2, m 
α heat transfer coefficients between log’s surfaces and the sur-

rounding air medium, W˜m °2 ˜K °1 

°1˜K °1λ thermal conductivity, W˜m 
φ relative humidity, % 
ρ density, kg˜m °3 

σ root square mean error (RSME), °C 
τ time, s 
Δr step along the coordinates r and z for solving of the models, m 
Δτ step along the time coordinate for solving of the models, s 
Subscripts 
avg average (for relative icing degree or for root square mean error) 
b basic (for wood density, based on dry mass divided to green 

volume) 
bw bound water 
bwm maximum possible amount of the bound water in the wood 
cr crystallization 
dfre end of defrosting 
fr freezing 
fre end of freezing 
fsp fiber saturation point 
fw free water 
i knot of the calculation mesh in the direction along the logs’ 

radius: i = 1, 2, 3,…, 21. 
k knot of the calculation mesh in longitudinal direction of the logs: 

k = 1, 2, 3, …, 41. 
Lat latent heat 
m medium (for the air during the logs’ freezing and defrosting) 
p parallel to the wood fibers 
r radial direction 
v volume 
w wood 
we wood effective (for specific heat capacity) 
w-fr wood with frozen water in it 
w-nfr wood with fully liquid water in it 
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initial or at 0°C 
wop parallel to the wood fibers at °C 
wor radial direction of wood at °C 

Superscripts 
n current number of the step Δτ along the time coordinate: n = 0, 

1, 2,… 
272.15 at 272.15 K, i.e. at ˜1°C 
293.15 at 293.15 K, i.e. at 20°C 
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Chapter 14

Minimal Dissipation Processes in
Irreversible Thermodynamics and
Their Applications
Margarita Anatolyevna Zaeva and Anatoly Mikhailovich Tsirlin

Abstract

It is known that the maximum efficiency of conversion of thermal energy into
mechanical work or separation work is achieved in reversible processes. If the
intensity of the target flux is set, the processes in the thermodynamic system are
irreversible. In this case, the role of reversible processes is played by the processes
of minimal dissipation. The review presents the derivation of conditions for mini-
mum dissipation in general form and their specification for heat and mass transfer
processes with arbitrary dynamics. It is shown how these conditions follow the
solution of problems on the optimal organization of two-flux and multiflux heat
exchange. The algorithm for the synthesis of heat exchange systems with given
water equivalents and the phase state of the flows is described. The form of the
region of realizability of systems using thermal energy and the problem of choosing
the order of separation of multicomponent mixtures with the minimum specific
heat consumption are considered. It is shown that the efficiency of the rectification
processes in the marginal productivity mode monotonously depends on the revers-
ible efficiency, which makes it possible to ignore irreversible factors for choosing
the order of separation in this mode.

Keywords: entropy production, conditions of minimal dissipation, optimal heat
transfer, multithreaded heat exchange system, rectification, separation of
multicomponent mixtures, boundary of the realizability of thermal machines

1. Problems and methodology of finite-time thermodynamics

Applied thermodynamics originates from the work of Sadi Carnot in 1824 [1].
One of the problems of thermodynamics is the study of problems on the limiting
possibilities of thermodynamic systems. For a long time, these tasks boiled down to
finding the maximum efficiency of heat and refrigeration machines, separation
systems, and various chemical processes. The solution of these problems led to the
fact that the maximum efficiency value was determined in the case when the
process under study was reversible. Reversibility will include processes in which the
coefficients of heat and mass transfer are arbitrarily large or the fluxes of energy
and matter in the system under study are arbitrarily small. With the development of
nuclear energy, a new task was set—to obtain such a cycle of a heat engine that
would correspond to its maximum power with certain fixed exchange ratios with
sources. This task is due to the fact that the capital expenditures for the construction
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of nuclear power facilities are high with a relatively low cost of fuel spent. Variants 
of solving the problem of optimization thermodynamics were proposed in [2, 3]. 

Further development of finite-time thermodynamics was stimulated by a great 
deal of work of very many investigators. Here, we list names of just a few first 
researchers: R.S. Berry, B. Andresen, K.H. Hoffmann, P. Salamon, L.I. Rozonoer, 
and some others (see [1–32]). 

Typical problems of optimization thermodynamics include the following: pro-
cesses with minimal irreversibility; determination of the limiting possibilities of 
heat engines, cold cycles, and heat pumps (maximum power, maximum efficiency, 
many realizable modes); and analysis of the processes of separation of mixtures. 

The general approach to solving problems is as follows. It is assumed that the 
whole system is divided into subsystems. In each subsystem, at any time moment, 
the deviations of the intensive variables from their average values over the volume 
are negligible. Consequently, the change of these variables (temperatures, pres-
sures, etc.) occurs only at the boundaries of the subsystems, which means that the 
system as a whole is in a nonequilibrium state. This assumption makes it possible to 
use the equation of state in the description of individual subsystems, which are valid 
under equilibrium conditions, and ordinary differential equations can be used to 
describe the dynamics of the subsystems. The solution of extremal problems in this 
case is performed by methods of the optimal control theory for lumped parameter 
systems. 

To study the limiting possibilities of thermodynamic systems, it is first necessary 
to make balance relations for matter, energy, and entropy. Moreover, the balance 
ratio for entropy includes dissipation σ, that is, the production of entropy. It char-
acterizes the irreversibility of processes in the system. If all processes are reversible, 
then the dissipation is zero. If the processes are irreversible, then dissipation takes 
positive values. Dissipation depends on the dynamics of the processes. The set of 
realizability of the system in the parameter space of input and output streams is 
determined by the nonnegativity of dissipation. Reversible processes lie on the 
boundary of this set. 

When a minimum possible dissipation is found as a function of flux intensities, 
then the inequality σ ≥ σmin holds in an arbitrary real system; this contracts the 
region of realization. In this formulation, the set obtained incorporates the effects of 
process dynamics, the magnitude of fluxes, and the system’s extent (due to the 
presence of heat and mass transfer coefficients). 

In any real system, it is possible to narrow the realizability region if we find the 
minimum possible dissipation value as a function of the flux intensity (σ ≥ σmin). 
This will take into account the dynamics, the flux intensity, and even the size of the 
installation through the coefficients of heat and mass transfer. 

Then, from the balance equations, it is necessary to derive the connection 
between the system performance indicators and dissipation σ. Performance indica-
tors usually monotonically deteriorate with the increase of σ. The best values of 
efficiency indicators are achieved in a reversible process, which allows using them 
similarly to the Carnot efficiency indicators. 

Next, it is necessary to solve the problem of the organization of processes in such 
a way that, with the given constraints, the dissipation as a function of the flux 
intensities is minimal. This is the most difficult step in analyzing the capabilities of 
thermodynamic systems. 

Consider the process of studying the limiting possibilities in more detail, and 
begin with thermodynamic balances. Thermodynamic balances show the relation-
ship between the fluxes (matter, energy, and entropy) that the system exchanges 
with the environment and the changes in these values in the system [19]. Let us 
summarize all the fluxes, considering incoming fluxes as positive and outcoming 
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fluxes as negative. Fluxes can be convective and diffusive. Convective fluxes are 
forced into the system and removed from it. The diffusive flux depends on the 
differences between the intensive variables of the system at the point where it 
enters and the intensive variables of the environment. 

The energy balance shows the rate of change in the energy of a system, which is 
determined by the flux of energy that enters or is removed along with the convec-
tive fluxes of matter, the change in energy due to the diffusional exchange of 
matter, the currents of conductively transmitted heat, and the power of the work 
done. Material balance shows the change in the number of moles of substances in 
the system. Entropy balance shows the change in the entropy of the system, which 
occurs due to the influx of entropy together with the incoming substances, the 
influx or removal of heat, and the production of entropy due to the irreversibility of 
exchange processes. 

If the system operates cyclically, the balances can be recorded on average for the 
equipment working cycle. In this case, the total change in energy, amount of 
matter, and entropy per cycle is zero, since the state of the system at the start and 
the end of the cycle is the same. Balances are transformed into a system of relations 
of averages over cycle-averaged components. 

The equations of thermodynamic balances show the relationship between pro-
cess efficiency indicators, external fluxes, and the structure of the system. The 
increase in entropy σ causes an increase in the entropy of output fluxes. At the same 
time, either the temperature of the fluxes at the outlet decreases, or the outlet flux 
of heat increases at a constant temperature. This leads to a reduction in the work of 
separation, the mechanical work produced by the system. 

Consider the operation of a thermal machine that converts the heat received 
from a hot source with temperature Tþ into work. The working fluid gives a part of 
the energy to a cold source with a temperature T�. The working fluid changes its 
state cyclically. As an indicator of efficiency, we will consider the thermal efficiency 
(η ¼ p=qþ)—the ratio of the work produced to the amount of heat collected from a 
hot source. 

Let us denote the average intensity of the heat flux taken from the hot source qþ 

and that given to the cold source, q�. For the generated power p, we write the 
equations of energy balances: 

q � q � p ¼ 0, (1)þ � 

and 

qþ q�� þ σ ¼ 0: (2)
Tþ T� 

Since the state of the working fluid either does not change in time (for steam and 
gas turbines) or changes cyclically (for steam engines), then there are zeros in the 
right parts of the equations. 

Thermal efficiency η ¼ p=qþ follows from Eq. (1) in the form 

p q�η ¼ ¼ 1 � : (3)
qþ qþ 

Taking into account the fact that the Eq. (2) implies 

q T� T�¼ þ σ : (4)
qþ Tþ qþ 
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Therefore, 

T� T� 1 � T�=Tþη ¼ 1 � � σ ¼ : (5)
Tþ qþ 1 þ σT�=p 

Thermal efficiency η is equal to Carnot efficiency when any irreversible phe-
nomena are absent in the system. 

The growth of σ leads to a growth entropy of output streams; under other equal 
conditions, this growth reduces the flux temperature at the outlet or at a fixed 
temperature increases the waste heat flux. And in this and in another case, this leads 
to a decrease in the mechanical work produced by the system or the work of 
separation. Energy efficiency of thermodynamic system, characterized by the rela-
tion of useful work, produced in it, to the energy costs, reaches a maximum in the 
invertible processes, when σ ¼ 0. 

2. Processes with a minimal dissipation 

It is known that the maximum efficiency of conversion of thermal energy into 
mechanical work or separation work is achieved in reversible processes. If the 
intensity of the target flux is set, the processes in the thermodynamic system are 
irreversible. In this case, the role of reversible processes is played by the processes 
of minimal dissipation, so it is necessary to determine conditions under which 
thermodynamic processes exhibit minimal dissipation for a prescribed average 
intensity (prescribed averaged value of driving forces). 

2.1 The minimal dissipation’s conditions 

Consider two systems interacting with each other. Intensive variables for the ith 
system will be denoted by ui and extensive variables by xi. In general, these are 
vector variables. When systems are in contact, the difference between u1 and u2 
leads to the appearance of flux J uð 1; u2Þ. Function J is continuous, is differentiable, 
and has the following properties: 

∂Jj >0,
∂u1j 

∂Jj 
∂u2j 

<0, 
, (6) 

J u1; u2ð  Þ ¼ 0, at u2 ¼ u1 

for scalar u1 and u2. 
The difference between vectors u1 and u2 (of the same sign as flux Jj) leads to 

appearance of driving forces Xj. Each force defines exclusively u1j and u2j, satisfying 
conditions analogous to those in Eq. (6). Entropy production σ, which characterizes 
the process irreversibility, is equal to the scalar product of the flux vector and the 
driving force vector, and average value of entropy is described by the formula 

ZL 
1 m � � 

σ ¼ ∑ Jjðu1; u2ÞXj u1j; u2j dl, (7)
L j¼1 

0 

where the independent variable l has the interpretation of a space-time or a 
contacting area measure. The integrand of this functional is defined non-negatively. 
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We shall assume that in our algorithm (at least) one intensive variable appears, 
by definition u2ð Þl , which may assume its values from within a certain manifold V. 
Yet, because of the variability of extensive variables of the first subsystem
dY1j ¼ �Jjðu1; u2Þ , the second variable changes in accordance with the formula dl 

du1j ¼ φjðu1; u2Þ, u1ð0Þ ¼ u10, j  ¼ 1,…, m: (8)
dl 

Average values of all or some selected fluxes are prescribed: 

ZL 
1 

Jjðu1; u2Þdl ¼ Jj , j ¼ 1,…, k1, k1 ≤ m: (9)
L 

0 

Further on, we consider only the case of a scalar flux. The problem for vector 
fluxes and its solution is considered with details in [32, 33]. 

The scalar flux problem involves minimizing of the integral 

ZL 
1 

σ ¼ J uð 1; u2ÞX uð 1; u2Þdl ! min (10)
L u2 ∈ V 

0 

subject to constraining conditions: 

du1 ¼ φðu1; u2Þ, u1ð0Þ ¼ u10, (11)
dl 

ZL 
1 

J uð 1; u2Þdl ¼ J: (12)
L 

0 

The problem (10)–(12) simplifies in an important case when the rate of change 
of variable u1 is proportional to the flux: 

φðu1; u2Þ ¼ c uð Þ1 J uð 1; u2Þ: (13) 

In this case the condition of minimal dissipation assumes the form 

∂J uð 1; u2Þ ∂X uð 1; u2ÞJ2ðu1; u2Þ ¼ λ2 : , (14)
∂u2 ∂u2 

whereas the condition of prescribed flux intensity can be written as 

u1LZ
du1 ¼ J � L: (15)
c uð Þ1 

u10 

∗The value of u1L is determined regardless of the optimal solution u u1 .ð Þ2 
If the flux is proportional to the driving force with constant coefficient α, then 

the minimum entropy production equals 

2J 
σ ¼ : (16)

α 
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2.2 Minimal dissipation’s conditions of selected processes 

Consider the conditions for the minimum dissipation of heat exchange. Let us 
take the temperature of the body being heated as the controlling intense variable. 
The driving force in the minimum dissipation problem is 

1 1
X Tð 1; T2Þ ¼  � , (17)

T2 T1 

whereas the heat flux is q T1; T2Þ. In the majority of cases, we may assume theð 
energy balance in the form 

dT1 1 ¼ �  q T1; T2Þ, T1ð0Þ ¼ T10, (18)ð
dl c1 T1ð Þ  

where c1 T1ð Þ is the heat capacity of the hot source. 
If the process takes place in time, then the parameter l has the meaning of time, 

and the parameter L—the duration of the process. If a pipe heat exchanger is 
considered, in which the hot flux temperature changes from section to section, the 
value of c is the water equivalent of the flux, and L is the length of the heat 
exchanger. 

In agreement with conditions (14), (15) describing the minimum dissipation 
subject a prescribed average intensity of heat flux q, we can obtain a condition of 
minimum dissipation for an arbitrary law of heat transfer: 

q2ðT1; T2Þ : ∂q T2
2 ¼ �λ2 ¼ const, (19)

∂T2 

ZT10 ZT10 ð ÞdT1c1 T1c1ð ÞT1 dT1 ¼ q � L, ¼ L: (20)
q T1; T2Þð 

T1L T1L 

The first of these conditions determines T ∗ ðT1; λ2Þ, second—T1L, and third— 2 
constant λ2. 

For the Newtonian law of heat transfer 

q ¼ αðT1 � T2Þ (21) 

with a constant heat capacity (water equivalent) c, we obtain from conditions 
(18)–(20) 

� �2 
2 T1α2ðT1 � T2Þ ¼ �λ2ð�αÞT2

2 ) α � 1 ¼ λ2: (22)
T2 

Therefore, for an arbitrary l of an optimal process, the ratio T
T 
2

1 should be con-
stant. This constant equals 

rffiffiffiffi 
T1 λ2¼ 1 þ : (23)
T2 α 

As it follows from Eq. (20), T1L ¼ T10 � qL=c. Finally, the condition (20) leads 
to the following equality: 
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qffiffiffi 
λ2 � � 
α c qL qffiffiffi ¼ �  ln 1 � : (24)

λ2 αL cT101 þ α 

Substituting Eqs. (23) and (24) into the expression 

ZT10 � � 
c 1 1 

σ ¼ � dT1, (25)
L ð ÞT2 T1 T1 

T1L 

minimal entropy production is obtained in the form 

qL c2ln 2 1 � 
σmin ¼ h � 

cT10 �i : (26) 
αL þ c ln 1 � cT

qL 
10 

L 

Table 1 presents analogous conditions of minimal dissipation for some well-
known processes and corresponding expressions for minimal entropy production. 

As shown in [34], the conditions of minimal dissipation make it significantly 
easier to estimate the limiting possibilities of thermodynamic systems. In a system 
with multithreaded heat exchange [35], the total heat load q and the total heat 
transfer coefficient α are fixed. At the input of the system, k heating fluxes with 
temperatures Ti0 and water equivalents Wi come in. It is necessary to choose the 
parameters of heat fluxes, the structure of the system, and the distribution of heat 
transfer coefficients. 

The conditions under which the minimum possible production of the entropy of 
the σ ∗ trait is reached are also defined in [34]: (1) At each point of contact of the 
heating and heated streams, the minimum dissipation conditions must be satisfied. 
(2) Temperatures of heating fluxes at the outlet of the system should be equal to each 
other, as well as the temperature of the heated fluxes at the outlet. (3) Heating fluxes, in 

Process Conditions of minimal dissipation and entropy 
production 

Heat transfer q ¼ α T2 � T1ð Þ T1 lð Þ  ¼ 1 � β 
T2 lð Þ αL; σmin ¼ β2 

αL�β� � 
qβ ¼ Wln 1 � WT1 0ð Þ  

Vector flux, linearly depending on driving forces 
J ¼ LX 

T
X ¼ const. J ¼ J; σmin ¼ J L�1J 

One-sided isothermal mass transfer 
g c1; c2ð  Þ ¼ k c1 lð ð Þ � c2 lð ÞÞ 

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi p
c2 lð Þ ¼ c1 lð Þ þ m � lð Þm þ m 

2 c1 4 
c1R0ð Þ  

GdC1ffiffiffiffiffiffiffiffiffiffi p ¼ L;
k 1� m mð c2Þ c1mþ �

c1 Lð Þ  1 4 2 

c1R0ð Þ  
RG c1 dc1σmin ¼ 2 ln ffiffiffiffiffiffiffiffiffiffiffiffi p

1�ð c1Þ m m2 
c1 Lð Þ  c1þ 2 � c1mþ 4 

Two-sided isothermal equimolar mass transfer ∂g ∂g c2ð Þl ð1�c2ð Þl Þ = ¼ m
∂c1 ∂c2 c1ð Þl ð1�c1ð Þl Þ 
dc1 ð Þ¼ � g c1 ;c2 
dl G1 

ð  Þ ¼ c1L;c1ð0Þ ¼ C10, c1 L
L h iR c1ð1�c2Þσmin ¼ R gðc1; c2Þln dl c2ð1�c1Þ 
0 

Table 1. 
Conditions of minimal dissipation in thermodynamic processes. 
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which the inlet temperature is less than the calculated temperature T, do not participate 
in heat exchange. 

Computational relations for Newtonian heat transfer are 

9 >>>>>>>>>>>>>>>>>>>>>= 

∑k 
i¼1Ti0Wi � q

T ¼ ,
∑k 

i¼1Wi 

∗ ðTi0Þ ¼ Wi Ti0 � Tq , 

αWi ln Ti0 � ln T 
α ∗ ðTi0Þ ¼  � ,

∑k 
i¼1Wi ln Ti0 � ln T (27)>>>>>>>>>>>>>>>>>>>>>; 

k1 
∑Wim ¼ 1 � ln Ti0 � ln T ,

α i¼1 

2ð1 �mÞ 
σ ∗ ¼ α , 

m 
∗α ∗ ðTi0Þ ¼ q ðTi0Þ ¼ Wi ¼ 0, Ti0 ≤ T: 

The system in which the entropy production calculated with parameters of all 
fluxes 

Tout 
νσ ¼ ∑ Wνln (28)

Tin 
ν ν 

is lower than a certain value cannot exist in reality. 
Analogous relations can easily be obtained in the case when the inlet parameters 

of heated fluxes are prescribed. 

3. Synthesis of heat exchange systems 

In [36] the problem of the limiting possibilities of the heat exchange system 
(“ideal” heat exchange) was considered. The minimum possible entropy production 
σ ∗ was found in the system with the given values of water equivalents and input 
temperatures of hot or cold fluxes and given the total heat load and the total heat 
transfer coefficient. It is shown that for the case when the heat flux is proportional 
to the temperature difference (Newtonian dynamics), this irreversibility limit can 
be reached if at each point of contact the ratio of the absolute temperatures of the 
fluxes is the same, and their temperatures at the outlet of the system are the same 
for all fluxes whose input temperatures are fixed (hot or cold). 

Conditions of ideal heat exchange impose very strict requirements on the char-
acteristics of the system: 

—Each double-flux cell must be a counter-flux heat exchanger. 
—The ratio of the water equivalents of the hot and cold flux in it should be equal 

to the ratio in degrees Kelvin of the temperature of the cold flux at the outlet of the 
heat exchange cell to the temperature of the hot flux at its inlet—conditions of 
thermodynamic consistency. 

—This ratio and its corresponding minimum possible entropy production at 
fixed temperatures and water equivalents of hot fluxes are related to their inlet 
temperatures T0 

i , the water equivalents Wi, and the total heat transfer coefficient 
K as: 
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n 9 >m ¼ 1 � 
1 
∑Wi ln T0 

i � ln Tþ , >>K = i¼1 
(29)

2 >>ð1 � mÞ 
σ ∗ ;> ¼ K : 

m 

—The temperature of the hot streams at the outlet should be the same and, as it 
follows from the conditions of the energy balance, is equal to: 

∑k 
i¼1Ti0Wi � q

Tþ ¼ , (30)
∑k 

i¼1Wi 

—Hot fluxes with initial temperatures less than Tþ do not participate in the heat 
exchange system. 

If a part of the hot fluxes condenses in the process of heat transfer, then in 
the expression for m (Eq. (24)), the water equivalent of the corresponding 
term tends to infinity. Assign the index k to the condensing fluxes and find 
the limit. 

qkWk ln T0 
k � ln Tþ ¼ Wk ln T0 

k � ln Tk 
0 � when Wk tends to infinity. Wk 

Using L’Hospital’s rule to disclose the uncertainties, we find that 

qk qk gkrklim Wk ln T0 
k � ln T0 

k � ¼ ¼ : (31)
Wk!∞ Wk T0 

k Tbk 

Here, it is taken into account that the temperature T0 
k is equal to the condensa-

tion temperature and the thermal load is the product of the flux rate of the latent 
heat of vaporization. 

Thus, the expression for m in the presence of condensing fluxes will be rewritten 
in the form:

 ! 
1 � � gkrk m ¼ 1 � ∑ Wi ln T0 � ln Tþ þ ∑ : (32)
K i¼k 

i 
k Tbk 

In a multithreaded system integrated with the technological process, the values 
of water equivalents of both hot and cold fluxes are set, and often their outlet 
temperatures are set. Therefore, the performance of the ideal heat exchange system 
cannot be achieved. It is natural to set the task of synthesis of the heat exchange 
system of the minimum irreversibility at more rigid restrictions on characteristics of 
streams. The conditions of ideal heat transfer can only serve as a “guiding star” like 
Carnot’s efficiency for thermal machines, and the value of the ratio σ ∗ to the real 
production of entropy in the designed system is an indicator of its thermodynamic 
perfection. 

Next, we propose the calculated relations for the bottom estimate of the mini-
mum dissipation in the system with the above restrictions and the synthesis of a 
hypothetical system in which such an estimate is implemented. 

Consider a multithreaded heat exchange system containing a set of hot (index i) 
and cold fluxes (index j), with given water equivalents Wi,Wj. For each of the cold 
(heated) fluxes, its inlet and outlet temperatures are set to T0 and Tj>T0 

j .j 

For hot (cooled) fluxes, except for water equivalents, their temperatures at the 
inlet to the heat exchanger T0 are set. If some flux in the system changes its phase i 
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state, then for it except water equivalents, the flux rate gi, gj and heat of vaporiza-
tion (condensation) ri, rj are fixed. The ambient temperature will be denoted as T0. 

Under these conditions, the thermal load of the system is equal to the total 
energy required for heating all cold fluxes and is determined by the equality: 

˜ ° 
q ¼ ∑ qj ¼ ∑ Wj Tj � T0 : (33)j

j j 

The difference in the conditions imposed on the hot and cold fluxes is due to the 
fact that for cold fluxes leaving the system with a temperature less than a 
predetermined one, heating is required, i.e., additional energy costs, and for hot 
ones, if their outlet temperature is greater than a predetermined one, cooling is 
required, which is much easier. 

Entropy production is the difference between the total entropy of outgoing 
fluxes and the total entropy of incoming fluxes. Initially, we assume that all fluxes 
enter and leave the system in the same phase state, the pressure change in the 
system is small, and the heat capacity is constant. Then, the change in the entropy 
of each flux is the product of its water equivalent by the logarithm of the ratio of its 
inlet and outlet temperatures in degrees Kelvin [37]. So, it follows from the condi-
tions of the thermodynamic entropy balance that: 

˜ ° ˛ ˝ 
σ ¼ σþ þ σ� ¼ ∑ Wi ln Ti � ln T0 

i þ ∑ Wj ln Tj � ln T0 
j : (34) 

i j 

The first of these terms is negative, the second is positive, and their sum is 
always greater than σ ∗ >0. 

Note that all variables determining the value of the entropy growth of cold 
fluxes are given by the conditions of the problem, so that the minimum entropy 
production corresponds to the minimum at a given thermal load of the first sum-
mand by temperatures Ti. 

The formal statement will take the form: 

˜ ° ˛ ˝ ˛ ˝ 
σþ ¼ ∑ Wi ln Ti � ln Ti 

0 ! min= ∑ Wi Ti 
0 � Ti ¼ q ¼ ∑ Wj Tj � Tj 

0 : (35) 
i i j 

The Lagrangian of this problem 

˛ ˝ ˛ ˝ 
L ¼ ∑ Wi ln Ti � ln T0 � λ ∑ Wi Ti � T0 : (36)i i 

i i 

The conditions of its stationarity in Ti lead to equality: 

1
Ti ¼ : (37)

λ 

Thus, in any water equivalents and input temperatures of hot streams, minimum 
dissipation corresponds to such an organization of heat transfer for which the tempera-
tures of hot streams at the exit are the same. 

In general, coolant fluxes at the system inlet can have different phase states: 
vapor, liquid, or vapor-liquid mixture. The same states can be at the output of the 
stream. 

—If the flux does not change its phase state, but changes only the temperature, 
then we assume that its temperature at the input to the cell T0 

k , the water equivalent 
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Wk, and for cold fluxes the temperature at the output Tk are known. The tempera-
ture of the hot streams at the output of the Tþ system is selectable (see Eq. (30)). 

—If the cold flux changes its phase state so that at the inlet it is a liquid at boiling 
point and at the outlet it is saturated with steam (let us define it as “evaporating”), 
the weight flux rate gj, the boiling point Tbj, and the heat of vaporization rj are 
given. The same is true for hot “condensing” streams. They have a saturated steam 
state at the inlet and a liquid state at the boiling point at the outlet. 

Thus, the first step in the synthesis algorithm of heat exchange systems is the 
preparation of initial data, in which actual fluxes and their characteristics are 
converted into calculated fluxes. They can be of two types: those that do not change 
their phase state (heated and cooled) and those that change it at the boiling point 
(evaporating and condensing). End-to-end fluxes are not included in the calcula-
tion. To calculate the total heat load production, use the following expression: 

˜ ° 
∑ Wjh Tjh � T0 

jh þ∑ gbjrbe ¼ q: (38) 
jh bj 

Minimum dissipation implies fulfillment of the “counterflow principle”: the cold 
streams with higher temperatures must be in contact with the hot flux with a higher 
temperature. The latter requirement, as well as the equality of temperatures of hot 
streams at the outlet, corresponds to the conditions of the ideal heat transfer [36]. 

As the hot fluxes move from one contact cell to the next, their temperature 
changes due to the recoil of the heat flux. At the output of the system, the heat flux 
given by them is q, and the temperature is Tþ. Let us denote by q the given heat load 
in some intermediate state of hot fluxes. As the hot streams cool down, it changes 
from zero to q. 

In this case, we assume that when the hot flux with the highest input tempera-
ture (first) is cooled to a temperature of T0

2 , the first and second fluxes are com-
bined, so that their water equivalents are summed. A similar union occurs with the 
third flux, etc., until the temperature of the equivalent hot flux drops to the previ-
ously calculated formula (30) Tþ. If a condensing flux is at a certain temperature 
Tbi in the number of hot fluxes, the temperature of the equivalent flux is constant 
and equal to Tbi until the equivalent flux transfers the heat of condensation 
qbi ¼ gbiri. The dependence of the temperature of the hot flux equivalent on the 
given heat load Tþð Þq , we will call the contact temperature of the hot fluxes. 

Cold fluxes are ordered by their outlet temperature, so that j ¼ 1 corresponds to 
the flux with the highest output temperature. For cold fluxes, the value of q is equal 
to the current required heat load, i.e., the heat they need to obtain to satisfy the 
conditions imposed on their temperature and output state. The greater the q, the 
lower the cold flux temperature corresponding to this value. In this case, we assume 
that when the temperature of the first flux decreases, two events are possible: 

1. Its temperature will drop to the set temperature at the output of the second 
stream. 

2. Its temperature will drop to its initial temperature. 

In the first case, the first cold flux is calculated combined with the second. In the 
second case, it is excluded from the system and transferred to the heating of the 
second stream. This procedure continues until an equivalent cold flux reaches the 
lowest cold flux temperature at the system inlet. The number of threads included in 
the equivalent cold flux is changed by adding fluxes with lower temperatures at the 
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outlet and due to the exclusion from streams with the highest temperatures at the 
entrance. But each value of q corresponds to the value of T�ð Þq of the contact 
temperature of cold fluxes. 

The dependencies of the current contact temperatures can be calculated from 
energy balance conditions similar to the expression (25). For equivalent hot flux: 

Þ∑SþðTþ WiT0 � qi¼1 iTþð Þ ¼q , (39)Þ 
i¼1 Wi∑SþðTþ

where SþðTþÞ is the set of indices of hot fluxes for which the inlet temperature is 
greater than the current contact temperature (T0 

i >Tþð Þq ). 
Similarly, for the contact temperature of the equivalent cold flux, we have: 

∑j∍S�ðT�ÞWjTj � q
T�ð Þ ¼q , (40)

∑j∍S�ðT�ÞWj 

where S�ðT�Þ is the set of indices of cold fluxes for which the contact tempera-
ture T� satisfies the inequality Tj>T�ð Þq >T0 

j . 
The curves of the current contact temperatures decrease monotonically with the 

growth of q, with Tþð Þq >T�ð Þq . On each of these curves, the points (nodes) are 
selected, in which either the composition of the fluxes entering the equivalent flux 
changes or the condensation/evaporation process takes place. In the latter case, 
horizontal sections appear on the curves. On the curve T�ð Þq , there can be vertical 
jumps if the flux temperature T0 

j >Tj�1. 
The interval δqν from one of the nodes on any of the contact curves to the 

nearest node on the same or another curve is characterized by the same composition 
and phase state of the contacting fluxes. We will call it the homogeneity interval. 

For each such interval of δqν, three combinations of contacting fluxes are possible: 

1. Both equivalent fluxes change their phase states. 

2. The hot equivalent flux is cooled and the cold is heated. 

3.One of the fluxes changes its phase state, and the other is cooled or heated. 

Contact temperature curves provide all the data necessary to calculate the heat 
transfer coefficient of the cell in which the contact is made: 

—Water equivalents of Wþ,W� is equal to the sum of the equivalents of water 
fluxes which are part of the equivalent contacting fluxes. 

—Temperatures of equivalent fluxes at the inlet and outlet of the interval of 
homogeneity is known. 

—The thermal load of such a computational cell is δqν. 
Depending on which of these contact combinations is implemented, it is possible 

to select the type of cell hydrodynamics and find Kν. Finding the heat transfer 
coefficient Kν for each ν interval of homogeneity and summing these coefficients 
over all intervals, we obtain the total coefficient K, which can be achieved by 
organizing the countercurrent heat exchange of equivalent fluxes. In turn, knowl-
edge of the heat load q and the total heat transfer coefficient allows us to calculate 
the minimum possible entropy production σ ∗ by the formula (29) and estimate the 
degree of thermodynamic perfection of the constructed system as η ¼ σ

σ0 
∗ 
, where σ0 

is total entropy production in the system. 
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4. The region of realizability of systems 

An irreversible factor affecting machine power or pump performance is 
finite heat transfer coefficients αi between heat sources and the working fluid. 
We substitute the minimum possible entropy production into Eq. (5) and obtain 
the condition determining the maximum power: 

p ¼ ηkq � σmin q T�: (41)þ þ 

As σmin qþ increases faster than qþ, there exist a maximum of power in the 
region of realizability. 

To minimize the production of entropy, it is necessary that with each contact of 
the working medium with the sources the conditions of minimum dissipation, 
which depend on the dynamics of heat transfer, are met. For a source of infinite 
capacity and the temperature of the working fluid in contact with, it should be 
constant. For Newtonian dynamics, the ratio of working fluid temperature and 
sources should have been constant. So, if the temperature of the source changes due 
to the final capacity, then the temperature of the working fluid should change, 
remaining proportional to the temperature of the source. 

For sources of infinite capacity, the optimal cycle of a heat machine with maxi-
mum power for any heat transfer dynamics should consist of two isotherms and two 
adiabats, and it turned out that the efficiency corresponding to the maximum 
power (it is called the Novikov-Curzon-Ahlborn, ηnca) is only a function of the 
Carnot efficiency: 

pffiffiffiffiffiffiffiffiffiffiffiffiffi 
ηnca ¼ 1 � 1 � ηC: (42) 

The maximum difference between ηC and ηnca is achieved when the ratio of 
absolute temperature of the hot and cold sources is 0.25, when ηC=0.75. 

For power that is less than the maximum possible, the maximum efficiency of 
the heat machine is equal to 

" rffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi# � �21 p p p2ηmaxð pÞ ¼ 1 � Tþ þ T� � � ðTþ � T�Þ þ � 2 ðTþ þ T�Þ :2Tþ α α α 

(43) 

In this case, α is expressed as 

αþα�α ¼ : (44)
αþ þ α� 

As p ! 0, the efficiency ηmax tends to Carnot efficiency and as 

�pffiffiffiffiffiffiffi pffiffiffiffiffiffiffi�2 
p ! p ¼ α Tþ � T� : (45)max 

Corresponding thermal efficiency approaches the efficiency value obtained by 
Novikov, Curzon, and Ahlborn (42). 

The nature of the set of realization modes is shown in Figure 1. 
Similar results can be obtained for the heat pumps. Since the flux of costs is 

mechanical energy, the set of realizable modes has the form of a convex upward and 
unbounded parabola. 
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Figure 1. 
Power of thermal machine as a function of driving heat flux. 

5. Rectification processes 

In the separation process, energy is spending on getting the work of separation. 
The work of separation can be obtained as an increase in the free energy of the streams 
leaving the system compared to the energy of the mixture flux at the system inlet. The 
energy expended can be thermal or mechanical. In systems of separation with thermal 
energy, the set of realizable modes coincides in the form with heat engines. In this 
case, the rectification processes will be the most important and energy-intensive. In 
the section below, the process of thermal separation of a two-component mixture is 
considered, and considerations which allow one to proceed to the determination of the 
order of separation of multicomponent mixtures are obtained. 

Let the following parameters be defined for a mixture of two components: 
qi, Ti, si, pi, hi, xi, μi —molar consumption, temperature, molar entropy, pressure, 
enthalpy, concentration of key component, and its chemical potential in ith stream. 
Assume the index i ¼ 0 for the separated stream, index i ¼ 1 for the stream of the 
enriched key component (for which x1>x0), and index i ¼ 2 for the stream cleared 
of the key component ðx2 < x0Þ. Heat flux q +, brought (coming) from a source ofþ 

temperature Tþ, is supplied to the separation system, whereas heat flux q� is 
rejected to a source of temperature T�. Equations of thermodynamic balances are of 
the form: 

g0 ¼ g1 þ g2, g0x0 � g1x1 � g2x2 ¼ 0, 

qþ � q� þ g0h0 � g1h1 � g2h2 ¼ 0, (46) 
qþ q�� þ g0s0 � g1s1 � g2s2 þ σ ¼ 0:
Tþ T� 

The ratio of target mass flux g1 and heat flux qþ may be accepted as the thermal 
efficiency of the separation process: 

g1η ¼ : (47)
qþ 

Using material balances of Eq. (46), we shall express g2 in terms of g1 and 
introduce coefficient a ¼ ðx1 � x0Þ=ðx0 � x2Þ. Then, the second flux satisfies 
g2 ¼ ag1. Eq. (46) assumes the forms 

qþ � q� þ g1ðΔh01 þ aΔh02Þ ¼ 0, (48) 

qþ q�� þ g1ðΔs01 þ aΔs02Þ þ σ ¼ 0: (49)
Tþ T� 
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Here, Δs01 ¼ s0 � s1, Δs02 ¼ s0 � s2 are the entropy increases, whereas 
Δh01 ¼ h0 � h1, Δh02 ¼ h0 � h2 are enthalpy increases in corresponding streams. 
It is mandatory that the concentrations of the key component in streams are 
prescribed. 

We transform Eq. (48) to the form q� ¼ qþ þ g1ðΔh01 þ aΔh02Þ and substitute 
the expression obtained into Eq. (49). The frontier of the realization set is charac-
terized by the following equation: 

˜ ° 
1 T� T� g1 ¼ 1 � q � σ : (50)
F Tþ þ F 

Here, F ¼ T�ðΔs01 þ aΔs02Þ � Δh01 � ah02. The increases of enthalpy and 
entropy contained in F have the forms 

Δh0i ¼ CpðT0 � TiÞ, i  ¼ 1, 2, (51) 

P0Δs0i ¼ Cp0ln T0 � Cpiln Ti � Rln þ Δsmix0 � Δsmix i, i  ¼ 1, 2:
Pi 

The entropy of mixing per one mole of mixture is: 

Δsmix i ¼ R½ð1 � xiÞln ð1 � xiÞ þ xiln xi�, i  ¼ 0, 2: (52) 

Note that the ratio T-/F depends on reversible factors only. In the reversible 
process, the entropy production σ is zero, and the thermal efficiency reaches a 
maximum equal to the multiplier at the heat flux in Eq. (42). 

As a productivity you can take any of the streams, even the stream of a separated 
mixture, because with given compositions of the streams they are proportional. 

A reversible estimate of the thermal efficiency of the separation process and the 
shape of the border of the realizability region can be clarified by finding the mini-
mum possible for a given productivity and dynamics of heat and mass transfer 
value σ and its dependence on the coefficients of dynamics and heat flux. 

If the dynamics of heat transfer can be approximated by the Fourier law and the 
mass transfer flux is proportional to the difference of chemical potentials, then the 
minimum dissipation is proportional to the square of the cost of heat. The boundary 
of the set of realizable modes in this case has a parabolic form 

2g ¼ bq � aq : (53) 

Then, the efficiency of a separation column in the maximum productivity mode 
is equal to one half of the reversible efficiency: 

η ∗ ¼ 0, 5η0 ¼ 0, 5b: (54) 

Qualitative expressions linking characteristic coefficients a and b with parame-
ters of the separation column were obtained [38]: 

˛ ˝ 
TB � TD ηk 1 1 2ðxD � xBÞ TDb ¼ ¼ , a ¼ þ þ : (55)
TBAG AG βBTBTþ βDTDT� kr2 AG 

Here, AG is the molar reversible work of mixture separation, equal to the differ-
ence between molar free energy of streams leaving the column and the free energy 
of raw stream, TD, TB are the temperatures in the condenser and the kettle of the 
column, r is the molar evaporation heat, βD, βB are the coefficients of heat exchange 

297 

http://dx.doi.org/10.5772/intechopen.84703


Heat and Mass Transfer - Advances in Science and Technology Applications 

in the condenser and the kettle, and k is the effective coefficient of mass transfer for 
column height. 

The coefficients a and b can be found not only by Eq. (55) but also by the results 
of measurements on the current column. This allows us to solve many problems 
associated with finding a set of realizability, including the problem of choosing the 
order of separation. It is important that the efficiency in maximum performance 
mode depends only on the reversible efficiency. The following condition, sufficient 
for to be independent of a, is valid. 

The sufficiency condition for independence of η ∗ of a [34]: 
ð ÞIf the partial derivative ∂σ a; b; q depends continuously on some scalar function zða; qÞ
∂q 

ð Þand the ratio σ a; b; q is a function of z, then the thermal efficiency in the maximum q 

productivity mode is defined exclusively in terms of variables b, characterizing the 
reversible process. The condition is satisfied for thermal machines and for binary 
rectification. 

In Figure 2 shows an example of the boundaries of realizable sets in cases where 
σðða; b; qÞÞ does not depend on a. 

With decreasing dynamic coefficients, the entropy production increases. The set 
of realizable modes is compressed, while the maximum performance points with a 
corresponding heat flux remain on a straight line with a slope of η ∗ : 

5.1 Order of separation: rule of temperature multipliers 

We arrange the substances according to the property γ used for separation 
(boiling point in the rectification processes). We normalize γ so that it is in the 
range from 0 to 1. The order of separation of substances may be direct or reverse. In 
the case of a direct order, the stream with the components γ < γ 1 is first separated, 
and then, the stream with large values of γ is divided into two sub-streams so that 
the first one has γ 1 ≤ γ < γ 2 and the second one γ ≥ γ 2. In the case of reverse 
order, the stream with the components γ > γ 2 is first separated, and then, the 
stream with lower values of γ is divided into two sub-streams so that the first one 
has γ 1 ≤ γ < γ 2 and the second one γ ≤ γ 1. 

Let A denote the work of separation of the mixture. The A includes the factor 
RT0, where R is the universal gas constant and T0 is the ambient temperature. 
Then, the entropy of the separated fluxes will decrease in proportion to the work of 
separation A. In a reversible case, a decrease in the entropy of the material flux 
should be compensated by an increase in the entropy of the heat flux. If Tþ and T� 

Figure 2. 
Nature of change of the realization frontier with the irreversibility increase. 
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are the temperatures of heat supply and removal, then the increase in entropy of the 
heat flux can be expressed as δsq ¼ qð1=T� � 1=TþÞ. The total cost of heat depends 
on the order of separation, while the total work does not depend on the order of 
separation. At each separation stage, the heat flux is proportional to the separation 

¼ TþT�work at this stage, with the proportionality multiplier K . TemperatureT Tþ�T� 

factors are determined by the choice of the separation boundary. Denote by KT1 and 
KT2 the temperature factors corresponding to the separation boundary γ 1 and γ 2, 
respectively, and by A21 and A22 the work of separation of the mixture in the 
second stage in the direct and inverse order of separation. The total cost of heat 
per mole of the input mixture in the direct and reverse order of separation can be 
written as: 

q1 ¼ KT1ðA0 � A21Þ þ KT2A21, q2 ¼ KT2ðA0 � A22Þ þ KT1A22: (56) 

To determine the separation order, it is necessary to calculate the difference: 

Δq ¼ ðKT1 � KT2Þ½A0 � A21 � A22�: (57) 

If the result of the calculation Eq. (57) is negative, then it is reasonable to choose 
a direct separation order. If the result is positive—a reverse order. 

In the case of a multistage system, this rule applies to each of two successive 
stages. It is easy to see that the expression in square brackets in Eq. (57) is non-
negative. From here follows the rule of temperature multipliers (see [39]): The 
separation boundaries must be chosen so that the temperature multipliers do not 
decrease from stage to stage. In the case when the separation efficiency in the 
maximum performance mode depends only on the reversible efficiency, the rule of 
temperature multipliers is also valid. It is important that the information that is 
needed to calculate temperature factors is much more accessible and accurate than 
the information on the dynamics of the processes in the column. 

6. Conclusions 

This chapter discusses the problems of optimization of thermodynamics and 
methods of analysis of systems and describes the types of thermodynamic balances, 
the relationship between the performance of the process, and the production of 
entropy. Also, it is shown that in the absence of irreversibility, the thermal effi-
ciency is equal to the Carnot efficiency. 

The conditions are found under which the thermodynamic processes at a given 
average intensity have minimal dissipation, expressions for determining the mini-
mum dissipation and entropy with the Newtonian heat transfer law are obtained, 
and expressions for the cases of vector flux, one-sided isothermal, and two-sided 
equimolar mass transfer are given. 

The synthesis algorithm makes it possible to build heat exchange systems with 
minimal irreversibility, in which restrictions on water equivalents, temperatures, 
and phase states of the flows are fulfilled, which imply combining the fluxes into 
two equivalent ones. The nature of the set of realizable modes of heat engines and 
pumps is described. It is shown that the efficiency corresponding to the maximum 
power mode does not depend on heat transfer coefficients, but is only a function of 
the Carnot efficiency. 

Separation processes are considered, and estimates of the thermal efficiency of 
the separation process and the shape of the realizable area boundary are obtained 
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for them. It is shown that the efficiency in the mode of maximum performance 
depends only on the reversible efficiency. The rule of temperature multipliers is 
described, which allows to determine the separation order in multistage systems. 
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Chapter 15

Thermal Properties on Metals at
Cryogenic Temperatures
Cemil Koyunoğlu

Abstract

The thermophysical and some other properties of solids are of great importance
for the use in the chemical, military, and even aerospace industries and for the design
of efficient cryogenic equipment. Considering the heat loads, cooling, thermal fluc-
tuations, or stresses or cryogenic fluids in boilers, the thermophysical properties
should be considered. There is a considerable literature on the mechanical and struc-
tural properties of solids at cryogenic temperatures, but unfortunately there is not
enough literature available for thermophysical properties. This chapter is
recommended to close this gap. This chapter basically states: thermophysical proper-
ties of metals at cryogenic temperatures, specific heats, and thermal conductivity.

Keywords: cryogenic temperature, specific heat, thermal conductivity, advanced
aviation technology

1. Thermophysical properties of metals at cryogenic temperatures

The mechanical and fabrication properties of solids are of paramount impor-
tance for the design of efficient cryogenic equipment for the chemical, military, and
aerospace industries. The thermophysical properties are also important whenever
heat loads, refrigeration, thermal fluctuations, or stresses or boiling cryogenic fluids
must be considered. There is a relatively large amount of information available on
the mechanical and structural properties of solids at cryogenic temperatures, but
unfortunately the opposite is true for thermophysical properties.

The solid materials for which there are complete thermophysical data are only a
minor fraction of the total number that are important and commercially available.
This dearth of information will undoubtedly continue in the future, in spite of
increased interest, activity, and financial support for cryogenic research, because of
the considerable difficulty and expense of the actual experimental measurements. It
is, therefore, of the utmost importance that a design or materials engineer must be
able to estimate accurate values for new or untested materials. Unlike many
mechanical or fabrication properties, the thermophysical properties (except ther-
moelectricity) for a given material may often be predicted from theoretical or
semiempirical knowledge combined with data on similar materials.

This presentation stresses the basic phenomena and the fundamental concepts
and assumptions. Each property is discussed with emphasis on temperature depen-
dences and contributions to the total observed effect.

Also noted are the interrelations between the various properties and the value of
those interrelations as aids in prediction. Besides the usual references to articles and
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books, information is given on useful compilations and sources of specialized up-to-
date bibliographies and data collections. 

Because of the breadth of subject and limitations of space, it is impractical to 
give in this chapter either a complete review of the data on various thermophysical 
properties of solids or a detailed explanation of the underlying assumptions and 
theories. To make the following discussions more manageable, the solid materials 
are limited to metals, and the thermophysical properties are limited to specific heat 
and thermal conductivity. As this is a review article, the subjects will not be con-
fined to our own experimental programs and results. 

2. Specific heats 

The specific heats of metals and alloys are fitted very well by existing theories, at 
least as far as engineering data are concerned. Therefore, it is common either to 
tabulate experimental values or to represent them on a common, reduced tempera-
ture graph. Figure 1 shows a graph, but without specific metals or temperatures 
represented. The essential experimental problem is to ascertain the characteristic 
temperature, Ɵ. Conversely, given the values of the characteristic temperatures, 
values for specific heat are easily obtained. The specific heat at constant volume of a 
metal may be defined as Cv = (∂U)v, where U is the total internal energy of the metal 

∂T 
or alloy system and T is the absolute temperature. It is important to determine the 
theoretical problem of energy transformation. The first of these is that the energy and 
indirectly the specific heat are slowly changing temperature functions as shown in 
Figure 1. For example, the energy of an ionic lattice structure of a metal and electrons 
in its free or conductive behavior can be given. Secondly, it can be said that a 
particular type of internal energy will change significantly only in a limited tempera-
ture range. The transformation energies for phase changes and magnetic order are the 
examples given for the second type. The effect of the specific heat for these processes 
can only be observed in the same limited temperature range as the energy change. 
Although the limited temperature range or abnormal specific temperatures are of 

Figure 1. 
Typical internal energy and specific heat curve for metals [5]. 
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great importance for academic research in physics and chemistry, it can often be said 
that they are not of great importance in commercial materials [1–4]. 

The lattice specific heat is much larger than the electronic specific heat at most 
temperatures. It will be discussed first. Einstein’s representation of the ionic lattice 
as a system of independent oscillators led to the equation Cv = 3RE(ƟE/T), where 
Ɵ is a characteristic temperature, R is the gas constant, and E is the Einstein 
function as defined by E(Ɵ/T) = (Ɵ/T)2eƟ/T/(eƟ/T�1)2. This gives a good fit and 
above room temperatures, approximating the earlier observed Dulong-Petit 
universal value for heat capacity at high temperatures. It does not fit well at low 
temperatures, however. The lattice of ions is known to interact. When this is taken 
into consideration and some simplifying approximations are made for the distribu-
tions of energies, the Debye theory is obtained. This theory is almost too good; Its 
predictive ability was so successful that theoretical refinements were not considered 
seriously for many years [1, 2]. The Debye specific heat (for the lattice) is Cv = 3RD 
(ƟD/T), where the Debye function, D, is defined as 

� �3 ðƟ=T 4Ɵ T x ex 

D ¼ 3 dx2T Ɵ 0 ðex � 1Þ 
The Einstein and Debye specific heat and energy curves are shown in Figure 1. 
The main characteristics of the Debye curve are easily seen. At low temperatures 

the specific heat varies as T3; at high temperatures it is approximately constant. The 
theory was developed for isotropic, homogeneous porous metals; how does it apply 
to alloys? 

In near room temperature, the specific heat of an alloy is obtained quite well by 
the Kapp-Joule rule: the total specific heat is a linear combination of the specific 
heats of the constituents, each weighted according to its relative abundance. At low 
temperatures, one can either combine additively the actual specific heats of the 
constituents or take a weighted average of the characteristic temperatures. Either of 
the procedures will give approximately correct results [6–8]. 

The electronic specific heat is small compared to the lattice contribution at high 
temperatures, but it is linear in its temperature variation. Since the lattice term 
decreases as T3, the electronic term will become significant only at the lowest 
temperatures. It is usually not significant for engineering applications [5, 9]. 

3. Thermal conductivity 

The thermal conductivities of several solids, values for metals, and their alloys 
are represented in Figures 2–4. Even within those restrictions, there is considerable 
variation. Is it possible to make order out of this variety; Is it possible to be able to 
predict reasonably well the thermal conductivity for new or untested materials? It 
is, if one utilizes knowledge of the fundamental phenomena [10, 11]. 

Two parallel mechanisms connected at low temperatures are primarily respon-
sible for transporting heat from a metal. First one is the thermal energy transmis-
sion with the transmission electrons movement, and the most important is the 
transmission of electronic heat. The second is the thermal energy transport by the 
lattice thermal conduction, the movement of conductive electrons. The mesh is the 
thermal conduction; the thermally induced interactive lattice ions are carried by 
directional cooperative quantitative vibration (phonons). These are the same pho-
nons which are responsible for the specific warming and thermal expansion 
observed in metals. Mesh thermal conductivity is insignificantly compared with 
electronic thermal conductivity, for pure metals and dilute alloys. For alloys 
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Figure 2. 
Thermal conductivity of some solids [12]. 

Figure 3. 
Thermal conductivity of some solids [12]. 

containing several or more percent additives, decreasing electronic thermal con-
ductivity ensures that the lattice additives are still small, but still small compared to 
the electronic additive. For most metals and alloys, total conductivity means Kg 

(g refers to Gitter, German word for cage), K = Ke + Kg. This equation is the same as 
the two conductors used for total conductivity in parallel in electrical circuit theory. 
Both conductive mechanisms, Ke and Kg, are limited to various scattering processes 
that limit electronic conductivity in the above statement [12–14]. A sample of the 
analog is presented in Figure 5. 
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Figure 4. 
Thermal conductivity of some solids [12]. 

Figure 5. 
Thermal conduction’s sample electrical analog [15]. 

The first of these is the diffusion of the electrons that are represented as a 
characteristic feature for a given metal to the electron-phonon resistance (WL)  
This spreading is most important at higher intermediate temperatures (about 
40–80 K) and at higher temperatures  The second process is the conductive electron 
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propagation by defects (both lattice defects and impurity atoms) as represented by 
electron-defect resistance W0. This scattering is more important at low tempera-
tures. Ke, which is the total electronic thermal conductivity equivalent, also gives 
the total electronic heat resistance. The resistances WL and WD are treated as 
the default of the sum of WLo, that is, plus a small deviation term, 1/Ke. And 
1/Ke = We = WL + Wo + WLo. This equation is similar in the electrical circuit 
theory to the equation used for the total resistance of the resistors in the series. 
WLo = αWLWσ/(βWL + (Wo). Here, α, β, and γ are constants and can be determined 
experimentally. Although theoretically meaningful, these terms are only numeri-
cally important for very pure metals [12–14]. 

When the interaction term WLo is negligible, the Matthiessen’s electrical resis-
tance rule for thermal equivalent is roughly as accurate as We = WL + Wo. A graph 
for this relationship and its equivalent for conductivity is given in Figure 6. The 
estimation of total electronic thermal resistance can be done by two separate 
components [12–14]. 

Both theoretical and empirical researches are defined by different expressions 
for the magnitude of electron-phonon and electron-defect resistance and tempera-
ture dependencies: WL = AT

n (n = 2–3, T < 40 K); WL = a is constant (near room 
temperature); Wo = B/T (at all temperatures). The term constant A in the term 
electron-phonon resistance refers to the specific characteristics (or characteristic 
temperature) of a given metal and will not change for the small chemical additive 
addition or physical defects and the specific sample for residual electrical resistance. 
At all temperatures above 40 K, often labeled W∞ = B/T, the electron-phonon 
resistivity approaches a constant value. The constant A in the electron-phonon 
resistivity term is related to a given metal intrinsic properties (including the char-
acteristic temperature, Ɵ) and will not change for chemical impurities for minor 
additions or physical imperfections; B in the electron-defect resistivity term is 
related to the given imperfections amount and the specific specimen’s residual 
electrical resistivity. Above 40 K, the electron-phonon resistivity approaches a 
constant value, often labeled W∞. 

Figure 6. 
A sample graph explaining Matthiessen’s rule for electrical resistivity (a) thermal conductivity of bulk Si, (b) Si 
nanowire’s surface roughness and (c) anharmonic phonon-phonon scattering process [15]. 
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In a detailed analysis, the term electron-phonon will show that WL is unchanged, 
that is, it is really specific to aluminum. Figures 3 and 4 clearly illustrate adding 
more impurities effects to a given metal, thus increasing W0. At low temperatures, 
when the curves are parallel, the high impurity alloy is low. When the curves 
approach each other, the differences are reduced by approximately 1/T, at high 
temperatures. 

The curve shapes for the aluminum given in Figure 3 are specific to pure metals: 
electronic conductivity is predominant and mesh conductivity is insignificant. For a 
metal sample with physical defects or without chemical impurities, the electron-
phonon scattering component caused by the thermally induced ionic cage WL 

directs its dependence on the temperature of the conductivity. As the temperature 
is lowered, the resistivity decreases in approximate proportion to T2; the conduc-
tivity rises equivalently. Superimposed on this decreasing ideal of electron-phonon 
resistivity is the electron-defect resistivity which increases as the temperature is 
decreased. The maximum heat conduction resistance at the minimum temperature 
in the two temperature-spreading mechanisms is considered to be approximately 
the same. However, at high temperatures, electron-phonon scatter is dominant; at 
low temperatures, heat loss from electron defect is dominant. On the other hand, 
the conductivity-limiting defects at low temperatures can be quite diverse: chemical 
impurities, residues, gaps, inter-atoms, dislocations, particle boundaries, outer sur-
face boundaries, etc. The waste heat dissipation resistance, except for the final 
defect for almost every situation, has the same temperature dependency B/T as 
previously mentioned. At very low temperatures, boundary scattering is difficult to 
investigate and can only be observed in extremely pure metals [12–14]. 

Today, it is not possible to accurately estimate the thermal conductivity of pure 
metals on the basis of chemical or physical properties because every kind of chem-
ical impurity is specific to that substance. It also depends on the magnetic interac-
tions of matter and the differences between the ionic mass, ion volume, and the 
host and impurity in the valance electrons. Much work has been done on the 
specific effects of impurities in electrical resistance, but little has been done about 
thermal conductivity. Sometimes a chemical analysis in this regard can hardly be 
helpful, given that a given impurity is much more effective as a scattering agent in 
the form of a solid solution, rather than leaving the test boundaries or residues. This 
decomposition effect is very pronounced in copper. Similar interpretive difficulties 
arise for physical defects in test items [15, 16]. 

Thermal conductivity changes are caused by relatively physical defects or small 
chemical impurities in contrast to losses in thermal expansion or specific tempera-
tures. Successful estimation of thermal conductivity depends on an ingenious anal-
ysis of possible propagation mechanisms of about 10–20% and obtaining 
experimental results on a very similar metal or alloy. As will be shown later, the low 
temperature electrical resistance data are also very valuable for predicting thermal 
conductivity [15, 16]. 

In many low-conductivity alloys, the lattice structure of the material’s thermal 
conductivity can be measured in Ko, and separate propagation components can be 
observed for this. For most alloys, there are three main processes that limit the 
lattice structure conductivity. The first operation is the conductive electrons scat-
tering, as represented by phonon-electron resistance. This is electron equivalent 
scattered by phonons. The second process is the Wp distribution from the phonon-
scattering resistance, resulting from construction defects. At low temperatures, the 
first two processes limit the lattice structure’s conductivity of the material; the third 
condition is the limitation at higher temperatures [17, 18]. 

The phonon-loss and phonon-electron resistors have the same temperature 
dependence. Thus, for a sample metal or alloy, two scattering mechanisms cannot 
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be clearly distinguished. For annealed samples, the two resistances are approxi-
mately the same size; for non-annealed samples, loss resistance is heavier than 
phonon-electron resistance. The conductivity of the metal lattice structure below 
the temperature of about 40 K can be represented by the following formula: 

1/Kg = Wg = We + Wd + Wp = ((E + D) T�2 + PT). Due to the effect of the 
phonon-electron and phonon-loss resistors, T�2 dependence is expected to be dom-
inant at low temperatures and negligible at high temperatures. The maximum 
conductivity in the cage structure conductivity is generally in the range of 50–100 K 
for most alloys. However, above these temperatures, the lattice structure’s heat 
conduction cannot be readily separated from the electronic conductivity experi-
mentally because the electronic conductivity has a much larger magnitude [19, 20]. 

For the aluminum alloys of Figure 4, there are special shapes of curves; for 
example, electronic conductivity is dominant, but the conductivity of the metal 
lattice structure can be observed. In addition, the effects of impurities are obvious. 
For aluminum alloys, the lattice conduction may be about the total’s 10%; for some 
iron or nickel alloys, it may be much higher [21, 22]. 

Due to the Wiedemann-Franz-Lorenz law, ρ = LWeT, where L is the Lorenz 
ratio, it is assumed to be a fundamental constant given by the Sommerfeld value 
L = (π2/3)(K/e)2 = 2.44 � 10�8 [watt-ohm/(deg K)2], whether there is no direct 
information on the metal thermal conductivity; after that data on the electrical 
resistivity may be related to the electronic thermal resistivity [23, 24]. 

The separation and scattering of components for electrical conductivity is almost 
the same as described above on electronic thermal conductivity. Total electrical 
resistance, ρ, is considered to be about two separate resistances, electron-phonon or 
total resistances, ρL and electron, or residual defective resistance, ρo. Alternatively, 
Matthiessen is estimated to be close to the principle of electrical resistance 
expressed by ρ = ρL + ρo [25, 26]. 

The above-described internal system and residual terms have temperature 
statements of approximately ρL = αTn (n = 4–5, T < 40 K); ρL = α0T (300 K close to 
T); ρo = β (constant). For a general metal, a separation graph of the electrical 
resistance components is shown in Figure 6 [25, 26]. The experimental results for a 
typical series of alloys are given in Figure 7. 

For the aluminums and aluminum alloys, calculated Lorenz ratios are given in 
Figures 2, 3, and 7. The numbers calculated and shown in Figure 8 express the 
ratios of the electrical resistivities. At the lowest temperatures, the extrapolated 
values Lo, however, should in electronic terms only represent ratios since the lattice 
contribution to the total thermal conductivity is greatly reduced [23]. A graph for 
Lorenz ratios for a general metal is given in Figure 8. 

The ratios of Lorenz for high-conductivity materials are extrapolated to roughly 
Sommerfeld at 0 K, but at lower temperatures, that falls considerably below this 
value. However, the low-conductivity alloy behavior is different: the conductivity 
value is higher than the values between about 10 and 60 K, while the conductivity 
value is lower than 60 K value. In the case of where the ratios are above the 
Sommerfeld value, the temperature ranges in which the metal lattice structure 
conductivity is important are shown in [24, 25]. 

In metal structure, the Lorenz ratio should be constant in the conduction elec-
trons’ elastic distribution. This is almost the case when the thermal vibration at the 
high temperatures causing the large electron-phonon scatter is maximum, and the 
residual term expressed in the above equation is dominant in the electrical resis-
tance at low temperatures. It can be said that the Lorenz ratios are significantly 
reduced from Sommerfeld in the case of medium temperatures where there is a 
large thermal vibration amount causing large electron-phonon scattering and in low 
temperatures where the term is dominant in the elasticity and the thermal 
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Figure 7. 
Thermal resistivity of aluminum [23]. 

Figure 8. 
Lorenz curve of waste rock and metal extraction primary y-axis, by area x-axis in 2010 [24]. 

conductivity of the metal cage structure is insignificant. For situations where a 
significant lattice thermal conductivity amount is present, the increase in the 
Lorenz ratio can only be said to be above the value of the electronic term in the 
thermal conductivity formula [24, 25]. 

Up to now, on the commercial alloys’ Lorenz ratio, very little research has been 
reported. Whenever Lorenz ratios for the general class of materials and electrical 
resistivities for a special material are available, reasonable predictions for thermal 
conductivity can be obtained [23, 26]. 

It has been shown that at the present time, it is not possible to accurately predict 
thermal conductivities for metals and alloys from the fundamentals. It is possible to 

313 

http://dx.doi.org/10.5772/intechopen.84606


Heat and Mass Transfer - Advances in Science and Technology Applications 

make adequate predictions, however, if there are data on the thermal or electrical 
resistivities of similar materials and if one uses proper interpolation formulas and a 
knowledge of the effects of minor changes in the chemical impurities or physical 
imperfections. It is imperative, of course, that good compendiums of experimental 
data exist. Fortunately, they do [23, 26]. 

Nomenclature 

Cv Specific heat at constant volume, J/(kg˜°C) 
U Total internal energy, kg/ms2 

T Absolute temperature, K 
Ɵ Characteristic temperature, K 
R Gas constant, J/mol˜K 
E Einstein function 
D Debye function 
x length, m 
K Total conductivity, S/m 
W Electron-phonon resistivity 
A Intrinsic properties 
B Physical imperfections 
P Point imperfections 
ρ Total electrical resistivity, (Ω m) 
L Lorentz ratio, (watt-ohm/(K)2) 
e electron charge, Coulomb 
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Chapter 16

Comparison and Analysis of
Diffusion Models for the Fe2B
Layers Formed on the AISI 12L14
Steel by Using Powder-Pack
Technique
Martín Ortiz Domínguez

Abstract

Boriding is a thermochemical surface treatment, a diffusion process similar to
carburizing and nitriding in that boron is diffused into a metal base. An indispens-
able tool to choose the suitable process parameters for obtaining boride layer of an
adequate thickness is the modeling of the boriding kinetics. Moreover, the simula-
tion of the growth kinetics of boride layers has gained great interest in the recent
years. In this chapter, the AISI 12L14 steel was pack-borided in the temperature
range of 1123–1273 K for treatment times between 2 and 8 h. A parabolic law for the
kinetics of growth of Fe2B layers formed on the surface of AISI 12L14 steel was
deducted. Two diffusion models were proposed for estimating the boron diffusion
coefficients through the Fe2B layers. The measurements of the thickness (Fe2B), for
different temperature of boriding, were used for calculations. As a result, the boron
activation energy for the AISI 12L14 steel was estimated as 165.0 kJ/mol. In addi-
tion, to extend the validity of the present models, two additional boriding condi-
tions were done. The Fe2B layers grown on AISI 12L14 steel were characterized by
use of the following experimental techniques: X-ray diffraction, scanning electron
microscopy and energy dispersive X-ray spectroscopy.

Keywords: diffusion model, activation energy, parabolic growth law,
diffusion coefficient, growth kinetics

1. Introduction

Surface hardening of steel can be achieved, mainly through two procedures:
modifying the chemical composition of the surface by diffusion of some chemical
element (carbon, nitrogen, boron, sulfur, etc.) in which case it is known as ther-
mochemical treatment (Table 1) or modifying only the microstructure of the sur-
face by thermal treatment, then known as surface treatment. The current
technological demands highlight the need to have metallic materials with high
performance under critical service conditions, consequently, the increase in the
wear resistance, preserving its ductility and the toughness of the core.

According to Table 1, there are three methods of surface hardening:
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• Diffusion process that modifies the chemical composition where a component 
in a solid mixture can diffuse through another at a speed is measurable, if there 
is a suitable concentration gradient and the temperature is high enough. The 
effects of diffusion in solids are very important in metallurgy (increase surface 
hardness) as well: The continuous flux of carbon, nitrogen, boron, and so on, 
can form a hard coating, where the mass transfer is described by Fick’s laws. 

• Applied energy process, the interesting about these processes is that it is not 
necessary to incorporate any element to the substrate. For example, tempering 
is a heat treatment in which steel is heated up to austenization temperatures 
and subsequently it is cooled rapidly, with in order to obtain a transformation 
that provides a structure martensitic hard and resistant. Surface tempering is 
generally used to components that need a hard surface and a substrate with a 
high value of fracture toughness. 

• Coating and surface hardness, the coating covers the surface of the substrate, 
obtained after the deposition process, substrates considerably increase the 
physical characteristics of hardness and corrosion resistance, maintaining the 
original morphological characteristics (roughness and brilliance) unchanged, 
making the functional and decorative coating at the same time. 

The current technological requirements highlight the need to have metallic 
materials with specific characteristics, for increasingly critical service conditions. 
For example, the metal dies used in the metallurgical processes of cold working and 
hot metals need a high toughness and surface hardness, especially at high tempera-
ture. Surface hardening of steel can be achieved, basically, by two processes: mod-
ifying the chemical composition of the surface by diffusion of some chemical 
elements (carbon, nitrogen, sulfur, boron, aluminum, zinc, chromium, and so on). 
Only boriding process for surface hardening is briefly reviewed in this chapter, 
boriding is a thermochemical treatment in which boron atoms are diffused into the 
surface of a workpiece and form borides with the base metal. Apart from construc-
tional materials, which meet these high demands, processes have been developed 
which have a positive effect on the tribological applications including abrasive, 
adhesive, fatigue and corrosion wear of the component surface [1–3]. Boride layers 
are of particular benefit when the components have to withstand abrasive wear. The 
fundamental advantage of the borided layers (FeB and Fe2B) is that they can reach 
high hardness near the surface (1800 HV0.1 and 2000 HV0.1), maintained at high 
temperatures [4–8]. In this chapter, the growth kinetics of single phase layer (Fe2B) 
on the ferrous substrate was studied during the iron powder-pack boriding (steady 
state and non-steady state). The parabolic growth law for the borided layers was 

Diffusion methods Applied energy methods Coating and surface modification 

Carburizing 
Nitriding 
Carbonitriding 
Boriding 
Thermal diffusion process 

Flame hardening 
Induction hardening 
Laser beam hardening 
Electron beam hardening 

Hard chromium planting 
Electroless nickel plating 
Thermal spraying 
Weld hardfacing 
Chemical vapor deposition 
Physical vapor deposition 
Ion implantation 
Laser surface processing 

Table 1. 
Engineering methods for surface hardening of steels. 
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mathematically estimated. Likewise, a mass balance equation was proposed at the 
Fe2B/substrate (AISI 12L14) interface. Moreover, the boron diffusion coefficients 
(DFe2B) in the Fe2B layers were determined considering two mathematical models 
for mass transfer. The Fe2B layers formed on the alloy surface is controlled by the 
diffusion of boron atoms, and the presence of the Fe2B layers was checked by the 
XRD technique. Finally, the distribution of the alloy elements in AISI 12L14 borided 
steel was verified by chemical microanalysis technique (EDS) used in conjunction 
with SEM. 

1.1 The diffusion models 

One of the most important parameters that characterizes the Fe2B layers is the 
thickness, since the properties of the coating depend on it, such as: resistance to 
wear, fatigue, hardness, and dynamic loads, as well as to a large extent determining 
the grip with the substrate. Having an expression that allow estimating the layer 
thickness during the boriding process, facilitates the appropriate selection of the 
technological parameters, in order to guarantee the desired properties. The layer 
thickness exhibits a time dependence such that: 

layer thickness v ≈ t1=2 , (1) 

1.1.1 Derivation of the parabolic growth law 

In diffusion processes, parabolic kinetics occurs when the mass gain on a sample 
is proportional to the square root of time. In general, parabolic kinetics indicates 
that diffusion of reactants (such as boron) through a growing layer is rate-
determining. If the diffusion of B atoms is rate-determining, the layer rate is pro-
portional to the flux through the substrate: 

dx 
dt 

≈ JFe2Bðx; tÞ: (2) 

El flux, JFe2Bðx; tÞ, can be written as 

JFe2Bðx; tÞ ¼ CFe2Bðx; tÞðdx=dtÞ, (3) 

where CFe2Bðx; tÞ is the boron concentration profile in mol/m3 and is the velocity 
dx=dt of Fe2B layer in m/s, JFe2Bðx; tÞ giving units of mol/m2 s. The velocity of a 
particle is proportional to the force, F, on the particle: 

dx=dt ¼ BFe2BF, (4) 

where BFe2B is the mobility of the boron. Writing the chemical potential as μFe2B, 
this force is written as 

F ¼ �∂μFe2B =∂x, (5) 

for a Fe2B layer with thickness x. Combining Eq. (4) and (5) yields 

JFe2Bðx; tÞ ¼ �CFe2Bðx; tÞBFe2B∂μFe2B =∂x, (6) 

from the relationship 
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μFe2B ¼ μoFe2B þ kBT ln aFe2B, (7) 

where kB is the Boltzmann’s constant, we can write 

∂ μFe
o 

2B þ kBT ln aFe2B∂μFe2B ∂ ln aFe2B¼ ¼ kBT : (8)
∂x ∂x ∂x 

In an ideal system, the concentration, CFe2Bðx; tÞ, is equivalent to activity, 
aFe2Bðx; tÞ. Substituting the Eq. (8) into Eq. (6), we get 

∂ ln CFe2B x; tð Þ 
x; tð  Þ ¼ �CFe2B x; tðJFe2B ÞBFe2BkBT 

∂x 
∂CFe2B x; tð Þ ¼ �BFe2BkBT : 

∂x 
(9) 

As shown in Eq. (2), 

dx 
dt 

¼ ðconstantÞJFe2B x; tð Þ, (10) 

so that a combination of Eqs. (2) and (9) gives 

dx 
dt 

∂CFe2B x; tð Þ ¼ �ðconstantÞBFe2BkBT : 
∂x 

(11) 

If we assume that the potential is fixed at each boundary of the Fe2B layer, we 
can replace ∂CFe2Bðx; tÞ=∂x in Eq. (11) with the slope (¼ ΔCFe2B=x). We then intro-
duce the parabolic growth constant kFe2B, and set: 

kFe2B ¼ �ðconstantÞBFe2BkBTΔCFe2B: (12) 

Combining Eqs. (11) and (12) then gives 

dx kFe2B¼ : (13)
dt x 

Eq. (13) can be rewritten as 

xdx ¼ kFe2Bdt: (14) 

Upon integration of Eq. (14), 

xð¼v tð¼t 

xdx ¼ kFe2B dt: (15) 
x¼0 t¼0 

We arrive at the parabolic growth law: 

v2 ¼ 2kFe2Bt: (16) 

1.1.2 Steady state diffusion model 

Steady state means that there will not be any change in the composition profile 
with time. A linear boron concentration profile is considered along the depth of the 
Fe2B layer as depicted in Figure 1. The f(x) represents to the boron distribution in 
the substrate before the nucleation of iron boride layers on AISI 12L14 steel. tFe2B is0 

the boride incubation time indispensable to form the Fe2B phase. Moreover, CFe2B 
up 
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Figure 1. 
A schematic linear concentration profile of boron through the Fe2B layer is used to describe the steady state 
diffusion model. 

represents the boron concentration on the surface in Fe2B layer 
Fe2B(¼ 60 � 103 molm‐3), C represents the boron concentration at the Fe2B/sub-low 

strate interface (¼ 59:8 � 103 molm‐3) and x tð ¼ tÞ ¼ v is the layer thickness of the 
boride layer (m) [9, 10]. 

BThe term Cads is the effective adsorbed boron concentration during the boriding 
Fe2B Fe2Bprocess [11]. From Figure 1, a1 ¼ C � C defines the homogeneity range of up low 

the Fe2B layer, a2 ¼ CFe2B � C0 represents the range of miscibility and C0 is the low 
boron concentration in the substrate (AISI 12L14) assumed as null [10, 12, 13]. 
During the establishment of the steady-state diffusion model, a linear 
concentration-profile of boron along the Fe2B layer is considered. Likewise, the 
assumptions proposed by Campos-Silva et al. [8], are taken account. 

v0 is the first boride layer formed on the surface of the substrate (ASI 12 L14) 
during the boride incubation time [14], its thickness is very small in magnitude 
compared to the thickness of the boride layer (v). Moreover, regarded the mass 
balance equation at the growth interface (Fe2B/substrate), which is described as 
follows [15–18]: 

!
Fe2B Fe2BCup þ Clow � 2C0 dx tð Þ  

2 dt 
∂CFe2B½x tð ¼ tÞ; t ¼ t� ¼ �  DFe2B : (17)

∂xx tð Þ¼v x tð Þ¼v 
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When the concentration field is independent of time and DFe2B is independent of 
CFe2Bðx; tÞ, Fick’s second law is reduced to Laplace’s equation, 

d2CFe2B½x tð Þ�
∇2CFe2B½x tð Þ� ¼  ¼ 0: (18)

dx2 

By solving Eq. (18), and applying the boundary conditions proposed in Figure 1, 
the distribution of boron concentration in Fe2B is expressed as: 

CFe2B � CFe2B 
low up x þ CFe2BCFe2B½x tð Þ� ¼  up : (19)

v 

By substituting the derivative of Eq. (19) with respect of the distance x(t) into 
Eq. (17), we have

 ! 
CFe2B þ CFe2B CFe2B � CFe2B 
up low � 2C0 dv up low¼ DFe2B , (20)

2 dt v 

for 0 ≤ x ≤ v. 
By substituting Eq. (16) into Eq. (20)

 ! 
CFe2B þ CFe2B � 2C01 up lowDFe2B ¼ kFe2B (21)

CFe2B � CFe2B2 up low 

1.1.3 Non-steady state diffusion model in one dimension 

The general diffusion equation for one-dimensional analysis under non-steady 
state condition is defined by Fick’s second law. The growth of single phase 
layer (Fe2B) with one diffusing element (boron) is observed as illustrated in Figure 2. 

The f xð ; tÞ function represents the boron distribution in the ferritic matrix 
before the nucleation of Fe2B phase as a function of time. Likewise, for analysis, the 
kinetic model is imposing the same restrictions as in the previous model, except the 
last one, it is replaced by: 

• The concentration-profile of boron is the solution of the Fick’s second law and 
depends on initial and boundary conditions through the Fe2B zone. 

The mass balance equation at the (Fe2B/substrate) interface can be formulated 
by Eq. (22) as follows: 

! 
CFe2B þ CFe2B 
up low � 2C0 dxð Þt 

2 dt 
∂CFe2B½x tð ¼ tÞ; t ¼ t� ¼ �  DFe2B : (22)

∂xx tð Þ¼v x tð Þ¼v 

Fick’s second law, isotropic one-dimensional diffusion, DFe2B independent of 
concentration: 

∂CFe2B x t½ ð Þ; t� 
∂t 

∂
2CFe2B x t½ ð Þ; t� ¼ DFe2B : 

∂x2 
(23) 

By solving Eq. (23), and applying the boundary conditions proposed in Figure 2, 
the boron concentration profile in Fe2B is expressed by Eq. (24), if the boron 
diffusion coefficient (DFe2B) in Fe2B is constant for a particular temperature: 
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 ! 
CFe2B � CFe2B 
low up x

CFe2B½x tð Þ; t� ¼ CFe2B þ � � erf pffiffiffiffiffiffiffiffiffiffiffiffi : (24)up 
v 2 DFe2Bterf pffiffiffiffiffiffiffiffiffi 

2 DFe2Bt 

By substituting Eq. (24) into Eq. (22), Eq. (25) is obtained:

 ! rffiffiffiffiffiffiffiffiffiffiffi 
CFe2B þ CFe2B CFe2B � CFe2B � �� 2C0 2 
up low dv DFe2B up low v ¼ � � exp � , (25)

2 dt πt 4DFe2Btverf pffiffiffiffiffiffiffiffiffi 
2 DFe2Bt 

for 0 ≤ x ≤ v. 
Substituting the expression of the parabolic growth law obtained from Eq. (16)pffiffiffiffiffiffiffiffiffiffiffiffiffiffi 

(v ¼ 2kFe2Bt) into Eq. (25), we have 

CFe2B þ CFe2B
 ! rffiffiffiffiffiffiffiffiffiffiffi 

CFe2B � CFe2B � �� 2C0up low 1=2 DFe2B up low kFe2Bð2kFe2BÞ ¼ �qffiffiffiffiffiffiffiffiffiffi� exp � :
4 π kFe2B 2DFe2Berf 2DFe2B 

(26) 

Figure 2. 
A schematic non-linear concentration profile of boron through the Fe2B layer is used to describe the non-steady 
state diffusion model in on dimension. 
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The diffusion coefficient (DFe2B) can be estimated numerically by the Newton– 
, CFe2BRaphson method. It is assumed that expressions CFe2B , and C0, do not depend up low 

significantly on temperature (in the considered temperature range) [10]. 

1.2 Materials and methods 

1.2.1 Powder pack boriding process 

AISI 12L14 steel was used for investigation. It had a nominal chemical composi-
tion of 0.10–0.15% C, 0.040–0.090% P, 0.15–0.35% Pb, 0.80–1.20% Mn, 0.25– 
0.35% S, 0.10% Si. The typical applications are: brake hose ends, pulleys, disc brake 
pistons, wheel nuts and inserts, control linkages, gear box components (case hard-
ened), domestic garbage bin axles, concrete anchors, padlock shackles, hydraulic 
fittings, vice jaws (case hardened). The samples were sectioned into cubes with 
dimensions of 10 mm ˜ 10 mm ˜ 10 mm. Prior to the boriding process, the samples 
were polished with SiC sandpaper up 2500 grade, ultrasonically cleaned in an 
alcohol solution and deionized water for 15 min at room temperature, and dried and 
stored under clean-room conditions. The mean hardness was 237 HV. The samples 
were embedded in a closed cylindrical case (AISI 316L) as shown in Figure 3, using 
Ekabor 2 as a boron-rich agent. 

The powder-pack boriding process was performed in a conventional furnace 
under a pure argon atmosphere. It is important to note that oxygen-bearing com-
pounds adversely affect the boriding process [1]. The thermochemical treatment 

Figure 3. 
Schematic view of the stainless steel AISI 304L container for the pack-powder boriding treatment (1: lid; 2: 
powder boriding medium (B4C + KBF4 + SiC); 3: sample; 4: container) (millimeter scale). 
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was performed at temperatures of 1123, 1173, 1223, and 1273 K with 2, 4, 6 and 8 h 
of exposure time. When the boriding process was concluded, the steel container was 
removed from the heating furnace and placed in a room temperature. 

1.2.2 Characterization of boride layers 

The borided samples were prepared metallographically for their characterization 
using GX51 Olympus equipment. As a result of preliminary experiments it was 
estimated that boriding started at approximately tFe2B ¼ 29:55 min after transfer-0 
ring the sample to the furnace; after that, the so-called boride incubation time sets 
in. The borided and etched samples were cross-sectioned, for microstructural 
investigations, to be observed by scanning electron microscope. The equipment 
used was the Quanta 3D FEG-FEI JSM7800-JOEL. Figure 4 shows the cross-
sections of boride layers formed on the surfaces of AISI 12L14 steel at different 
exposure times (2, 4, 6 and 8 h) and for 1173 K of boriding temperature. 

The resultant microstructure of Fe2B layers appears to be very dense and 
homogenous, exhibiting a sawtooth morphology where the boride needles with 
different lengths penetrate into the substrate [19, 20]. These elements tend to 
concentrate in the tips of boride layers, reducing the boron flux in this zone. The 
Fe2B crystals preferably grow along the crystallographic direction [0 0 1], because it 
is the easiest path for the diffusion of boron in the body-centered tetragonal lattice 
of the Fe2B phase [19]. 

It is seen that the thickness of Fe2B layer increased with an increase of the 
boriding temperature (Figure 4) since the boriding kinetics is influenced by the 

Figure 4. 
SEM micrographs of the cross-sections of AISI 12L14 steel samples borided at 1173 K during different exposure 
times: (a) 2, (b) 4, (c) 6, and (d) 8 h. 
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Figure 5. 
Schematic diagram illustrating the procedure for estimation of boride layer thickness in AISI 12L14 steel. 

treatment time. To estimate the boride layer thickness, 50 measurements were 
made from the surface to the long boride teeth in different sections, as shown in 
Figure 5; the boride layer thickness was measured using specialized software 
[20–22]. 

The identification of phases was carried out on the top surface of borided sample 
by an X-ray diffraction (XRD) equipment (Equinox 2000) using CoKα radiation of 
0.179 nm wavelength. In addition, the elemental distribution of the transition ele-
ments within the cross-section of boride layer was determined by electron disper-
sive spectroscopy (EDS) equipment (Quanta 3D FEG-FEI JSM7800-JOEL) from the 
surface. 

1.3 Results and discussions 

1.3.1 SEM observations and EDS analysis 

The metallography of coating/substrate formed in AISI 12L14 borided steel 
at different exposure times (2, 4, 6 and 8 h) and for 1173 K of boriding 
temperature are shown in Figure 4. The EDS analysis obtained by SEM is shown in 
Figure 6(a) and (b). 

The results show in Figure 6(a) that the sulfur can be dissolve in the Fe2B phase, 
in fact, the atomic radiuses of S (= 0.088 nm) is smaller than that of Fe 
(= 0.156 nm), and it can then be expected that S dissolved on the Fe sublattice of the 
borides. In Figure 6(b), the resulting EDS analyses spectrums revealed that the 
manganese, carbon and silicon do not dissolve significantly over the Fe2B phase and 
they do not diffuse through the boride layer, being displaced to the diffusion zone, 
and forms together with boron, solid solutions [10, 23, 24]. On boriding carbon is 
driven ahead of the boride layer and, together with boron, it forms borocementite, 
Fe3(B, C) as a separate layer between Fe2B and the matrix with about 4 mass% B 
corresponding to Fe3(B0.67C0.33) [10]. Thus, part of the boron supplied is used for 
the formation of borocementite. Likewise, silicon forming together with boron, 
solid solutions like silicoborides (FeSi0.4B0.6 and Fe5SiB2) [24]. 

1.3.2 X-ray diffraction analysis 

Figure 7 shows the XRD pattern recorded on the surface of borided AISI 12L14 
steel at a temperatures of: 1123 K for a treatment time of 2 h, and 1273 K for a 
treatment time of 8 h. The patterns of X-ray diffraction (see Figure 7) show the 
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Figure 6. 
A SEM micrographs of the cross-sections of the borided AISI 12L14 steel micrograph image of microstructure of 
the AISI 12L14 boride layer obtained at 1173 K with exposure time of 8 h, (a) and (b) EDS spectrum of 
borided sample. 

Figure 7. 
XRD patterns obtained at the surface of borided AISI 12L14 steels for two boriding conditions: (a) 1123 K for 
2 h and (b) 1273 K for 8 h. 
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presence of Fe2B phase which is well compacted. Likewise, the patters show that 
there is a preferential orientation in the crystallographic plane (0 0 2) whose 
strength increases as the depth of the analysis increases. In a study by Martini et al. 
[18], the growth of the iron borides (Fe2B) near at the Fe2B/substrate interface only 
shows the diffraction peak of Fe2B in the crystallographic plane (002). 

1.3.3 Estimation of boron activation energy with steady state model 

The growth kinetics of Fe2B layers formed on the AISI 12L14 steel was used to 
estimate the boron diffusion coefficient through the Fe2B layers by applying the 
suggested steady state diffusion model. In Figure 8 is plotted the time dependence 
of the squared value of Fe2B layer thickness for different temperatures. 

In Figure 8, the square of boride layer thicknesses were plotted vs. the treatment 
time, the slopes of each of the straight lines provide the values of the parabolic 
growth constants ð¼ 2kFe2BÞ. In addition, to determinate the boride incubation time, 
was necessary extrapolating the straight lines to a null boride layer thickness (see 
Figure 8). Table 2 provides the estimated value of growth constants in Fe2B at each 
temperature. The results, which are summarized in Table 2, reflect a diffusion-
controlled growth of the boride layers. 

In Table 2, the boron diffusion coefficient in the Fe2B layers (DFe2B) was esti-
mated for each boriding temperature. So, an Arrhenius equation relating the boron 
diffusion coefficient to the boriding temperature can be adopted. 

As a consequence, the boron activation energy (QFe2B) and pre-exponential 
factor (D0) can be calculated from the slopes and intercepts of the straight line 
shown in coordinate system: lnDFe2B as a function of reciprocal boriding tempera-
ture, it is presented in Figure 9. The boron diffusion coefficient through Fe2B layers 
was deducted by steady state diffusion model as: 

˜ ° ˛ ˝2 �1DFe2B ¼ 2:444 � 10�3 exp �165:0329 kJmol�1 =RT m s : (27) 

˛ ˝ 
where: R ¼ 8:3144621 Jmol�1K�1 and T absolute temperature [K]. From the 

2Eq. (27), the pre-exponential factor 
˜ 
D0 ¼ 2:444 � 10�3 m =s 

° 
and the activation 

Figure 8. 
Averaged squares of the Fe2B layers (v2) vs. boriding time (t) at different temperature. 
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Temperature 
(K) 

Type of 
layer 

Growth constants 2kFe2 B 
�1)(m2 s

˙ ˆ 
CFe2 BþCFe2 B 

up low 
� 2C0DFe2 B ¼ 1 

2 Fe2 B Fe2 B 
kFe2 BCup �Clow 

�1)Eq. (21) (m2 s

1123 Fe2B 2.91 � 10�13 5.13 � 10�11 

1173 6.12 � 10�13 1.08 � 10�10 

1223 1.291 � 10�12 2.27 � 10�10 

1273 2.29 � 10�12 4.04 � 10�10 

Table 2. 
The growth constants and boron diffusion coefficients as a function of boriding temperature. 

Figure 9. 
Arrhenius relationship for boron diffusion coefficient (DFe2B) through the Fe2B layer obtained with the steady 
state diffusion model. 

˜ ° 
energy QFe2B ¼ 165:0329 kJmol�1 values are affected by the contact surface 
between the boriding medium and the substrate, as well as the chemical composi-
tion of the substrate [9, 10, 23–28]. 

1.3.4 Estimation of boron activation energy with non-steady state diffusion model 

In Table 2 provides the growth constants (2kFe2B) at each temperature, and in 
Table 3 provides the boron diffusion coefficients (DFe2B), they were estimated 
numerically by the Newton-Raphson method from the Eq. (26).˜ ° 

The boron activation energy QFe2B ¼ 164:999 kJmol�1 and pre-exponential 
2factor 

˜ 
D0 ¼ 2:072 � 10�3 m =s 

° 
can be calculated from the slopes and intercepts of 

the straight line shown in coordinate system: ln DFe2B as a function of reciprocal 
boriding temperature, it is presented in Figure 10, in the same way as above. 

The boron diffusion coefficient through Fe2B layers was deducted by non-steady 
state diffusion model as: 

˜ ° ˛ ˝2 �1DFe2B ¼ 2:072 � 10�3 exp �164:999 kJmol�1 =RT m s : (28) 
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Temperature 
(K) 

Type of 
layer 

� 
CFe2 BþCFe2 B 

up low 
� 

4 

� ffiffiffiffiffiffiffiffiffi q 
CFe2 B�CFe2 B � � 

2C0 1=2 DFe2 B up kFe2 B�q low2kFe2 Bð Þ ¼ ffiffiffiffiffiffiffiffiffi � exp �π kFe2 B 2DFe2 B 
erf 2DFe2 B 

�1)Eq. (26) (m2 s

1123 Fe2B 4.362 � 10�11 

1173 9.174 � 10�11 

1223 1.933 � 10�10 

1273 3.433 � 10�10 

Table 3. 
The boron diffusion coefficients (DFe2B) as a function of boriding temperature. 

Figure 10. 
Arrhenius relationship for boron diffusion coefficient (DFe2B) through the Fe2B layer obtained with the non-
steady state diffusion model in on dimension. 

1.3.5 The two diffusion models 

In this section we want to illustrate the differences between the two diffusion 
models have been used to describe the growth kinetics of boride layers. It is noticed
that the estimated values of boron activation energy QFe2B ¼ 165:0 kJmol�1 for 
AISI 12L14 steel by steady state (see Eq. (27)) and non-steady state (see Eq. (28)), is 
exactly the same value for both diffusion models. Likewise, the estimated values of 

2pre-exponential factor by steady state 
� 
D0 ¼ 2:444 � 10�3 m =s 

� 
and non-steady 

2state 
� 
D0 ¼ 2:072 � 10�3 m =s 

� 
, there is a small variation. To find out how this 

similarity is possible in the diffusion coefficients obtained by two different models,�pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� 
we first focus our attention on Eq. (23). The error function erf kFe2B=2DFe2B is a pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
monotonically increasing odd function of kFe2B=2DFe2B. Its Maclaurin series (for pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
small kFe2B=2DFe2B) is given by [29]: 

�pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�3 �pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi�5  ! �pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2 kFe2B=2DFe2B kFe2B=2DFe2Berf kFe2B=2DFe2B ¼ pffiffiffi kFe2B=2DFe2B � þ � ⋯ : 
π 3 � 1! 5 � 2! 

(29) 
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pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
According to the numerical value of the kFe2B=2DFe2B, Eq. (29) can be 

rewritten as: 

�pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi� pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
erf kFe2B=2DFe2B ¼ 2 kFe2B=2DFe2Bπ: (30) 

Similarly for the real exponential function exp ð�kFe2B=2DFe2BÞ : R ! R can be 
characterized in a variety of equivalent ways. Most commonly, it is defined by the 
following power series [30]: 

2 3 exp ð�kFe2B=2DFe2BÞ ¼  1 � kFe2B=2DFe2B þ �kFe2B=2DFe2BÞ ð kFe2B=2DFe2BÞ =3! þ⋯:ð =2! þ �  

(31) 

Thus, Eq. (31) can be written as: 

exp ð�kFe2B=2DFe2BÞ ¼ 1: (32) 

By substituting the Eqs. (30) and (32) into Eq. (26), we have

 ! rffiffiffiffiffiffiffiffiffiffiffi 
CFe2B CFe2B CFe2B CFe2Bþ � 2C0 �up low 1=2 DFe2B up lowð2kFe2BÞ ¼ qffiffiffiffiffiffiffiffiffiffiffiffi ð Þ1 , (33)

4 π kFe2B2 2DFe2Bπ

 ! 
CFe2B CFe2Bþ � 2C01 up lowDFe2B ¼ kFe2B: (34)

CFe2B CFe2B2 up � low 

The result obtained by Eq. (34) is the same as that obtained in Eq. (21) estimated 
by steady state diffusion model. The result from the Eq. (21) would appear to imply 
that the non-steady state diffusion model is superior to the steady state diffusion 
model and so should always be used. However, in many interesting cases the models 
are equivalent. 

1.4 Fe2B layer’s thicknesses 

The estimation of the Fe2B layers’ thicknesses can be determined through the 
Eqs. (35) and (36). 

• Steady state diffusion model 

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi !u u� �� � 165:0329 kJ mol�1 t 3 3v ¼ 3:33 � 10� 2:444 � 10� exp � t ½ �,m (35)
RT 

• Non-steady state diffusion model 

vffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ! u� �� � 164:999 kJ mol�1u 
t 3 3v ¼ 3:33 � 10� 2:072 � 10� exp � t ½ �,m (36)

RT 

Hence, Eqs. (35) and (36) can be used to estimate the optimum boride layer 
thicknesses for different borided ferrous materials. 
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2. Conclusions 

The following conclusions can be drawn from the present study: 

• Two simple kinetic models were proposed for estimating the boron diffusion 
coefficient in Fe2B (steady state and non-steady state). 

• A value of activation energy for AISI 12L14 steel was estimated as 
165.0 kJ mol�1. 

• Two useful equations were derived for predicting the Fe2B layer thickness as a 
function of boriding parameters (time and temperature). 

Finally, these diffusion models are in general not identical, but are equivalent 
models, and this fact can be used as a tool to optimize the boriding parameters to 
produce boride layers with sufficient thicknesses that meet the requirements during 
service life. 
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Nomenclature 

v boride layer thickness (m). 
v0 is a thin layer with a thickness of ≈ 5 nm that formed during the 

nucleation stage. 
kFe2B rate constant in the Fe2B phase (m

2/s). 
tv effective growth time of the Fe2B layer (s). 
t treatment time (s). 
tFe2B boride incubation time (s). 
0 

CFe2B upper limit of boron content in Fe2B (= 60 � 103 mol/m3).up 

CFe2B lower limit of boron content in Fe2B (= 59.8 � 103 mol/m3).
low 

C0 terminal solubility of the interstitial solute (≈ 0 mol/m3). 
CFe2B½x tð Þ; t� boron concentration profile (≈0 mol/m3). 
DFe2B boron diffusion coefficient (m2/s). 
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Chapter 17

Mean Aspects Controlling 
Supercritical CO2 Precipitation
Processes
Antonio Montes, Clara Pereyra 
and Enrique J. Martínez de la Ossa

Abstract

The use of supercritical CO2 is an excellent alternative in extraction, particle
precipitation, impregnation and reaction processes due to its special properties. 
Solubility of the compound in supercritical CO2 drives the precipitation process
in different ways. In supercritical antisolvent process, mass and heat transfers, 
phase equilibria, nucleation, and growth of the compound to be precipitated are
the main phenomena that should be taken into account. Mass transfer conditions
the morphology and particle size of the final product. This transfer could be tuned 
altering operating conditions. Heat transfer in non-isothermal process influences
on mixing step the size of generated microparticles. In rapid expansion of super-
critical solution, phenomena as the phase change from supercritical to a CO2 gas
flow, rapid mass transfer and crystallization of the compound, and expansion jet
define the morphology and size of the final product. These phenomena a priori 
could be modulated tuning a large number of operating parameters through the
experiments, but the correlations and modeling of these processes are necessary to
clarify the relative importance of each one. Moreover, particle agglomeration in the
expansion jet and CO2 condensation are determinant phenomena which should be
avoided in order to conserve fine particles in the final product.

Keywords: supercritical, antisolvent, rapid expansion, particle, super saturation

1. Introduction

Nowadays, particle formation technology is continuously finding out how to
solve the problems that conventional crystallization finds as residues of organic
solvent in final product, thermal and chemical solute degradation, heterogeneous
batches, and difficult to control the particle size distribution [1]. These problems
are essential and must be overcome in pharmaceutical, cosmetic, and food indus-
tries. Controlling thermodynamic and kinetic factors together with mass and heat
transfer and nucleation and growth of crystal is the key to carry out successfully the
crystallization phenomena. Moreover, these forces interplay between them making 
it difficult to establish trends about it. Anyway, supercritical fluid technology tends
to reduce or remove most of the drawbacks previously cited, so active substance
with controlled particle size distribution in the micro- and nanometer range and
quite stable is achieved. Solvent power and selectivity of supercritical fluids can be
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tuned altering the experimental conditions. Moreover, their large diffusivities result 
in higher mass transfer rates. 

There are two main particle formation processes using supercritical fluids: rapid 
expansion of supercritical solution (RESS) and supercritical antisolvent (SAS) 
processes. The high or low solubility of the active substance in the supercritical fluid 
will determinate the choice between one and another process. 

Numerous investigations in particle formation with supercritical fluids have 
been carried out to shed light the parameter to govern the crystallization mecha-
nism using CO2 as antisolvent (SAS) [2–15] or as solvent (RESS) [16–28]. 

The SAS process consists of spraying a solution of the solute to be precipitated 
into the vessel that contains the bulk supercritical fluid. Then, there is a rapid 
solubilization of supercritical fluid into the solvent causing its volumetric expan-
sion and thus reducing the solvation capacity of the solvent. This fact causes the 
supersaturation of the liquid phase and the consequent generation of the particles. 
Thus, mass transfer of the process seems to be a key factor affecting particle 
morphology [29]. 

SAS technique has been investigated using solutes in a wide range of industrial 
fields with applications as polymers [30, 31], explosives [32], pharmaceutical 
compounds [2, 3], superconductors [33], catalysts [34], coloring matter [35], and 
functional food [6, 7], among others. On the other hand, the application of RESS 
technique has been enclosed to pharmaceutical field [19–27]. 

Once SAS process involves the interaction of several phenomena as thermody-
namics, mass transfer, jet hydrodynamics, and nucleation kinetics, it is difficult 
to isolate one of them as responsible for a particle feature trend [36]. Anyway, the 
mass transfer which occurs between a droplet of organic solvent and a compressed 
antisolvent is a crucial step of the process especially below mixture critical point 
in partially miscible conditions. It is well known that in miscible conditions, above 
mixture critical point, there is no obvious way to define the interface between 
the two fluids. However, Dukhin et al. have evidenced the existence of a dynamic 
interfacial tension to the transient existence of droplets at conditions slightly above 
the mixture critical point (MCP) [37]. 

Particle size and morphology are influenced by the antisolvent-solvent mass 
transfer ruled by diffusion process and by the jet breakup, although it seems that 
the first phenomenon has often more importance [38, 39] in isothermal mixing. 

Heat transfer should also be taken into account in this kind of process due to the 
temperature can be an effective parameter to modulate the lifetimes of the droplets 
[40]. Thus, there is another way to change the mixing time without pressure and 
temperature modifications, if the process occurs in non-isothermal conditions. The 
mixing time will increase if a colder solution is immersed into a warmer CO2 and 
will decrease if a warmer solution is immersed in colder CO2 [40]. Thus, size of 
microparticles could be tuned. 

On the other hand, RESS process takes advantage of the solubility of the solute 
to be precipitated into supercritical fluids. In this case the supercritical solution, 
CO2 plus solute, is rapidly depressurized to atmospheric pressure through a nozzle, 
thus causing the precipitation, extremely fast, of the solute. 

With regard to RESS process, nucleation, condensation, and coagulation models 
for crystallization of solute have been explored [41–44]. In order to evaluate these 
models, it is crucial to predict the thermophysical properties and flow character-
istics in the nozzle, where supercritical solution comes from the nozzle inlet to the 
outlet of the expansion chamber [45]. 

In the work SAS and RESS processes are described making incidence on the 
main aspects which should be controlled to get a successful precipitation of fine 
particles. 
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2. Supercritical CO2 

A supercritical fluid is defined as whatever substance above its critical tem-
perature and pressure. In Figure 1 a typical pressure-temperature phase diagram is 
shown where a singular region is shaded. Supercritical fluids have special properties 
as solvent power similar to liquids, but diffusivities two orders of magnitude larger 
than those of typical liquids, resulting in higher mass transfer rates. Moreover, 
solvent power and selectivity can be tuned with the modification of the density 
of this fluid. This one can be adjusted continuously by altering the experimental 
conditions of temperature and pressure. 

Singularities in compressibility and viscosity, diminishing difference in liquid 
and vapor phases, are other exceptional characteristics that are present in this state. 

CO2 is the fluid more used in supercritical conditions due to its low danger 
and relative low cost. CO2 is a solvent generally recognized as safe (GRAS), non-
flammable, non-toxic, gaseous at room temperature, and easily removed from the 
process. Moreover, it presents relative mild conditions of its critical point (31.1°C 
and 71.8 bar) permitting the processing of thermolabile solutes which are primor-
dial in pharmaceutical, cosmetic, and functional food industries. 

Figure 1. 
Pressure-temperature phase diagram. 

3. Supercritical antisolvent process 

In SAS process an organic solution of the solute is sprayed through a micrometric 
nozzle to improve the mass transfer between CO2 and the microdroplets of solu-
tion. CO2 is solubilized into organic solvent and vice versa in lower degree causing a 
volumetric expansion of the solvent and a super saturation of the solution and the 
consequent precipitation. 

The substances which can be processed by this technique must fulfill two main 
requirements: (1) It must be not soluble in supercritical CO2 and (2) must be soluble 
in an organic solvent that is miscible with supercritical CO2. 

Most of the active ingredients and added value substances are not soluble in 
supercritical CO2. So, the main problem is finding out the appropriate solvent to be 
used in the process. In Figure 2 a scheme of the process is shown. 
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In a typical experiment of SAS process, CO2 is cooled to 5°C (HE1) and posteri-
orly pumped by a high-pressure pump (P1) to a precipitation vessel (V). CO2 flow 
rate is controlled by a Coriolis flowmeter (FM). The stream of CO2 is heated (HE2) 
at the required set point. The pressure level is held with the aid of automated back 
pressure regulator (ABPR). The system works in a semicontinuous way, so until 
the operating conditions are not reached in this vessel, the organic solution is not 
pumped to the vessel by a solution pump (P2). This solution is put into the vessel 
through a nozzle with hundreds of microns to improve the mass transfer. Then, 
two opposed processes happen in different degrees. CO2 is solubilized into the 
solvent, and solvent is evaporated into the bulk CO2. Anyway, simulations of some 
systems have shown that absorption of CO2 into the liquid phase is always faster 
than solvent evaporation and, consequently, the produced mircodroplets swell as 
soon as they get into contact with CO2 [46]. Then, CO2 is rapidly solubilized into the 
small droplets of the solution provoking the loss of solvation power of solvent and 
generating a supersaturation of the solution and the consequent precipitation of 
solute in the form of micro- or even nanoparticles. CO2 and solvent are posteriorly 
separated in a cyclone (CS) venting out the CO2 for the top and collecting the liquid 
for the bottom. CO2 is continuously flowing for a time, called washing time, to 
ensure no solvent is present into the vessel when depressurization is carried out and 
could redissolved into the precipitate particles. 

Mass transfer, described by Fick’s law, of the process will be conditioned by the 
situation of operating conditions on the phase equilibrium diagram solvent-solute-
CO2, thus affecting on the size and morphology of the precipitated particles. In 
this sense, a pseudobinary diagram (Figure 3) instead of ternary diagram often 
is considered by authors due to the solute having low solubility in the mixture 
supercritical CO2 plus solvent, so the equilibrium would not be altered. Pressure 
and temperature define the situation with regard to mixture critical point (MCP). 
But if the concentration of the solution is high, the solute-solvent-interaction could 
increase significantly MCP to higher values [47]. In this sense programed experi-
ments above MCP (Figure 3(2)) could be in subcritical conditions as experiments 

Figure 2. 
Scheme of SAS process. 
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Figure 3. 
Phase equilibrium diagram. 

designed below mixture critical point CO2-organic solvent where interfacial tension 
exists (Figure 3(1)). However, far above MCP (Figure 3(3)), there will be no 
interfacial tension in the system solvent-CO2 when the sprayed solution is in contact 
with the bulk supercritical CO2. 

To understand this fact, kinetic and hydrodynamic factors should be taken into 
account. Injected solution has a surface tension as a liquid, but the vanishing of this 
tension solvent-CO2 is faster than the breakup jet, so there is no interfacial tension 
when the solution finds bulk supercritical CO2 at hard conditions. When supercriti-
cal CO2 is slight above MCP (Figure 3(2)), there is a residual surface tension at the 
moment to be immersed into the bulk CO2, so mass transfer is lower and micropar-
ticles are generated. In this case droplet lifetime is the key to observe difference in 
morphology and particle size of the precipitates. In this region operating conditions 
could be tuned to influence mass transfer. As a rule, an increase of pressure leads 
to a decrease of droplet lifetimes [40], so smaller particles would be precipitated. 
On the other hand, droplets could swell or shrink depending on the difference in 
density and diffusivity between the two phases [36] so that droplets shrink when 
the solvent’s mass density is lower than those of the bulk CO2 and swell when the 
CO2 density is lower. 

Not only pressure but also temperature modifies sensibly the density, so com-
bination of pressure and temperature is an effective tool to modify the droplet 
lifetimes [40]. Temperature even has more influence than pressure near the MCP 
(Figure 3(2)). In this sense, the diffusion coefficients are quite sensitive to tempera-
ture, and their increase would also accelerate the transfer. 

Since an increase of pressure seems to lead to a shorter droplet lifetime as a gen-
eral rule, an increase of temperature might have opposite effects depending on the 
pressure range and the chosen solvent. For instance, using acetone or ethanol, the 
lifetimes will be short at relatively low pressure and larger at higher pressure [40]. 

On the other hand, heat transfer should be taken into account due to the solvent 
droplet is often immersed in bulk supercritical CO2 at a different temperature. In 
non-isothermal conditions the temperature gradient can be an additional tool to tune 
the droplet lifetime. Thus, the immersion of colder solvent in warmer CO2 permits 
to increase the mixing time that is less interesting for crystal production. In this case 
low supersaturation ratio can be generated by the injection of colder solution than 
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CO2 due to often solubility of compounds increasing with temperature [40]. This fact 
merged to the less concentration of the solution that leads to larger particles. On the 
contrary, a warmer solvent immersed in colder CO2 accelerates the mixing process. 
Thus, high supersaturation ratio can be achieved, so smaller particle size of the pre-
cipitated is generated. An additional advantage is the opportunity to inject solutions 
more concentrated that come in addition to the crystallization by antisolvent [40]. 

Mass transfer kinetics are also influenced by hydrodynamic aspect, particularly, 
the disintegration mode of the liquid jet into the supercritical bulk fluid. There are 
several main modes of disintegration that affect to mass transfer. In the dripping 
mode, droplets are formed in the outlet of the nozzle as consequences of lower flow 
rates and/or higher nozzle diameters. A laminar mode where the jet is continuous at 
the outlet of the nozzle device and the rupture jet is produced as monodisperse drop-
lets symmetrically or asymmetrically. In the first one called axisymmetric mode, the 
breakup is produced by axially symmetric disturbances. In the asymmetrical mode, 
the breakup is caused by disturbances that are symmetrical about a helical axis that 
starts at the nozzle orifice. Then, atomization mode is achieved when the jet leaves 
the nozzle smoothly till the zone of highly chaotic rupture is reached. In this case a 
cone of atomized liquid is formed improving the mass transfer. It is possible to tune 
the process toward one or another mode acting on the critical atomization velocity, 
which is the velocity corresponding to the boundary between the asymmetrical 
and the atomization modes. The critical atomization velocity depends on the liquid 
solution flow rate and the nozzle device. Liquid solution flow rate depends in turn on 
viscosity and surface tension of solvent. As a general rule, relative higher flow rate 
and smaller nozzle diameter are recommended to achieve atomization mode. 

Not only the nozzle diameter but also the length or the geometry have been 
evaluated in order to improve the mass transfer of the process achieving the critical 
atomization velocity [48, 49]. Even the nozzle relative position to CO2 inlet modifies 
the mass transfer due to influences on hydrodynamics and mixing between solution 
and CO2. For instance, if CO2 is injected through the annulus, the fluid that diffuses 
into the jet does not have organic solvent residues increasing the supersaturation, 
and smaller particles are generated [50]. Modification of SAS process has been 
carried out to improve the mixing. In this sense solution-enhanced dispersion by 
supercritical fluid (SEDS) process uses a coaxial nozzle to introduce the supercriti-
cal fluid antisolvent and solution [51, 52]. 

4. Rapid expansion of supercritical solution process 

This technique is appropriated when the active substance is soluble in super-
critical fluid. In this case a supercritical solution is formed and then is expanded 
through a nozzle to ambient pressure provoking the fast supersaturation and the 
precipitation in form of nano- or microparticles. Nozzle must be thermostatized 
due to the expansion from supercritical to ambient pressure which comes associated 
with a dramatic loss of heat and the consequent freezing by Joule effect. It must be 
taken into account that supercritical solution achieves in the nozzle the speed of 
sound and expands into the expansion chamber to a supersonic flow provoking an 
expansion jet with multiple shocks that influence the coagulation process [45]. 

In Figure 4, a general scheme of RESS technique is shown. The procedure is a 
batch process: on the one hand, the charge of solutes and, on the other hand, the 
charge of CO2 and mixing. Solutes which are going to be micronized are weighted 
and placed into the solubilization chamber (V1) which is posteriorly sealed. Then, 
CO2 at 5°C (HE1) of temperature is pumped to V1 after temperature set point is 
achieved (HE2). CO2 and solute are held in the vessel during a contact time before 
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MV2 valve opening. In this point the supercritical solution is sprayed through the 
thermostatized nozzle to vessel V2 at room conditions. Nano- or microparticles are 
produced by the drop of pressure once solubility of the solute in supercritical CO2 is 
drastically reduced. This fact is associated to a high supersaturation of the solution 
leading to the formation of fine particles with narrow particle size distribution. 

Nucleation, condensation, and coagulation govern the crystallization of solute. 
During RESS process, properties of the fluid rapidly change from those of a super-
critical fluid to those of a gas as the fluid crosses the critical pressure in the nozzle 
implying mass and heat transfer. Moreover, the flow is accelerated from a static 
condition to supersonic speeds in the expansion [45]. 

Solubility of solute in the supercritical CO2 solution dominates the saturation 
rate in this process. This rate is the key to know where the supersaturation and the 
consequent nucleation of the solute will take place. This point will coincide when 
supercritical fluid crosses the critical pressure toward the gas phase. 

Authors have studied the main experimental parameter that influences on par-
ticle size and particle size distribution as temperature and pressure of solubilization 
chamber, pre- and postexpansion pressure and temperature, diameter, geometry 
and length of nozzle, spray distance, and so on. 

Solvating power depends on both temperature and pressure into the solubiliza-
tion chamber, because the density of the solvent depends on these parameters. 
Thus, the higher the pressure, the higher the density while temperature is held 
constant. This increase in density is related to better solvating power of the super-
critical fluid and solute concentration in supercritical fluid. Once concentration 
is increased, the supersaturation and the nucleation rates are increased during the 
expansion step causing a smaller particle size precipitation [53]. 

On the other hand, temperature could influence on two competing phenomena. 
If temperature is increased there is a decrease in the density of CO2 (decreasing the 
solvent power of CO2 and the solute saturation) but a concurrent increase of the 
solute vapor pressure (increasing the solubility inf CO2 and the solute saturation). 
Depending on which phenomena prevail, the trend on particle size will be differ-
ent, and higher particles or smaller partciles will be produced if the first or second 
phenomen do respectively. 

Corazza et al. pointed out that the supersaturation profile in the free jet region 
depends on the pre-expansion conditions that could have a remarkable effect on 

Figure 4. 
Scheme of RESS process. 
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the characteristics of precipitated particles [17]. Higher pre-expansion pressure 
and lower temperatures are recommended to obtain smaller particle size of benzoic 
acid, cholesterol, and aspirin precipitated by RESS process [16]. 

The use of liquid [20] and solid [21] cosolvents to improve the solubility of the 
solute in supercritical fluid and modify the saturation rate has been associated to 
RESS process by numerous investigations. 

Not only thermodynamic but also hydrodynamic aspects are quite relevant for 
the success of the process. In this sense, Huang et al. reduced the coalescence and 
particle size below the micron developing a new clearance nozzle with small exit 
size in a few microns [18]. Moreover, the spray distance in the expansion unit and 
the residence time of the precipitated particles are also important factors. Higher 
spray distance is equal to longer fly time of the particles which allow for their 
growing and to produce bigger particles [53]. This time is related to the collection 
distance. Thus, the coagulation of the particles that happens in the expansion region 
could be minimized using short residence time or short collection distance [53]. 

Moreover, coagulation phenomena could be drastically reduced modifying 
the expansion process, so stabilized separated particles were generated. Rapid 
expansion from supercritical to aqueous solution (RESAS) [54] and rapid expan-
sion of supercritical solutions into liquid solvent (RESOLV) [55] processes appear 
as alternative to classical RESS process where the air spraying is done. In RESAS 
the solution is sprayed into surfactant water solution and in RESOLV process into 
another solvent different to water as ethanol. Thus, particle growth is minimized, 
and the coagulation of the powder is prevented. 

In our facilities nonsteroidal anti-inflammatory drugs (NSAIDs), as ibuprofen 
and naproxen [22, 23] (Table 1) and vanillin [28] (Table 2), a solute more soluble in 
supercritical CO2, were successfully precipitated by this technique, and parameter 
influence was investigated. In general, pressure and temperature were the factors 
which affect strongest as the particle size. Note that naproxen precipitation was aided 
with methanol as cosolvent due to less solubility of naproxen in supercritical CO2 than 
ibuprofen. In both groups of compounds, lower particle size was obtained when pres-
sures were increased. This can be explained due to solvating power of the supercriti-
cal fluid which is improved increasing the solute concentration in the supercritical 
solution, so higher super saturation induces higher nucleation rate during the expan-
sion period provoking fine particle precipitation. In the case of vanillin, the main 
effects of variables on particle size were found out through a design of experiments 

Sample P (bar) T (K) Methanol (%) Particle size 

Naproxen 200 333 5 0.92 ± 1.16 

Naproxen 300 333 5 0.22 ± 0.09 

Naproxen 200 333 5 0.06 ± 0.01 

Naproxen 300 333 5 0.10 ± 0.04 

Ibuprofen 100 308 — 1.29 ± 0.38 

Ibuprofen 150 308 — 1.26 ± 0.58 

Ibuprofen 300 308 — 0.69 ± 0.31 

Ibuprofen 100 318 — 1.04 ± 1.48 

Ibuprofen 150 318 — 0.67 ± 0.38 

Ibuprofen 300 318 — 0.22 ± 0.06 

Table 1. 
Operating conditions in RESS NSAID assays. 
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Factors Low level High level Particle size effects 

Pressure (bar) 100 300 −6.49 

Temperature (K) 313 343 5.29 

Contact time (h) 1 2 −1.37 

Nozzle diameter (μm) 100 200 2.41 

Table 2. 
Effects of main operating conditions set in RESS process on particle size of vanillin. 

of two levels. It seems particle growth may be dominant over nucleation in these 
operating conditions and solutes [25]. Higher temperature was recommended in the 
case of ibuprofen to get smaller particles. The opposite trend happened with vanillin 
where higher temperature led to higher particle size. Moreover, contact time or nozzle 
diameter had less impact on particle size recommending smaller nozzle diameter and 
higher contact time. Anyway, due to the multiple phenomena that interplay in this 
process, it is difficult sometime to establish general trends. 

Modeling of RESS process could permit to shed light to the process. In this sense 
Moussa et al. simulated particle transport and Brownian coagulation in the expansion 
chamber by resolving the general dynamic equation. The results showed that postex-
pansion conditions are an important factor to control particle size of precipitates and 
demonstrated that particle growth is not completed in the supersonic free jet during 
the RESS process [56]. In this way Reverchon and Pallado modeled the hydrodynam-
ics of the RESS process and concluded that most of the pressure drop and tempera-
ture decrease took place in the postexpansion chamber bringing to light the important 
role of the process parameters connected to the postexpansion device [57]. 

Thermophysical flows of RESS process were numerically simulated from the 
nozzle inlet to the outlet of the expansion chamber using program package for ther-
mophysical properties of fluids (PROPATH) [58] developed at Kyushu University 
[59] and naphthalene as model molecule. The results indicated that the location 
at which the pressure crosses the critical pressure is sensitive to the pressure at the 
nozzle inlet and nucleation starts near that place [45]. 

Helfgen et al. developed a one-dimensional, steady-state flow field model based 
on mass, momentum, and energy balance and the Bender equation of state. In the 
inlet region of the nozzle, a pressure drop, friction, and heat exchange are consid-
ered for the flow along the nozzle and a possible condensation in the supersonic 
free jet. They resolve the general dynamic equation for simultaneous nucleation, 
condensation, and coagulation. The results showed a decrease of pressure and 
temperature at the capillary nozzle outlet, which leads to immediate precipita-
tion of the solved substance, and most of the particle growth occurred inside the 
expansion chamber, but the calculated particle sizes are too high in relation to the 
measured ones [60]. Further investigations are needed to clarify the process and 
their dominant forces. 

5. Conclusions 

Special properties of supercritical CO2 as solvent power similar to liquids but 
high diffusivities similar to gases, resulting in higher mass transfer rates. This mass 
transfer rate is quite important in particle formation process using CO2 as solvent 
or antisolvent. In antisolvent processes mass transfer rate will influence on the size 
and morphology of the particles. Higher mass transfer rate is related to smaller 
particle size. Anyway, mass transfer of supercritical antisolvent process depends on 
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the one hand on the situation of phase equilibrium diagram of operating conditions 
and on the other hand on the hydrodynamics of the process. The hydrodynamics 
of the process is controlled by flow rates of CO2 and solution and by the nozzle that 
forms the spray. This spray reduces the boundary between CO2 and microdroplets 
of solution, improving the mass transfer of the process. Heat transfer in supercriti-
cal antisolvent process influences directly on the mixing step in non-isothermal 
process. If the solution is colder than bulk CO2, the mixing time that is less inter-
esting for crystal production will increase. However, in the opposite situation, a 
warmer solvent immersed in colder CO2 accelerates the mixing process. Thus, high 
supersaturation ratio can be achieved, so smaller particles are precipitated. 

In rapid expansion of supercritical solution, mass transfer happens in solubili-
zation chamber and in nozzle and expansion chamber. Saturation of the solution 
which is governed by solubility of solute in supercritical fluid will decide the place 
where to start the precipitation. This location could be into the nozzle or after in 
the expansion chamber. Heat transfer happens at the exit of the nozzle due to the 
drastic change of pressure by Joule effect. Nozzle should be thermostatized to 
prevent freezing and clogging. 
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Chapter 18

Bioconvective Linear Stability of
Gravitactic Microorganisms
Ildebrando Pérez-Reyes and Luis Antonio Dávalos-Orozco

Abstract

Interesting results on the linear bioconvective instability of a suspension of
gravitactic microorganisms have been calculated. The hydrodynamic stability is
characterized by dimensionless parameters such as the bioconvection Rayleigh
number R, the gyrotaxis number G, the motility of microorganisms d, and the
wavenumber k of the perturbation. Analytical and numerical solutions are calcu-
lated. The analytical one is an asymptotic solution for small wavenumbers (and for
any motility number) which agrees very well with the numerical solutions. Two
numerical methods are used for the sake of comparison. They are a shooting method
and a Galerkin method. Marginal curves of R against k for fixed values of d and G
are presented along with curves corresponding to the variation of the critical values
of Rc and kc. Moreover, those critical values are compared with the experimental
data reported in the literature, where the gyrotactic algae Chlamydomonas nivalis is
the suspended microorganism. It is shown that the agreement between the present
theoretical results and the experiments is very good.

Keywords: bioconvection, hydrodynamic stability, Galerkin method

1. Introduction

Since many years ago, efforts in the experimental and theoretical investigation
of the bioconvection phenomenon have been made. These efforts, which lead to the
understanding of bioconvective instability, have produced novel and interesting
applications. For example, Noever and Matsos [1] proposed a biosensor for moni-
toring the heavy metal Cadmium based in bioconvective patterns as redundant
technique for analysis, a number of researchers [2–6] have been working on the
control of bioconvection by applying electrical fields (as in galvanotaxis) to use it as
a live micromechanical system to handle small objects immersing in suspensions,
Itoh et al. [7, 8] use some ideas of bioconvection in a study for the motion control of
microorganism groups like Euglena gracilis to manipulate objects by using its pho-
totactic orientation (as in phototaxis), and more recently possibly bioconvection
seeded the investigation of Kim et al. [9, 10] for using a feedback control strategy to
manipulate the motions of Tetrahymena pyriformis as a microbiorobot, among
others. Perhaps, further applications on biomimetics [11–13] at the nano- and
microscale could be driven by this contribution.

The term bioconvection was first coined by Platt [14] as the spontaneous pattern
formation in suspensions of swimming microorganisms. This phenomenon has
some similarity with Rayleigh-Benard convection but originates solely from
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diffusion and the swimming of the organisms. Reviews about this topic have been 
published by Pedley and Kessler [15] and Hill and Pedley [16]. Ideas and theories on 
cellular motility can be found in the book of Murase [17], and the effect of gravity 
on the behavior of microorganisms is widely explained in the book of Hader et al. 
[18]. In 1975, Childress et al. [19] presented a model for bioconvection of purely 
gravitactic microorganisms and their results of a linear theoretical study, and later 
Harashima et al. [20] studied the nonlinear equations of this model. According to 
the model of Childress et al. [19], the critical wavenumber at the onset of the 
instability is always zero. In ordinary particles and colloidal suspensions, the inter-
nal degrees of freedom like the internal rotation or spin are important under some 
geometrical and physical conditions [21, 22]. The case of a suspension of microor-
ganisms is not an exception. For this case, Pedley et al. [23] proposed a gyrotactic 
model for a suspension of infinite depth. Their model includes the displacement of 
the gravity from the geometric center in the organisms along their axis of symme-
try. Hill et al. [24] performed an analysis of the linear instability of a suspension of 
gyrotactic microorganisms of finite depth using the model of Pedley et al. [23]. Hill 
et al. [24] found finite wavenumbers at the onset of the instability, but agreement 
with the experiment was not good. Later, Pedley and Kessler [25] reported a model 
for suspensions of gyrotactic microorganisms where account was taken of random-
ness in the swimming direction of the cells. In a study of the linear instability of the 
system based on the model of Pedley and Kessler [25], Bees and Hill [26] found 
disagreement between their theoretical results and the experimental data reported 
by Bees and Hill [27]. Several experimental investigations of bioconvection have 
been reported by Loeffer and Mefferd [28] and Fornshell [29], by Kessler [30] and 
Bees and Hill [27] who take into account the gyrotaxis, by Dombrowski et al. [31] 
and Tuval et al. [32] who take into account the oxitaxis, and more recently by 
Akiyama et al. [33] who observed a pattern alteration response characterized by a 
rapid decrease in the bioconvective patterns. Pattern formation has been observed 
in cultures of different microorganisms such as Chlamydomonas nivalis, 
Chlamydomonas reinhardtii, Euglena gracilis, Bacillus subtilis, Paramecium tetraurelia, 
and Tetrahymena pyriformis. 

More recently, investigations have been reported for a semi-dilute suspension of 
swimming microorganisms where cell–cell interactions are considered [34–38]. On 
the other hand, Kitsunezaki et al. [39] investigated the effect of oxygen and depth 
on bioconvective patterns in suspensions with high concentrations of Paramecium 
tetraurelia. Bioconvection is also studied from other points of view in gravitational 
biology. Interesting results are also available in Refs. [40–42] about the pattern 
formation in suspensions of Tetrahymena and Chlamydomonas subject to different 
gravity conditions. Further results are due to Sawai et al. [43] who investigate the 
proliferation of Paramecium under simulated microgravity, to Mogami et al. [44] 
who report an investigation of the formed patterns by Tetrahymena and 
Chlamydomonas as well as a physiological comparison, to Takeda et al. [45] who 
give an explanation of the gravitactic behavior of single cells of Paramecium in 
terms of the swimming velocity and swimming direction, to Mogami et al. [46] who 
present theory and experiments of two mechanisms of gravitactic behavior for 
microorganisms, and to Itoh et al. [47] who investigate the modification of 
bioconvective patterns under strong gravitational fields. 

This chapter presents interesting results about the bioconvective linear stability of 
a suspension of swimming microorganisms. Use is made of the equations presented 
by Ghorai and Hill [48, 49] some years ago. In their approach, Ghorai and Hill 
[48, 49] used a different dimensionalization scale for the concentration microorgan-
isms which gives distinct meaning to the basic state for the concentration of microor-
ganisms and a bioconvective Rayleigh number defined in terms of the mean cell 
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concentration. To the authors best knowledge, those equations along with the change 
in the basic state and Rayleigh number definitions have not been used to determine 
the linear bioconvective instability in an infinite horizontal fluid layer and to compare 
the results with experiment. These results were obtained by means of both numerical 
and analytical techniques. The critical values of the Rayleigh number Rc and the 
wavenumber kc, for fixed values of the gyrotaxis number G and the motility of 
microorganisms d, that characterize the hydrodynamic stability of the system are 
compared with the experimental data presented in Table I of Bees and Hill [27] and 
Table II of Bees and Hill [26] where the gyrotactic biflagellate alga Chlamydomonas 
nivalis is used as suspended microorganism. Below, it is shown for the first time that 
the numerical results have a very good agreement with the experimental data. 

The chapter is organized as follows. The governing equations and boundary 
conditions [48, 49] as well as the basic state can be found in Section 2. Nondimen-
sionalization and linearization of the system of equations is outlined in Section 3. In 
Section 4, use is made of an asymptotic expansion [50–53] method and a Galerkin 
method [54] to find limiting cases and predict critical values of R and k for the 
instability. The numerical calculations done by means of the shooting method along 
with the graphics corresponding to the marginal curves are given in Section 5. In 
Section 6, the experimental data [27] are compared with the numerical results. A 
discussion is given in the final section. 

2. Equations of motion 

We consider an infinite horizontal layer of a suspension of gyrotactic microor-
∗ganisms. The fluid layer is bounded at z ¼ �H, 0. The fluid where the cellular 

microorganisms swim is water with density ρ. Each cell has a volume υ and density 
ρ þ Δρ, where Δρ ≪ ρ. The suspension is considered dilute and incompressible. 
Density fluctuations in the suspension are small enough such that the Boussinesq 
approximation is valid and the corresponding governing equations are 

∗Du
ρ 
Dt∗ 

∗ ¼ �∇p ∗ � n ∗υgΔρk þ μ∇2u (1) 

∗ 
∂n 
∂t∗ 

¼ �∇ � J∗ (2) 

∗∇ � u ¼ 0 (3) 

where t ∗ is the time, u ∗ is the suspension velocity, p ∗ is the pressure, gk is the 
acceleration due to gravity, k is the vertical unit vector, μ is the viscosity, n ∗ is the 
concentration of microorganisms, and J∗ is the flux density of organisms through 
the fluid defined as 

∗ ∗J∗ ¼ n u ∗ þ n ∗Vcp ∗ �Dc∇n (4) 

where Vc is the cell swimming speed, p ∗ is a unit vector representing the average 
orientation of cells, and Dc is a scalar microorganism mass diffusion coefficient 
independent of the other parameters of the problem. Use is made of Cartesian 
coordinates with the z-axis in the vertical direction. The walls at z ∗ ¼ �H, 0 are 
considered to be rigid. As pointed out by Hill et al. [24] although the top boundary 
is open to the air, algal cells tend to collect at the surface forming what appears to be 
a packed layer, and it is unlikely that the boundary is ever fully stress-free. Then the 
boundary conditions are 
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u ∗ ¼ 0atz ∗ ¼ �H, 0 (5) 
∗J∗ � k ¼ 0atz ¼ �H, 0 (6) 

∗In the basic state, the fluid velocity is zero and n ∗ ¼ n0ð Þz and p0 ¼ k. Thus for 
∗ n0ð Þz from Eq. (2) with the boundary conditions (6), we have 

∗ nVcH exp ½Vcz =Dc�∗ n0 z (7)ð  Þ ¼
Dcð1 � exp ½�VcH=Dc�Þ 

where n represents the average concentration of organisms. Eq. (7) is the same 
basic state as presented by Ghorai and Hill [48, 49] whose linear stability will be 
investigated. It differs from that of Childress et al. [19] and Hill et al. [24] by the 
coefficient 

VcH 
Dcð1 � exp ½�VcH=Dc�Þ 

3. Linear stability 

We make the governing Eqs. (1–3) nondimensional by scaling all lengths with H, 
the time with H2 =Dc, the fluid velocity with Dc =H, the pressure with νDcρ=H2, and 
the cell concentration with nHVc =Dc. Now the dimensionless variables are 
expressed without star. The boundaries are located at z ¼ �1, 0 and the basic state is 

dze 
u0 ¼ 0, p0 ¼ k, n0 zð  Þ ¼

1 � e�d 

where the nondimensional quantity d ¼ VcH=Dc is the ratio of swimming speed 
of microorganisms and their representative mass diffusion velocity. Here, d is called 
the motility of the microorganisms. In order to investigate the linear stability of the 
system, small perturbations have to be considered. They are 

u ¼ u0 þ δu1, p  ¼ p0 þ δp1, p ¼ p0 þ δp1, n  ¼ n0 þ δn1 

where δ ≪ 1. The components of u1 are ðu1; v1; w1Þ. In this way, the 
nondimensional governing Eqs. (1–3) are linearized to order Oð Þδ . Then, we have 
the following linear equations 

Sc�1 ∂u1 

∂t 
¼ �∇p � Rn1k þ ∇2u1 (8) 

∂n1 
∂t 

dn0¼ �w1 dz 
∂n1� d 
∂z 

� dn0∇ � p1 þ ∇2n1 (9) 

∇ � u1 ¼ 0 (10) 

where 

Sc ¼ 
ν 
, R  ¼

Dc 

nυgΔρH3d 
Dcνρ 

are the Schmidt and bioconvection Rayleigh numbers, respectively. Pedley and 
Kessler [55] give a definition of the vector p1 for swimming microorganisms with 
spheroidal shape. They determine p1 in terms of u1 that in nondimensional form is 
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p1 ¼ G ð1 þ α0Þ ∂u1⊥ � ð1 � α0Þ∇⊥w1 (11)
∂z 

BDcG ¼ (12)
H2 

where the subscript ⊥ denotes the horizontal component, α0 is the cell eccen-
tricity, and G is the nondimensional form of the gyrotactic orientation parameter B. 
Finally after substitution of p1 and n0, the governing equations become 

Sc�1 ∂u ¼ �∇p � Rnk þ ∇2u (13)
∂t 

∂n dedz 
∂
2w ∂n ¼ �w þ G ð1 þ α0Þ þ ð1 � α0Þ∇⊥ 

2 w � d þ ∇2n (14)
∂t 1 � e�d ∂z2 ∂z 

∇ � u ¼ 0 (15) 

with boundary conditions 

u ¼ 0atz ¼ �1, 0 and 
∂n � dn ¼ 0atz ¼ �1, 0 (16)
∂z 

where the superscripts have been deleted. Notice that the adimensionalization of 
the equations is different from that of Hill et al. [24]. Here, an application of a more 
general asymptotic analysis for any magnitude of d is used. An analytic Galerkin 
method and a shooting numerical method for the solution of the proper value 
problem allowed us to have an interesting perspective of the stability of the present 
problem under research. The results are used here to compare with the experimen-
tal data of the flagellated alga Chlamydomonas nivalis. 

By elimination of the pressure from Eqs. (13–15), it is possible to obtain a 
coupled system of two equations, for w and n, to describe the instability of the 
system. The perturbations of the variables will be analyzed in terms of normal 
modes of the form 

w ¼ Wð Þz exp kxx þ kyy i þ σt , 
n ¼ Φð Þz exp kxx þ kyy i þ σt 

qffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
where k ¼ k2 þ k2 is the wavenumber of the disturbance and σ is the growth x y 

rate. The wavenumber is scaled as k ¼ k∗H corresponding to a nondimensional 
wavelength λ ¼ 2π=k. Thus, the governing equations become 

σ � � �Rk2Φ ¼ þ k2 �D2 k2 �D2 W (17)
Sc 

� � dedz � � �� 
σ þ dD þ k2 �D2 Φ ¼ �1 þG ð1 þ α0ÞD2 � ð1 � α0Þk2 W (18)

1 � e�d 

subject to the boundary conditions 

W ¼ DW ¼ DΦ � dΦ ¼ 0 at z ¼ �1, 0 (19) 

where D ¼ d=dz. The variables of the above problem can be changed in order to 
simplify the analysis. The change of dependent variable is 

dzΦ ¼ F zð Þe 
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Then, Eqs. (17) and (18) and the boundary conditions Eq. (19) become 

˜ ° 
σ ˛ ˝ �Rk2Fedz ¼ þ k2 �D2 k2 �D2 W (20)
Sc 

˛ ˝ ˛ ˙ ˆ˝ 
σ � dD þ k2 �D2 F ¼ 

d �1 þG ð1 þ α0ÞD2 � ð1 � α0Þk2 W (21)
1 � e�d 

subject to the new boundary conditions 

W ¼ DW ¼ DF ¼ 0 at z ¼ �1, 0 (22) 

In this form, the equations are very similar to those of the well-known problem 
of thermal convection in an infinite horizontal fluid layer between nonconducting 
boundaries [50–53, 56]. The familiar fixed heat flux boundary condition is the main 
characteristic of those thermal convection problems and is analogous to that 
presented in Eq. (22). The equations derived by Childress et al. [19] can also be 
analyzed from the present view point of this change of variable. In the theory of 
thermal convection as in that of Childress et al. [19], a zero critical wavenumber is 
found as a result of the fixed flux boundary condition. In more recent models, 
which include the effects of gyrotaxis, the similarity with the thermal convection 
problem is not valid unless G ¼ 0. 

4. Asymptotic analysis 

In this section, the eigenvalue problem stated in the system of Eqs. (13–15) with 
boundary condition Eq. (16) is investigated by means of two analytic methods. The 
magnitude of the marginal value of R is a function of all the other parameters. The 
way in which the solution of the stability problem is to be carried out is as follows. 
For a given value of d and G, we must determine the lowest value for R with respect 
to the wavenumber k. The values obtained are the critical Rayleigh numbers Rc at 
which instability will first occur. 

4.1 Asymptotic analysis 

We conducted a general asymptotic analysis in comparison with those used 
before [19, 24, 26] which included the restrictions of the limits d ≪ 1 for shallow 
layers and d≫1 for deep layers along with different restrictions for G. In a similar 
way, as in other problems of convection, we follow the steps of Chapman and 
Proctor [51], Dávalos-Orozco [52], and Dávalos-Orozco and Manero [53]. Under 
the above conditions, the analysis is very complex, the reason why use has been 
made of the Maple algebra package. Thus, we look for a solution to Eqs. (20) and 
(21) using the following expansions: 

W ¼ W0 þ εW1 þ…, (23) 

Φ ¼ Φ0 þ εΦ1 þ…, (24) 

R ¼ R0 þ εR1 þ…, (25) 

σ ¼ εσ0 þ ε2σ1 þ… (26) 

where ε ≪ 1. We also consider no restrictions for d and G and rescale the 
wavenumber as k ¼ ε1=2~k. Thus, after substitution of expansions Eqs. (23–26) and 
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the mentioned scalings in Eqs. (20) and (21) with boundary condition Eq. (22), we 
obtain the following systems of equations at different orders. 

At order Oð Þ1 
2

k~D4W0 þ R0edzF0 ¼ 0, (27) 

D2 þ d F0 ¼ 0 (28) 

subject to 

W0 ¼ DW0 ¼ DF0 ¼ 0 at z ¼ �1, 0: (29) 

At order Oð Þε 

k k e ~~2 σ0 2
D4W1 � 2 D2W0 þ dzðR0F1þR1F0Þ ¼ 0, (30)þ

Sc 
� � 2 � � 

F0 þ D2 þ d
d 

d1 � e�

subject to 

D2 � 1Gð1 þ α0 W0 � σ0 þ k~ F1 ¼ 0 (31)Þ 

~ 
~ 

W1 ¼ DW1 ¼ DF1 ¼ 0 at z ¼ �1, 0: (32) 

~ 

At order O ε2ð Þ
 !2 

k
k k k~ σ0 σ0 σ12 4 2 dzD4W2 � 2 D2W1 þ D2 W0 þ R0F2 þ R1F1 þ R2F0Þ ¼ 0,þ þ ðe

Sc Sc Sc 

~~ 

(33) 

n o � �� � 2 2 � � 
k k F1 � σ1F0 þ D2 þ d

d 
d1 � e�

D2 � 1Gð1 þ α0 W1 � Gð1 þ α0 W0 � σ0 þ F2 ¼ 0Þ Þ 

~ 

(34) 

subject to 

W2 ¼ DW2 ¼ DF2 ¼ 0 at z ¼ �1, 0: (35) 

The systems of equations at order Oð Þε and higher are inhomogeneous and must 
satisfy their corresponding solvability conditions allowing to compute the Rayleigh 
number R as an eigenvalue in terms of the other parameters of the problem. Solv-
ability conditions are found as usual [57]: each inhomogeneous system is multiplied 
by the solution to the adjoint of the homogeneous system and integrated over the 
range of the independent variable. The resulting integral must vanish. 

Thus, the solvability conditions at Oð Þε and O ε2ð Þ are, respectively, 
ð0 � � ð0d � � 2

kdz D2 � 1 dzF0dzGð1 þ α0 W0dz � σ0 þ0 ¼ (36)Þe ed1 � e� �1 1 

~ 
ð0 n o� � 2

k
d dz Gð1 þ α0ÞD2 � 1 W1; �Gð1 þ α0 W0 dz0 ¼ Þed1 � e� �1 

~ 

(37)� 2� ð0 ð0 
k� σ0 þ dzF1dz � σ1 dzF0dzee 

�1 �1 

The solutions of the system of equations at leading order are 
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2
k~F0 ¼ 1, W0 ¼ f 1ðz; dÞR0 (38) 

where the function f 1ðz; dÞ can be obtained from the authors upon request. For 
convenience, the solution F0 has been normalized to 1. The next step is to evaluate 
the solvability condition Eq. (36) at Oð Þε and obtain an expression for σ0 

2�� � � 
k~ 1 � d2Gð1 þ α0σ0 ¼ A0R0 � 1 (39)Þ 

The constant A0 is large and can be obtained from the authors upon request. At 
order Oð Þε similar steps as those for solving the system of equations at Oð Þ1 are 
followed to find F1 and W1. Then, algebraically F1 is 

~k
2

F1 ¼ Gð1 þ α0Þf 2ðz; dÞ þ f 3ðz; dÞ R0 (40) 

After substitution of F0, W0, F1, and σ0 into Eq. (30), the velocity W1 can be 
calculated subject to its corresponding boundary condition Eq. (32). Because of the 
term edz appearing in the system of equations at Oð Þ1 , the expression of W1 is very 
large and complicated and will not be given here. The evaluation of the solvability 
condition at order O ε2ð Þ  given in Eq. (37) yields 

nh i� � 2
σ1 ¼ 1 � d2G 1 þ α0 k~ 2A1 þ Gð1 þ α0G2ð1 þ α0 R2 

0A0R1 � A2 þ A3ð Þ Þ Þ 

~ 

þGð1 � α0ÞA4R0 þ R0 1 � d2Gð1 þ α0Þ f½Gð1 þ α0ÞA5 þ A6�R0 (41) 

�� � � � 4
k1 � d2Gð1 þ α0A7 þ A8R0 þ A7=2 =Scþ Þ 

The growth rate can now be obtained by substitution of σ0 and σ1 into the 
expansion for σ given in Eq. (26). However σ is omitted to save space but can be 
obtained from the authors upon request. Finally, use is made of the expansion 
Eq. (25) for R. 

Now, the transition from stability to instability via a stationary state is investi-
gated by setting σ ¼ 0. Thus, the corresponding value of R for the marginal state is 

1 k2 
R ¼ � � þ � � 

1 � d2Gð1 þ α0Þ A0 1 � d2Gð1 þ α0Þ A0 

( )
Gð1 � α0Þ Gð1 þ α0ÞA5 þ A6 G2ð1 þ α0Þ2A1 þ Gð1 þ α0ÞA2 þ A3 A7� � þ � � þ � þ�21 � d2Gð1 þ α0Þ 1 � d2Gð1 þ α0Þ A2

1 � d2G 1 þ α0 A2 A00 ð Þ 0 

(42) 

where some simplifications have been made with the use of R0 obtained from 
Eq. (39). The functions f 2ðz; dÞ and f 3ðz; dÞ and the coefficients A1 to A8 appearing 
in the above expressions are functions of d and can be obtained from the authors 
upon request. The result for R0 is 

1
R0 ¼ � � (43)

1 � d2Gð1 þ α0Þ A0 

From the expression for the Rayleigh number given in Eq. (42), it is possible to 
calculate the limit for d ≪ 1. In this case, we consider d and k to be of the same order 
in such a way that kd ¼ k=d and kd � Oð Þ1 . Then, under these assumptions, the 
approximation of R kð ; d; G; α0Þ is 
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˘ ˇ ˜ °˛˝ 
17 17 2 ˙ ˆ2 2 3R ¼ 720 1 þ d þ Gð1 þ α0Þþ k � Gð5 � 2α0Þ þ O d  (44)d420 462 7 

Here we point out that in the present chapter, our definition of the Rayleigh 
number differs from that defined by Hill et al. [24]. If our approximation given in ˙ ˆ

d 2 4Eq. (44) is multiplied by �d ¼ 1 þ d=2 þ d =12 � d =720… , the same approxi-1�e 
mation by Hill et al. [24] is obtained. Moreover, if G ¼ 0 this becomes that given by 
Childress et al. [19]. In the more general expression of R for a small wavenumber 
approximation, Eq. (42) has a special characteristic due to its dependence on the 
square of the wavenumber k. The first coefficient at zeroth order in k corresponds 
to R0, and that at the second order in k is R1. Even though in the experiments on 
bioconvection [27], only finite critical wavenumbers kc > 0 have found these coeffi-
cients are very useful. For example, it can be shown from R0 that if A0 > 0 and 

1 � d2Gð1 þ α0Þ > 0 (45) 

then R0 < 0. This corresponds to a stable stratification, which is not the case here. 
The second coefficient R1 in Eq. (42) is a very important result, because it provides 
information about the shape of the marginal curve with respect the critical 
wavenumber. That information can be obtained by making zero the coefficient R1 

and calculating the following critical value of the gyrotaxis number Gc 

ˇ ˛ 
2

1 � d 5 � d 2 1 � α0 þ G 1 þ α00 ¼ G2ð1 þ α0Þ A 2A 2A ð Þ0 1 þ α0˛ (46) 
2 A 2 1 � α0½A2 þ A5 � d ð 6 þ A7A0ÞþA þ A3 þ A6 þ A7A00 1 þ α0 

From this equation, two admissible cases are possible when Eq. (45) is satisfied. 
First, for fixed values of d, α0, and G > Gc, the marginal curve starts at k ¼ 0 and 
then decreases monotonically. However, according to the numerical analysis 
presented below, the marginal curves in fact first decrease and then start to grow 
monotonically after a minimum is attained, at the critical wavenumber. In the 
second case, for fixed values of d, α0, and G < Gc, the marginal curves start at k ¼ 0 
and then grow monotonically. Here, the critical wavenumber is always zero. The 
importance of these results is that the magnitude of Gc agrees very well with the 
results of the marginal curves found in the numerical analysis given below. This 
critical value determines the magnitude for which the curves have a finite critical 
wave number (G > Gc) or a zero critical wavenumber (G < Gc). It is of interest to 
note that some of the magnitudes of the gyrotaxis parameter G calculated from the 
data in the literature are very near but above of Gc. This is the reason why some of 
the curves found from numerical analysis are almost flat in a range of wavenumbers 
near to zero. Because the experimental critical wavenumbers found for gyrotactic 
bioconvection are always finite, we conclude that Gc is important to point out where 
to find the theoretical limitations of the model. 

4.2 Analytic Galerkin method 

Here use is made of the analytical Galerkin method to study the eigenvalue 
problem of Eqs. (17)–(18) with the boundary condition Eq. (19). This method has 
been used before by Pellew and Soutwell [58], Chandrasekhar [54], and Gershuni 
and Zhukovitskii [59]. Even though this is an approximate method, it has a very 
high precision. The advantage of the method is that it is possible to obtain an 
explicit expression of the Rayleigh number R. Here, it is supposed that σ ¼ 0. 
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Briefly, the method consists in assuming a trial function which satisfies the 
boundary conditions for each of the dependent variables. Let that variable be Φ 
which after substitution in one of the equations of the problem allows for the exact 
solution of the other variables, let us say W. Both trial functions are now substituted 
into the other coupled equation. Then, use is made of the orthogonality properties 
of the solutions in this equation to obtain the proper value of the Rayleigh number 
as a function of the other parameters [60]. 

In this way, the proposed expansions of Φ and W are 

Φ ¼ 
∞
∑ Bn exp ð Þdz cos πnz and W ¼ 

∞
∑ BnWn (47) 

n¼0 n¼0 

then, after substitution of Φ of Eq. (47) into Eq. (20), Wn is the solution of the 
following differential equation: 

� �2
D2 � k2 Wn ¼ �Rk2 ð Þ cos πnzexp dz (48) 

which is subjected to the conditions 

Wn ¼ DWn ¼ 0 at z ¼ �1:0: (49) 

The solution is 

dzk2R þ c1ekz þ c2e �kzWn ¼ ða1 cos πnz þ a2 sin πnzÞe �kz þ c3zekz þ c4ze (50) 

where c1 to c4 are constants of integration which can be found by evaluating in 
the boundary condition Eq. (49). 

Next, Eq. (18) is multiplied by Φ and is integrated in the range z ¼ �1 to z ¼ 0, 
to get 

ð0d � � �� 
Φ �1 þ G ð1 þ α0ÞD2 � ð1 � α0Þk2 Wdz

1 � e�d �1 (51)ð0 
Φ D e�dzD � k2 �dz� e Φdz ¼ 0 

�1 

After substitution of Φ and W, given in Eqs. (47) and (50) and some simplifica-
tions, we obtain 

ð0� d � � ��� Φm �1 þ G ð1 þ α0ÞD2 � ð1 � α0Þk2 Wndz1 � e�d �1 � (52)ð0 � � � � � 
D e�dzD �dz �� Φm � k2e Φndz� ¼ 0 

�1 

This determinant, calculated with the help of the software Maple, is the solv-
ability condition from which the eigenvalue R is calculated. The resulting algebraic 
expression of the integrals in this equation is very complex and will not be 
presented here. However, the first approximation of R, corresponding to the ele-
ment (0,0) of the matrix in the determinant Eq. (52), is 

1 � e�d A10R ¼ � � (53)
de�d 1 þ Gð1 � α0Þk2 � d2Gð1 þ α0Þ A9 

where A9 and A10 are functions of the wavenumber k and d and can be obtained 
from authors upon request. This result is new because it includes, for the first time, 

364 



Bioconvective Linear Stability of Gravitactic Microorganisms 
DOI: http://dx.doi.org/10.5772/intechopen.83724 

all the parameters of the problem without any approximation. In the limit of 
d, k, G ! 0, R reduces to the well-known value of 720. Higher-order estimates of R 
can be obtained from Eq. (52), which provides a useful check on numerical calcu-
lations. The comparison of R given in Eq. (42), obtained from the asymptotic 
analysis, and that of Eq. (52) shows that in the limit k ! 0, the agreement was very 
good. 

5. Numerical computations by a shooting method 

Here, the shooting method [61] is used to solve the eigenvalue problem posed by 
the system of Eqs. (20) and (21) subjected to the boundary condition Eq. (22). 
Curves of marginal stability in the plane ðk; RÞ were calculated for fixed values of 
the parameters d, G, and α0. Notice that very good agreement was always found 
among the values of the R of the asymptotic analysis (in the limit k ! 0), of the 
Galerkin method, and of the numerical computations. Calculations were made in 
two ways. First, the parameters d, G, and α0 were varied in order to obtain a 
representative set of marginal curves for the problem of bioconvection. Second, 
experimental data were also used to fix the values of d, G, and α0 and used to find 
theoretical values of kc and Rc that could be compared with their corresponding 
experimental values. Here, in particular, a selection is made of α0 ¼ 0:4, which 
corresponds to the flagellated alga Chlamydomonas nivalis. Figures 1–3 show mar-
ginal curves for different values of the gyrotaxis parameter G, while d remains fixed 
with magnitudes 0.1, 1, and 5, respectively. These figures clearly show the effect the 
gyrotaxis parameter G has on the critical wavenumber. When the magnitude of G is 
large enough, the critical wavenumber changes from zero to a finite value which 
increases with G, as shown by the squares located at the minimum value of R. 
Notice that it is found that the critical value Gc, which represents the magnitude at 
which the properties of the marginal curves change, from having kc ¼ 0 to kc > 0, is 
very well approximated by Eq. (46). This critical value is important because it 
represents the magnitude of G below which the present theory ceases to predict the 
experimental results which always show critical wavenumbers kc > 0. 

In the curves shown in Figure 1a–b, the critical values of the gyrotaxis parame-
ter are Gc ¼ 0:0306; 0:0266; 0:0060, respectively. As mentioned above for G > Gc, 
the critical wavenumber is finite, and for G < Gc the critical wavenumber is always 
zero. The combined effects of the velocity of the swimming of microorganisms, d, 

Figure 1. 
(a) Graphs of log R vs. k for fixed d ¼ 0:1. (b) Graphs of log R vs. k for fixed d ¼ 1. The black square markers 
indicate the position of the critical wavenumber and Rayleigh number. 
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Figure 2. 
(a) Graphs of log R vs. k for fixed d ¼ 5. (b) Graphs of log R vs. k for experiments 35, 2, 4, and 9 with d 
increasing from the curve below to above. The black square markers indicate the position of the critical 
wavenumber and Rayleigh number. 

Figure 3. 
(a) Graphs of log R vs. k for experiments 26–29, 24, 31, and 16 with d increasing from the curve below to 
above. (b) Graphs of log R vs. k for experiments 13, 10, and 20 with d increasing from the curve below to 
above. The black square markers indicate the position of the critical wavenumber and Rayleigh number. 

and that of gyrotaxis, G, change the location of the critical wavenumber. Note also 
that for fixed d, when G increases, the system becomes more unstable. From the 
Figure 1a and b, it can be seen that the most unstable case corresponds to that for 
d ¼ 0:1 and G ¼ 10 where kc ¼ 4:45 and Rc ¼ 9:0618. This may be understood by 
the fact that the accumulation of microorganisms near to the top of a shallow layer 
is faster than in a deeper one. This is due to the important role that the mass 
diffusion of microorganism Dc and the depth of suspension H play on the instability 
of the system. The value of Gc in the limit of d, k ! 0 can also be calculated from 
Eq. (46) by means of an asymptotic analysis. That is, 

17 ˜ °  
Gc ¼ þ O d2 (54)

132ð5 � 2α0Þ 
Here, some theoretical curves are presented of which some have a very good 

agreement and others a reasonable agreement with the experiments 2, 4, 9, 10, 13, 
16, 20, 24, 26, 27, 28, 29, 31, and 35, performed by Bees and Hill [27]. 

The values for the motility d and the gyrotaxis parameter G used in Figures 2 
and 3 were calculated based on experimental data by Bees and Hill [26, 27], which 
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Experimental results Theoretical predictions Error (%) 

˜ ° ˜ ° 
EN dBH kc RBHc �106 dBH dBH2 η α0 kc RBHc �106 k RBH 

2 44.7 5.11 3.25 40 16 0.2 51 5.0 898 

40 16 0.4 51 9.0 898 176 

23 204 7.84 863 200 32 0.2 270 1700 3343 96 

EN represents the experiment name. Subscript BH indicates that the definition of Bees and Hill, [26] for the 
parameters d and R is used. η is the gyrotactic parameter [26]. 

Table 1. 
Experimental measurements of Bees and Hill [27] and their theoretical prediction [26]. 

in here are presented in Tables 2 and 3 of the following section. In order to observe 
in detail the position of the critical point ðkc; RcÞ in Figures 2 and 3, a local magni-
fication is included. 

Here, a comparison is done of our theoretical results of ðkc; RcÞ with the theoret-
ical ones presented by Bees and Hill [26] in their Table VI. According to Bees and 
Hill [26], experiments 2 and 23 in their Table V have ðkc; RcÞ of comparable order 
with those in their Table VI. In our Table 1, we reproduce the comparison made by 
Bees and Hill [26] of their own theoretical and experimental results of their Table V, 
and we added the corresponding error in percent of the wavenumbers and Rayleigh 
numbers, respectively. Note that the value α0 ¼ 0:4 corresponds to flagellated 
microorganisms such as Chlamydomonas nivalis, while α0 ¼ 0:2 corresponds to 
nonflagellated. Notice that their experimental and theoretical values of d are not 
exactly the same. 

For the sake of comparison of our theoretical results with those of the experi-
ments, Table 1 shows the percent of error calculated by taking the difference of the 
experimental and theoretical values and then dividing by the smallest one. In 
Table 1, the more realistic value α0 ¼ 0:4 for Chlamydomonas nivalis is included, 
which corresponds to the second line of experiment 2 of Bees and Hill [26] pre-
dictions. It is clear from Table 3 that our theoretical results show a very important 
improvement in the reduction of the percent error with respect to experiment 2. 

6. Comparison with experiments 

In this section a comparison is done of our theoretical results of Rc and kc with 
the corresponding experimental values obtained by Bees and Hill [27]. Here use is 
made of the results of the 39 experiments shown in Table I of Bees and Hill [27]. 
Besides, the more realistic value of the parameter α0 ¼ 0:4, corresponding to the 
flagellated algae Chlamydomonas nivalis, is also used to calculate d, G, and R. 

In Table 3, the values of d, G, and R resulting from the experimental data are 
presented. Note in Table 2 that the experimental results of the cell swimming speed 
Vs and of the cell diffusivity Dc are given inside a range of values. In this case, a 
particular value inside the range has to be selected. The swimming speed used here 
is 63�10�4cm=s. The decision is based on the results obtained by Hill and Hader 
[62], Pedley and Kessler [25], and Bees and Hill [26]. The value of the cell diffusiv-
ity was decided to be that corresponding to an average over the range given in 

2Table 2, that is, Dc ¼ 27:5 � 10�5cm =s. 
Very recent experimental measurements on the diffusivity for different micro-

organisms like the biflagellated alga Chlamydomonas reinhardtii have been reported 
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by Polin et al. [63]. Bees and Hill [27] state that there is some evidence to suggest 
that cells of Chlamydomonas nivalis are not gyrotactic during the first week of 
subculturing; then if it is not the case for the cells of Chlamydomonas reinhardtii, 
more measurements for the parameters α0, B, Vs, H, n, and kc would be needed in 
order to perform comparison between theoretical and experimental results. The 
definitions of d, G, and R are related with those of Bees and Hill [26] dBH, η, and 
RBH, respectively, as follows: 

˛ ˜ °˝ 
V2τK2 Dc K2

2τ3V5 K1Hs sd ¼ dBH, G  ¼ η, R  ¼ 1 � exp � RBH (55)
DcK1 V2τ D2HK2 K2Vsτ s c 1 

where the constants K2 ¼ 0:15 and K1 ¼ 0:57 (see [26] for more details). τ is a 
direction correlation time which equals 1:3s in the nonflagellated case and 5s in the 
flagellated case. The data corresponding to the suspension depth H and the average 
cell concentration of microorganisms n of each experiment (see [27] for more 
details) have not been reported in Table 3. Only the parameters d, G, k, and R are 
presented in that table. It is also found that the value of the G of each experiment is 
greater (but sometimes near) than their corresponding critical value Gc of Eq. (46). 
Under these conditions, all the critical wavenumbers have to be kc > 0. 

By using the data of our Table 2 and Table I of Bees and Hill [27], the experi-
mental values for d, G, and RE were calculated and listed in Table 3. The experi-
mental value of the wavenumber kE was also obtained from Table I of Bees and Hill 
[27] and was calculated as follows: the wavelength λ0 cm is nondimensionalized ð Þ  
with the corresponding suspension depth H cm to get λE, and then the critical ð Þ  
wavenumbers were calculated from kE ¼ 2π=λE. RT and kT are our theoretical 
wavenumber and Rayleigh number obtained by the shooting method. The curves of 
marginal stability corresponding to experimental results with good and very good 
agreement with theory are shown in Figures 2 and 3. As explained above, we have a 
substantial improvement in the agreement of the critical wavenumbers and Ray-
leigh numbers with respect to the experimental results (see Table 3). A great 
number of experimental data have been compared with the present theory in 
Table 3. 

Name Description Value 

ϑ Cell volume 10 35 � 10� cm

g Acceleration due to gravity �2103 cms

Dc Cell diffusivity 5 4 2 �15 � 10� –5 � 10� cm s

ρ Fluid density 31 gcm�

ρ þ Δρ Cell density 31.05 gcm�

ν Kinematic viscosity 2 �210� cms

Vc Cell swimming speed 2 �10–2 � 10� cms

B Dimensional gyrotaxis parameter 3.4 s 

B Including flagella 6.3 s 

α0 Cell eccentricity 0.20–0.31 

α0 Including flagella 0.4 

Table 2. 
Estimates and measurements of typical parameters for a suspension of the alga Chlamydomonas nivalis 
[24, 25, 64, 65]. 
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Some numerical results agree very well with experiments, as can be seen in the 
experiments 4, 10, 12, 13, 20, and 35 of Table 3. Others are good, such as the results 
of experiments 9, 16, 24, 26, 27, 28, 29, and 31. With respect to the other data in 
Table 3, it might be possible that if the experimental measurements are improved, 
the agreement with theory will be better. The results given here show that the 
approximate and numerical solutions of the system of governing equations 
presented in this paper may bring a light to the solution of many other problems of 
bioconvection. 

7. Conclusions 

The governing equations of bioconvection were used to investigate the problem 
of an infinite horizontal microorganism suspension fluid layer. The theoretical pre-
dictions of the critical wavenumber kc and Rayleigh number Rc were compared with 
their experimental counterparts [27]. Very good, good, and fair agreements were 
found. But in general, we may say that our numerical results improve by far those 
obtained by Bees and Hill [26]. 

With the asymptotic analysis for k < < 1, it was possible to calculate a Rayleigh 
number not reported before without any restrictions on the magnitudes of d and G. 
This result is important because it was also possible to calculate a critical value of 
the gyrotaxis parameter Gc which indicates the boundary between the possibility of 
a marginal curve with kc ¼ 0 (G < Gc) and another one with kc >0 (G > Gc). 

However, it is clear from the experimental results that the critical wavenumbers 
are finite and large and that the former case is not physical. Therefore, this Gc also 
defines the limit of validity of the theory. Note that it agrees very well with numer-
ical analysis. 

An analytic Galerkin method was also used to obtain a general expression of R 
without any restriction on the magnitudes of d, G, and k � Oð Þ1 . This gave us an 
explicit expression of R not reported before which proved to be very useful when 
checking with the numerical computations. 

Numerical results have shown that the system becomes more unstable 
when the layers are shallow. The physical interpretation of such situation is that 
the accumulation of microorganisms near the top of the layer in the shallow case 
is faster than in the deeper case, due to the smaller depth of suspension H. A  
consequence of this is that the critical wavenumber is smaller for shallower 
layers. This can be explained by means of the boundary conditions of the 
microorganism concentration. If the parameter d tends to zero, the boundary 
conditions tend to those similar to the “fixed heat flux” boundary conditions of the 
problem of natural convection heated from below [50–53, 56]. Moreover, it has 
been shown above that by a change of variable, it is possible to transform the 
boundary conditions of the concentration into those similar to the “fixed heat flux” 
boundary conditions. In that problem it has been shown that the critical 
wavenumber tends to zero. However, due to the gyrotaxis, the critical wavenumber 
is not zero in the present problem if G > Gc, which, from the experimental results, is 
the case here. But notice in Figures 1–3 that in fact, also in this case, the critical 
wavenumber decreases with a decrease of d. The change of the critical wavenumber 
with respect to G is also clear in the figures. The critical wavenumber decreases with 
a decrease of G. 

Finally, we would like to point out that it is our hope that the results presented in 
this chapter may stimulate researchers to make more new and precise experiments 
on bioconvection in the near future. 

371 

http://dx.doi.org/10.5772/intechopen.83724


Heat and Mass Transfer - Advances in Science and Technology Applications 

Nomenclature 

B dimensional gyrotactic parameter, s 
k wavenumber 
Dc cell diffusivity, cm2s˜1 

d motility of microorganisms 
G dimensionless gyrotactic parameter 
g acceleration due to gravity, cms˜2 

H layer depth, cm 
J∗ flux density of organisms 
n average cell concentration 
∗ n concentration of microorganisms 

p pressure 
R Rayleigh number 
Sc Schmidt number 
t ∗ time 
Vc cell swimming speed, cms˜1 

∗ u fluid velocity 
∗ x Cartesian coordinates 

Greek symbols 
α0 cell eccentricity 
μ viscosity, gcm˜1s˜1 

ν kinematic viscosity, cm2s˜1 

ρ water density, gcm˜3 

ϑ cell volume, cm˜3 

Subscripts 
BH result obtained by Bees and Hill [26] 
c critical value 
E experimental result 
T theoretical result 
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Chapter 19

Feedback Control of Rayleigh
Convection in Viscoelastic
Maxwell Fluids
Ildebrando Pérez-Reyes, Cornelio Alvarez-Herrera
and Jonathan Rodríguez-Campos

Abstract

Control of Rayleigh convection in a viscoelastic Maxwell fluid is addressed here
by considering a feedback from shadowgraphic visualizations. Here, a theoretical
approach is made to the problem of the onset of convective motion through a source
term in the lower thermal boundary condition. A numerical Galerkin technique is
then used to study the linear hydrodynamic stability. Small relaxation times are
considered for Prandtl numbers 1 and 10. Interesting results for the Rayleigh, the
wavenumber, and the frequency of oscillations are presented along with discussion
on the physical mechanism. In short, the linear hydrodynamic stability analysis
states that suppression of convection may be favored.

Keywords: viscoelastic fluid, feedback control, Rayleigh convection

1. Introduction

The idea of control in physics and engineering, and other areas of applications, is
not new. Several examples and interesting advances can be found in chemical
processes where multivariable problems may appear in the way to obtain desired
product quality or to guarantee safety of operators [1, 2]. At the same time, tech-
nology has been developed to meet the needs of the industry such as proportional
integral derivative controllers, sensors, etc. On the other hand, new technology and
lab developments needing control of variables may use different hardware. Onset
of thermal convection and thermoconvective pattern formation are examples of
phenomena aimed to be controlled.

Control of Rayleigh convection is a subject that has called the attention of
researchers because of its connection to applications in electronics [3] and genetics
[4], for example. In these cases understanding and modulation of convective
motions are important so that the problem of Rayleigh convection may be coupled
to a feedback control scheme. It is straight that heat transfer along the fluid layer
should be monitored and controlled in order to modulate the convective motions.

The present manuscript is devoted to give an approach to the control of the
Rayleigh convection phenomena in a viscoelastic fluid layer by a feedback scheme
based on shadowgraphic visualization. This is a theoretical approach to the problem
which actually introduces a modification in the lower thermal boundary conditions
to modulate the heat transfer so that convection may be changed [5]. Since
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convective motions are undoubtedly connected to the hydrodynamic stability of the 
fluid layer, this theoretical framework is combined with the idea of a control 
feedback provided by shadowgraph technique measurements. The results presented 
in this work contribute to further developments in applications involving viscoelas-
tic fluids. 

Several investigations have been conducted in previous decades by authors 
interested in the selection of convective patterns or in avoiding convective 
motions, for example. However, to the best knowledge of the authors, perhaps the 
works of Singer et al. [6] and Singer and Bau [7] triggered interesting studies on 
the control of thermal convection. Singer et al. [6, 7] worked on the laminarization 
of chaotic convective motions by using a feedback control signal based on tem-
perature measurements both theoretically and experimentally. Petrov et al. [8] 
reported results on the nonlinear control of convective motion in a liquid bridge 
which is based on temperature measurements that feed a nonlinear control algo-
rithm controlling a thermoelectric element. Other works were devoted to the 
suppression of Rayleigh convection as motivated by the results (Singer et al.) 
[6, 7]. Later, Howle reported interesting results for the control of Rayleigh con-
vection in Newtonian fluids both experimentally [9] and theoretically [5, 10]. In 
these works, Howle [5, 9, 10] has studied the coupling of linear hydrodynamic 
stability in a Newtonian fluid with the problem of controlling the supplied heat 
transfer to the fluid by using the familiar shadowgraph visualization technique. 
Howle [9] used an experimental arrangement for the visualization of convective 
motions to get information useful in the feedback of a set of heaters installed at the 
bottom of the lower boundary. 

The mentioned investigations along with the possible improvements to applica-
tions [3, 4] have motivated the present study related to viscoelastic fluids. The main 
idea is to extend the results of Howle [5, 9, 10] about the control of thermal 
convection for viscoelastic Maxwell fluids. The thermal hydrodynamic stability of a 
viscoelastic fluid layer is investigated, while heat flux at the lower boundary is 
modulated by a feedback signal obtained from shadowgraphic visualization. Then, 
results of a numerical analysis are presented for the linear hydrodynamic stability. 

The manuscript has been organized as follows. A brief introduction to the 
Rayleigh convection in viscoelastic fluids is given in Section 1. In Section 3 the 
governing equations of the problem in hand are presented along with an explana-
tion of the physical nature of the system. In Section 3.1 the corresponding boundary 
conditions are introduced. Next, the linear hydrodynamic stability is shown in 
Section 4. General comments based on experimental tests on the shadowgraph 
visualization of the Rayleigh convection are presented in Section 5. Section 6 is 
devoted to expose results and discussion of the findings. Finally, the main conclu-
sions are given in Section 7. 

2. On the Rayleigh convection in viscoelastic fluids 

The problem of Rayleigh convection in viscoelastic fluids has been a subject of 
interest for researches [11, 12] since several decades ago. The early works on this 
matter came up from the concern on the usage of viscoelastic fluid models by taking 
advantage of already known results and theory about Rayleigh convection in New-
tonian fluids. In this way, the problem of Rayleigh convection in viscoelastic fluids 
can be represented as shown in Figure 1. 

Although there are several models for the representation of viscoelastic fluids 
a few have been widely considered for thermal convection. These are the Maxwell 
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Figure 1. 
The problem of Rayleigh convection in a viscoelastic fluid layer. As the critical conditions for the Rayleigh 
convection are achieved, convective fluid motions set in. 

and the Jeffreys viscoelastic models which have linear and nonlinear constitutive 
equation representations. The following linear constitutive equation, 

˜ ° ˜ ° 
∂ ∂

1 þ F τ ¼ 2η0 1 þ EF e 
∂t ∂t 

where τ is the stress tensor and e is the share rate tensor [13], corresponds to 
the Jeffreys viscoelastic fluid model and reduces to the Maxwell viscoelastic fluid 
model when E ¼ 0. These two viscoelastic fluid models predict time-dependent 
thermal convection also known as oscillatory convection [12, 15], which is of 
interest due to changes in the instability of the fluid. In other words, convective 
motions in the fluid may set in at lower critical conditions [12, 15] than for the 
Newtonian case. Finally, the mentioned findings represent a start point for devel-
opments on convective motion control. 

3. Mathematical formulation 

Here, the onset of thermal convection in a horizontal infinite viscoelastic Max-
well fluid layer heated from below is considered. The schematic of the system is 
shown in Figure 2 where the optical setup along with proper data processing could 
give insight on the modulation of the heat supplied at the lower wall. This is in fact a 
feedback control scheme. 

From the mathematical point of view, the linear hydrodynamic stability problem 
can be represented by the equation for the balance of momentum, the continuity 

Figure 2. 
General schematics of the problem. The box for optical setup represents the setup for fluid visualization by the 
shadowgraph technique. Both walls are rigid but made of different materials since the one in the top should be a 
transparent media. * indicates dimensional variables. 
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equation, the heat diffusion equation, and the constitutive equation for the visco-
elastic Maxwell fluid. For short some familiar steps are avoided (see the publica-
tions of [14–16] for details). Thus, the governing equations are 

" ! # !2 
σ d2 d2 ð1 þ FσÞ � k2 W � Rk2Θ ¼ � k2 W (1)
Pr dz2 dz2 

" ! # 
d2 

σ � � k2 W Θ ¼ W (2)
dz2 

where Eqs. (1) and (2) were obtained after a process of perturbation and 
nondimensionalization of the governing equations. The nondimensionalization of 
the variables was made with H for lengths, κ=H for velocity, κμ=H2 for pressure, 
ΔT ∗ for temperature, and H2 =κ for time. Also, in Eqs. (1) and (2) Pr ¼ ν=κ, 
F ¼ λκ=H2, and R ¼ βgH3ΔT ∗ =νκ. Notice that pressure and velocity fields were 
separated by operating twice the rotational operator on the momentum balance 
equation. Also, the constitutive equation for the viscoelastic Maxwell fluid has 
been combined with the momentum balance equation. Next, normal modes 
exp i kxx þ kyy þ σt were introduced so that the problem in hand could be 
reduced to a system of ordinary differential equations as shown in Eqs. (1) and 
(2). Then, Eq. (1) corresponds to the balance of momentum, and Eq. (2) 
corresponds to heat. 

3.1 Boundary conditions 

Eqs. (1) and (2) should be subjected to a proper set of boundary conditions. 
For the system in hand, the boundaries of the fluid layer are both rigid and solid 
walls so that the following mechanical conditions shall be used: 

dW 1 1
W ¼ ¼ 0 at z ¼ �  ,

dz 2 2 

Thermal conditions are adapted from those used in the study in the Rayleigh 
convection of a fluid layer bounded by a good thermal conducting wall at the top 
and by an insulating wall at the bottom [17]. This configuration of the thermal 
boundary conditions is preferred since control of convection can be made, in an 
experimental setup, by changing the heat flux at the bottom. Thus, the ideas of 
[10] are embraced here. For short, adjustments made in the supplied heat flux can 
be introduced in the model as an inhomogeneity in the bottom thermal boundary 
condition through the controller gain or magnitude of the made adjustments. 

The boundary conditions for θ are 

1
Θ ¼ 0 at z ¼ (4)

2 
ð1=2dΘ ¼ γk2 Θdz at z ¼ �  

1 
(5)

dz 2�1=2 

4. Linear stability analysis 

Eqs. (1)–(5) represent an eigenvalue problem for the Rayleigh number. The 
solution to this problem is then made by the Galerkin method which allows the 
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calculation of the eigenvalue without completely solving for W and Θ. Then, this 
technique is numerically implemented to study the hydrodynamic stability of the 
viscoelastic fluid layer as follows (see the book of [18] or the monography of [19], 
for example). 

First, a trial function for W, satisfying boundary condition (Eq. (3)), is pro-
posed. This is 

N 
n nWn ¼ ∑ ð2z � 1Þ ð2z þ 1Þ (6) 

n¼1 

Next, Wn is substituted into the equation for Θ. The result of that substitution 
allows to solve for Θ from Eq. (2) subject to the corresponding boundary conditions 
(Eqs. (4–5)). The previous step gives the advantage of carrying more information 
on the solution of the problem and improving accuracy. Therefore, back in with 
Eq. (1) for W, the residual is calculated multiplying that equation by Wn as given in 
Eq. (6) and then integrating across the fluid layer. This orthogonalization process 
outputs a solvability condition from which R can be obtained. This is 

ð1 þ FσÞ Θmi ¼ 0 (7) 
*  ! + *  !2 + 

σ d2 d2 
Wn � k2 Wm � Wn � k2 Wm � ð1 þ FσÞRk2hWnPr dz2 dz2 

where the angle brackets indicate the integral from z ¼ �1=2 to z ¼ 1=2. Eq. (7) 
is a matrix of size ðN; MÞ with N ¼ M ¼ 1, the first approximation. As the size of 
the matrix is increased, the accuracy is improved and so is the complexity of the 
calculations. The condition given in Eq. (7) demands that the determinant of that 
matrix should be zero. From the resulting mathematical expression, the Rayleigh 
number R can be determined. 

4.1 Numerical analysis 

The hydrodynamic stability of the viscoelastic layer as modified by a varying 
heat flux supply at the bottom is studied numerically. First, a comparison between 
the results obtained from condition (Eq. (7)) and those reported by previous 
authors was carried out showing very good agreement. The critical Rayleigh, 
wavenumber, and frequency of oscillation were obtained by first fixing γ and ω and 
then minimizing the Rayleigh number with respect to the wavenumber. Critical Rc 
and kc give critical ωc. The process was repeated for a range of values of γ, and since 
Eq. (7) is valid for different viscoelastic fluids, the properties E, F, and Pr were 
mapped for some representative cases. 

The validation of the present results was made by comparison of the results 
obtained from Eq. (7) with those reported by previous authors [10, 17]. Besides, 
these comparisons help to establish the order of approximation to be used in Eq. (7). 
For the case of Rayleigh convection in a Newtonian fluid layer the agreement with 
the results of reference [17], when the lower boundary is kept at constant heat flux 
and the top boundary is kept at constant temperature, is very good. In the present 
work, the critical Rayleigh and wavenumber are 1303.44 and 2.56, respectively, 
with a maximum error of 3.7%, for this case. 

For the same conditions used by [10], from the condition (Eq. (7)), the critical 
Rayleigh and wavenumber are 3976.59 and 3.97, respectively, for γ ¼ 100. The 
maximum error for this case is 2%. Here, the results of [10] were slightly extended. 
Curves of criticality for the Rayleigh and wavenumber are shown in Figures 4–5 for 
a wide range of γ. These curves show that the Rayleigh number of very strong 
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changes can be obtained at magnitudes of γ between 0 and 10. These are important 
results and have triggered further investigation in viscoelastic Maxwell fluids. 

Comparison of the data for the hydrodynamic stability of viscoelastic Maxwell 
fluids was made with the results reported by [20]. In their work, Sekar and 
Jayalatha [20] made calculations for the hydrodynamic stability of a viscoelastic 
fluid heated from below subjected to different mechanical and thermal boundary 
conditions. Very good agreement for the corresponding case was obtained. How-
ever, an unexpected result is that the critical Rayleigh number is larger for the case 
of bottom rigid insulation wall and top rigid isothermal wall than for the case of two 
rigid isothermal walls [20]. Despite the large amount of results, published by [20], 
the physical mechanism of the mentioned finding is not explained. This change 
in the hydrodynamics of the fluid can be attributed solely to the viscoelastic nature 
of the fluid since the Newtonian fluid does not show this behavior. 

For the numerical computations of this work, third-order, n = 3, approximations 
were used since a very good convergence was found at this order. Investigated 
higher-order approximations only give improvements smaller than 10�2. Perhaps, 
the very good convergence was due to the contributions given by the solution of the 
heat equation instead of using trial functions for Θ. 

The effect of heat flux modulation at the bottom wall on the hydrodynamic 
stability for the viscoelastic fluid was investigated as follows. Viscoelastic Maxwell 
fluids with F ¼ 0:1 were investigated, while the Prandtl number was fixed at 1 and 
10. Then, the critical Rayleigh number, the wavenumber, and the frequency of 
oscillation were determined. 

5. An experimental possibility 

In this section, some general comments are given based on preliminary results 
on an experimental work made on this problem. In view of the previous theoretical 
analysis to the problem of controlling the thermal convection in a viscoelastic 
Maxwell fluid layer, an experimental setup may be proposed. Since a feedback 
control strategy has been considered for this purpose, the scheme shown in Figure 2 
can be extended to include other features. Figure 3 shows a very general experi-
mental setup where some optomechanical and electromechanical parts are missing, 
but it still shows the experimental counterpart of the theoretical approximation. 

Figure 3. 
Extension to the Rayleigh convection visualization schematics shown in Figure 2. Dashed lines indicate 
communication between the given hardware. 
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Two possible goals may be set for the experiment: detection of the beginning of 
the Rayleigh convection and tuning for favoring the formation of a given convective 
pattern. For the present case, some experiments have been performed in an open 
loop for the setup shown in Figure 3 where the detection of the beginning of fluid 
motion is visualized in the screen of laptop computer attached to a shadowgraph 
optical setup and further adjustments are manually introduced in a PID tempera-
ture controller. 

Although convective motion was detected on the range of experimental 
conditions reported by previous authors, more work is needed to have a closed loop. 
In other words, the PID temperature controller should be changed by a PID 
shadowgraph controller able to feedback the heat supplied by the source (see 
Figure 3). This idea is also based on that early mentioned by Howle [5] who 
used a proportional control algorithm based on shadowgraph images of the 
experiment. 

On the light of the experimental test, some comments can be made on the con-
nection between theoretical predictions and experimental data. First, the controller 
output is related to a precise amount of Watts used by the heat source so 
that dynamical behavior is expected and has been found with the open loop tests, and 
as a consequence, the value of the parameter γ would change in time as well. Second, 
a thermal fluid may be used to supply the needed heat to the layer instead of an 
arrangement of heaters [5] which could give a delayed change in the Rayleigh num-
ber but more uniform behavior in the fluid layer horizontal extent. 

6. Results and discussion 

Very interesting results were found. Figures 5a–5c and 6a–6c present the main 
findings on the linear hydrodynamic stability of the Maxwell viscoelastic fluid layer. 
Weak viscoelastic fluids, with F = 0.1, are investigated for understanding of the role 
played by the controller gain γ. 

For the case of Pr = 1, the critical Rayleigh, the wave number, and the frequency 
of oscillation show unexpected behavior since at small values of γ the magnitude of 

Figure 4. 
Curve of criticality for the Rayleigh convection in a Newtonian fluid corresponding to Rc against γ (a) and to kc 
against γ. This curve of criticality extends the results of [10]. At γ = 100, Rc = 3976.59, and kc = 3.97. 
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Figure 5. 
Curve of criticality for the Rayleigh convection in a Maxwell viscoelastic fluid with Pr = 1 and F = 0.1. These 
curves correspond to Rc, kc, and ωc against γ. 

Rc, kc, and ωc decreases. However, at certain values of γ, the same parameters start 
growing monotonically. On the other hand, for the case of Pr = 10, only the critical 
Rayleigh number behaves as for Pr = 1. The critical wavenumber and frequency of 
oscillation decrease monotonically with γ for Pr = 10. 

The results on the hydrodynamics are unexpected and can be attributed to a 
coupling of the viscoelastic property F and to the nonzero heat flux bottom bound-
ary condition. For the two values of the Prandtl number investigated, the fluid layer 
always stabilizes after certain critical value of γ. From the comparison with the 
curves for the Newtonian case, it can be said that fluid viscoelasticity triggers 
stronger nonlinear behavior of Rc, kc, and ωc (Figures 4–6). 

The physical interpretation of the present results is as follows. Increasing γ 
means that temperature at the bottom is increased too. As the heat flux is increased, 
viscoelasticity helps to destabilize the system. At the same time, there must be a 
limit for the effect of small γ since the Rayleigh number R depends on the 
temperature difference which cannot be indefinitely increased. If temperature is 
increased with no limit, along with larger values of γ, the thermal energy should 
be released or converted into fluid motions, for example. Then, the oscillations in 
the fluid would help to diffuse the heat very quickly, while the layer becomes 
more stable with γ. This behavior is found in both systems (Figures 5 and 6). 
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Figure 6. 
Curve of criticality for the Rayleigh convection in a Maxwell viscoelastic fluid with Pr=10 and F=0.1. These 
curves correspond to Rc, kc, and ωc against γ. 

7. Conclusions 

In the present work, the effect of controller gain in the linear hydrodynamic 
stability of a viscoelastic Maxwell fluid was studied. 

The main conclusion of this work is that convection in the fluid layer can be 
controlled, or at least it can be suppressed. This is a direct conclusion since the 
curves of criticality state that the hydrodynamic stability of the fluid layer is 
increased with γ. The coupling of the stability parameters gives unexpected 
behaviors at small γ, but to the best knowledge of the authors, it could happen 
experimentally. 
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Nomenclature 

Greek letters 
F dimensionless relaxation time 
g acceleration due to gravity 
H fluid layer depth 
k perturbation wavenumber 
Pr Prandtl number 
R Rayleigh number 
T ∗ bottom wall temperature B 
T ∗ top wall temperature T 
W vertical velocity perturbation 
β thermal expansion coefficient 
γ controller gain 
Θ temperature perturbation 
κ thermal diffusivity 
λ stress relaxation time 
ν fluid kinematic viscosity 
μ fluid dynamic viscosity 
σ complex parameter 
σR perturbation growth rate 
ω frequency of oscillation 
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