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Preface

This book promotes new research results in the field of advanced fuzzy logic
applications. Treating information using fuzzy logic has developed over the past 50
years, and this mathematical theory is an interesting tool for researchers to solve
complex scientific and technical problems. Fuzzy logic has found applications in
various sectors of human activity, such as: industry, business, finance, medicine,
and more. The book includes new research results in scientific fields such as: fuzzy
mathematics, adaptive neuro-fuzzy systems, inference methods, fuzzy control,
expert systems, dynamic fuzzy neural networks, and others. The authors have
published worked examples and case studies resulting from their research in the
field. Readers will have access to new solutions and answers to questions related to
emerging theoretical fuzzy logic applications and their implementation.

The book has eight sections: Introduction, Fuzzy Mathematics, Adaptive Neuro-
Fuzzy Inference System, Inference Methods, Expert Systems, Control of Electrical
Systems, Fuzzy Logic Applications in Management, and Field-Programmable Gate
Array for Fuzzy Controllers.

The book includes an introductory chapter that presents basic properties of fuzzy
relations and seven main chapters that illustrate research in the section domains.

The chapters were edited and published following a rigorous selection process, with
only a small number of the proposed chapters being selected for publication.

The introductory chapter aims to recall algebraic relations that describe fuzzy rule
bases and fuzzy blocks as algebraic applications. Also, the fuzzy block may be
described graph-analytically with transfer functions and graphs.

The second chapter includes a study on the convergence of sequence spaces with
respect to intuitionistic fuzzy norms and their topological and algebraic properties.
The third chapter focuses mainly on building ANFIS and its application to identify-
ing the online bearing fault. A traditional structure of ANFIS as a data-driven model
is shown. A recurrent mechanism depicting the relation between the processes of
filtering impulse noise and establishing ANFIS from a noisy measuring database is
presented. One of the typical applications of ANFIS related to managing online
bearing fault is presented. The fourth chapter presents methods of conditional
inference for fuzzy control systems. The fifth chapter presents an application of
fuzzy logic and fuzzy expert systems in material synthesis methods. The data-
driven approach is used to construct a fuzzy model. Fuzzy C-means clustering is
used to derive fuzzy if-then rules from material data that describe material compo-
sition. The sixth chapter presents an example of how to use fuzzy logic in control of
electrical systems, in conditions of incomplete information regarding the values of
diagnostic parameters. The seventh chapter includes a fuzzy logic methodology for
evaluating the causality of factors in organization management. The chapter for-
mulates the problem of causal relations in a broad sense and analyzes the methods
for its solution with an emphasis on socioeconomic aspects. Systems approach,
comparative experiment, economic and mathematical modeling, and other general
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scientific methods are used. The eighth chapter includes a technical study on func-
tional safety of an FPGA fuzzy logic controller. This chapter proposes to analyze the
implementation of advanced safety architecture of fuzzy logic controllers with 1-
out-of-2 controllers in FPGA using the reliability block diagram and the Markov
model.

The editor thanks the authors for their excellent contributions in the field and their
understanding during the process of editing. Also, the editor thanks all the editorial
personnel involved in book publication. The publishing process provided a set of
editorial standards, which ensured the quality of the scientific level of relevance of
accepted chapters.

Constantin Volosencu
Professor,

“Politehnica” University from Timisoara,
Romania
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Chapter 1

Introductory Chapter: Basic 
Properties of Fuzzy Relations
Constantin Volosencu

1. General aspects

Treating information using fuzzy logic has developed over the past 50 years, 
this mathematical theory being an interesting tool for researchers to solve complex 
scientific and technical problems. In these years, research has always yielded new 
results in the field of advanced fuzzy logic applications. Fuzzy logic has found 
applications in various sectors of human activity, such as, industry, business, 
finance, medicine, and in many scientific fields such as, machine learning, big data 
technologies, fuzzy control, expert systems, dynamic fuzzy neural networks, and 
others. Fuzzy logic provides a different way of dealing with mathematical calculus 
problems. In the case of fuzzy logic, conventional algorithms are replaced by a 
series of linguistic rules of the If (then) condition (conclusion). Thus, a heuristic 
algorithm is obtained, and human experience can be taken into account in the 
subject matter of the calculation.

This introductory chapter aims to recall some basic notions, main properties of 
fuzzy relations. Fuzzy rule bases and fuzzy blocks may be seen as relations between 
fuzzy sets and, respectively, between real sets, with algebraic properties as commu-
tative property, inverse and identity. The fuzzy relations are developed with differ-
ent rule bases, fuzzy values, membership functions, inference, and defuzzification 
methods, and they may be characterized with transfer characteristic graphs.

The book [1] can be considered a reference in the field. Other references may be 
taken in consideration [2–5]. The author published also in the field [6].

As advantages of fuzzy logic are useful in the calculations, we can list the 
following:

• Development of fuzzy controllers without a complex mathematical modeling of 
the problem addressed

• The possibility of implementing “human linguistic knowledge” on the applica-
tion solved.

• The possibility of using fuzzy logic for complex, nonlinear, and variable relations

• The possibility of performing exceptional treatments, that is, changing the cal-
culation strategies as a result of a change in the course of application

• Possibility of using it when making decisions specific to artificial intelligence

• Interpolation among rules, usable in exceptional treatments to change the scope 
of application
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A fuzzy relation is a composed relation of defuzzification, inference, based on 
rules, and fuzzification. In the development of fuzzy relations, we have to answer 
the following questions. The lack of precise directives for conceiving a fuzzy rela-
tion. And in this case the following questions will be answered:

• What is the structure of the fuzzy relation?

• What real mathematical variables have to be chosen for fuzzy processing?

• How to choose the universes of discourse for fuzzy variables?

• How many fuzzy values and what membership functions are chosen for fuzzy 
relationship variables?

• Which is the rule base of the fuzzy relation?

• Which method of inference should be chosen?

• Which defuzzification method is better?

To answer these questions, a large number of fuzzy relations have been experi-
mented, and calculus tests have been performed in a comparative analysis. The 
answers to these questions are reported by the values of the desired efficiency 
indicators and the values that can be provided by each fuzzy relation variant. By 
answering the questions posed, the empirical and unsystematic character of the 
operator’s knowledge implementation and the synthesis of the fuzzy logic-based 
relation can be eliminated at a later design.

Next, for a better understanding of the phenomena occurring in the fuzzy rela-
tions, a brief presentation of their main basic properties will be made.

2. Properties

2.1 Fuzzy relation

The basic fuzzy relation is a function of two variables:

  y = f ( x  1  ,  x  2  )   (1)

The variables are defined on universes of discourse, as real sets:

   x  1   ∈  X  1  ,  x  2   ∈  X  2  , y ∈ Y  (2)

A fuzzy relation may be described informationally by a structure as in Figure 1. 
It is composed relation, from defuzzification, inference based on rules, and fuzzi-
fication. The fuzzy values are defined and described with membership functions, 
defined on universes of discourse, with values on interval [0, 1]:

  m (x)  : X →  [0, 1]   (3)

The fuzzy set is defined as

  A =  {x, m (x) }   (4)
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The membership functions are represented as graphs. A fuzzy variable with 
three fuzzy values NB, ZE, and PB and also three membership functions is repre-
sented in Figure 2.

A fuzzy variable may have also five or seven fuzzy values.
The fuzzy relation is developed based on a rule base, for a fuzzy reasoning of 

the form [If x1 is … and x2 is … then y is …]. A primary rule base of 3 × 3 rules is 
presented in Table 1.

Several inference methods may be use, for example, max-min and sum-prod.
Also there are some defuzzification methods: center of gravity, mean of maxima, 

and others.
An example of inference max-min is presented in Figure 3.

2.2 Algebraic properties

The fuzzy relations have the following algebraic properties.
Commutative property

  f ( x  1  ,  x  2  )  = f ( x  2  ,  x  1  )   (5)

Inverse of x is −x:

  f (x, − x)  = f (− x, x)  = 0  (6)

Identity is 0 (ZE):

  f (x, 0)  = f (0, x)  = x  (7)

The rule bases have also the same properties.
But they do not have the associative property and nor the property of 

distributivity.

2.3 Graphs

The fuzzy relation is characterized by some graphs [6].
First is the graph of function (1), represented in Figure 4a.
The second graph is the graph of y with x1 as variable and x2 as parameter:

  y = f ( x  1  ;  x  2  )   (8)

represented as a family of characteristics in Figure 4b. The third graph is a family 
of characteristics:

  y = f ( x  t  ;  x  2  )   (9)

Figure 1. 
The structure of a fuzzy relation.
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Figure 3. 
Example of inference max-min.

represented in Figure 4c, where

   x  t   =  x  1   +  x  2    (10)

is a compound variable. This graph is situated in the first and third quadrants 
and it has a sector property.

And the fourth graph is the variable gain:

  K ( x  t  ;  x  2  )  =   y _  x  t      (11)

represented, as a family of characteristics, in Figure 4d, with the value in origin:

   K  0   =   lim  
 x  t  →0

     y _  x  t      (12)

The graphs are obtained for a fuzzy relation with three fuzzy values, member-
ship function from Figure 2, the primary 3 × 3 rule base, max-min inference, and 
defuzzification with center of gravity.

Figure 2. 
Membership function.

y x1

NB ZE PB

x2 NB NB NB ZE

ZE NB ZE PB

PB ZE PB PB

Table 1. 
Primary 3 × 3 rule base.
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3. Conclusion

The fuzzy relations may be classified according the rule base, membership func-
tions, number of fuzzy variables, inference, and defuzzification. They have transfer 
characteristic graphs which may be numerical calculated. The graphs may be used 
for grapho-analytical analysis of fuzzy relations and their applications, because 
only the analytical description of the fuzzy systems is difficult because of the 
complexity of operations made inside: fuzzification, inference, and defuzzification. 
The rule bases and the fuzzy relations may have algebraic properties, the commuta-
tive property, inverse, and identity, but not the associative property, so no kind of 
algebraic structures may be developed. The fuzzy relations are nonlinear functions. 
They have applications in many domain, like fuzzy controllers with variable gain, 
for example.

Figure 4. 
Graphs of a fuzzy relation.
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They have applications in many domain, like fuzzy controllers with variable gain, 
for example.

Figure 4. 
Graphs of a fuzzy relation.
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Chapter 2

Some Topological Properties of
Intuitionistic Fuzzy Normed
Spaces
Vakeel Ahmad Khan, Hira Fatima and Mobeen Ahmad

Abstract

In 1986, Atanassov introduced the concept of intuitionistic fuzzy set theory
which is based on the extensions of definitions of fuzzy set theory given by Zadeh.
This theory provides a variable model to elaborate uncertainty and vagueness
involved in decision making problems. In this chapter, we concentrate our study on
the ideal convergence of sequence spaces with respect to intuitionistic fuzzy norm
and discussed their topological and algebraic properties.

Keywords: ideal, intuitionistic fuzzy normed spaces, Orlicz function
compact operator, I-convergence

1. Introduction

In recent years, the fuzzy theory has emerged as the most active area of research
in many branches of mathematics, computer and engineering [1]. After the excel-
lent work of Zadeh [2], a large number of research work have been done on fuzzy
set theory and its applications as well as fuzzy analogues of the classical theories. It
has a wide number of applications in various fields such as population dynamics [3],
nonlinear dynamical system [4], chaos control [5], computer programming [6], etc.
In 2006, Saadati and Park [7] introduced the concept of intuitionistic fuzzy normed
spaces after that the concept of statistical convergence in intuitionistic fuzzy
normed space was studied for single sequence in [8]. The study of intuitionistic
fuzzy topological spaces [9], intuitionistic fuzzy 2-normed space [10] and
intuitionistic fuzzy Zweier ideal convergent sequence spaces [11] are the latest
developments in fuzzy topology.

First, let us recall some notions, basic definitions and concepts which are used in
sequel.

Definition 1.1. (See Ref. [7]). The five-tuple X; μ; ν; ∗; ⋄ð Þ is said to be an
intuitionistic fuzzy normed space (for short, IFNS) if X is a vector space, ∗ is a
continuous t-norm, ⋄ is a continuous t-conorm, and μ and ν are fuzzy sets on
X � 0;∞ð Þ satisfying the following conditions for every x, y∈X and s, t >0 :

(a) μ x; tð Þ þ ν x; tð Þ≤ 1,
(b) μ x; tð Þ >0,
(c) μ x; tð Þ ¼ 1 if and only if x ¼ 0,

(d) μ αx; tð Þ ¼ μ x; t
∣α∣

� �
for each α 6¼ 0,
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(e) μ x; tð Þ ∗ μ y; sð Þ≤ μ xþ y; tþ sð Þ,
(f) μ x; :ð Þ : 0;∞ð Þ ! 0; 1½ � is continuous,
(g) limt!∞ μ x; tð Þ ¼ 1 and limt!0 μ x; tð Þ ¼ 0,
(h) ν x; tð Þ < 1,
(i) ν x; tð Þ ¼ 0 if and only if x ¼ 0,

(j) ν αx; tð Þ ¼ ν x; t
∣α∣

� �
for each α 6¼ 0,

(k) ν x; tð Þ ⋄ ν y; sð Þ≥ ν xþ y; tþ sð Þ,
(l) ν x; :ð Þ : 0;∞ð Þ ! 0; 1½ � is continuous,
(m) limt!∞ ν x; tð Þ ¼ 0 and limt!0 ν x; tð Þ ¼ 1:

In this case μ; νð Þ is called an intuitionistic fuzzy norm.
Example 1.1. Let X; ∥:∥ð Þ be a normed space. Denote a ∗ b ¼ ab and

a ⋄ b ¼ min aþ b; 1ð Þ for all a, b∈ 0; 1½ � and let μ0 and ν0 be fuzzy sets on X � 0;∞ð Þ
defined as follows:

μ0 x; tð Þ ¼ t
tþ ∥x∥

, and ν0 x; tð Þ ¼ ∥x∥
tþ ∥x∥

for all t∈ℝþ. Then X; μ; ν; ∗; ⋄ð Þ is an intuitionistic fuzzy normed space.
Definition 1.2. Let X; μ; ν; ∗; ⋄ð Þ be an IFNS. Then a sequence x ¼ xkð Þ is said to

be convergent to L∈X with respect to the intuitionistic fuzzy norm μ; νð Þ if, for
every ε >0 and t >0, there exists k0 ∈ℕ such that μ xk � L; tð Þ>1� ε and
ν xk � L; tð Þ < ε for all k≥ k0. In this case we write μ; νð Þ-limx ¼ L.

In 1951, the concept of statistical convergence was introduced by Steinhaus [12]
and Fast [13] in their papers “Sur la convergence ordinaire et la convergence
asymptotique” and “Sur la convergence statistique,” respectively. Later on, in 1959,
Schoenberg [14] reintroduced this concept. It is a very useful functional tool for
studying the convergence of numerical problems through the concept of density.
The concept of ideal convergence, which is a generalization of statistical conver-
gence, was introduced by Kostyrko et al. [15] and it is based on the ideal I as a
subsets of the set of positive integers and further studied in [16–20].

Let X be a non-empty set then a family I⊂ 2X is said to be an ideal in X if ∅∈I, I
is additive, i.e., for all A, B∈I) A∪B∈I and I is hereditary, i.e., for all
A∈I, B⊆A) B∈I. A non empty family of sets F⊂2X is said to be a filter on X if for
all A, B∈F implies A∩B∈F and for all A∈F with A⊆B implies B∈F . An ideal I⊂2X is
said to be nontrivial if I 6¼ 2X, this non trivial ideal is said to be admissible if
I⊇ xf g : x∈Xf g and is said to be maximal if there cannot exist any nontrivial ideal
J 6¼ I containing I as a subset. For each ideal I, there is a filter F Ið Þ called as filter
associate with ideal I, that is (see [15]),

F Ið Þ ¼ K⊆X : Kc∈If g, where Kc ¼ X\K: (1)

A sequence x ¼ xkð Þ∈ω is said to be I-convergent [21, 22] to a number L if for
every ε>0, we have k∈ℕ : jxk � Lj≥εf g∈I: In this case, we write I � lim xk ¼ L:

2. IF-ideal convergent sequence spaces using compact operator

This section consists of some double sequence spaces with respect to
intuitionistic fuzzy normed space and study the fuzzy topology on the said spaces.
First we recall some basic definitions on compact operator.

Definition 2.1. (See [23]). Let X and Y be two normed linear spaces and
T : D Tð Þ ! Y be a linear operator, where D⊂X: Then, the operator T is said to be
bounded, if there exists a positive real k such that
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∥Tx∥≤k∥x∥, for all x∈D Tð Þ:
The set of all bounded linear operators B X;Yð Þ [24] is a normed linear spaces

normed by

∥T∥ ¼ sup
x∈X, ∥x∥¼1

∥Tx∥

and B X;Yð Þ is a Banach space if Y is a Banach space.
Definition 2.2. (See [23]). Let X and Y be two normed linear spaces. An opera-

tor T : X ! Y is said to be a compact linear operator (or completely continuous
linear operator), if

(i) T is linear,
(ii) T maps every bounded sequence xkð Þ in X on to a sequence T xkð Þð Þ in Y

which has a convergent subsequence.

The set of all compact linear operators C X;Yð Þ is a closed subspace of B X;Yð Þ
and C X;Yð Þ is Banach space, if Y is a Banach space.

In 2015, Khan et al. [11] introduced the following sequence spaces:

ZI
μ;νð Þ ¼ xkð Þ∈ω : k : μ x=k � L; t

� �
≤1� ε or ν x=k � L; t

� �
≥ε

n o
∈I

n o
,

ZI
0 μ;νð Þ ¼ xkð Þ∈ω : k : μ x=k; t

� �
≤1� ε or ν x=k; t

� �
≥ε

n o
∈I

n o
:

Motivated by this, we introduce the following sequence spaces with the help of
compact operator in intuitionistic fuzzy normed spaces:

MI
μ;νð Þ Tð Þ ¼ xkð Þ∈ℓ∞ : {k : μ T xkð Þ � L; tð Þ≤1� ε

or ν T xkð Þ � L; tð Þ≥ε∈I} (2)

MI
0 μ;νð Þ Tð Þ ¼ xkð Þ∈ℓ∞ : {k : μ T xkð Þ; tð Þ≤1� ε

or ν T xkð Þ; tð Þ≥ε∈I}: (3)

Here, we also define an open ball with center x and radius r with respect to t as
follows:

Bx r; tð Þ Tð Þ ¼ yk
� �

∈ℓ∞ : {k : μ T xkð Þ � T yk
� �

; t
� �

≤1� ε

or ν T xkð Þ � T yk
� �

; t
� �

≥ε∈I}: (4)

Now, we are ready to state and prove our main results. This theorem is based on
the linearity of new define sequence spaces which is stated as follows.

Theorem 2.1. The sequence spaces MI
μ;νð Þ Tð Þ and MI

0 μ;νð Þ Tð Þ are linear spaces.
Proof. Let x ¼ xkð Þ, y ¼ yk

� �
∈MI

μ;νð Þ Tð Þ and α, β be scalars. Then for a given ε>0,
we have the sets:

P1 ¼ k : μ T xkð Þ � L1;
t

2∣α∣

� �
≤1� ε or ν T xkð Þ � L1;

t
2∣α∣

� �
≥ε

� �
∈I;

P2 ¼ k : μ T yk
� �� L2;

t
2∣β∣

� �
≤1� ε or ν T yk

� �� L2;
t

2∣β∣

� �
≥ε

� �
∈I:

This implies

Pc
1 ¼ k : μ T xkð Þ � L1;

t
2∣α∣

� �
>1� ε or ν T xkð Þ � L1;

t
2∣α∣

� �
< ε

� �
∈F Ið Þ;
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∣α∣

� �
for each α 6¼ 0,
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normed by

∥T∥ ¼ sup
x∈X, ∥x∥¼1

∥Tx∥
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tor T : X ! Y is said to be a compact linear operator (or completely continuous
linear operator), if
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(ii) T maps every bounded sequence xkð Þ in X on to a sequence T xkð Þð Þ in Y

which has a convergent subsequence.

The set of all compact linear operators C X;Yð Þ is a closed subspace of B X;Yð Þ
and C X;Yð Þ is Banach space, if Y is a Banach space.

In 2015, Khan et al. [11] introduced the following sequence spaces:

ZI
μ;νð Þ ¼ xkð Þ∈ω : k : μ x=k � L; t

� �
≤1� ε or ν x=k � L; t

� �
≥ε

n o
∈I

n o
,

ZI
0 μ;νð Þ ¼ xkð Þ∈ω : k : μ x=k; t

� �
≤1� ε or ν x=k; t

� �
≥ε

n o
∈I

n o
:

Motivated by this, we introduce the following sequence spaces with the help of
compact operator in intuitionistic fuzzy normed spaces:

MI
μ;νð Þ Tð Þ ¼ xkð Þ∈ℓ∞ : {k : μ T xkð Þ � L; tð Þ≤1� ε

or ν T xkð Þ � L; tð Þ≥ε∈I} (2)

MI
0 μ;νð Þ Tð Þ ¼ xkð Þ∈ℓ∞ : {k : μ T xkð Þ; tð Þ≤1� ε

or ν T xkð Þ; tð Þ≥ε∈I}: (3)

Here, we also define an open ball with center x and radius r with respect to t as
follows:

Bx r; tð Þ Tð Þ ¼ yk
� �

∈ℓ∞ : {k : μ T xkð Þ � T yk
� �

; t
� �

≤1� ε

or ν T xkð Þ � T yk
� �

; t
� �

≥ε∈I}: (4)

Now, we are ready to state and prove our main results. This theorem is based on
the linearity of new define sequence spaces which is stated as follows.

Theorem 2.1. The sequence spaces MI
μ;νð Þ Tð Þ and MI

0 μ;νð Þ Tð Þ are linear spaces.
Proof. Let x ¼ xkð Þ, y ¼ yk

� �
∈MI

μ;νð Þ Tð Þ and α, β be scalars. Then for a given ε>0,
we have the sets:

P1 ¼ k : μ T xkð Þ � L1;
t

2∣α∣

� �
≤1� ε or ν T xkð Þ � L1;

t
2∣α∣

� �
≥ε

� �
∈I;

P2 ¼ k : μ T yk
� �� L2;

t
2∣β∣

� �
≤1� ε or ν T yk

� �� L2;
t

2∣β∣

� �
≥ε

� �
∈I:

This implies

Pc
1 ¼ k : μ T xkð Þ � L1;

t
2∣α∣

� �
>1� ε or ν T xkð Þ � L1;

t
2∣α∣

� �
< ε

� �
∈F Ið Þ;
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Pc
2 ¼ k : μ T yk

� �� L2;
t

2∣β∣

� �
>1� ε or ν T yk

� �� L2;
t

2∣β∣

� �
< ε

� �
∈F Ið Þ:

�

Now, we define the set P3 ¼ P1 ∪P2, so that P3∈I. It shows that Pc
3 is a non-

empty set in F Ið Þ. We shall show that for each xkð Þ, yk
� �

∈MI
μ;νð Þ Tð Þ:

Pc
3⊂{k : μ αT xkð Þ þ βT yk

� �� �� αL1 þ βL2ð Þ; t� �
>1� ε

or ν αT xkð Þ þ βT yk
� �� �� αL1 þ βL2ð Þ; t� �

< ε}:

Let m∈Pc
3, in this case

μ T xmð Þ � L1;
t

2∣α∣

� �
>1� ε or ν T xmð Þ � L1;

t
2∣α∣

� �
< ε

and

μ T ym
� �� L2;

t
2∣β∣

� �
>1� ε or ν T ym

� �� L2;
t

2∣β∣

� �
< ε:

Thus, we have

μ αT xmð Þ þ βT ym
� �� �� αL1 þ βL2ð Þ; t� �

≥μ αT xmð Þ � αL1;
t
2

� �
∗μ βT xmð Þ � βL2;

t
2

� �

¼ μ T xmð Þ � L1;
t

2∣α∣

� �
∗μ T xmð Þ � L2;

t
2∣β∣

� �

> 1� εð Þ∗ 1� εð Þ ¼ 1� ε:

and

ν αT xmð Þ þ βT ym
� �� �� αL1 þ βL2ð Þ; t� �

≤ν αT xmð Þ � αL1;
t
2

� �
⋄ν βT xmð Þ � βL2;

t
2

� �

¼ μ T xmð Þ � L1;
t

2∣α∣

� �
⋄μ T xmð Þ � L2;

t
2∣β∣

� �

< ε⋄ε ¼ ε:

This implies that

Pc
3⊂{k : μ αT xkð Þ þ βT yk

� �� �� αL1 þ βL2ð Þ; t� �
>1� ε

or ν αT xkð Þ þ βT yk
� �� �� αL1 þ βL2ð Þ; t� �

< ε:

Therefore, the sequence space MI
μ;νð Þ Tð Þ is a linear space.

Similarly, we can proof for the other space. □
In the following theorems, we discussed the convergence problem in the said

sequence spaces. For this, firstly we have to discuss about the topology of this space.
Define

τIμ;νð Þ Tð Þ ¼ A⊂MI
μ;νð Þ Tð Þ : for each x∈A there exists t>0

and r∈ 0; 1ð Þ such that Bx r; tð Þ Tð Þ⊂A:

Then τIμ;νð Þ Tð Þ is a topology on MI
μ;νð Þ Tð Þ.
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Theorem 2.2. Let MI
μ;νð Þ Tð Þ is an IFNS and τIμ;νð Þ Tð Þ is a topology on MI

μ;νð Þ Tð Þ.
Then a sequence xkð Þ∈MI

μ;νð Þ Tð Þ, xk ! x if and only if μ T xkð Þ � T xð Þ; tð Þ ! 1 and
ν T xkð Þ � T xð Þ; tð Þ ! 0 as k! ∞.

Proof. Fix t0>0. Suppose xk ! x. Then for r∈ 0; 1ð Þ, there exists n0∈ℕ such that
xkð Þ∈Bx r; tð Þ Tð Þ for all k≥n0. So, we have

Bx r; t0ð Þ Tð Þ ¼ k : μ T xkð Þ � T xð Þ; tð Þ≤1� r or ν T xkð Þ � T xð Þ; t0ð Þ≥rf g∈I,

such that Bc
x r; t0ð Þ Tð Þ∈F Ið Þ. Then 1� μ T xkð Þ � T xð Þ; t0ð Þ < r and

ν T xkð Þ � T xð Þ; t0ð Þ < r. Hence μ T xkð Þ � T xð Þ; t0ð Þ ! 1 and ν T xkð Þ � T xð Þ; t0ð Þ ! 0
as k! ∞.

Conversely, if for each t>0, μ T xkð Þ � T xð Þ; tð Þ ! 1 and ν T xkð Þ � T xð Þ; tð Þ ! 0 as
k! ∞, then for r∈ 0; 1ð Þ, there exists n0∈ℕ, such that 1� μ T xkð Þ � T xð Þ; tð Þ < r and
ν T xkð Þ � T xð Þ; tð Þ < r, for all k≥n0. It shows that μ T xkð Þ � T xð Þ; tð Þ>1� r and
ν T xkð Þ � T xð Þ; tð Þ < r for all k≥n0: Therefore xkð Þ∈Bc

x r; tð Þ Tð Þ for all k≥n0 and hence
xk ! x.

There are some facts that arise in connection with the convergence of sequences
in these spaces. Let us proceed to the next theorem on Ideal convergence of
sequences in these new define spaces.

Theorem 2.3. A sequence x ¼ xkð Þ∈MI
μ;νð Þ Tð Þ is I-convergent if and only if for

every ε>0 and t>0 there exists a number N ¼ N x; ε; tð Þ such that

N : μ T xNð Þ � L;
t
2

� �
>1� ε or ν T xNð Þ � L;

t
2

� �
< ε

n o
∈F Ið Þ:

Proof. Suppose that I μ;νð Þ � lim x ¼ L and let t>0. For a given ε>0, choose s>0
such that 1� εð Þ∗ 1� εð Þ>1� s and ε⋄ε < s: Then for each x∈MI

μ;νð Þ Tð Þ,

R ¼ k : μ T xkð Þ � L;
t
2

� �
≤1� ε or ν T xkð Þ � L;

t
2

� �
≥ε

n o
∈I,

which implies that

Rc ¼ k : μ T xkð Þ � L;
t
2

� �
>1� ε or ν T xkð Þ � L;

t
2

� �
< ε

n o
∈F Ið Þ:

Conversely, let us choose N∈Rc. Then

μ T xNð Þ � L;
t
2

� �
>1� ε or ν T xNð Þ � L;

t
2

� �
< ε:

Now, we want to show that there exists a number N ¼ N x; ε; tð Þ such that

k : μ T xkð Þ � T xNð Þ; tð Þ≤1� s or ν T xkð Þ � T xNð Þ; tð Þ≥sf g∈I:

For this, we define for each x∈MI
μ;νð Þ Tð Þ

S ¼ k : μ T xkð Þ � T xNð Þ; tð Þ≤1� s or ν T xkð Þ � T xNð Þ; tð Þ≥sf g∈I:
So, we have to show that S⊂R. Let us suppose that S⊊R, then there exists n∈S

and n∉R. Therefore, we have

μ T xnð Þ � T xNð Þ; tð Þ≤1� s or μ T xnð Þ � L;
t
2

� �
>1� ε:
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Pc
2 ¼ k : μ T yk

� �� L2;
t

2∣β∣

� �
>1� ε or ν T yk

� �� L2;
t

2∣β∣

� �
< ε

� �
∈F Ið Þ:

�

Now, we define the set P3 ¼ P1 ∪P2, so that P3∈I. It shows that Pc
3 is a non-
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� �

∈MI
μ;νð Þ Tð Þ:

Pc
3⊂{k : μ αT xkð Þ þ βT yk

� �� �� αL1 þ βL2ð Þ; t� �
>1� ε
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� �� �� αL1 þ βL2ð Þ; t� �

< ε}:
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3, in this case
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t

2∣α∣

� �
>1� ε or ν T xmð Þ � L1;

t
2∣α∣

� �
< ε

and

μ T ym
� �� L2;

t
2∣β∣

� �
>1� ε or ν T ym

� �� L2;
t

2∣β∣

� �
< ε:

Thus, we have

μ αT xmð Þ þ βT ym
� �� �� αL1 þ βL2ð Þ; t� �

≥μ αT xmð Þ � αL1;
t
2

� �
∗μ βT xmð Þ � βL2;

t
2

� �

¼ μ T xmð Þ � L1;
t

2∣α∣

� �
∗μ T xmð Þ � L2;

t
2∣β∣

� �

> 1� εð Þ∗ 1� εð Þ ¼ 1� ε:

and

ν αT xmð Þ þ βT ym
� �� �� αL1 þ βL2ð Þ; t� �

≤ν αT xmð Þ � αL1;
t
2

� �
⋄ν βT xmð Þ � βL2;

t
2

� �

¼ μ T xmð Þ � L1;
t

2∣α∣

� �
⋄μ T xmð Þ � L2;

t
2∣β∣

� �

< ε⋄ε ¼ ε:
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� �� �� αL1 þ βL2ð Þ; t� �
>1� ε
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μ;νð Þ Tð Þ.
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In particular μ T xNð Þ � L; t2
� �

>1� ε: Therefore, we have

1� s≥μ T xnð Þ � T xNð Þ; tð Þ≥μ T xnð Þ � L;
t
2

� �
∗μ T xNð Þ � L;

t
2

� �
≥ 1� εð Þ∗ 1� εð Þ>1� s,

which is not possible. On the other hand

ν T xnð Þ � T xNð Þ; tð Þ≥s or ν T xnð Þ � L;
t
2

� �
< ε:

In particular ν T xNð Þ � L; t2
� �

< ε: So, we have

s≤ν T xnð Þ � T xNð Þ; tð Þ≤ν T xnð Þ � L;
t
2

� �
⋄ν T xNð Þ � L;

t
2

� �
≤ε⋄ε < s,

which is not possible. Hence S⊂R. R∈I which implies S∈I. □

3. IF-ideal convergent sequence spaces using Orlicz function

In this section, we have discussed the ideal convergence of sequences in
Intuitionistic fuzzy I-convergent sequence spaces defined by compact operator and
Orlicz function. We shall now define the concept of Orlicz function, which is basic
definition in our work.

Definition 3.1. An Orlicz function is a function F : 0;∞½ Þ ! 0;∞½ Þ, which is
continuous, non-decreasing and convex with F 0ð Þ ¼ 0, F xð Þ>0 for x>0 and
F xð Þ !∞ as x! ∞. If the convexity of Orlicz function F is replaced by
F xþ yð Þ≤F xð Þ þ F yð Þ, then this function is called modulus function.

Remark 3.1. If F is an Orlicz function, then F λxð Þ≤λF xð Þ for all λ with 0 < λ < 1:
In 2009, Mohiuddine and Lohani [18] introduced the concept of statistical

convergence in intuitionistic fuzzy normed spaces in their paper published in
Chaos, Solitons and Fractals. This motivated us to introduced some sequence spaces
defined by compact operator and Orlicz function which are as follows:

MI
μ;νð Þ T;Fð Þ ¼ xkð Þ∈ℓ∞ : {k : F

μ T xkð Þ � L; tð Þ
ρ

� �
≤1� ε

�

or F
ν T xkð Þ � L; tð Þ

ρ

� �
≥ε}∈I

�
; (5)

MI
0 μ;νð Þ T;Fð Þ ¼ xkð Þ∈ℓ∞ : {k : F

μ T xkð Þ; tð Þ
ρ

� �
≤1� ε

�

or F
ν T xkð Þ; tð Þ

ρ

� �
≥ε}∈I

�
: (6)

We also define an open ball with center x and radius r with respect to t as follows:

Bx r; tð Þ T;Fð Þ ¼ yk
� �

∈ℓ∞ : k : F
μ T xkð Þ � T yk

� �
; t

� �
ρ

� �
≤1� ε

�

or F
ν T xkð Þ � T yk

� �
; t

� �
ρ

� �
≥ε∈I

�
: (7)

We shall now consider some theorems of these sequence spaces and invite the
reader to verify the linearity of these sequence spaces.

Theorem 3.1. Every open ball Bx r; tð Þ T;Fð Þ is an open set in MI
μ;νð Þ T;Fð Þ.
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Proof. Let Bx r; tð Þ T;Fð Þ be an open ball with center x and radius r with respect to
t. That is

Bx r; tð Þ T;Fð Þ ¼ y ¼ yk
� �

∈ℓ∞ : k : F
μ T xkð Þ � T yk

� �
; t

� �
ρ

� �
≤1� r

��

or F
ν T xkð Þ � T yk

� �
; t

� �
ρ

� �
≥r
�
∈I
�
:

Let y∈Bc
x r; tð Þ T;Fð Þ, then F

μ T xkð Þ�T ykð Þ;tð Þ
ρ

� �
>1� r and

F
ν T xkð Þ�T ykð Þ;tð Þ

ρ

� �
< r: Since F

μ T xkð Þ�T ykð Þ;tð Þ
ρ

� �
>1� r, there exists t0∈ 0; tð Þ such

that F
μ T xkð Þ�T ykð Þ;t0ð Þ

ρ

� �
>1� r and F

ν T xkð Þ�T ykð Þ;t0ð Þ
ρ

� �
< r.

Putting r0 ¼ F
μ T xkð Þ�T ykð Þ;t0ð Þ

ρ

� �
, so we have r0>1� r, there exists s∈ 0; 1ð Þ such

that r0>1� s>1� r. For r0>1� s, we have r1, r2∈ 0; 1ð Þ such that r0∗r1>1� s and
1� r0ð Þ⋄ 1� r0ð Þ≤s: Putting r3 ¼ max r1; r2f g. Now we consider a ball
Bc
y 1� r3; t� t0ð Þ T;Fð Þ. And we prove that

Bc
y 1� r3; t� t0ð Þ T;Fð Þ⊂Bc

x r; tð Þ T;Fð Þ:

Let z ¼ zkð Þ∈Bc
y 1� r3; t� t0ð Þ T;Fð Þ, then F

μ T ykð Þ�T zkð Þ;t�t0ð Þ
ρ

� �
>r3 and

F
ν T ykð Þ�T zkð Þ;t�t0ð Þ

ρ

� �
< 1� r3. Therefore, we have

F
μ T xkð Þ � T zkð Þ; tð Þ

ρ

� �
≥F

μ T xkð Þ � T yk
� �

; t0
� �

ρ

� �
∗F

μ T yk
� �� T zkð Þ; t� t0

� �
ρ

� �

≥ r0∗r3ð Þ≥ r0∗r1ð Þ≥ 1� sð Þ≥ 1� rð Þ

and

F
ν T xkð Þ � T zkð Þ; tð Þ

ρ

� �
≤F

ν T xkð Þ � T yk
� �

; t0
� �

ρ

� �
⋄F

ν T yk
� �� T zkð Þ; t� t0

� �
ρ

� �

≤ 1� r0ð Þ⋄ 1� r3ð Þ≤ 1� r0ð Þ⋄ 1� r2ð Þ≤s≤r:
Thus z∈Bc

x r; tð Þ T;Fð Þ and hence, we get

Bc
y 1� r3; t� t0ð Þ T;Fð Þ⊂Bc

x r; tð Þ T;Fð Þ:

Remark 3.2. MI
μ;νð Þ T;Fð Þ is an IFNS.

Define

τIμ;νð Þ T;Fð Þ ¼ A⊂MI
μ;νð Þ T;Fð Þ : for each x∈A there exists t>0

and r∈ 0; 1ð Þ such that Bx r; tð Þ T;Fð Þ⊂A:

Then τIμ;νð Þ T;Fð Þ is a topology on MI
μ;νð Þ T;Fð Þ.

In the above result we can easily verify that the open sets in these spaces are
open ball in the same spaces. This theorem itself will have various applications in
our future work.

Theorem 3.2. The topology τIμ;νð Þ T;Fð Þ on MI
0 μ;νð Þ T;Fð Þ is first countable.
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In particular μ T xNð Þ � L; t2
� �

>1� ε: Therefore, we have

1� s≥μ T xnð Þ � T xNð Þ; tð Þ≥μ T xnð Þ � L;
t
2

� �
∗μ T xNð Þ � L;

t
2

� �
≥ 1� εð Þ∗ 1� εð Þ>1� s,

which is not possible. On the other hand

ν T xnð Þ � T xNð Þ; tð Þ≥s or ν T xnð Þ � L;
t
2

� �
< ε:

In particular ν T xNð Þ � L; t2
� �
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t
2

� �
⋄ν T xNð Þ � L;

t
2

� �
≤ε⋄ε < s,
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�
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�
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�
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�
: (6)

We also define an open ball with center x and radius r with respect to t as follows:

Bx r; tð Þ T;Fð Þ ¼ yk
� �
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�
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≤1� r
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�
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μ T xkð Þ�T ykð Þ;tð Þ
ρ

� �
>1� r and

F
ν T xkð Þ�T ykð Þ;tð Þ

ρ

� �
< r: Since F

μ T xkð Þ�T ykð Þ;tð Þ
ρ
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>1� r, there exists t0∈ 0; tð Þ such

that F
μ T xkð Þ�T ykð Þ;t0ð Þ

ρ

� �
>1� r and F

ν T xkð Þ�T ykð Þ;t0ð Þ
ρ

� �
< r.

Putting r0 ¼ F
μ T xkð Þ�T ykð Þ;t0ð Þ

ρ

� �
, so we have r0>1� r, there exists s∈ 0; 1ð Þ such

that r0>1� s>1� r. For r0>1� s, we have r1, r2∈ 0; 1ð Þ such that r0∗r1>1� s and
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y 1� r3; t� t0ð Þ T;Fð Þ. And we prove that
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y 1� r3; t� t0ð Þ T;Fð Þ⊂Bc
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Let z ¼ zkð Þ∈Bc
y 1� r3; t� t0ð Þ T;Fð Þ, then F

μ T ykð Þ�T zkð Þ;t�t0ð Þ
ρ

� �
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F
ν T ykð Þ�T zkð Þ;t�t0ð Þ

ρ

� �
< 1� r3. Therefore, we have

F
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ρ

� �
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� �
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� �

ρ

� �
∗F

μ T yk
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� �
ρ

� �
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F
ν T xkð Þ � T zkð Þ; tð Þ

ρ

� �
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� �
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ρ

� �
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� �� T zkð Þ; t� t0

� �
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� �
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Bc
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Remark 3.2. MI
μ;νð Þ T;Fð Þ is an IFNS.

Define

τIμ;νð Þ T;Fð Þ ¼ A⊂MI
μ;νð Þ T;Fð Þ : for each x∈A there exists t>0

and r∈ 0; 1ð Þ such that Bx r; tð Þ T;Fð Þ⊂A:

Then τIμ;νð Þ T;Fð Þ is a topology on MI
μ;νð Þ T;Fð Þ.
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open ball in the same spaces. This theorem itself will have various applications in
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Theorem 3.2. The topology τIμ;νð Þ T;Fð Þ on MI
0 μ;νð Þ T;Fð Þ is first countable.
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ρ
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ρ

� �
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ρ

� �
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ρ

� �
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each r0∈ r; 1ð Þ there exists r3 and r4 such that r3∗r4≥r0 and
1� r3ð Þ⋄ 1� r4ð Þ≤ 1� r0ð Þ.

Putting r5 ¼ max r3; 1� r4f g and consider the open balls Bx 1� r5; t2
� �

and
By 1� r5; t2
� �

. Then clearly Bc
x 1� r5; t2
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� �
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� �
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0
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1
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� �
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� �
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0
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� �
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0
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1
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which is a contradiction. Hence, MI

μ;νð Þ T;Fð Þ is Hausdorff. Similarly the proof

follows for MI
0 μ;νð Þ T;Fð Þ. □

4. Conclusion

The concept of defining intuitionistic fuzzy ideal convergent sequence spaces as
it generalized the fuzzy set theory and give quite useful and interesting applications
in many areas of mathematics and engineering. This chapter give brief introduction
to intuitionistic fuzzy normed spaces with some basic definitions of convergence
applicable on it. We have also summarized different types of sequence spaces with
the help of ideal, Orlicz function and compact operator. At the end of this chapter
some theorems and remarks based on these new defined sequence spaces are
discussed for proper understanding.
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Chapter 3

ANFIS: Establishing and Applying
to Managing Online Damage
Sy Dzung Nguyen

Abstract

Fuzzy logic (FL) and artificial neural networks (ANNs) own individual advan-
tages and disadvantages. Adaptive neuro-fuzzy inference system (ANFIS), a fuzzy
system deployed on the structure of ANN, by which FL and ANN can interact to not
only overcome their limitations but also promote the ability of each model has been
considered as a reasonable option in the real fields. With the vital strong points,
ANFIS has been employed well in many technology applications related to filtering,
identifying, predicting, and controlling noise. This chapter, however, focuses
mainly on building ANFIS and its application to identifying the online bearing fault.
First, a traditional structure of ANFIS as a data-driven model is shown. Then, a
recurrent mechanism depicting the relation between the processes of filtering
impulse noise (IN) and establishing ANFIS from a noisy measuring database is
presented. Finally, one of the typical applications of ANFIS related to online
managing bearing fault is shown.

Keywords: fuzzy logic, artificial neural networks, adaptive neuro-fuzzy
inference system

1. Introduction

As well known, the mathematical tools FL and ANN possess both the advantages
and disadvantages as their specific characteristics. The hybrid structure ANFIS, where
ANN and FL can interact to not only overcome partly the limitations of each model
but also uphold their strong points [1–25], is, hence, considered as a reasonable option
in many technology applications such as identifying [1–2, 4, 6, 12], predicting [9, 11,
17, 25], controlling [3, 5, 7, 18–26], and filtering noise [14–16, 27–29].

To build an ANFIS from a given database, firstly, an initial data space (IDS)
expressing the mapping f : X! Y must be created. A cluster data space (CDS) is
then built from the IDS to form the ANFIS via a training algorithm. Being viewed as
a popular technique for unsupervised pattern recognition, clustering is an effective
tool for analyzing and exploring data structures to build CDSs [30–37]. Reality
shows that the accuracy and training time of the ANFIS depend deeply on the
features of both the IDS and CDS [2–6]. In the process of building ANFIS, the two
issues as follows should be considered: (1) What is the essence of the interactive
relation between ANFIS’s convergence capability and CDS’ attributes? (2) How to
exploit this essence for increasing ANFIS’s ability to converge to the desired accu-
racy with the improved calculating cost?

Many different clustering approaches have been discovered [2–4, 10, 30–34, 37].
Separating data in X and in Y distinctly with a mutual result reference, step by step,

27



Chapter 3

ANFIS: Establishing and Applying
to Managing Online Damage
Sy Dzung Nguyen

Abstract

Fuzzy logic (FL) and artificial neural networks (ANNs) own individual advan-
tages and disadvantages. Adaptive neuro-fuzzy inference system (ANFIS), a fuzzy
system deployed on the structure of ANN, by which FL and ANN can interact to not
only overcome their limitations but also promote the ability of each model has been
considered as a reasonable option in the real fields. With the vital strong points,
ANFIS has been employed well in many technology applications related to filtering,
identifying, predicting, and controlling noise. This chapter, however, focuses
mainly on building ANFIS and its application to identifying the online bearing fault.
First, a traditional structure of ANFIS as a data-driven model is shown. Then, a
recurrent mechanism depicting the relation between the processes of filtering
impulse noise (IN) and establishing ANFIS from a noisy measuring database is
presented. Finally, one of the typical applications of ANFIS related to online
managing bearing fault is shown.

Keywords: fuzzy logic, artificial neural networks, adaptive neuro-fuzzy
inference system

1. Introduction

As well known, the mathematical tools FL and ANN possess both the advantages
and disadvantages as their specific characteristics. The hybrid structure ANFIS, where
ANN and FL can interact to not only overcome partly the limitations of each model
but also uphold their strong points [1–25], is, hence, considered as a reasonable option
in many technology applications such as identifying [1–2, 4, 6, 12], predicting [9, 11,
17, 25], controlling [3, 5, 7, 18–26], and filtering noise [14–16, 27–29].

To build an ANFIS from a given database, firstly, an initial data space (IDS)
expressing the mapping f : X! Y must be created. A cluster data space (CDS) is
then built from the IDS to form the ANFIS via a training algorithm. Being viewed as
a popular technique for unsupervised pattern recognition, clustering is an effective
tool for analyzing and exploring data structures to build CDSs [30–37]. Reality
shows that the accuracy and training time of the ANFIS depend deeply on the
features of both the IDS and CDS [2–6]. In the process of building ANFIS, the two
issues as follows should be considered: (1) What is the essence of the interactive
relation between ANFIS’s convergence capability and CDS’ attributes? (2) How to
exploit this essence for increasing ANFIS’s ability to converge to the desired accu-
racy with the improved calculating cost?

Many different clustering approaches have been discovered [2–4, 10, 30–34, 37].
Separating data in X and in Y distinctly with a mutual result reference, step by step,

27



was described in [10]. The method, however, could not solve appropriately the
above issues. Besides, the difficulty in deploying fuzzy clustering strategies along
with the high calculating cost was their disadvantage. Generally, a hard relation
could not reflect fully database attributes [31, 34]. The well-known method of fuzzy
C-means clustering was seen as a better option in this case. It, however, was not
effective enough for the “non-spherical” general datasets [30, 37]. Therefore, the
idea of fuzzy clustering in a kernel feature space was then developed to deal with
these cases [30–34, 37]. A weighted kernel-clustering algorithm could be referred to
[30], or a method of weighted kernel fuzzy C-means clustering based on adaptive
distances was detailed in [31]. In spite of owning considerable advantages, the iden-
tification and prediction accuracy of the ANFIS based on the CDS coming from
[30–31] are sensitive to attributes of the CDS due to the negative influence of noise.

Reality has shown that noise status including IN always exists in the measured IDSs
[2, 4, 9, 16], which degrades violently the accuracy of ANFISs deriving from them.
There are many reasons resulting in this, such as the lack of precision of the measure-
ment devices, tools, measurement methods, or the negative impact of the surrounding
environment. In [7], an ANFIS took part in the system in the form of an inverse MR
damper (MRD) model to specify the time-verifying desired control current. To main-
tain the accuracy of the inverse MRDmodel, the ANFIS was retrained after each certain
period due to the dynamic response of the MRD depending quite deeply on tempera-
ture. Another more active approach is filtering noise or preprocessing data [7, 9, 11, 17,
21, 38–40]. In [11, 17], where ANFISs were employed to predict the health of mechan-
ical systems, vibration signal was always measured and filtered to update the ANFISs.
Related to the preprocessing data to set up ANFIS, it can observe that to maintain the
stability of the above online ANFIS-based applications, reducing time delay is really
meaningful. One of the becoming solutions for this can be referred to [16] where
filtering IN and building ANFIS were carried out synchronously via a recurrent mech-
anism. A recurrent strategy for forming ANFIS was carried out, in which the capability
to converge to a desired accuracy of the ANFIS training process could be estimated and
directed online. As a solution, increasing the quality of both the IDS and CDS was paid
attention. Building an ANFIS via a filtered database and exploiting the ANFIS as an
updated filter to refilter the database were depicted via an online and recurrent mech-
anism. The process was upholden until the ANFIS-based database approximation con-
vergent to the desired accuracy or a stop condition appears.

Inspired by the ANFIS’s capability, in order to provide the readers with the
theoretical basis and application direction of the model, this chapter presents the
formulation of ANFIS and one of its typical applications. The rest of the chapter is
organized as follows. Section 2 shows a structure of ANFIS as a data-driven model
deriving from fuzzy logic and artificial neural networks. Setting up the CDS
consisting of the input data clusters, output data clusters, and the CDS-based ANFIS
as a jointed structure is all detailed. Deriving from this relation, a theoretical basis
for building ANFIS from noisy measuring datasets is presented in Section 3. An
online and recurrent mechanism for filtering noise and building ANFIS synchro-
nously is clarified via algorithms for filtering IN and establishing ANFIS. A typical
application of ANFIS related to online managing bearing fault status is shown in
Section 4. Finally, some general aspects are mentioned in the last section.

2. Structure of ANFIS

Let’s consider a given IDS having P input–output data samples xi; yi
� �

, xi ¼
xi1;…; xin½ �∈ ℜn, yi ∈ ℜ1, and i ¼ 1…P: With a data normalization solution and a
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used certain clustering algorithm, a CDS is then created. The kth cluster, signed
Γk, k ¼ 1…C, consists of one input cluster and one output cluster signed Γk Að Þ and
Γk Bð Þ, respectively. The CDS can be seen as a framework for establishing ANFIS.
This section presents how to build the CDS as well as the CDS-based ANFIS
structure.

2.1 Some related notions

Some notions shown in [16] are used in this chapter as follows.
Definition 1. Normalizing a given IDS to set up a normalized initial data space

signed IDS is performed as follows:

~xij ¼ xij=max
k

xkj
�� ��, i, k ¼ 1…P, j ¼ 1…n: (1)

By this way, the ith data sample (also signed (xi, yi)) in the IDS is constituted as
follows:

xi ¼ ~xi1;…; ~xin�T; yi
h �

i ¼ 1…P:
�

(2)

Definition 2. The root-mean-square error (RMSE) in Eq. (3) is used to evaluate
accuracy rate of ANFIS. The required RMSE value is signed E½ �. The absolute error,
εi, i ¼ 1…P, between the data output yi ¼ f xið Þ and the corresponding ANFIS-based
output ŷi xið Þ is defined in Eq. (4). The desired value of εi is signed ε½ �:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P�1∑P

i¼1  ̂yi xið Þ � f xið Þ
� �2q

, (3)

εi ¼ ŷi xið Þ � f xið Þ
�� �� , i ¼ 1…P: (4)

Definition 3. Let’s consider xi ∈ IDS in which IDS depicts an unknown mapping
f : X! Y. The ANFIS-based approximation of f : X! Y is called to be continuous

at xp; yp
� �

∈ IDS if.

ŷi xið Þ ! yp � ε½ � when xi ! xp: (5)

Definition 4. Let’s consider an ANFIS-based approximation of a mapping
expressed by an IDS. The ANFIS is said to be a uniform approximation with a
required error ε½ � if at ∀ xi ∈X, by choosing any small constant ε≥ ε½ �, corresponding
data sample xj ∈ IDS always exists such that.

∀ xh ∈ IDS; if xh � xik k≤ xj � xi
�� ��, then ŷh xhð Þ � f xið Þ

�� ��≤ ŷj xj
� �� f xið Þ

���
��� ¼ ε :

(6)

Definition 5. Data cluster Γk and data sample xp; yp
� �

∈Γk in a CDS derived from

an IDS are depicted in Figure 1. Let sign Γk\p to be a subset consisting of the data

samples belonging to Γk except xp; yp
� �

. The subset contains Qkp data samples. It is

assumed that all of data samples in Γk Að Þ are distributed closely, while in Γk Bð Þ, most
of them are located closely, except yp; it is far from the other and distributes at one

side of Γk Bð Þ. This status is described in Eq. (7):
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Let’s consider a given IDS having P input–output data samples xi; yi
� �

, xi ¼
xi1;…; xin½ �∈ ℜn, yi ∈ ℜ1, and i ¼ 1…P: With a data normalization solution and a
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used certain clustering algorithm, a CDS is then created. The kth cluster, signed
Γk, k ¼ 1…C, consists of one input cluster and one output cluster signed Γk Að Þ and
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expressed by an IDS. The ANFIS is said to be a uniform approximation with a
required error ε½ � if at ∀ xi ∈X, by choosing any small constant ε≥ ε½ �, corresponding
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∀ xh ∈ IDS; if xh � xik k≤ xj � xi
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an IDS are depicted in Figure 1. Let sign Γk\p to be a subset consisting of the data
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of them are located closely, except yp; it is far from the other and distributes at one
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29

ANFIS: Establishing and Applying to Managing Online Damage
DOI: http://dx.doi.org/10.5772/intechopen.83453



yp ≫ max
yi ∈Γk Bð Þ\p

yi
� �

or yp ≪ min
yi ∈Γk Bð Þ\p

yi
� �

: (7)

and satisfies Eqs. (8) and (9):

dk1 ¼ yp � max
yi ∈Γk Bð Þ\p

yi
� �

. P E½ �2 � Qkp ε½ �2
� �0:5

if yp . max
yi ∈Γk Bð Þ\p

yi
� �

: (8)

dk2 ¼ min
yi ∈Γk Bð Þ\p

yi
� �� yp . P E½ �2 �Qkp ε½ �2

� �0:5
if yp , min

yi ∈Γk Bð Þ\p
yi
� �

: (9)

In this case, xp; yp
� �

is called a critical data sample in the CDS.

2.2 Setting up the input data clusters

Let’s consider the normalized initial data space IDS (see Def. 1). Many well-
known clustering methods can be used to build a CDS from the IDS. Here, the CDS
is built by using the clustering algorithm KFCM-K (kernel fuzzy C-means
clustering with kernelization of the metric) presented in [31]. By this way, distri-
bution of data samples in the CDS is established. The membership degree of the jth
data sample belonging to the ith cluster is denoted by μij ∈ 0; 1½ � ∀i, j and
j ¼ 1…P, i ¼ 1…C. Cluster centroids x01 ,…, x0C in the CDS are specified such that the
following objective function is minimized:

Figure 1.
Two typical distribution types in data cluster Γk: Impulse noise point IN xp; yp

� �
∈Γk causing the distribution

at one side, the right side (a), and the left side (b).
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JKFCM U; x0
� � ¼ ∑

C

i¼1
∑
P

j¼1
μij

m ϕ xj
� �� ϕ x0i

� ��� ��2 (10)

subjected to ∑C
i¼1 μij ¼ 1 ∀j and μij ∈ 0; 1½ � ∀i, j. In Eq. (10),

x0i ¼ x0i1;…; x0in½ �∈ ℜn is the ith cluster center; ϕ xj
� �� ϕ x0i

� ��� ��2 denotes the
squared distance between xj and x0i in the kernel space; ϕ :ð Þ is the kernel function;
U ¼ U μij

� �
∈ ℜ C�Pð Þ is the distribution matrix; and m. 1 is the fuzzy factor.

The objective function can be rewritten via Gaussian kernel function as
follows:

JKFCM U; x0
� � ¼ 2 ∑

C

i¼1
∑
P

j¼1
μij

m 1� exp � xj � x0i
�� ��2=σ2

� �� �
: (11)

Deriving JKFCM U; x0
� �

in Eq. (11) with respect to x0i , at the optimal centers, the
following must be obtained:

∂

∂x0i
JKFCM U; x0i

� � ¼ �4
σ2

∑
P

j¼1
μij

m xj � x0i
� �

exp � xj � x0i
�� ��2=σ2

� �
¼ 0 (12)

From Eqs. (11) to (12) and the use of Lagrange multipliers with μij ∈ 0; 1½ � ∀i, j
and ∑C

i¼1μij ¼ 1∀j, the following update laws are obtained:

x0i ¼
∑P

j¼1 μij
m xj K xj; x0i

� �

∑P
j¼1 μijmK xj; x0i

� � , i ¼ 1…C: (13)

μij ¼
∑
C

h¼1

1� K xj; x0i
� �

1� K xj; x0h
� �

 !1= m�1ð Þ2
4

3
5
�1

if xj 6¼ x0i

1 and μik k 6¼jð Þ ¼ 0
� �

if xj ¼ x0i

8>>>>><
>>>>>:
i ¼ 1…C; j ¼ 1…P:

(14)

By using index ts as in Eq. (15), ts½ � to be the required value of ts and r to denote
the rth loop, the clustering phase is accomplished until ts≤ ts½ �:

ts ¼ JKFCM
rð Þ � JKFCM

r�1ð Þ
� �

=JKFCM
r�1ð Þ (15)

Specification of the optimal centers and their relationship values as
abovementioned is detailed in Appendix A of [12].

2.3 Setting up the output data clusters

The result of the clustering process in the input data space is an input cluster
centroid vector x01 ;…; x0C

� �
of corresponding data clusters, respectively, signed as

Γ1,…,ΓC: Let A1,…, AC, respectively, be input fuzzy sets established via x01 ,…, x0C
[12, 16]. The membership value of ~xil belonging to Ak is inferred from Eq. (14):

31

ANFIS: Establishing and Applying to Managing Online Damage
DOI: http://dx.doi.org/10.5772/intechopen.83453



yp ≫ max
yi ∈Γk Bð Þ\p

yi
� �

or yp ≪ min
yi ∈Γk Bð Þ\p

yi
� �

: (7)

and satisfies Eqs. (8) and (9):

dk1 ¼ yp � max
yi ∈Γk Bð Þ\p

yi
� �

. P E½ �2 � Qkp ε½ �2
� �0:5

if yp . max
yi ∈Γk Bð Þ\p

yi
� �

: (8)

dk2 ¼ min
yi ∈Γk Bð Þ\p

yi
� �� yp . P E½ �2 �Qkp ε½ �2

� �0:5
if yp , min

yi ∈Γk Bð Þ\p
yi
� �

: (9)

In this case, xp; yp
� �

is called a critical data sample in the CDS.
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j ¼ 1…P, i ¼ 1…C. Cluster centroids x01 ,…, x0C in the CDS are specified such that the
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x0i ¼ x0i1;…; x0in½ �∈ ℜn is the ith cluster center; ϕ xj
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� ��� ��2 denotes the
squared distance between xj and x0i in the kernel space; ϕ :ð Þ is the kernel function;
U ¼ U μij
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∈ ℜ C�Pð Þ is the distribution matrix; and m. 1 is the fuzzy factor.

The objective function can be rewritten via Gaussian kernel function as
follows:
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μki ~xil
� � ¼ ∑

C

h¼1

1� K ~xil; x
0
kl

� �

1� K ~xil; x
0
hl

� �
 !1= m�1ð Þ2
4

3
5
�1

k ¼ 1…C; i ¼ 1…P; l ¼ 1…n:ð Þ
: (16)

With following the product law, membership value of xq belonging to Ai is

μkq xq
� � ¼

Yn

l¼1
μkq ~xql
� �

, k ¼ 1…C, q ¼ 1…P, (17)

and its normalized membership value is as follows:

Nk xq
� � ¼ μkq xq

� �
= ∑

C

h¼1
μhq xq
� �

, q ¼ 1…P, k ¼ 1…C: (18)

The membership of a data sample in each cluster determined based on
Eqs. (16)–(18) is then used to specify the hard distribution status of the data
samples in each cluster. It is then used to specify the index vector a of hyperplanes
(or the output data clusters) wk :ð Þ and k ¼ 1…C. The ith data sample is hardly
distributed into the kth data cluster if

Nk xið Þ ¼ max
h¼1…C

Nh xið Þð Þ, i ¼ 1…P, k ¼ 1…C: (19)

Deriving from the tk data samples hardly distributed in the kth data cluster, by
using the least mean squares method, vector a ¼ a0; a1;…; an½ �T ¼ a0; a½ �T of wk :ð Þ is
specified which is the solution of Eq. (20):

an∑
tk

i¼1
~xin þ an�1∑

tk

i¼1
~xi n�1ð Þ þ…þ a1∑

tk

i¼1
~xi1 þ a0tk ¼ ∑

tk

i¼1
yi

an∑
tk

i¼1
~xin~xi1 þ an�1∑

tk

i¼1
~xi n�1ð Þ~xi1 þ…þ a1∑

tk

i¼1
~xi1

2 þ a0∑
tk

i¼1
~xi1 ¼ ∑

tk

i¼1
yi~xi1

⋮

an∑
tk

i¼1
~xin

2 þ an�1∑
tk

i¼1
~xi n�1ð Þ~xin þ…þ a1∑

tk

i¼1
~xi1~xin þ a0∑

tk

i¼1
~xin ¼ ∑

tk

i¼1
yi~xin:

8>>>>>>>>>><
>>>>>>>>>>:

(20)

Finally, the value of hyperplane wk corresponding to xi is calculated in Eq. (21):

wk xið Þ ¼ a0 þ aTxi (21)

2.4 Structure of ANFIS

As mentioned in Eq. (1), the ANFIS for approximating the mapping f : X! Y is
derived from M fuzzy laws in Eq. (22):

R ið Þ : IF ~xq1 is Ai
1 ~xq1
� �

,AND…,AND ~xqn is Ai
n ~xqn
� �

THEN yiqis Bi xq
� �

i ¼ 1…M;M � Cð Þ,
(22)

where Ai
l ~xql
� �

, i ¼ 1…M, l ¼ 1…n, is the membership value of ~xql belonging to

input fuzzy set Ai, meaning Ai
l xq
� � � μiq ~xql

� �
in Eq. (16); Bi xq

� �
is the

corresponding output fuzzy set of data sample xq, xq ¼ ~xq1;…; ~xqn
� �T, q ¼ 1…P.
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In the fuzzification phase, membership value of xq belonging to input fuzzy set
Ai signed Ai xq

� � � μiq xq
� �

is specified by Eq. (17). For the defuzzification, if the
center-average method is used, the output of the qth data sample is expressed via
the membership values in the input fuzzy space of xq as follows:

ŷq xq
� � ¼ ∑

M

i¼1
yiq μiq xq

� �
=∑

M

i¼1
μiq xq
� �

(23)

where yiq ¼ wi xq
� �

i is the value of hyperplane wi corresponding to data sample xq
calculated in Eq. (21).

Finally, all the above-mentioned contents can be depicted via the ANFIS with
five layers signed D, CL, Π, N, and S in Figure 2. Layer D (data) has n input nodes
corresponding to n elements of data vector xi ¼ xi1;…; xin½ �T, i = 1…P, while its
outputs are the corresponding normalized values using Eq. (1). Layer CL (cluster-
ing) expresses the clustering process. The result of this process is C clusters with C
corresponding cluster centroids x01 ,…, x0C ; to which C fuzzy sets, A1,…, AC, are
given. The output of this layer is the membership value of xi calculated for each
dimension ~xi1;…; ~xinÞ

�
via Eq. (16). Layer Π (product layer) specifies membership

values based on Eq. (17). Layer N (normalization) estimates the normalized mem-
bership value of a data sample belonging to each fuzzy set upon Eq. (18). Layer S
(specifying) is used to estimate the output of the ANFIS based on any well-known
method. In case of using the center-average defuzzification, it is calculated by
Eq. (23), while it is specified by Eq. (24) if the “the winner takes all” law is
employed:

ŷi ¼ wk xið Þ, i ¼ 1…P, (24)

where wk xið Þ is the value of the kth hyperplane corresponding to input data
sample xi (21); k is the index of the data cluster where data sample xi gets the
maximum membership specified via N :ð Þ xið Þ as in Eq. (25):

Figure 2.
Structure of the ANFIS.
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5
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specified which is the solution of Eq. (20):

an∑
tk

i¼1
~xin þ an�1∑

tk

i¼1
~xi n�1ð Þ þ…þ a1∑

tk

i¼1
~xi1 þ a0tk ¼ ∑

tk

i¼1
yi

an∑
tk

i¼1
~xin~xi1 þ an�1∑

tk

i¼1
~xi n�1ð Þ~xi1 þ…þ a1∑

tk

i¼1
~xi1

2 þ a0∑
tk

i¼1
~xi1 ¼ ∑

tk

i¼1
yi~xi1

⋮

an∑
tk

i¼1
~xin

2 þ an�1∑
tk

i¼1
~xi n�1ð Þ~xin þ…þ a1∑

tk

i¼1
~xi1~xin þ a0∑

tk

i¼1
~xin ¼ ∑

tk

i¼1
yi~xin:

8>>>>>>>>>><
>>>>>>>>>>:

(20)

Finally, the value of hyperplane wk corresponding to xi is calculated in Eq. (21):

wk xið Þ ¼ a0 þ aTxi (21)

2.4 Structure of ANFIS

As mentioned in Eq. (1), the ANFIS for approximating the mapping f : X! Y is
derived from M fuzzy laws in Eq. (22):

R ið Þ : IF ~xq1 is Ai
1 ~xq1
� �

,AND…,AND ~xqn is Ai
n ~xqn
� �

THEN yiqis Bi xq
� �

i ¼ 1…M;M � Cð Þ,
(22)

where Ai
l ~xql
� �

, i ¼ 1…M, l ¼ 1…n, is the membership value of ~xql belonging to

input fuzzy set Ai, meaning Ai
l xq
� � � μiq ~xql

� �
in Eq. (16); Bi xq

� �
is the

corresponding output fuzzy set of data sample xq, xq ¼ ~xq1;…; ~xqn
� �T, q ¼ 1…P.
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In the fuzzification phase, membership value of xq belonging to input fuzzy set
Ai signed Ai xq

� � � μiq xq
� �

is specified by Eq. (17). For the defuzzification, if the
center-average method is used, the output of the qth data sample is expressed via
the membership values in the input fuzzy space of xq as follows:

ŷq xq
� � ¼ ∑

M

i¼1
yiq μiq xq

� �
=∑

M

i¼1
μiq xq
� �

(23)

where yiq ¼ wi xq
� �

i is the value of hyperplane wi corresponding to data sample xq
calculated in Eq. (21).

Finally, all the above-mentioned contents can be depicted via the ANFIS with
five layers signed D, CL, Π, N, and S in Figure 2. Layer D (data) has n input nodes
corresponding to n elements of data vector xi ¼ xi1;…; xin½ �T, i = 1…P, while its
outputs are the corresponding normalized values using Eq. (1). Layer CL (cluster-
ing) expresses the clustering process. The result of this process is C clusters with C
corresponding cluster centroids x01 ,…, x0C ; to which C fuzzy sets, A1,…, AC, are
given. The output of this layer is the membership value of xi calculated for each
dimension ~xi1;…; ~xinÞ

�
via Eq. (16). Layer Π (product layer) specifies membership

values based on Eq. (17). Layer N (normalization) estimates the normalized mem-
bership value of a data sample belonging to each fuzzy set upon Eq. (18). Layer S
(specifying) is used to estimate the output of the ANFIS based on any well-known
method. In case of using the center-average defuzzification, it is calculated by
Eq. (23), while it is specified by Eq. (24) if the “the winner takes all” law is
employed:

ŷi ¼ wk xið Þ, i ¼ 1…P, (24)

where wk xið Þ is the value of the kth hyperplane corresponding to input data
sample xi (21); k is the index of the data cluster where data sample xi gets the
maximum membership specified via N :ð Þ xið Þ as in Eq. (25):

Figure 2.
Structure of the ANFIS.
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Nk xið Þ ¼ max
h¼1…C

Nh xið Þð Þ (25)

3. Building ANFIS from a noise measuring database

This section presents the recurrent mechanism together with the related algo-
rithms consisting of the one for ANFIS-based noise filtering and the one for build-
ing ANFIS showed in [16].

3.1 Convergence condition of the ANFIS-based approximation

Deriving from a given IDS having P input–output data samples xi; yi
� �

,
xi ¼ xi1;…; xin½ �∈ ℜn and yi ∈ ℜ1, i ¼ 1…P, with a data normalization solution as
in Def. 1, the IDS is built, to which a CDS is created as depicted in Section 2. It
should be noted that IN is often considered as disturbances distributed uniformly
in a signal source which impacts negatively on the created CDS. In general, IN
causes raising the number of critical data samples in the CDS. The negative impact
of IN on the convergent ability of training ANFIS is formulated via Theorem 1
as follows.

Theorem 1 [16]: Let’s consider a given IDS deriving from an IDS and an ANFIS
uniformly approximating an unknown mapping f : X! Y expressed by the IDS.
The ANFIS is built via a CDS built from the IDS. Assume that X is compact. The
necessary condition for the approximation convergent to a desired error E½ � is that
in the CDS there is not any critical data sample.

Proof: Let’s consider cluster Γk belonging to the CDS. Assume that xp; yp
� �

∈Γk

is a critical data sample (see Def. 5); it has to be proven that the ANFIS will not
converge to E½ �.

It can infer from Eq. (3) that

RMSE≥P�0:5 ŷp xp
� �� f xp

� �� �2
þ ∑

Qkp

i¼1
ŷi xið Þ � f xið Þ
� �2

 !0:5

(26)

Because the ANFIS is a uniform approximation of f : X! Y and X is the com-
pact set, it can infer that the ANFIS is continuous in Γk\p, so Eq. (27) can be inferred
from Eq. (26):

RMSE≥P�0:5 ŷp xp
� �� f xp

� �� �2
þQkp ε½ �2

� �0:5

(27)

It should be noted that the ANFIS is a uniform approximation of the f : X! Y in

Γk\p, xp; yp
� �

∈Γk is a critical data sample, and samples in Γk Að Þ are distributed

closely. As a result, Eq. (28) can be inferred:

ŷp xp
� �

∈ min
yi ∈ Γk Bð Þ\pð Þ

yi
� �

max
yi ∈ Γk Bð Þ\pð Þ

yi
� �

" #
(28)

Due to yp . maxyi ∈ Γk Bð Þ\pð Þ yi
� �

(see Def. 5), the following can be obtained from

Eqs. (27) to (28):
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RMSE≥P�0:5 max
yi ∈ Γk Bð Þ\pð Þ

yi
� �� yp

 !2

þQkp ε½ �2
0
@

1
A

0:5

(29)

From Eqs. (8) and (29), it can conclude that RMSE. E½ �. Similarly, due to
yp , minyi ∈ Γk Bð Þ\pð Þ yi

� �
(see Def. 5), from Eqs. (27) to (28), the following can be also

inferred:

RMSE≥P�0:5 min
yi ∈ Γk Bð Þ\pð Þ

yi
� �� yp

 !2

þQkp ε½ �2
0
@

1
A

0:5

(30)

From Eq. (9) to (30), RMSE. E½ � can be implied.
Finally, it can conclude that if existing at least a critical data sample in the CDS,

the ANFIS could not converge to the required error [E]. □.

3.2 Algorithm for filtering IN

An essential advantage of the clustering algorithms presented in [30–31] is the
convergent rate. However, the quality of the ANFIS based on the CDS deriving
from them is sensitive to the IDS attributes. It can be observed that the main reason

Figure 3.
Flowchart of the FIN-ANFIS consisting of the three main phases, the clustering, establishing and estimating
ANFIS, and filtering IN, which are performed simultaneously.
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h¼1…C

Nh xið Þð Þ (25)
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This section presents the recurrent mechanism together with the related algo-
rithms consisting of the one for ANFIS-based noise filtering and the one for build-
ing ANFIS showed in [16].

3.1 Convergence condition of the ANFIS-based approximation

Deriving from a given IDS having P input–output data samples xi; yi
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,
xi ¼ xi1;…; xin½ �∈ ℜn and yi ∈ ℜ1, i ¼ 1…P, with a data normalization solution as
in Def. 1, the IDS is built, to which a CDS is created as depicted in Section 2. It
should be noted that IN is often considered as disturbances distributed uniformly
in a signal source which impacts negatively on the created CDS. In general, IN
causes raising the number of critical data samples in the CDS. The negative impact
of IN on the convergent ability of training ANFIS is formulated via Theorem 1
as follows.

Theorem 1 [16]: Let’s consider a given IDS deriving from an IDS and an ANFIS
uniformly approximating an unknown mapping f : X! Y expressed by the IDS.
The ANFIS is built via a CDS built from the IDS. Assume that X is compact. The
necessary condition for the approximation convergent to a desired error E½ � is that
in the CDS there is not any critical data sample.

Proof: Let’s consider cluster Γk belonging to the CDS. Assume that xp; yp
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∈Γk

is a critical data sample (see Def. 5); it has to be proven that the ANFIS will not
converge to E½ �.

It can infer from Eq. (3) that

RMSE≥P�0:5 ŷp xp
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(26)

Because the ANFIS is a uniform approximation of f : X! Y and X is the com-
pact set, it can infer that the ANFIS is continuous in Γk\p, so Eq. (27) can be inferred
from Eq. (26):

RMSE≥P�0:5 ŷp xp
� �� f xp
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(27)

It should be noted that the ANFIS is a uniform approximation of the f : X! Y in

Γk\p, xp; yp
� �

∈Γk is a critical data sample, and samples in Γk Að Þ are distributed

closely. As a result, Eq. (28) can be inferred:

ŷp xp
� �

∈ min
yi ∈ Γk Bð Þ\pð Þ

yi
� �

max
yi ∈ Γk Bð Þ\pð Þ

yi
� �

" #
(28)

Due to yp . maxyi ∈ Γk Bð Þ\pð Þ yi
� �

(see Def. 5), the following can be obtained from

Eqs. (27) to (28):
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RMSE≥P�0:5 max
yi ∈ Γk Bð Þ\pð Þ

yi
� �� yp

 !2

þQkp ε½ �2
0
@

1
A

0:5

(29)

From Eqs. (8) and (29), it can conclude that RMSE. E½ �. Similarly, due to
yp , minyi ∈ Γk Bð Þ\pð Þ yi

� �
(see Def. 5), from Eqs. (27) to (28), the following can be also

inferred:

RMSE≥P�0:5 min
yi ∈ Γk Bð Þ\pð Þ

yi
� �� yp

 !2

þQkp ε½ �2
0
@

1
A

0:5

(30)

From Eq. (9) to (30), RMSE. E½ � can be implied.
Finally, it can conclude that if existing at least a critical data sample in the CDS,

the ANFIS could not converge to the required error [E]. □.

3.2 Algorithm for filtering IN

An essential advantage of the clustering algorithms presented in [30–31] is the
convergent rate. However, the quality of the ANFIS based on the CDS deriving
from them is sensitive to the IDS attributes. It can be observed that the main reason

Figure 3.
Flowchart of the FIN-ANFIS consisting of the three main phases, the clustering, establishing and estimating
ANFIS, and filtering IN, which are performed simultaneously.
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of this status via Theorem 1 is the appearance of critical data samples. Besides,
regarding the preprocessing IDS shown in [9], in spite of the positive filtering
effectiveness, the calculating cost of the method is quite high. A becoming solution
for the above issues can be referred in [16] where the recurrent mechanism illus-
trated in Figure 3 was employed. The recurrent mechanism has two phases being
performed synchronously: filtering IN in the database and building ANFIS based on
the filtered database.

Firstly, an adaptive online impulse noise filter (AOINF) is proposed. The recur-
rent mechanism is then depicted via the algorithm named FIN-ANFIS consisting of
three main phases: filtering IN, clustering data, and building ANFIS. By this way,
the filtered IDS is used to build the ANFIS, then the created ANFIS is applied as an
updated filter to refilter the IDS, and so on, until either the process converges or a
stop condition is satisfied. To get a guarantee of convergence and stability, an
update law for the AOINF is discovered via Lyapunov stability theory.

Remark 1. ANFIS cannot converge to the required error [E] if there is at least
one critical data sample in the CDS (see Theorem 1). The clustering strategy of the
FIN-ANFIS therefore focuses on preventing the clustering process from appearing
critical data samples, along with seeking to exterminate the critical data samples in
the CDS having been taking form. As a result, in each loop of the ANFIS training
process, the strategy well directs the clustering process to a new CDS where either
there is not any critical data sample or there exist with a smaller amount. Theorem 2
shows the convergence condition of the training process.

Theorem 2 [16]: Following the flowchart in Figure 3, the ANFIS-based approxi-
mation of an unknown mapping f : X! Y expressed by the given IDS is built via a
CDS which drives from the IDS (the normalized IDS). Let Q be the number of critical
data points in the CDS at the rth loop. At these critical data samples, if the data output
is filtered by law (31), then the RMSE (3) of the ANFIS will converge to [E]:

rþ1ð Þyi ¼ ðrÞyi � ρ sgn ðrÞ yi � ŷi
� �Þ , i ¼ 1…Q:

�
(31)

In the above, ρ.0 is the update coefficient to be optimized by any well-known
optimal method; ðrÞ yi � ŷi

� �
is the error between the ith data output and the

corresponding ANFIS-based output; and function sgn :ð Þ is defined as

sgn zð Þ ¼ 1 if z.0

�1 otherwise:

�
(32)

Proof: A Lyapunov candidate function is chosen as in Eq. (33), to which expres-
sion (34) can be inferred:

e Xð Þ ¼ XTX: (33)

_e Xð Þ ¼ 2 ∑
P�Q

i¼1
Xi _Xi þ 2∑

Q

j¼1
Xj _Xj: (34)

In the above, _Ξ ¼ dΞ=dt expresses derivative of Ξ with respect to time; X is the
vector of state variables deriving from IDS as follows:

Xi ¼ yi � ŷi;X ¼ X1;…;XP½ �T (35)

From update law (31), Eq. (34) can be rewritten as in Eq. (36):
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_e Xð Þ ¼ 2 ∑
P�Q

i¼1
Xi _Xi þ 2∑

Q

j¼1
Xj _yj

¼ 2 ∑
P�Q

i¼1
Xi _Xi � 2ρ∑

Q

j¼1
Xj sgn Xj

� �
:

(36)

It should be noted that the update process is performed with respect to the
critical data points; hence, Eq. (36) can be rewritten as follows:

_e Xð Þ ¼ �2ρ∑
Q

j¼1
Xj sgn Xj

� � ¼ �2ρ∑
Q

j¼1
Xj
�� ��,0 (37)

In addition, the following can be implied from (33) to (35):

e 0ð Þ ¼ 0; e Xð Þ≥0 ∀X: (38)

Finally, it can infer from Eqs. (37) to (38) that e Xð Þ ! 0 is a stable Lyapunov
process. Hence, from Eq. (3) one can infer the aspect needing to be proven:

RMSE ¼ lim
r!∞

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rð Þe Xð ÞP�1

q
≤ E½ �:    □ (39)

Remark 2. (1) To enhance the ability to adapt to the noise status of the IDS, ρ in
Eq. (31) is specified as follows:

ρ ¼ α ðrÞ yi � ŷi
� �j,

��� (40)

where α≥0 is an adaptive coefficient chosen by the designer. Thus, ρ ¼ ρ Xi; tð Þ
takes part in adjusting the filtering level Δi ¼ rþ1ð Þyi � ðrÞyij

�� . (2) It can infer from
Theorem 1 that disposing of critical data samples in the CDS needs to be carried out.
Therefore, the useful solution offered in Theorem 2 via update law (31) is employed
to establish the filtering mechanism of the AOINF as shown below.

The algorithm AOINF for filtering IN:

1. Look for critical data samples in the CDS to specify the worst data point (WP) where the continuous
status of the ANFIS is worst:

WP � x WPð Þ
i ; y WPð Þ

i

� �
such that y WPð Þ

i � ŷ
WPð Þ
i

����
���� ¼ max

h¼1…P
yh � ŷh
�� ��: (41)

1. Specify the data samples satisfying condition (42):

yq � ŷq
���

��� ≥
1
σ

y WPð Þ
i � ŷ

WPð Þ
i

����
���� , q ¼ 1… Q : (42)

In the above, ŷ WPð Þ
i is the ANFIS-based output, while y WPð Þ

i is the corresponding data output at the WP;
σ. 1 is an adaptive coefficient (to be 1.35 for the surveys shown in [16]).

1. Based on the updating law (43) to filter the data samples satisfying condition (42)

ðrþ1Þyq  ðrÞyq þ α ðrÞ yq � ŷq
� �

j sgn ðrÞ yq � ŷq
� �

Þ , q ¼ 1… Q :
���� (43)
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of this status via Theorem 1 is the appearance of critical data samples. Besides,
regarding the preprocessing IDS shown in [9], in spite of the positive filtering
effectiveness, the calculating cost of the method is quite high. A becoming solution
for the above issues can be referred in [16] where the recurrent mechanism illus-
trated in Figure 3 was employed. The recurrent mechanism has two phases being
performed synchronously: filtering IN in the database and building ANFIS based on
the filtered database.

Firstly, an adaptive online impulse noise filter (AOINF) is proposed. The recur-
rent mechanism is then depicted via the algorithm named FIN-ANFIS consisting of
three main phases: filtering IN, clustering data, and building ANFIS. By this way,
the filtered IDS is used to build the ANFIS, then the created ANFIS is applied as an
updated filter to refilter the IDS, and so on, until either the process converges or a
stop condition is satisfied. To get a guarantee of convergence and stability, an
update law for the AOINF is discovered via Lyapunov stability theory.

Remark 1. ANFIS cannot converge to the required error [E] if there is at least
one critical data sample in the CDS (see Theorem 1). The clustering strategy of the
FIN-ANFIS therefore focuses on preventing the clustering process from appearing
critical data samples, along with seeking to exterminate the critical data samples in
the CDS having been taking form. As a result, in each loop of the ANFIS training
process, the strategy well directs the clustering process to a new CDS where either
there is not any critical data sample or there exist with a smaller amount. Theorem 2
shows the convergence condition of the training process.

Theorem 2 [16]: Following the flowchart in Figure 3, the ANFIS-based approxi-
mation of an unknown mapping f : X! Y expressed by the given IDS is built via a
CDS which drives from the IDS (the normalized IDS). Let Q be the number of critical
data points in the CDS at the rth loop. At these critical data samples, if the data output
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�
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In the above, ρ.0 is the update coefficient to be optimized by any well-known
optimal method; ðrÞ yi � ŷi
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is the error between the ith data output and the

corresponding ANFIS-based output; and function sgn :ð Þ is defined as

sgn zð Þ ¼ 1 if z.0

�1 otherwise:

�
(32)

Proof: A Lyapunov candidate function is chosen as in Eq. (33), to which expres-
sion (34) can be inferred:

e Xð Þ ¼ XTX: (33)

_e Xð Þ ¼ 2 ∑
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i¼1
Xi _Xi þ 2∑
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j¼1
Xj _Xj: (34)

In the above, _Ξ ¼ dΞ=dt expresses derivative of Ξ with respect to time; X is the
vector of state variables deriving from IDS as follows:

Xi ¼ yi � ŷi;X ¼ X1;…;XP½ �T (35)

From update law (31), Eq. (34) can be rewritten as in Eq. (36):
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:
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In addition, the following can be implied from (33) to (35):
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RMSE ¼ lim
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where α≥0 is an adaptive coefficient chosen by the designer. Thus, ρ ¼ ρ Xi; tð Þ
takes part in adjusting the filtering level Δi ¼ rþ1ð Þyi � ðrÞyij

�� . (2) It can infer from
Theorem 1 that disposing of critical data samples in the CDS needs to be carried out.
Therefore, the useful solution offered in Theorem 2 via update law (31) is employed
to establish the filtering mechanism of the AOINF as shown below.

The algorithm AOINF for filtering IN:

1. Look for critical data samples in the CDS to specify the worst data point (WP) where the continuous
status of the ANFIS is worst:
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such that y WPð Þ
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In the above, ŷ WPð Þ
i is the ANFIS-based output, while y WPð Þ

i is the corresponding data output at the WP;
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3.3 Algorithm for building ANFIS

Figure 4 illustrates the establishment of the CDS from the IDS. It consists of
(1) building fuzzy clusters with centroids x01 ;…; x0C

� �
or the input data clusters (see

Subsection 2.2), (2) estimating the hard distribution of samples in each input data
cluster indicated by x01 ;…; x0C

� �
, and (3) building the hyperplanes or the output data

clusters (see Subsection 2.3) in the output data space using the specified hard
distribution status. Based on the created CDS, Figure 3 shows the flowchart of the
FIN-ANFIS consisting of three main phases: filtering IN, building the CDS driving
from the filtered IDS, and forming ANFIS.

3.4 Algorithm FIN-ANFIS

Initializing: The initial index of the loop process, r = 1; the number of clusters
C ≪ P� 1; JKFCM

rð Þ ¼ Ω, where Ω is a real number Ω. ts½ �; and the initial cluster
centroids corresponding to r = 1 chosen randomly:

x0i rð Þ ¼ x0i1;…; x0in
� �

, 1≤ i≤C (44)

Build the input data clusters:

1. Establish the input data clusters:

Based on the x0i rð Þ to be known, calculate μij via Eq. (14) to update x0i rð Þ via Eq. (13).

2. Specify the stop condition of the clustering phase via ts in Eq. (15):

If ts≤ ts½ �: go to Step 3; ff ts. ts½ � and r, r½ �, setup r≕ r þ 1 and return to Step 1; if ts. ts½ � and r ¼ r½ � and
C,P� 1, set C≕Cþ 1, r≕ 1, and return to Step 1; and if ts. ts½ � and r ¼ r½ � and C ¼ P� 1, stop (not
converge).

Build ANFIS:

3. Build and estimate ANFIS:

Establish ANFIS as presented in Subsection 2.4.

Calculate RMSE ¼ P�1∑P
i¼1 ŷ i xið Þ � yi
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in which ŷ i xið Þ is the ANFIS-based output, while yi is the data
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Based on Eq. (41), seek the worst data point WP � x WPð Þ
i ; y WPð Þ

i

� �
; set C≕Cþ 1,r≕ 1, and set up a new

cluster centroid x0C in the neighborhood of the WP; and go to Step 5.

5. Filter IN:

Call the algorithm AOINF and return to Step 1.

4. ANFIS for managing online bearing fault

An application of ANFIS to estimating online bearing fault upon the ability to
extract meaningful information from big data of intelligent structures is shown in
this section. Estimating online bearing status to hold the initiative in exploiting the
systems is meaningful because bearing is an important machine detailed in almost
mechanical structures.

In [17], an Online Bearing Damage Identifying Method (ASSBDIM) based on
ANFIS, singular spectrum analysis (SSA), and sparse filtering (SF) was shown. The
method consists of two phases: offline and online. In offline, the ANFIS identifies
the dynamic response of the mechanical system in the individual bearing statuses.
The trained ANFIS is then used to estimate its real status in the online phase. These
aspects are detailed in the following paragraphs.

4.1 Some related theories

4.1.1 Singular spectrum analysis

By using SSA, from a given time series, a set of independent additive time series
can be generated [41–43]. This work is clarified via the algorithm for SSA presented
in [42] as follows.

1. Embedding:

Let’s consider a given time series of N0 data points z0; z1;…; zN0�1ð Þ. From selected window length L0, 1

< L0 < N0, sliding vectors Xj ¼ zj�1; zj;…; zjþL0�2
� �T , j = 1,…,K=N0 � L0 + 1, and matrix X as in Eq. (45)

are built:

X ¼

z0 z1 ⋯ ⋯ zN0�L0

z1 z2 ⋯ ⋯ zN0�L0þ1
⋮ ⋮ ⋱ ⋰ ⋮

zL0�2 zL0�1 ⋰ ⋱ zN0�2
zL0�1 zL0 ⋯ ⋯ zN0�1

0
BBBBBB@

1
CCCCCCA
: (45)

2. Building the trajectory matrix:

From Eq. (45), one builds matrix S ¼ XXT ∈ ℜL0�L0 . Vectors Vi are then constructed,
Vi ¼ XTUi=

ffiffiffiffi
λi
p

, i ¼ 1…d, in which λ1,…, λd are the non-zero eigenvalues of S arranged in the descending
order and U1,…, Ud are the corresponding eigenvectors. A decomposition of the trajectory matrix into a sum

of matrices X ¼ ∑d
i¼1Ei is then established, where Ei ¼

ffiffiffiffi
λi
p

UiVT
i .

3. Reconstruction:

Each elementary matrix is transformed into a principal component of length N by applying a linear
transformation known as diagonal averaging or Hankelization. Let Z∈ ℜL0�K be a matrix of elements zi, j.
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3.3 Algorithm for building ANFIS
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� �
or the input data clusters (see
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� �
, and (3) building the hyperplanes or the output data
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centroids corresponding to r = 1 chosen randomly:

x0i rð Þ ¼ x0i1;…; x0in
� �
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C,P� 1, set C≕Cþ 1, r≕ 1, and return to Step 1; and if ts. ts½ � and r ¼ r½ � and C ¼ P� 1, stop (not
converge).

Build ANFIS:

3. Build and estimate ANFIS:

Establish ANFIS as presented in Subsection 2.4.

Calculate RMSE ¼ P�1∑P
i¼1 ŷ i xið Þ � yi
� �2� �0:5

in which ŷ i xið Þ is the ANFIS-based output, while yi is the data

output. If RMSE≤ E½ �, stop (the ANFIS is the desired one); if RMSE. E½ � and C,P� 1, go to Step 4; and if
RMSE. E½ � and C ¼ P� 1, stop (not converge).

4. Set up a new cluster centroid:
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A process of establishing the CDS driving from the IDS consists.
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Based on Eq. (41), seek the worst data point WP � x WPð Þ
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Call the algorithm AOINF and return to Step 1.

4. ANFIS for managing online bearing fault

An application of ANFIS to estimating online bearing fault upon the ability to
extract meaningful information from big data of intelligent structures is shown in
this section. Estimating online bearing status to hold the initiative in exploiting the
systems is meaningful because bearing is an important machine detailed in almost
mechanical structures.

In [17], an Online Bearing Damage Identifying Method (ASSBDIM) based on
ANFIS, singular spectrum analysis (SSA), and sparse filtering (SF) was shown. The
method consists of two phases: offline and online. In offline, the ANFIS identifies
the dynamic response of the mechanical system in the individual bearing statuses.
The trained ANFIS is then used to estimate its real status in the online phase. These
aspects are detailed in the following paragraphs.

4.1 Some related theories

4.1.1 Singular spectrum analysis

By using SSA, from a given time series, a set of independent additive time series
can be generated [41–43]. This work is clarified via the algorithm for SSA presented
in [42] as follows.

1. Embedding:

Let’s consider a given time series of N0 data points z0; z1;…; zN0�1ð Þ. From selected window length L0, 1

< L0 < N0, sliding vectors Xj ¼ zj�1; zj;…; zjþL0�2
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are built:
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2. Building the trajectory matrix:

From Eq. (45), one builds matrix S ¼ XXT ∈ ℜL0�L0 . Vectors Vi are then constructed,
Vi ¼ XTUi=

ffiffiffiffi
λi
p

, i ¼ 1…d, in which λ1,…, λd are the non-zero eigenvalues of S arranged in the descending
order and U1,…, Ud are the corresponding eigenvectors. A decomposition of the trajectory matrix into a sum

of matrices X ¼ ∑d
i¼1Ei is then established, where Ei ¼
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Each elementary matrix is transformed into a principal component of length N by applying a linear
transformation known as diagonal averaging or Hankelization. Let Z∈ ℜL0�K be a matrix of elements zi, j.
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By calculating L∗ ¼ min L0; Kð Þ, K∗ ¼ max L0; Kð Þ, then Z can be transformed into the reconstructed time
series g0, g1,…, gN�1 as in Eq. (46):

gk ¼

1
kþ 1

∑
kþ1

m¼1
zm,k�mþ2, 0≤ k,L∗ � 1

1
L∗ ∑

L∗

m¼1
zm,k�mþ2, L∗ � 1≤ k,K∗

1
N0 � k

∑
N�K∗þ1

m¼k�K∗þ2
zm,k�mþ2, K∗ ≤ k,N0

:

8>>>>>>>><
>>>>>>>>:

(46)

4.1.2 Sparse filtering

In this work SF is used to extract features from a given time series-typed
measured database. Relying an objective function defined via the features, the
method tries to specify the good features such that the objective function is mini-
mized [11, 44–45]. To deploy SF effectively, a process with the two following
phases is operated. Preprocessing data based on the whitening method [46] is
carried out in the first phase. A H-by-L matrix signed F of real numbers depicting
the relation between each of the H training data samples and the L selected features
is established in the second phase. SF presented in [11, 45] is detailed as follows.

In the first phase, a training set of theH data samples xi ∈ ℜ1�N, i ¼ 1…H, in the
form of a matrix signed �S ∈ ℜH�N is established from the given time series-typed
measuring dataset. By adopting the whitening method [46], it then tries to make the
data samples less correlated with each other and speed up the convergence of the
sparse filtering process which employs the eigenvalue decomposition of the covari-

ance matrix cov �S
� �

¼ Z
�DZ

T : In the expression, �D is the diagonal matrix of its

eigenvalues, and Z is the orthogonal matrix of eigenvectors of cov �S
� �

. Finally, the

whitened training set signed Swhite is formed as in Eq. (47):

Swhite ¼ Z
�D�1=2Z

T�S: (47)

Subsequently, in the second phase, SF maps the data sample xi ∈ ℜ1�N of Swhite
onto L features f i, i ¼ 1…L, relied on a weight matrix signed W∈ ℜN�L. A linear
relation between data samples in Swhite and the L features is expressed via W as in
Eq. (48), in which F∈ ℜH�L is called the feature distribution matrix:

F ¼ SwhiteW: (48)

Optimizing the feature distribution in F is then performed as detailed in [45].
The features in each column of F is normalized by dividing them by their l2-norm,
~f l ¼ f l= f l

���
���
2
, l ¼ 1…L. For each row of the obtained matrix, these features per

example are normalize by computing f̂ i ¼ ~f i= ~f i
���
���
2
, i ¼ 1…H, by which they lie on

the unit l2-ball. The features normalized after the two above steps are optimized for
sparseness using the l1-penalty to get a matrix signed F̂ ∈ ℜH�L. A loop process is
then maintained via Eq. (48), in which F̂ takes the role of F, until the optimal
weights of W are to be established that make the objective function JSF W

� �
of

Eq. (49) be minimized, to which, finally, F̂ is resigned F:
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JSF W
� � ¼ ∑

H

i¼1
∑
L

j¼1
F̂ i; jð Þ: (49)

4.2 The ASSBDIM

The ASSBDIM focuses on online bearing fault estimation. The aim is detailed in
this subsection consisting of the way of setting up the databases and the algorithm
ASSBDIM for online bearing fault estimation upon the built databases.

4.2.1 Building the databases for the ASSBDIM

A measuring dataset deriving from the mechanical system vibration is
established for each surveyed bearing fault type. Regarding Q fault types, one
obtains Q original datasets as in Eq. (50):

D1; D2;…;DQ
� �T, (50)

where Di is corresponding to the ith bearing fault type 1≤ i≤Qð Þ.
By using SSA for Di, m time series as in Eq. (51) are set up:

Di1; Di2;…;Dim½ �, i ¼ 1…Q (51)

where m is parameter selected by the designer. This work is carried out by
the three steps as presented in Subsection 4.1.1, in which Di is used in the first
step as the given time series of N0 data points z0; z1;…; zN0�1ð Þ for building the
trajectory matrix X in Eq. (45). Because the mechanical vibration signal is prone
to the low frequency range [42], among the m time series, the (m-k) ones
owning the highest frequencies are considered as noise. The k remainder time
series as in Eq. (52) is hence kept to build the databases:

Di1; Di2…Dik½ �, i ¼ 1…Q (52)

Specifying the optimal value of both k andmwill be mentioned in Subsection 4.2.2.
For each time series in Eq. (52), for example, Dij, j ¼ 1…k, based on SF one

obtains the feature distribution matrix as in Eq. (48) which is resigned
Fij ωð Þ∈ ℜH�L. By using this result for all the time series in Eq. (52), a new data
matrixDi as in Eq. (53) is formed which is the input data space of the ith data subset
corresponding to the ith bearing fault type:

Di ¼ Fi1 ωð ÞFi2 ωð Þ…Fik ωð Þ½ �∈ ℜH� kLð Þ: (53)

By employing this way for Q, the surveyed bearing fault types, an input data
space in the form of matrix (54), are established, which relates to building two
offline databases signed Off_DaB and Off_testDaB as well as one online database
signed On_DaB used for the algorithm ASSBDIM as follows:

D ¼

ω11 ω12 ⋯ ⋯ ω1 kLð Þ

ω21 ω22 ⋯ ⋯ ω2 kLð Þ

⋮ ⋮ ⋱ ⋰ ⋮

ω QH�1ð Þ1 ω QH�1ð Þ2 ⋰ ⋱ ω QH�1ð Þ kLð Þ

ω QHð Þ1 ω QHð Þ2 ⋯ ⋯ ω QHð Þ kLð Þ

0
BBBBBBB@

1
CCCCCCCA

∈ ℜ QHð Þ� kLð Þ (54)
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By calculating L∗ ¼ min L0; Kð Þ, K∗ ¼ max L0; Kð Þ, then Z can be transformed into the reconstructed time
series g0, g1,…, gN�1 as in Eq. (46):

gk ¼

1
kþ 1

∑
kþ1

m¼1
zm,k�mþ2, 0≤ k,L∗ � 1

1
L∗ ∑

L∗

m¼1
zm,k�mþ2, L∗ � 1≤ k,K∗

1
N0 � k

∑
N�K∗þ1

m¼k�K∗þ2
zm,k�mþ2, K∗ ≤ k,N0

:

8>>>>>>>><
>>>>>>>>:

(46)

4.1.2 Sparse filtering

In this work SF is used to extract features from a given time series-typed
measured database. Relying an objective function defined via the features, the
method tries to specify the good features such that the objective function is mini-
mized [11, 44–45]. To deploy SF effectively, a process with the two following
phases is operated. Preprocessing data based on the whitening method [46] is
carried out in the first phase. A H-by-L matrix signed F of real numbers depicting
the relation between each of the H training data samples and the L selected features
is established in the second phase. SF presented in [11, 45] is detailed as follows.

In the first phase, a training set of theH data samples xi ∈ ℜ1�N, i ¼ 1…H, in the
form of a matrix signed �S ∈ ℜH�N is established from the given time series-typed
measuring dataset. By adopting the whitening method [46], it then tries to make the
data samples less correlated with each other and speed up the convergence of the
sparse filtering process which employs the eigenvalue decomposition of the covari-

ance matrix cov �S
� �

¼ Z
�DZ

T : In the expression, �D is the diagonal matrix of its

eigenvalues, and Z is the orthogonal matrix of eigenvectors of cov �S
� �

. Finally, the

whitened training set signed Swhite is formed as in Eq. (47):

Swhite ¼ Z
�D�1=2Z

T�S: (47)

Subsequently, in the second phase, SF maps the data sample xi ∈ ℜ1�N of Swhite
onto L features f i, i ¼ 1…L, relied on a weight matrix signed W∈ ℜN�L. A linear
relation between data samples in Swhite and the L features is expressed via W as in
Eq. (48), in which F∈ ℜH�L is called the feature distribution matrix:

F ¼ SwhiteW: (48)

Optimizing the feature distribution in F is then performed as detailed in [45].
The features in each column of F is normalized by dividing them by their l2-norm,
~f l ¼ f l= f l
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2
, l ¼ 1…L. For each row of the obtained matrix, these features per

example are normalize by computing f̂ i ¼ ~f i= ~f i
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2
, i ¼ 1…H, by which they lie on

the unit l2-ball. The features normalized after the two above steps are optimized for
sparseness using the l1-penalty to get a matrix signed F̂ ∈ ℜH�L. A loop process is
then maintained via Eq. (48), in which F̂ takes the role of F, until the optimal
weights of W are to be established that make the objective function JSF W

� �
of

Eq. (49) be minimized, to which, finally, F̂ is resigned F:
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JSF W
� � ¼ ∑

H

i¼1
∑
L

j¼1
F̂ i; jð Þ: (49)

4.2 The ASSBDIM

The ASSBDIM focuses on online bearing fault estimation. The aim is detailed in
this subsection consisting of the way of setting up the databases and the algorithm
ASSBDIM for online bearing fault estimation upon the built databases.

4.2.1 Building the databases for the ASSBDIM

A measuring dataset deriving from the mechanical system vibration is
established for each surveyed bearing fault type. Regarding Q fault types, one
obtains Q original datasets as in Eq. (50):

D1; D2;…;DQ
� �T, (50)

where Di is corresponding to the ith bearing fault type 1≤ i≤Qð Þ.
By using SSA for Di, m time series as in Eq. (51) are set up:

Di1; Di2;…;Dim½ �, i ¼ 1…Q (51)

where m is parameter selected by the designer. This work is carried out by
the three steps as presented in Subsection 4.1.1, in which Di is used in the first
step as the given time series of N0 data points z0; z1;…; zN0�1ð Þ for building the
trajectory matrix X in Eq. (45). Because the mechanical vibration signal is prone
to the low frequency range [42], among the m time series, the (m-k) ones
owning the highest frequencies are considered as noise. The k remainder time
series as in Eq. (52) is hence kept to build the databases:

Di1; Di2…Dik½ �, i ¼ 1…Q (52)

Specifying the optimal value of both k andmwill be mentioned in Subsection 4.2.2.
For each time series in Eq. (52), for example, Dij, j ¼ 1…k, based on SF one

obtains the feature distribution matrix as in Eq. (48) which is resigned
Fij ωð Þ∈ ℜH�L. By using this result for all the time series in Eq. (52), a new data
matrixDi as in Eq. (53) is formed which is the input data space of the ith data subset
corresponding to the ith bearing fault type:

Di ¼ Fi1 ωð ÞFi2 ωð Þ…Fik ωð Þ½ �∈ ℜH� kLð Þ: (53)

By employing this way for Q, the surveyed bearing fault types, an input data
space in the form of matrix (54), are established, which relates to building two
offline databases signed Off_DaB and Off_testDaB as well as one online database
signed On_DaB used for the algorithm ASSBDIM as follows:

D ¼

ω11 ω12 ⋯ ⋯ ω1 kLð Þ
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BBBBBBB@

1
CCCCCCCA

∈ ℜ QHð Þ� kLð Þ (54)
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Namely, matrix D relates to the input data space (IDS), to which the databases
for identifying the bearing status are built as follows. Firstly, by encoding the ith
fault type by a real number yi, the output data space (ODS) of the ith subset can be
depicted by vector yi of H elements yi as in Eq. (55):

yi ¼ yi;…; yi
� �T ∈ ℜH�1, i ¼ 1…Q (55)

Then, by combining Eq. (55) with Eq. (54), the input-output relation in the
three datasets Off_DaB, Off_testDaB, and On_DaB can be described as in
Eq. (56):

database � IDS� ODS½ � � D� y
� �

(56)

In the above, the input space D comes from Eq. (54), while the output space y as
in Eq. (57) is constituted of yi ∈ ℜH�1 in Eq. (55):

y ¼ y1,…y1H;…; yQ ,…yQ H
� T ∈ ℜQH�1

h
(57)

4.2.2 The algorithm ASSBDIM for estimating health of bearings

In the offline phase, by initializing the parameters in vector ps in Eq. (58),
together with applying SSA and SF to the measuring data stream, the Off_DaB and
Off_testDaB are built as in Eq. (56):

ps ¼ L0;N0;m; k;H;L½ � (58)

where L0, N0 come from Eq. (45); m and k relate to Eqs. (51) and (52), respec-
tively; H and L derive from Eq. (53).

An ANFIS built by the algorithm FIN-ANFIS (see Subsection 3.3) is utilized to
identify dynamic response of the mechanical system corresponding to the bearing
damage statuses reflected by the Off_DaB. Optimizing the parameters in ps in
Eq. (58) is then performed using the percentage of correctly estimated samples
(Ac) as in Eq. (59) and the mean accuracy (MeA) as in Eq. (60) and the algorithm
DE [47]:

Ac ¼ 100� cr_samplesn=to_samplesn %ð Þ, (59)

MeA ¼ 100� ∑
Q

n¼1
cr_samplesn= ∑

Q

n¼1
to_samplesn %ð Þ, (60)

where corresponding to the nth damage type, n ¼ 1…Q, cr_samplesn is the num-
ber of checking samples expressing correctly the real status of the bearing, while
to_samplesn is the total of checking samples used in the survey; Q is the number of
surveyed bearing fault types as mentioned in Eq. (50).

Following the MeA, an objective function is defined as follows:

J ¼MeAASSBDIM L0;N0;m; k;H;Lð Þ ! max: (61)

The Off_testDaB, function J, and DE [47] are then employed to optimize the
parameters in vector ps, to get L0;N0;m; k;H;L½ �opt.

Namely, by using the input of the Off_testDaB for the ANFIS which has been
trained by the Off_DaB, one obtains the outputs ŷi, i ¼ 1…H. These outputs are
then compared with the corresponding encoded outputs to estimate the bearing real
status, which is the one encoded by “q” satisfying Eq. (62):
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∑
H

i¼1
ŷi � yq
���

��� ¼ min
h¼1…Q

∑
H

i¼1
ŷi � yh
�� ��: (62)

The completion of the offline phase as above can be seen as the beginning of the
only phase. During the next operating process, first, by the way similar to the one
for building the offline database Off_DaB, the online dataset On_DaB in the form
DON � Di ∈ ℜH� kLð Þ as in Eq. (53) is built. By using the On_DaB for the ANFIS
trained in the offline, the bearing real status at this time is then specified based on
Eq. (62).

The ASSBDIM is hence can be summarized as follows.

The offline process:
Initialize vector ps in Eq. (58):

1. Build the Off-DaB and Off-testDaB in the form of Eq. (56).

2. Train an ANFIS to identify the Off-DaB using the algorithm FIN-ANFIS.

3. Accomplish the system.

The Off-testDaB is used as database of the trained ANFIS, using the condition (62) to calculate MeA in
Eq. (60). If MeA≤ MeA½ �, then go to Step 4; otherwise, adjust the value of the elements in vector ps in
Eq. (58) using the algorithm DE [47], and then return to Step 1.

The online process:

4. Establish online database On-DaB DON � Di ∈ ℜH� kLð Þ as in Eq. (53).

5. Estimate online bearing fault status based on the On-DaB, trained ANFIS, and condition (62); check
the stop condition: if it is not satisfied, then return to Step 4; otherwise, stop.

4.3 Some survey results

4.3.1 Experimental apparatus and estimating way

The experimental apparatus formeasuring vibration signal is shown inFigure 5. The
apparatus consists of themotor (1), acceleration sensors (2) and (4), surveyed bearings
(3) and (5),module for processing and transforming series vibration signal incorporat-
ing software-selectable AC/DC coupling (Model: NI-9234) (6), and computer (7).

Figure 5.
Experimental apparatus for measuring vibration signal.
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Namely, matrix D relates to the input data space (IDS), to which the databases
for identifying the bearing status are built as follows. Firstly, by encoding the ith
fault type by a real number yi, the output data space (ODS) of the ith subset can be
depicted by vector yi of H elements yi as in Eq. (55):

yi ¼ yi;…; yi
� �T ∈ ℜH�1, i ¼ 1…Q (55)

Then, by combining Eq. (55) with Eq. (54), the input-output relation in the
three datasets Off_DaB, Off_testDaB, and On_DaB can be described as in
Eq. (56):

database � IDS� ODS½ � � D� y
� �

(56)

In the above, the input space D comes from Eq. (54), while the output space y as
in Eq. (57) is constituted of yi ∈ ℜH�1 in Eq. (55):

y ¼ y1,…y1H;…; yQ ,…yQ H
� T ∈ ℜQH�1

h
(57)

4.2.2 The algorithm ASSBDIM for estimating health of bearings

In the offline phase, by initializing the parameters in vector ps in Eq. (58),
together with applying SSA and SF to the measuring data stream, the Off_DaB and
Off_testDaB are built as in Eq. (56):

ps ¼ L0;N0;m; k;H;L½ � (58)

where L0, N0 come from Eq. (45); m and k relate to Eqs. (51) and (52), respec-
tively; H and L derive from Eq. (53).

An ANFIS built by the algorithm FIN-ANFIS (see Subsection 3.3) is utilized to
identify dynamic response of the mechanical system corresponding to the bearing
damage statuses reflected by the Off_DaB. Optimizing the parameters in ps in
Eq. (58) is then performed using the percentage of correctly estimated samples
(Ac) as in Eq. (59) and the mean accuracy (MeA) as in Eq. (60) and the algorithm
DE [47]:

Ac ¼ 100� cr_samplesn=to_samplesn %ð Þ, (59)

MeA ¼ 100� ∑
Q

n¼1
cr_samplesn= ∑

Q

n¼1
to_samplesn %ð Þ, (60)

where corresponding to the nth damage type, n ¼ 1…Q, cr_samplesn is the num-
ber of checking samples expressing correctly the real status of the bearing, while
to_samplesn is the total of checking samples used in the survey; Q is the number of
surveyed bearing fault types as mentioned in Eq. (50).

Following the MeA, an objective function is defined as follows:

J ¼MeAASSBDIM L0;N0;m; k;H;Lð Þ ! max: (61)

The Off_testDaB, function J, and DE [47] are then employed to optimize the
parameters in vector ps, to get L0;N0;m; k;H;L½ �opt.

Namely, by using the input of the Off_testDaB for the ANFIS which has been
trained by the Off_DaB, one obtains the outputs ŷi, i ¼ 1…H. These outputs are
then compared with the corresponding encoded outputs to estimate the bearing real
status, which is the one encoded by “q” satisfying Eq. (62):

42

Fuzzy Logic

∑
H

i¼1
ŷi � yq
���

��� ¼ min
h¼1…Q

∑
H

i¼1
ŷi � yh
�� ��: (62)

The completion of the offline phase as above can be seen as the beginning of the
only phase. During the next operating process, first, by the way similar to the one
for building the offline database Off_DaB, the online dataset On_DaB in the form
DON � Di ∈ ℜH� kLð Þ as in Eq. (53) is built. By using the On_DaB for the ANFIS
trained in the offline, the bearing real status at this time is then specified based on
Eq. (62).

The ASSBDIM is hence can be summarized as follows.

The offline process:
Initialize vector ps in Eq. (58):

1. Build the Off-DaB and Off-testDaB in the form of Eq. (56).

2. Train an ANFIS to identify the Off-DaB using the algorithm FIN-ANFIS.

3. Accomplish the system.

The Off-testDaB is used as database of the trained ANFIS, using the condition (62) to calculate MeA in
Eq. (60). If MeA≤ MeA½ �, then go to Step 4; otherwise, adjust the value of the elements in vector ps in
Eq. (58) using the algorithm DE [47], and then return to Step 1.

The online process:

4. Establish online database On-DaB DON � Di ∈ ℜH� kLð Þ as in Eq. (53).

5. Estimate online bearing fault status based on the On-DaB, trained ANFIS, and condition (62); check
the stop condition: if it is not satisfied, then return to Step 4; otherwise, stop.

4.3 Some survey results

4.3.1 Experimental apparatus and estimating way

The experimental apparatus formeasuring vibration signal is shown inFigure 5. The
apparatus consists of themotor (1), acceleration sensors (2) and (4), surveyed bearings
(3) and (5),module for processing and transforming series vibration signal incorporat-
ing software-selectable AC/DC coupling (Model: NI-9234) (6), and computer (7).

Figure 5.
Experimental apparatus for measuring vibration signal.

43

ANFIS: Establishing and Applying to Managing Online Damage
DOI: http://dx.doi.org/10.5772/intechopen.83453



In Table 1, “encoding value” is abbreviated to “EV.” The three cases listed in
Table 1 related to nine of the widespread single-bearing faults as in Table 2 are
surveyed. In the above, Q = 7 (see Eq. 50) for the Cases 1–2, while Q = 10 for Case 3;
the damaged location is the inner or outer or balls (signed In, or Ou, or Ba, respec-
tively); damaged degrees are from 1 to 3 (signed D1 or D2 or D3); the load
impacting on the system at the survey time consists of Load 1 or 2 or 3 (signed L1 or
L2 or L3). For example, LmUnd shows the load degree to be m and the bearing to
be undamaged, or LmDnBa expresses the load degree to be m (1,…,3), the damage
level to be n (1,…,3), and the damage location to be the ball.

The ASSBDIM with H = 303, m = 30, k = 7 along with four other methods
[48–51] is employed to be surveyed. The first one [48] (Nin = Nout = 100; number of
segments to be 20� 103 and λ ¼ 1E� 5) is the intelligent fault diagnosis method
using unsupervised feature learning toward mechanical big data. The second one
[49] employs the energy levels of the various frequency bands as features. In the
third one [50], a bearing fault diagnosis upon permutation entropy, empirical mode
decomposition, and support vector machines is shown. In the last one [51], a
method of identifying bearing fault based on SSA is presented.

For the surveys, along withAc andMeA, the root-mean-square error as in Eq. (63)
is also employed, where yi and ŷi, respectively, are encoding and predicting outputs:

Table 1.
Surveyed cases and the corresponding encoding values (EV).

Faults Width (mm) Depth (mm)

D1Ou 0.20 0.3

D2Ou 0.30 0.3

D3Ou 0.46 0.3

D1In 0.20 0.3

D2In 0.30 0.3

D3In 0.40 0.3

D1Ba 0.15 0.2

D2Ba 0.20 0.2

D3Ba 0.25 0.2

Table 2.
The size of bearing single fault types used for surveys.
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Figure 6.
The predicting (�pre) output ŷi of the ASSBDIM in Case 1 and the corresponding encoded (�enc) output yi.

Figure 7.
The ŷi and yi depicted by lines (6) in Figure 6 to be zoomed in.

Figure 8.
The error reflecting the difference between yi and ŷ i in Figure 6.
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LMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑H

i¼1 yi � ŷi
� �2

=H
q

: (63)

4.3.2 Some survey results

The measured databases from Cases 1 to 3 with Q = 7 as in Table 1 along
which the methods consist of the ASSBDIM [17] and the ones from [48–51] were
adopted to identify the status of the bearing. The obtained results were shown in
Figures 6–9 and Tables 3 and 4.

4.3.3 Discussion

Following the above results, it can observe that among the surveyed methods,
the ASSBDIM which is based on ANFIS gained the best accuracy. This aspect can be

Figure 9.
Ac and MeA (mean accuracy) of the ASSBDIM in Case 2.

Surveyed cases Ac (%)

[48] [49] [50] [51] [17]

L2UnD 99.67 93.73 98.68 99.67 100

L2D1In 98.35 95.05 92.74 95.38 99.67

L2D2In 99.67 98.68 99.34 97.36 99.01

L2D3In 99.01 93.07 95.38 92.74 100

L2D1Ba 98.68 91.09 96.37 96.70 97.36

L2D2Ba 99.67 92.08 94.72 99.01 98.68

L2D3Ba 97.36 98.68 100 98.68 100

MeA (%) 98.92 94.93 96.75 97.08 99.26

Table 3.
The accuracy of the methods in Case 2.
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recognized via the quite equivalent values between the encoding and predicting
outputs from the tested data samples. The small difference depicted by the zooming
in in Figure 7 and the root-mean-square error in Figure 8 as well as the high/higher
values of Ac and MeA deriving from the ASSBDIM in Tables 3 and 4 and Figure 9
reflect clearly the ANFIS’s identification ability.

It should be noted that themethodology shown via the algorithmASSBDIM can be
also used to discover themethod ofmanaging damage ofmechanical structures as well.

5 Conclusion

The hybrid structure ANFIS, where ANN and FL can interact to not only over-
come partly the limitations of each model but also uphold their strong points, has
been seen as a useful mathematical tool for many fields. Inspired by the ANFIS’s
capability, in order to provide the readers with the theoretical basis and application
direction of the model, this chapter presents the formulation of ANFIS and one of
its typical applications.

Firstly, the structure of ANFIS as a data-driven model deriving from fuzzy logic
and artificial neural networks is depicted. The setting up the input data clusters,
output clusters and ANFIS as a joint structure is all detailed. Deriving from this
relation, the method of building ANFIS from noisy measuring datasets is presented.
The online and recurrent mechanism for filtering noise and building ANFIS synchro-
nously is clarified via the algorithms for filtering noise and establishing ANFIS.
Finally, the application of ANFIS coming from the online managing bearing fault is
presented. The compared results reflect that among the surveyed methods, the
ASSBDIMwhich exploited the identification ability of ANFIS gains the best accuracy.
Besides, the methodology shown via this application can be also used as appropriate
solution for developing new methods of managing damage of mechanical structures.

In addition to the above identification field, it should be noted that (1) ANFIS
has also attracted the attention of many researchers in the other fields related to
prediction, control, and so on, as mentioned in Section 1 and (2) ANFIS can collab-
orate effectively with some other mathematical tools to enhance the effectiveness of
technology applications.

Surveyed cases Ac (%)

[48] [49] [50] [51] [17]

L1UnD 95.05 87.46 85.81 100 100

L1D1In 94.72 90.10 89.77 83.17 99.67

L1D2In 92.08 92.41 88.12 85.48 99.34

L1D3In 93.40 92.74 92.41 94.72 99.34

L1D1Ou 95.33 89.77 84.16 85.15 82.51

L1D2Ou 92.41 92.41 84.82 84.16 94.39

L1D3Ou 95.05 88.78 88.78 99.34 89.11

L1D1Ba 86.47 89.44 90.43 83.17 94.72

L1D2Ba 87.79 90.10 96.04 97.36 92.74

L1D3Ba 88.12 86.14 100 88.45 84.82

MeA (%) 92.04 89.94 90.03 90.10 93.66

Table 4.
The accuracy of the methods in Case 3.
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� �2

=H
q

: (63)

4.3.2 Some survey results

The measured databases from Cases 1 to 3 with Q = 7 as in Table 1 along
which the methods consist of the ASSBDIM [17] and the ones from [48–51] were
adopted to identify the status of the bearing. The obtained results were shown in
Figures 6–9 and Tables 3 and 4.

4.3.3 Discussion

Following the above results, it can observe that among the surveyed methods,
the ASSBDIM which is based on ANFIS gained the best accuracy. This aspect can be

Figure 9.
Ac and MeA (mean accuracy) of the ASSBDIM in Case 2.

Surveyed cases Ac (%)

[48] [49] [50] [51] [17]

L2UnD 99.67 93.73 98.68 99.67 100

L2D1In 98.35 95.05 92.74 95.38 99.67

L2D2In 99.67 98.68 99.34 97.36 99.01

L2D3In 99.01 93.07 95.38 92.74 100

L2D1Ba 98.68 91.09 96.37 96.70 97.36

L2D2Ba 99.67 92.08 94.72 99.01 98.68

L2D3Ba 97.36 98.68 100 98.68 100

MeA (%) 98.92 94.93 96.75 97.08 99.26

Table 3.
The accuracy of the methods in Case 2.

46

Fuzzy Logic

recognized via the quite equivalent values between the encoding and predicting
outputs from the tested data samples. The small difference depicted by the zooming
in in Figure 7 and the root-mean-square error in Figure 8 as well as the high/higher
values of Ac and MeA deriving from the ASSBDIM in Tables 3 and 4 and Figure 9
reflect clearly the ANFIS’s identification ability.

It should be noted that themethodology shown via the algorithmASSBDIM can be
also used to discover themethod ofmanaging damage ofmechanical structures as well.

5 Conclusion

The hybrid structure ANFIS, where ANN and FL can interact to not only over-
come partly the limitations of each model but also uphold their strong points, has
been seen as a useful mathematical tool for many fields. Inspired by the ANFIS’s
capability, in order to provide the readers with the theoretical basis and application
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Chapter 4

Some Methods of Fuzzy
Conditional Inference for
Application to Fuzzy Control
Systems
Poli Venkata Subba Reddy

Abstract

Zadeh proposed fuzzy logic with single membership function. Two Zadeh,
Mamdani and TSK proposed fuzzy conditional inference. In many applications like
fuzzy control systems, the consequent part may be derived from precedent part.
Zadeh, Mamdani and TSK proposed different fuzzy conditional inferences for “if…
then …” for approximate reasoning. The Zadeh and Mamdani fuzzy conditional
inferences are know prior information for both precedent part and consequent
part. The TSK fuzzy conditional inferences need not know prior information for
consequent part but it is difficult to compute. In this chapter, fuzzy conditional
inference is proposed for “if…then…” This fuzzy conditional inference need not
know prior information of the consequent part. The fuzzy conditional inference is
discussed using the single fuzzy membership function and twofold fuzzy member-
ship functions. The fuzzy control system is given as an application.

Keywords: fuzzy logic, twofold fuzzy logic, fuzzy conditional inference,
fuzzy control systems

1. Introduction

When information is incomplete, fuzzy logic is useful [10–26]. Many theories [1, 2]
deal with incomplete information based on likelihood (probability), whereas fuzzy
logic is based on belief. Zadeh defined fuzzy set with single membership function.
Zadeh [3], Mamdani [4], TSK [2] and Reddy [5] are studied fuzzy conditional infer-
ences. The fuzzy conditions are of the form “if <. Zadeh, Mamdani and TSK fuzzy
conditional inference requires both precedent-part and consequent-part but 5fuzzy
inferences don’t require consequent part. Precedent-part > then <consequent-part >.”

Zadeh [6] studied fuzzy logic with single membership function. The single
membership function for the proposition “x is A” contains how much truth in the
proposition. The fuzzy set with two membership functions will contain more
information in terms of how much truth and false it has in the proposition. The
fuzzy certainty factor is studied as difference on two membership functions “true”
and “false” to eliminate conflict of evidence, and it becomes single membership
function. The FCF is a fuzzy set with single fuzzy membership function of twofold
fuzzy set.
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The fuzzy control systems are considered in this chapter as application of single
fuzzy membership function and twofold fuzzy set.

2. Fuzzy log with single membership function

Zadeh [6] has introduced a fuzzy set as a model to deal with imprecise, incon-
sistent and inexact information. The fuzzy set is a class of objects with a continuum
of grades of membership.

The fuzzy set A of X is characterized as its membership function A = μA(x) and
ranging values in the unit interval [0, 1]

μA(x): X ➔[0, 1], x Є X,
where X is the universe of discourse.
A = μA(x1)/x1 þ μA(x2)/x2 þ… þ μA(xn)/xn,
where “+” is the union.

For instance, the fuzzy proposition “x is High”
High = 0.2/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
Not High = 0.8/x1 þ 0.4/x2 þ 0.1/x3 þ 0.4/x4 þ 0.8/x5

For instance, the fuzziness of “Temperature is high” is 0.8
The graphical representation of young and not young is shown in Figure 1.

The fuzzy logic is defined as a combination of fuzzy sets using logical operators.
Some of the logical operations are given below.

For example, A, B and C are fuzzy sets. The operations on fuzzy sets are given as:
Negation
If x is not A
A0 = 1 � μA(x)/x
Conjunction
x is A and y is B➔ (x, y) is A ΛB
AΛB = min(μA(x), μB(y)}(x,y)
If x = y
x is A and y is B➔ (x, y) is A ΛB
AΛB = min(μA(x), μB(y)}/x
For example
A = 0.2/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
B = 0.4/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.1/x5
AΛB = 0.2/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.1/x5
The graphical representation is shown in Figures 1 and 2.

Figure 1.
Fuzzy membership function.
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Disjunction
x is A and y is B➔ (x, y) is A V B
A V B = max(μA(x), μB(y)}(x,y)
If x = y
x is A and y is B➔ (x, y) is A V B
AVB = max(μA(x), μB(y)}/x
For instance,
A = 0.2/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
B = 0.4/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.1/x5
AVB = 0.4/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
The graphical representation is shown in Figure 3.
Concentration
μvery A(x) = μA(x)2

Diffusion
μmore or less A(x) = μA(x)0.5

The graphical representation of concentration and diffusion is shown in Figure 4.
Implication
Zadeh [6], Mamdani [7] and Reddy [5] fuzzy conditional inferences are

considered for fuzzy control systems.
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
The presidency part may contain any number of “and/or”
Zadeh [6] fuzzy inference is given as:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(1, 1 � (A1, A2,…, An) þ B)

Figure 2.
Conjunction.

Figure 3.
Disjunction.
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Disjunction
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Implication
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The presidency part may contain any number of “and/or”
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If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(1, 1 � (A1, A2,…, An) þ B)

Figure 2.
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Mamdani [4] fuzzy inference is given as:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(A1, A2,…, An, B)
Zadeh and Mamdani fuzzy inference has prior information of A and B. The

relation between A and B is known. Then, B is derived from A.
Reddy [2] inference is given by:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(A1, A2,…,An)
Consider the fuzzy rule:
If x1 is A1 and x2 is A2, then x is B
For instance,
A1 = 0.2/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
A2 = 0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.3/x5
B = 0.1/x1 þ 0.4/x2 þ 0.6/x3 þ 0.4/x4 þ 0.1/x5
The graphical representation of A1, A2 and B is shown in Figure 5.
The graphical representation of fuzzy inference is shown in Figure 6.
Composition
If some relation between R and A1 than B1 is to infer from R
B1 = A1 o R, where R = A➔B
Zadeh fuzzy inference is given by:
B1 = A1 o R = min{μA(x), μR(x)}
= min{μA(x), min(1,1�μA1(x) þ μB(x))}
Mamdani fuzzy inference is given by:
= min{μA1(x),μA(x) þ μB(x)}
If there is some relation R between A and B, then Reddy fuzzy inference is

given by:
= μA1(x)

Figure 4.
Fuzzy quantifiers.

Figure 5.
Fuzzy sets.
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3. Justification of Reddy and Mamdani fuzzy conditional inference

Justification of Reddy fuzzy conditional inference may be derived in the
following:

Consider Reddy fuzzy conditional inference:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B = min{A1, A2,…, An}.
Consider TSK fuzzy conditional inference:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B = f(x1, x2,…, xn).
The proposed method of fuzzy conditional inference may be defined by

replacing x1, x2,…, xn with A1, A2 and … and An

If x1 is A1 and/or A2 and/or,…, and/or An, then y is B = f(A1, A2,…, An)
If x1 is A1 or A2 and An, then y is B = f(A1, A2, A3) = A1 V A2 Λ –Λ A3

If x1 is A1 or A2 and A3, then y is B = f(A1, A2, A3) = A1 V A2 Λ A3

B = min(max(μA1(x1), μA2(x2)), μA3(x3))
The fuzzy conditional inference is given by using Mamdani fuzzy inference
If x1 is A1 or A2 and A3, then y is B = min(A1 or A2 and A3, B)
If x1 is A1 or A2 and A3, then x is B = min(max(μA1(x1), μA2(x2)), μA3(x3))
Thus, the Reddy fuzzy conditional inference is satisfied.
If x1 is A1 and x2 is A2 and … and xn is An, then y is B = min{A1, A2,…,An}.
Justification of Mamdani fuzzy conditional inference may be derived in the

following:
If some relation R between A and B is known, then Mamdani fuzzy conditional

inference is given by:
If x is A, then y is B = A x B
Zadeh fuzzy conditional inference for “if … then … else …” is given by:
If x is A, then y is B else y is C = A x B v A0 x C
If x is A, then y is B else y is C = If x is A then y is B v If x is A0 then y is C = A x B

v A0 x C
It is logically divided into:
If x is A, then y is B = A x B
If x is A0, then y is C = A0 x C
Thus, the Mamdani fuzzy conditional inference is satisfied.
If x is A, then y is B = A x B.

Figure 6.
Fuzzy conditional inference.
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Figure 5.
Fuzzy sets.
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3. Justification of Reddy and Mamdani fuzzy conditional inference
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4. Fuzzy control systems using single fuzzy membership function

Zadeh introduced fuzzy algorithms. The fuzzy algorithm is a set of fuzzy state-
ments. The fuzzy conditional statement is defined as fuzzy algorithm:

If xi is A1i and xi is A2i and… and xi is An, then y is Bi

The consequent part may not be known in control systems
The fuzziness may be given for Reddy fuzzy inference as
If BZ is low (0.6)
and BE is normal (0.7)
then reduce fan speed
= min (0.6, 0.7)
= 0.6
The fuzzy set type-2 is a type of fuzzy set in which some additional degree of

information is provided.
Definition: Given some universe of discourse X, a fuzzy set type-2 A of X is

defined by its membership function μA(x) taking values on the unit interval [0,1],
i.e., μÃ(x)➔[0,1][0.1]

Suppose X is a finite set. The fuzzy set A of X may be represented as
A = μÃ1(x1)/Ã1 þ μÃ2(x2)/Ã2 þ… þ μÃn(xn)/Ãn
Temperature = {0.4/low, 0.6/medium, 0.9/high}
John has “mild headache” with fuzziness 0.4
The fuzzy control system for boiler consists of a set of fuzzy rules [4].
If a set of conditions is satisfied, then the set of consequences is fired
The fuzzy control system is shown in Figure 7.
The fuzzy control system containing fuzzy variables are represented in decision

Table 1.
The fuzzy control system of boiler is given in Table 2.
For instance,
If BZ is low
and BE is normal
then reduce fan speedFor instance, consider the fuzzy control system (Table 3).
The computation of proposed method (3.4) is given in Table 4.
Defuzzification
The centroid technique is used for defuzzification. It finds value representing

the centre of gravity (COG) aggregated fuzzy generalized fuzzy set:

Figure 7.
Fuzzy control system.
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COG = Σ Ci μAi(x)/ Σ Ci

For instance,
Speed = {0.1/20 þ 0.3/40 þ 0.5/60 þ 0.7/80 þ 0.9/100}
COG = (0.1*20 þ 0.3*40 þ 0.5*60 þ 0.7*80 þ 0.9*100)/
(0.1 þ 0.3 þ 0.5 þ 0.7 þ 0.9) = 73.6

A1 A2 … An B

A11 A12 … A1n B1

A21 A22 … A2n B2

⁞ ⁞ ⁞ ⁞

Am1 Am2 … Amn Bmn

Table 1.
Fuzzy rules.

Condition Burning zone (BZ) temperature Back-end (BE) temperature Action

AND Drastically low Low Reduce Klin speed

AND Drastically low Low Reduce fuel

AND Slightly low Low Increase fan speed

AND Low High Reduce fuel

AND Low Normal Reduce fan speed

Table 2.
Boiler controller.

Condition Burning zone (BZ) temperature Back-end (BE) temperature Action

AND Drastically low (0.7) Low (0.6) Reduce Klin speed

AND Drastically low (0.7) Low (0.8) Reduce fuel

AND Slightly low (.8) Low (.9) Increase fan speed

AND Low (0.7) High (0.65) Reduce fuel

AND Low (0.6) Normal (0.7) Reduce fan speed

Table 3.
Boiler fuzzy controller.

Condition Burning zone (BZ)
temperature

Back-end (BE)
temperature

Action

AND Drastically low (0.7) Low (0.6) Reduce Klin speed
(0.6)

AND Drastically low (0.7) Low (0.8) Reduce fuel (0.7)

AND Slightly low (.8) Low (.9) Increase fan speed
(0.8)

AND Low (0.7) High (0.65) Reduce fuel (0.65)

AND Low (0.6) Normal (0.7) Reduce fan speed (0.6)

Table 4.
Fuzzy inference.
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5. Fuzzy logic with twofold fuzzy sets

Generalized fuzzy logic is studied for incomplete information [8, 9].
Given some universe of discourse X, the proposition “x is A” is defined as its

twofold fuzzy set with membership function as
μA(x) = {μATrue(x), μAFalse(x)}
or
A = {μATrue(x), μAFalse(x)}
where A is the seneralized fuzzy set and x Є X,
0 < = μATrue(x) < = 1 and, 0 < = μAFalse(x) < = 1
A = {μATrue(x1)/x1 þ… þ μATrue(xn)/xn,
μAFalse(x1)/x1 þ… þ μATrue(xn)/xn, xi Є X,
μATrue(x) þ μAFalse(x) < 1,
μATrue(x) þ μAFalse(x) >1 and
μATrue(x) þ μAFalse(x) = 1
The conditions are interpreted as redundant, insufficient and sufficient,

respectively.
For instance,
A = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
The graphical representation is shown in Figure 8.
The fuzzy logic is defined as a combination of fuzzy sets using logical operators.

Some of the logical operations are given below.
Let A, B and C be the fuzzy sets. The operations on fuzzy sets are given below

for twofold fuzzy sets.
Negation
A0 = {1�μATrue(x), 1�μAFalse(x)}/x
Disjunction
AVB = {max(μATrue(x), μATrue(y)), max(μBFalse(x), μBFalse(y))}(x,y)
Conjunction
AΛB = {min(μATrue(x), μATrue(y)), min(μBFalse(x), μBFalse(y))}/(x,y)
Composition
A o R = {minx (μATrue(x), μATrue(x)), minx(μRFalse(x), μRFalse(x))}/y
The fuzzy propositions may contain quantifiers like “very”, “more or less”.

These fuzzy quantifiers may be eliminated as follows:
Concentration
“x is very A”

Condition Burning zone (BZ)
temperature

Back-end (BE)
temperature

Action

AND/OR Drastically low (0.7,0.1) Low (0.8,0.1) Reduce Klin speed
(0.6,0.2)

AND/OR Drastically low (0.8,0.1) Low (0.9,0.1) Reduce fuel (0.7,0.2)

AND/OR Slightly low (1.0,0.2) Low (1.0,0.1) Increase fan speed
(0.9,0.2)

AND/OR Low (0.8,0.1) High (0.9,0.2) Reduce fuel (0.6,0.1)

AND/OR Low (0.7,0.1) Normal (0.8,0.2) Reduce fan speed
(0.5,0.1)

Table 5.
Twofold fuzziness.
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μvery A(x) = {μATrue(x)2, μAFalse(x)μA(x)2}
Diffusion
“x is more or less A”
μmore or less A(x) = (μATrue(x)1/2, μAFalse(x)μA(x)0.5

A = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
B = {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
A0 = not A = {0.5/x1 þ 0.3/x2 þ 0.1/x3 þ 0.3/x4 þ 0.5/x5,
0.9/x1 þ 0.8/x2 þ 0.7/x3 þ 0.8/x4 þ 0.9/x5}
A V B = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
A Λ B = {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
Very A = {0.25/x1 þ 0.49/x2 þ 0.81/x3 þ 0.49/x4 þ 0.25/x5,
0.01/x1 þ 0.04/x2 þ 0.09/x3 þ 0.04/x4 þ 0.01/x5}
More or less A = {0.70/x1 þ 0.83/x2 þ 0.94/x3 þ 0.83/x4 þ 0.70/x5,
0.31/x1 þ 0.44/x2 þ 0.54/x3 þ 0.44/x4 þ 0.31/x5}
A➔ B = {1/x1 þ 0.8/x2 + /x3 þ 0.9/x4 þ 1/x5,
1/x1 þ 1/x2 þ 1/x3 þ 0.8/x4 þ 1/x5}
A o B = {0.8/x1 þ 0.7/x2 þ 0.7/x3 þ 0.5/x4 þ 0.5/x5,
0.4/x1 þ 0.3/x2 þ 0.4/x3 þ 0.5/x4 þ 0.6/x5}
Implication
Consider the fuzzy condition “if x is A1 and x is A2 and .. and x is An, then y is B.”
The presidency part may contain any number of “and”/“or.”
Zadeh fuzzy conditional inference given as
= {min (1, 1 � min(μA1True(x), μA2True(x),…, μAnTrue(x)) þ μBTrue(y)),

min (1, 1 � min(μA1False(x), μA2TrueFalse(x),…, μAnFalse(x)) þ μBFalse(y))}(x,y)
Mamdani fuzzy conditional inference given as
= {min(μA1True(x), μA2True(x),…, μAnTrue(x), μBTrue(y)), min(μA1False(x),

μA2TrueFalse(x),…, μAnFalse(x),μBFalse(y))}(x,y)
Reddy [5] fuzzy conditional inference given by
= {min(μA1True(x), μA2True(x),…, μAnTrue(x)), min(μA1False(x), μA2TrueFalse(x),…,

μAnFalse(x))}(x,y)
Consider the fuzzy condition “if x is A1 and x is A2, then x is B”
The presidency part may contain any number of “and”/“or.”

Figure 8.
Fuzzy membership function.
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For instance,
A1 = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
A2 = {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
B = {0.5/x1 þ 0.7/x2 þ 1/x3 þ 0.7/x4 þ 0.5/x5,
0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5}
Zadeh fuzzy conditional inference given as
={min (1, 1�min(μA1True(x), μA2True(x)) þ μBTrue(x)), min (1, 1�min

(μA1False(x), μA2TrueFalse(x)) þ μBFalse(x))}
= {1/x1 þ 0.1/x2 þ 1/x3 þ 1/x4 þ 1/x5,
1/x1 þ 1/x2 þ 1/x3 þ 1/x4 þ 1/x5}
Mamdani fuzzy conditional inference given as
= {min(μA1True(x), μA2True(x),…, μAnTrue(x), μBTrue(x)), min(μA1False(x),

μA2TrueFalse(x),…, μAnFalse(x), μBFalse(x))}
= {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
Reddy fuzzy conditional inference given as
={min(μA1True(x), μA2True(x)), min(μA1False(x), μA2TrueFalse(x))}
= {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
Composition
If some relation R between A and B is known and some value A1 than B1 is

inferred from R,
B1 = A1 o R,
where R = A➔B
Zadeh fuzzy inference is given by
B1 = A1 o R == A1o{min (1, 1 � μATrue(x) þ μBTrue(x)), min (1, 1 �

μAFalse(x) þ μBFalse(x))}
= min{μA(x), min(1,1- μA1(x) þ μB(x)}
Mamdani fuzzy inference is given by
= A1o{min (μATrue(x), μBTrue(x)), min (μATrueFalse(x), μBFalse(x)}
If some relation R between A and B is not known,
according to Reddy fuzzy inference,
= {min (μA1True(x), μATrue(x)), min (μA1TrueFalse(x), μAFalse(x)}
The fuzzy set A of X is characterized as its membership function A = μA(x) and

ranging values in the unit interval [0, 1]
μA(x): X ➔[0, 1], x Є X, where X is universe of discourse.
A = μA(x) = μA(x1)/x1 þ μA(x2)/x2 þ… þ μA(xn)/xn, “+” is union
The generalized fuzzy certainty factor (GFCF) is defined as
μAGFCF(x) = μATrue(x) � μAFalse(x)
The generalized fuzzy certainty factor becomes single fuzzy membership

function.
μAGFCF(x): X➔[0, 1], x Є X, where X is universe of discourse.
The generalized fuzzy certainty factor (GFCF) will compute the conflict of

evidence in the uncertain information.
For example,
A = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5,
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
μAGFCF(x) = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5 � 0.1/x1 þ 0.2/x2 þ 0.3/

x3 þ 0.2/x4 þ 0.1/x5}
= 0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5
For instance, “x is high temperature” with fuzziness {0.8,0.2}
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The GFCF is 0.6
The graphical representation of GFCF is shown in Figure 9.
For example, A and B are generalized fuzzy sets.
A = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5 �
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
= 0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5
B = {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5 =
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
= 0.3/x1 þ 0.4x2 þ 0.5/x3 þ 0.4/x4 þ 0.3/x5
The operations on GFCF are given as follows:
Negation
A0 = 1 � μAGFCF(x)/x
= 0.6/x1 þ 0.5/x2 þ 0.4/x3 þ 0.5x4 þ 0.6/x5
The graphical representation is shown in Figure 10.
Conjunction
AΛB = min(μA(x), μB(x)}/x
AΛB = 0.3/x1 þ 0.4/x2 þ 0.5/x3 þ 0.4/x4 þ 0.3/x5
The graphical representation is shown in Figure 11.
Disjunction
AVB = max(μA(x), μB(y)}/x
AVB = .4/x1 þ 0.6/x2 þ 0.9/x3 þ 0.6/x4 þ 0.2/x5
The graphical representation is shown in Figure 12.
Concentration
μvey A

GFCF(x) = μAGFCF(x)2

Figure 9.
Generalized fuzzy certainty factor.

Figure 10.
Negation.
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= 0.16/x1 þ 0.25/x2 þ 0.36/x3 þ 0.25/x4 þ 0.16/x5
Diffusion
μmore or less A

GFCF(x) = μAGFCF(x)0.5

= 0.63/x1 þ 0.71/x2 þ 0.77/x3 þ 0.71/x4 þ 0.63/x5
The graphical representation of concentration and diffusion are shown in

Figure 13.
Implication
Zadeh [9], Mamdani [7] and Reddy [5] fuzzy conditional inferences are

considered keeping in view of fuzzy control systems.

Figure 12.
Disjunction.

Figure 13.
Implication.

Figure 11.
Conjunction.
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If x1 is A1 and x2 is A2 and … and xn is An, then y is B
The presidency part may contain any number of “and”/“or.”
Zadeh fuzzy inference is given as follows:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(1, 1 � (A1, A2,…,An) þ B)
Mamdani fuzzy inference is given as follows:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(A1, A2,…, An, B)
Reddy inference is given as follows:
If x1 is A1 and x2 is A2 and … and xn is An, then y is B
= min(A1, A2,…, An)
Consider the fuzzy rule:
If x1 is A1 and x2 is A2, then x is B
For instance,
A1 = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5 �
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
= 0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5
A2 = {0.4/x1 þ 0.6/x2 þ 0.8/x3 þ 0.6/x4 þ 0.4/x5 =
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
= 0.3/x1 þ 0.4x2 þ 0.5/x3 þ 0.4/x4 þ 0.3/x5
B = {0.5/x1 þ 0.7/x2 þ 1/x3 þ 0.7/x4 þ 0.5/x5,
0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5}
= 0.1/x1 þ 0.2x2 þ 0.4/x3 þ 0.2/x4 þ 0.1/x5
The graphical representation of A1, A2 and B is shown in Figure 14.
Zadeh fuzzy inference is given as
= min(1, 1 � (A1, A2) þ B)
= 0.8/x1 þ 0.8/x2 þ 0.9/x3 þ 0.8/x4 þ 0.8/x5
Mamdani fuzzy inference is given as
min(A1, A2,…, An, B)
= 0.1/x1 þ 0.2/x2 þ 0.4/x3 þ 0.2/x4 þ 0.1/x5
Reddy fuzzy inference is given as
min(A1, A2,…, An)
= 0.2/x1 þ 0.4/x2 þ 0.5/x3 þ 0.4/x4 þ 0.3/x5
The graphical representation of fuzzy inference is shown in Figure 15.
Composition
The GFCF is a single fuzzy membership function

Figure 14.
GFCF for fuzzy rule.
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If some relation R between A1, then B1 is to infer from R:
B1 = A1 o R = min{μA1GFCF(x), μRGFCF(x)}/x
Zadeh fuzzy inference is given by
B1 = A1 o R = min{μA1GFCF(x), μRGFCF(x)}
= min{μA1GFCF(x),min(1,1- μA1GFCF(x) þ μBGFCF(x))}
Mamdani fuzzy inference is given by
= min{μA1GFCF(x), μA1GFCF(x), μBGFCF(x)}
If there is some relation R between A and B, then Reddy fuzzy inference is

given by
= μA1GFCF(x)
where A, B, A1, and B1 are the GFCF.
A = {0.5/x1 þ 0.7/x2 þ 0.9/x3 þ 0.7/x4 þ 0.5/x5 �
0.1/x1 þ 0.2/x2 þ 0.3/x3 þ 0.2/x4 þ 0.1/x5}
= 0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5
B = {0.5/x1 þ 0.7/x2 þ 1/x3 þ 0.7/x4 þ 0.5/x5,
0.4/x1 þ 0.5/x2 þ 0.6/x3 þ 0.5/x4 þ 0.4/x5}
= 0.1/x1 þ 0.2x2 þ 0.4/x3 þ 0.2/x4 þ 0.1/x5
A1 = more or less A
= = 0.55/x1 þ 0.63/x2 þ 0.71/x3 þ 0.63/x4 þ 0.55/x5
The composition of Zadeh, Mamdani and Reddy fuzzy inference is shown in

Figure 16.

Figure 15.
Implication.

Figure 16.
Composition.
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6. Fuzzy control systems using two fuzzy membership functions

Zadeh [6] introduced fuzzy algorithms. The fuzzy algorithm is a set of fuzzy
statements. The fuzzy conditional statement is defined as follows:

If xi is A1i and xi is A2i and … and xi is An, then yi is Bi

The precedence part may contain and/or/not.
The fuzzy control system consist of a set of fuzzy rules.
If a set of conditions is satisfied, then a set of consequences is inferred.
The fuzzy set with twofold membership function will give more information

than the single membership function.
The generalized fuzzy certainty factor (GFCF) is given as
μAGFCF(x) = {μATrue(x) � μAFalse(x)}
For instance, “x has fever”
The GFCF for fever given as
μLowGFCF(x) = {μLowTrue(x) � μLowFalse(x)}
Consider the rule in fuzzy control system
If BZ is low
and BE is normal
then reduce fan speed
For instance, fuzziness may be given as follows:
If BZ is low (0.9,0.2)
and BE is normal (0.8,0.2)
then reduce fan speed (0.6, 0.3)
Fuzziness of GFCF may be given as follows:
If BZ is low (0.7)
and BE is normal (0.6)
then reduce fan speed (0.3)
For instance, consider the twofold fuzzy relational model of fuzzy control

system.
The graphical representation of twofold fuzzy relational model is shown in

Figure 17.
The graphical representation of fuzzy inference for condition part containing

“AND” is shown in Figure 18.
Graphical representation of fuzzy inference for condition part containing “OR”

is shown in Figure 19.

Figure 17.
GFCF for Table 5.
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Defuzzification
Usually, centroid technique is used for defuzzification. It finds value

representing the centre of gravity (COG) aggregated fuzzy generalized fuzzy set.
COG = Σ Ci μAiGFCF(x)/ Σ Ci

For instance,
Speed = {0.1/20 þ 0.3/40 þ 0.5/60 þ 0.7/80 þ 0.9/100}
COG = (0.1*20 þ 0.3*40 þ 0.5*60 þ 0.7*80 þ 0.9*100)/
(0.1 þ 0.3 þ 0.5 þ 0.7 þ 0.9) = 73.6
The defuzzification is shown in Figure 20.

7. Conclusion

The fuzzy set of two membership function will give more information than
single fuzzy membership function for incomplete information. The fuzzy logic and

Figure 18.
Fuzzy conditional inference for “AND.”

Figure 19.
Fuzzy conditional inference for “OR.”

Figure 20.
Defuzzification.
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fuzzy conditional inference based on single membership function and twofold
fuzzy set are studied. The FCF is studied as difference between “True” and “False”
membership functions to eliminate conflict of evidence and to make as single fuzzy
membership function. FCF = [True-False] will correct truthiness of single mem-
bership function. The methods of Zadeh, Mamdani and Reddy fuzzy conditional
inference studied for fuzzy control systems are given as application.
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Chapter 5

Fuzzy Logic and Fuzzy Expert
System-Based Material Synthesis
Methods
Mustafa B. Babanli

Abstract

Analyzing a wide diversity of approaches to material selection and synthesis, one
can observe a tendency to shift research efforts from physical experiments to
systematic analysis based on mathematical models and computational schemes. The
latter, in turn, evolves from traditional analytical methods and computational
schemes to modern approaches that are based on collaboration of fuzzy logic and
soft computing, machine learning, big data and other new methods. In this study,
emphasis is put on modeling of fuzzy relationship between performance of new
materials and affecting factors. This chapter includes applications of fuzzy model-
based synthesis of different alloys. Fuzzy If-then rules based TiNiPt alloy synthesis
problem, fuzzy expert system based synthesis of material for pressure vessel and
other problems are considered.

Keywords: fuzzy logic, material synthesis, big data, fuzzy clustering, expert system

1. Introduction

Development of new materials is one of important tasks of theoretical and
practical interest. Traditionally, this task is implemented mainly on the basis of
intensive (and sometimes “ad hoc”) experiments which are time- and resource
consuming or even not practically implementable. Nowadays, it is well understood
that more systematic and effective approaches are needed which are based on
computer-guided synthesis of materials. Such approaches rely on data-driven
mathematical models and knowledge base obtained from big data previously col-
lected during intensive experiments. Existing computational approaches include
methods based on phase diagrams, simulation modeling, theory of associated solu-
tions, methods of microstructure modeling, random fields, etc. In [1], authors
analyze the way data-driven techniques are used in deciphering processing-
structure-property-performance relationships in materials, with examples of for-
ward (property prediction) and inverse (materials discovery) models. Such analysis
can noticeably improve cost-effective materials discovery as the aim of Materials
Genome Initiative (MGI). It is shown that adding data sciences to the paradigms of
materials science is important to deal with big data.

Agrawal et al. [2] used the Japan National Institute for Materials Science (NIMS)
MatNavi database [3] to develop models for prediction of fatigue strength of steel.
Prediction accuracy is important for a number of applications due to the significant
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complexity of fatigue testing and serious consequences of its failures. Actually,
fatigue usually leads to more than 90% of all mechanical failures of structural
components [4].

In [5], the authors processed the materials properties database for selecting and
designing high-temperature alloys for solid oxide fuel cell (or SOFC) applications.
Also, this work considers the selection of alloy compositions and properties, which
are relevant to the SOFC application. The alloys of interest included such high-
temperature alloys as Co, Ni, and Fe base superalloys, as well as stainless steels and
Cr base alloys.

The fusion of clustering and regression methods with optimization approaches
provides a new opportunity for materials discovery and design. In [6], they discuss
the challenges and opportunities associated with materials research. The work [7]
for the first time represents machine learning-based determination of viable new
compound from true chemical white space, whereas no characterization was pro-
vided by promising chemistries. The authors consider an effective prediction model
for materials properties that may be easily accessible and useful for researchers.

Existing works based on classical computational schemes used for material syn-
thesis and selection provided good results. However, one important issue related to
big data-based computerized material synthesis is that experimental data include
measurement errors, partially reliable information, imprecise evaluations, etc. This
mandates the use of fuzzy logic approaches for material synthesis. Let us consider
some existing works in this regard.

Papers [8–10] show the necessity to account for nonlinearity and uncertainty
factors that characterize modeling of material design problems. This requires
searching for new ways in formalization of systematic approaches to material
design. These papers are devoted to these factors.

Authors in [11] used a new combining tool with which it is possible to model and
optimize new alloys that simultaneously satisfy up to 11 physical criteria. To
develop a new polycrystalline nickel-base superalloy with the optimal combination
of cost, density, gamma-primary phase and sol content, phase stability, durability,
yield point, tensile strength, stress rupture, oxidation resistance, and elongation.

In [12], they have developed a rule-based fuzzy logic model for predicting shear
strength of Ni-Ti alloy specimens which were produced using powder metallurgy
method.

In [13], they applied the fuzzy set theory to knowledge mining from big data on
material characteristics. The authors propose fuzzy clustering-generated If-Then
rules as a basis for computer synthesis of new materials. These fuzzy If-Then rules
describe relationship between material composition and material properties. Valid-
ity of the proposed approach is verified on an example of prediction properties of
Ti-Ni alloy, and computer experiments of the proposed fuzzy model show its better
performance than the physical experiment-based analysis.

In [14], ANFIS model is used to describe the high-temperature deformation
behavior of Ni-based superalloy. The inputs of the ANFIS model are deformation
temperature, strain rate, and true strain, and the output is true stress. The optimal
numbers and types of membership function for the input variables are found. The
results show that the constructed ANFIS model is effective in predicting the con-
sidered behavior of the Ni-based superalloy.

In this chapter, we propose fuzzy If-Then rule-based model to predict properties
of new materials. The model is constructed on the basis of fuzzy clustering of big
data on dependence between material composition and related properties. The
motivation to use fuzzy model is inspired by the necessity to construct an intui-
tively well-interpretable development strategy from imperfect and complex data.
The proposed approach is applied to synthesis of Ti-Ni-X alloys with required
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properties and synthesis of material for pressure vessel. Computer experiments of
the proposed fuzzy models show better performance than the physical experiment-
based analysis.

2. Statement of material synthesis problem and solution methods

The motivation to use fuzzy model is inspired by the necessity to construct an
intuitively well-interpretable development strategy from imperfect and complex
data. Analyzing a wide diversity of approaches to material selection and synthesis,
one can observe a tendency to shift research efforts from physical experiments to
systematic analysis based on mathematical models and computational schemes. The
latter, in turn, evolutes from traditional analytical methods and computational
schemes to modern approaches that are based on collaboration of fuzzy logic and
soft computing, machine learning, big data, and other new methods. Uncertainty of
materials properties requires to use fuzzy logic methods to more adequately model
and predict possible material behavior. This will help to deal with imprecision of
experimental data; partial reliability of experimental data, prediction results, and
expert opinions; uncertainty of materials properties stemming from complex rela-
tionship between material components; and a necessity to analyze, summarize, and
reason with a large amount of information of various types (numeric data, linguistic
information, graphical information, geometric information, etc.).

Fuzzy logic methods have a good capability to effectively capture and process
imprecise experimental data, that is, interpret, classify, learn, and compute with
them. Fuzzy logic may help to improve abilities of big data principles to deal with a
huge amount and variety of information. In this realm, fuzzy clustering and fuzzy
logic-based knowledge bases and information search algorithms provide a bridge
between complexity, imperfectness, qualitative nature of information, and research
techniques. Particularly, this may help to get intuitive general interpretation of
materials science results obtained by various techniques, and ways to get practical
results would be then more evident.

Assume that big data on smart materials sourced from experiments is available.
These big data describe relationship between alloy composition and its characteris-
tics (Table 1) [13, 15, 16].

The problem is to extract knowledge-based model from the considered data and
to find an alloy composition which provides a predefined alloy characteristics. We
will consider fuzzy knowledge-based synthesis model [17–20]. The problem is
solved as follows [21].

First, fuzzy clustering of the big data is applied to determine fuzzy clusters
C1,C2,…,CK.

Second, fuzzy IF-THEN rule-based model is constructed from C1,C2,…,CK:

IF y1 is Ak1 and,…, andyn is Akn THENz1 is Bk1 and,…,

Experiment Alloy composition (in %) Conditions Alloy characteristics

# Metal 1, y1 … Metal n, yn Cond.1 … Cond. l Char. 1, z1 … Char. m, zm

1 y11 … y1n T11 … T1l z11 … z1m

⋮ ⋮

s ys1 … ysn Ts1 … Tsl zs1 … zsm

Table 1.
Big data of relationship between alloy composition and its characteristics.
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andzm isBkm, k ¼ 1,…, K (1)

Third, fuzzy inference is implemented on the basis of the fuzzy IF-THEN rules
to compute optimal values B01,…, B0m of alloy characteristics z1, …, zm. The fuzzy
inference is mainly based on composition of a fuzzy input information on material
constituents (and other conditions) and fuzzy relation which describes fuzzy IF-
THEN rules. A different approach to fuzzy reasoning also exists and is applied in
case of scarce rule base. This is based on fuzzy inference by using similarity of fuzzy
input information and antecedents of existing fuzzy rules; a resulting output is then
computed as linear interpolation of fuzzy rule consequents.

By using fuzzy inference, optimal values B01,…, B0m are found as those closed to
the ideal vector of characteristics B∗ ¼ B∗

1 ;…;B∗
m

� �
. For material synthesis, also

fuzzy expert system approach is used. In this case, fuzzy expert system ESPLAN
implements IF-THEN rule base obtained from fuzzy clustering of data.

The use of fuzzy rules and fuzzy inference provides us important tools for
transition from intensive experiments which deal with a physical model to a fuzzy
logic-based mathematical model. Further experiments are conducted not by using
physical model but by using fuzzy logic-based mathematical model.

3. Material synthesis of Ti-Ni-X alloys by using ideal vector of
characteristics

3.1 Synthesis of Ti-Ni-Pd alloys with given characteristics

A problem of computational synthesis of Ti-Ni-Pd alloy with predefined char-
acteristics is considered. A big data fragment describing dependence alloy compo-
sition and the corresponding characteristics is shown in Table 2.

A problem of computational synthesis is related to determination of alloy com-
position with corresponding values of the characteristics close to the target values:

z1 ¼ 302:3ð Þ, z2 ¼ 323:3ð Þ, z3 ¼ 347:1ð Þ, z4 ¼ 331:3ð Þ (2)

Thus, B∗ ¼ B∗
1 ;B

∗
2;B

∗
3

� � ¼ 302:3ð Þ; 323:3ð Þ; 347:1ð Þ; 331:3ð Þð Þ can be considered as
an ideal solution.

In order to describe relationship between alloy composition and the characteris-
tics values, the fuzzy IF-THEN rules were obtained by using FCM clustering of the
considered big data:

IF Ni is L and Pd is A2
THEN Mf is A and Ms is A and As is aand Af is A
IF Ni is Aand Pd is A1
THEN Mf is L and Ms is L2 and Af is L2 and As is L
IF Ni is H2 and Pd is L1
THEN Mf is VL and Ms is VL and As is Land Af isVL,
IF Ni is H1 and Pd is L2
THEN Mf is L and Ms is L and Af is L and As is L
IF Ni is VH and Pd is VH
THEN Mf is H and Ms is H and Af is VH and As is VH
The codebooks for inputs are shown in Tables 3 and 4.
The linguistic approximation of the inputs is shown in Tables 5 and 6.
The codebooks for the outputs are shown in Tables 7–10.
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No. Linguistic value TFN

1. Very low (VL) (3, 3, 13.5) (1)

2. Low (L) (3, 13.5, 24) (2)

3. Average (A) (13.5, 24, 34.5) (3)

4. High (H) (24, 34.5, 45) (4)

5. Very high (VH) (34.5, 45, 45) (5)

Table 3.
Codebook for input 1 (Ni).

No. Linguistic value TFN

1. Very low (VL) (3, 3, 13.75) (1)

2. Low (L) (3, 13.75, 24.5) (2)

3. Average (A) (13.75, 24.5, 35.25) (3)

4. High (H) (24.5, 35.25, 46) (4)

5. Very high (VH) (35.25, 46, 46) (5)

Table 4.
Codebook for input 2 (Pd).

No. Linguistic value TFN

1. Very low (VL) (0, 3.977, 19.2)

2. Low (L) (6.709, 18.6, 30.48)

3. Average (A) (14.53, 24.7, 34.86)

4. High 1 (H1) (21.16, 39.33, 57.51)

5. High 2 (H2) (20.88, 30.73, 40.59)

Table 5.
Linguistic terms for input 1 (Ni).

Composition Transformation temperatures

x1
(Ni, %)

x2
(Ti, %)

x3
(Pd, %)

y1 (martensitic
finish

temperature, K)

y2 (martensitic
start

temperature, K)

y3 (austenitic
finish

temperature, K)

y4 (austenitic
start

temperature, K)

41 50 9 322.3 329.4 341.3 331.2

39 50 11 318.2 335.7 347.6 334.7

29 50 21 406.4 424.5 440.3 426.6

20 50 30 515.3 533.8 546.8 534.9

Table 2.
A big data fragment on Ti-Ni-Pd alloy composition [22].
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logic-based mathematical model. Further experiments are conducted not by using
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3. Material synthesis of Ti-Ni-X alloys by using ideal vector of
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A problem of computational synthesis is related to determination of alloy com-
position with corresponding values of the characteristics close to the target values:
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considered big data:
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IF Ni is H2 and Pd is L1
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IF Ni is H1 and Pd is L2
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IF Ni is VH and Pd is VH
THEN Mf is H and Ms is H and Af is VH and As is VH
The codebooks for inputs are shown in Tables 3 and 4.
The linguistic approximation of the inputs is shown in Tables 5 and 6.
The codebooks for the outputs are shown in Tables 7–10.
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The constructed fuzzy model will be used to determine an input vector
A0 ¼ A01;…;A0n

� �
that induces the corresponding output vector B0 ¼ B01;…;B0m

� �
maximally close to the ideal solution B∗ ¼ B∗

1 ;B
∗
2;B

∗
3

� �
.

We have found that the fuzzy optimal output vector B0 induced by the fuzzy
input vector A0 ¼ A01;A

0
2;A

0
3

� � ¼ 19:5; 50:5; 30ð Þ is B0 ¼ B01;B
0
2;B

0
3;B

0
4

� � ¼
347:78ð Þ; 364:86ð Þ; 382:17ð Þ; 375:22ð Þð Þ. It is the closest vector to the considered ideal

fuzzy vector B∗ ¼ 302ð Þ; 323ð Þ; 347ð Þ; 313ð Þð Þ. The distance is D (B,B*) = 94. Thus,

No. Linguistic value TFN

1. Average 1 (A1) (21.28, 30.03, 38.78)

2. Average 2 (A2) (15.9, 24.9, 33.9)

3. Low 1 (L1) (0, 10.58, 28.06)

4. Low 2 (L2) (9.962, 19.04, 28.13)

5. Very high (VH) (28.8, 43.21, 57.62)

Table 6.
Linguistic terms for input 2 (Pd).

No. Linguistic value TFN

1. Average (A) (394.8, 502.1, 609.5)

2. Low 1 (L1) (359.2, 451.3, 543.5)

3. Very low (VL) (199.3, 322.3, 445.2)

4. Low 2 (L2) (294.4, 386.8, 479.2)

5. Very high (VH) (475.4, 674.5, 873.5)

Table 7.
Linguistic terms for output 1 (Mf).

No. Linguistic value TFN

1. Average (A) (417.4, 523.8, 630.2)

2. Low 1 (L1) (369.6, 463.1, 556.6)

3. Very low (VL) (221.4, 338.8, 456.2)

4. Low 2 (L2) (306.8, 400.4, 494)

5. Very high (VH) (532.2, 717.8, 903.5)

Table 8.
Linguistic terms for output 2 (Ms).

No. Linguistic value TFN

1. Average (A) (414.3, 527.4, 640.5)

2. Low 1 (L1) (374.6, 466.5, 558.4)

3. Very low (VL) (246.3, 354.8, 463.3)

4. Low 2 (L2) (319.1, 409, 498.9)

5. Very high (VH) (536.5, 730.6, 924.7)

Table 9.
Linguistic terms for output 3 (As).
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the computational synthesis based on the fuzzy model uncovers the following alloy
composition: Ni is about 19%, Ti is about 51%, and Pd is about 30% with the
characteristics Mf = 347.78, about Ms = 364.86, about Af = 382.17, and As = 375.22.

3.2 Synthesis of Ti-Ni-Pt alloys with given characteristics

A problem of computational synthesis of Ti-Ni-Pt alloy with predefined charac-
teristics is considered. A big data fragment describing dependence alloy composi-
tion and the corresponding characteristics is shown in Table 11.

The following fuzzy IF-THEN rules were obtained by using FCM clustering of
the considered big data:

If x1 is VL and x3 is VH THEN y1 is VH and y2 is VH.
If x1 is H2 and x3 is L1 THEN y1 is VL and y2 is VL.
If x1 is A and x3 is L3 THEN y1 is L2 and y2 is L2.
If x1 is L and x3 is H THEN y1 is H and y2 is H.
If x1 is H1 and x3 is L2 THEN y1 is L1 and y2 is L.

# Linguistic value TFN

1. Average (A) (420.5, 537.7, 654.9)

2. Low 1 (L1) (360.5, 471.1, 581.6)

3. Very low (VL) (214.5, 344, 473.6)

4. Low 2 (L2) (301.9, 406.6, 511.3)

5. Very high (VH) (599.2, 771, 982.8)

Table 10.
Linguistic terms for output 4 (Af).

Composition Transformation temperatures

x1
(Ni, %)

x2
(Ti, %)

x3
(Pt, %)

y1 (martensitic start
temperature, K)

y2 (austenitic start
temperature, K)

30 50 20 539 544

20 50 30 833 867

15 50 35 953 1023

…

10 50 40 1173 1123

Table 11.
Transformation temperatures of Ti-Ni-Pt alloy [23].

No. Linguistic value TFN

1. Very low (VL) (5, 5, 13.75)

2. Low (L) (5, 13.75, 22.5) (2)

3. Average (A) (13.75, 22.5, 31.25) (3)

4. High (H) (22.5, 31.25, 40) (4)

5. Very high (VH) (31.25, 40, 40) (5)

Table 12.
Codebook for input 1 (x1).
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1 ;B
∗
2;B

∗
3

� �
.
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the computational synthesis based on the fuzzy model uncovers the following alloy
composition: Ni is about 19%, Ti is about 51%, and Pd is about 30% with the
characteristics Mf = 347.78, about Ms = 364.86, about Af = 382.17, and As = 375.22.

3.2 Synthesis of Ti-Ni-Pt alloys with given characteristics

A problem of computational synthesis of Ti-Ni-Pt alloy with predefined charac-
teristics is considered. A big data fragment describing dependence alloy composi-
tion and the corresponding characteristics is shown in Table 11.

The following fuzzy IF-THEN rules were obtained by using FCM clustering of
the considered big data:
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If x1 is H2 and x3 is L1 THEN y1 is VL and y2 is VL.
If x1 is A and x3 is L3 THEN y1 is L2 and y2 is L2.
If x1 is L and x3 is H THEN y1 is H and y2 is H.
If x1 is H1 and x3 is L2 THEN y1 is L1 and y2 is L.
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Transformation temperatures of Ti-Ni-Pt alloy [23].
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1. Very low (VL) (5, 5, 13.75)

2. Low (L) (5, 13.75, 22.5) (2)

3. Average (A) (13.75, 22.5, 31.25) (3)
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Table 12.
Codebook for input 1 (x1).
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The codebooks for inputs are shown in Tables 12 and 13.
The linguistic approximation of the inputs is shown in Tables 14 and 15.
The codebooks for the used outputs are shown in Tables 16 and 17.
We have found that the fuzzy optimal output vector B0 induced by the fuzzy

input vector A0 ¼ A01;A
0
2;A

0
3

� � ¼ 40; 50; 10ð Þ is B0 ¼ 479:68ð Þ; 488ð Þð Þ. It is the
closest vector to the considered ideal fuzzy vector B∗ ¼ 363ð Þ; 373ð Þð Þ. The distance
between them is D B0; ;B∗ð Þ ¼ 164. The fuzzy model-based results show that the

No. Linguistic value TFN

1. Very low (VL) (10, 10, 18.75) (1)

2. Low (L) (10, 18.75, 27.5) (2)

3. Average (A) (18.75, 27.5, 36.25) (3)

4. High (H) (27.5, 36.25, 45) (4)

5. Very high (VH) (36.25, 45, 45) (5)

Table 13.
Codebook for input 2 (x3).

No. Linguistic value TFN

1. Very low (VL) (0, 7.535, 22.65)

2. High 1 (H1) (25.98, 35.17, 44.35)

3. Average (A) (19.27, 26.33, 33.39)

4. Low (L) (8.109, 17.64, 27.17)

5. High 2 (H2) (21.67, 30.06, 38.48)

Table 14.
Linguistic terms for input 1 (Ni).

No. Linguistic value TFN

1. Very high (VH) (27.18, 42.47, 57.75)

2. Low 1 (L1) (5.859, 14.84, 23.82)

3. Low 2 (L2) (14.14, 21.78, 29.42)

4. High (H) (22.63, 32.36, 42.08)

5. Low 3 (L3) (13.71, 19.75, 26.18)

Table 15.
Linguistic terms for input 2 (Pt).

No. Linguistic value TFN

1. Very low (VL) (363, 363, 565.5)

2. Low (L) (363, 565.5, 768)

3. Average (A) (565.5, 768, 970.5)

4. High (H) (768, 970.5, 1173)

5. Very high (VH) (970.5, 1173, 1173)

Table 16.
Codebook for output 1 (y1).
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desired alloy composition is as follows: Ti is about 50%, Ni is about 37%, Pt is about
13%, and the obtained characteristics are about Ms = 479,6828 and about
As = 488,1005.

4. Material synthesis by fuzzy expert system

A series of works exist on material synthesis by using fuzzy models [12, 24, 25].
In this study, to solve material synthesis problem for pressure vessel, two methods
are used: possibility measure-based inference method (by ESPLAN shell, Aliev
inference) and Mamdani inference method (by MATLAB environment, Fuzzy
Toolbox) [26].

4.1 Statement of the problem

Defining the performance index for pressure vessel in material synthesis is a
very important problem. The basic problem is to evaluate the performance index by
using weighted performance indices.

For determining the performance index, we use data of alloys. There are many
types of alloys.

The weighted performance index denoted Out is a compound index built from
four characteristics each of which is extracted from the data set. The four charac-
teristics are in1-scaled PREN, in2-scaled yield strength, in3-scaled weldability, and
in4-scaled impact strength.

Using the abovementioned parameters, the performance index model can be
expressed as.

IF x1 is A11 and ….. xn is A1n THEN y is B1 .
IF x1 is A21 and ….. xn is A2n THEN y is B2 .
… … …

IF x1 is Am1 and ….. xn is Amn THEN y is Bm.
where xj¼ j1…n are the linguistic input variables, y is the output variable, and Aij

and Bi are the fuzzy sets, n = 4, m = 7.
Fragment of data set is given in Table 18.

4.2 Modeling of material data by fuzzy C-means clustering

To create this model, we use clustering approach, mainly fuzzy C-means. Data
set contains 35 records extracted from big data. For modeling we use two-thirds of
the given data and testing one-third. Inputs: x1, scaled PREN; x2, scaled yield; x3,
scaled weldability; x4, scaled impact strength. Output: y, performance index. For
simulation FCM-based clustering initial data are:

No. Linguistic value TFN

1. Very low (VL) (373, 373, 585.5)

2. Low (L) (373, 585.5, 798)

3. Average (A) (585.5, 798, 1010.5)

4. High (H) (798, 1010.5, 1223)

5. Very high (VH) (1010.5, 1223, 1223)

Table 17.
Codebook for output 2 (y2).
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The codebooks for inputs are shown in Tables 12 and 13.
The linguistic approximation of the inputs is shown in Tables 14 and 15.
The codebooks for the used outputs are shown in Tables 16 and 17.
We have found that the fuzzy optimal output vector B0 induced by the fuzzy
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2;A

0
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5. Very high (VH) (36.25, 45, 45) (5)

Table 13.
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5. Low 3 (L3) (13.71, 19.75, 26.18)

Table 15.
Linguistic terms for input 2 (Pt).

No. Linguistic value TFN

1. Very low (VL) (363, 363, 565.5)
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Table 16.
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desired alloy composition is as follows: Ti is about 50%, Ni is about 37%, Pt is about
13%, and the obtained characteristics are about Ms = 479,6828 and about
As = 488,1005.

4. Material synthesis by fuzzy expert system

A series of works exist on material synthesis by using fuzzy models [12, 24, 25].
In this study, to solve material synthesis problem for pressure vessel, two methods
are used: possibility measure-based inference method (by ESPLAN shell, Aliev
inference) and Mamdani inference method (by MATLAB environment, Fuzzy
Toolbox) [26].

4.1 Statement of the problem

Defining the performance index for pressure vessel in material synthesis is a
very important problem. The basic problem is to evaluate the performance index by
using weighted performance indices.

For determining the performance index, we use data of alloys. There are many
types of alloys.

The weighted performance index denoted Out is a compound index built from
four characteristics each of which is extracted from the data set. The four charac-
teristics are in1-scaled PREN, in2-scaled yield strength, in3-scaled weldability, and
in4-scaled impact strength.

Using the abovementioned parameters, the performance index model can be
expressed as.

IF x1 is A11 and ….. xn is A1n THEN y is B1 .
IF x1 is A21 and ….. xn is A2n THEN y is B2 .
… … …

IF x1 is Am1 and ….. xn is Amn THEN y is Bm.
where xj¼ j1…n are the linguistic input variables, y is the output variable, and Aij

and Bi are the fuzzy sets, n = 4, m = 7.
Fragment of data set is given in Table 18.

4.2 Modeling of material data by fuzzy C-means clustering

To create this model, we use clustering approach, mainly fuzzy C-means. Data
set contains 35 records extracted from big data. For modeling we use two-thirds of
the given data and testing one-third. Inputs: x1, scaled PREN; x2, scaled yield; x3,
scaled weldability; x4, scaled impact strength. Output: y, performance index. For
simulation FCM-based clustering initial data are:

No. Linguistic value TFN

1. Very low (VL) (373, 373, 585.5)

2. Low (L) (373, 585.5, 798)

3. Average (A) (585.5, 798, 1010.5)

4. High (H) (798, 1010.5, 1223)

5. Very high (VH) (1010.5, 1223, 1223)

Table 17.
Codebook for output 2 (y2).
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Cluster numbers = 7.
Max iteration =1000.
Exponent = 2.
Min. improvement = 0.000001.
Obtained centers of the clusters are given in Table 19. Each row describes a

cluster center as five-dimensional vector with coordinates x1 (scaled PREN), x2
(scaled yield), x3 (scaled weldability), x4 (scaled impact strength), and y (perfor-
mance index). Columns describe the values of the coordinates of the cluster centers.

Representation of the extracted fuzzy rules from big data by using fuzzy
c-means method fragment is given below and in Figure 1.

1. IF Scaled PREN = about 18 and Scaled yield = about 3 and Scaled
weldability = about 14.5 and scaled impact strength = about 10.8,THEN
Performance index = about 46.5.

2. IF Scaled PREN = about 27 and Scaled yield = about 4.4 and Scaled
weldability = about 21 and scaled impact strength = about 12 THEN Performance
index = about 65.

Scaled
PREN

Scaled yield
strength

Scaled
weldability

Scaled impact
strength

Performance
index

26.60 3.60 18.40 5.00 53.50

29.70 4.40 23.00 8.60 65.60

19.80 3.60 23.00 5.00 51.30

22.30 3.20 23.00 8.60 57.10

26.00 3.60 18.40 6.80 54.70

22.30 5.40 13.80 11.30 52.70

… … … … …

47.00 4.60 18.40 13.50 83.50

29.70 4.40 18.40 15.80 68.30

20.40 12.00 18.40 5.00 55.80

21.00 9.80 23.00 4.50 58.30

23.50 4.60 23.00 13.50 64.60

11.80 2.50 18.40 9.00 41.60

15.50 2.50 18.40 8.80 45.10

22.90 5.80 13.80 7.10 49.50

26.60 6.20 4.60 3.20 40.50

… … … … …

18.60 2.90 18.40 8.80 48.60

32.20 6.20 18.40 6.00 62.70

42.70 4.30 23.00 15.20 85.10

21.00 2.50 18.40 8.80 50.70

21.60 9.50 18.40 4.50 54.00

Table 18.
Fragment of data set (extracted from big data).
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3. IF Scaled PREN = about 26 and Scaled yield = about 5 and Scaled
weldability = about 4.8 and scaled impact strength = about 3 THEN Performance
index = about 38.5.

4.IF Scaled PREN = about 21 and Scaled yield = about 9 and Scaled
weldability = about 21.2 and scaled impact strength = about 5 THEN Performance
index = about 55.

5. IF Scaled PREN = about 25 and Scaled yield = about 3.6 and Scaled
weldability = about 19 and scaled impact strength = about 6 THEN Performance
index = about 53.5.

6. IF Scaled PREN = about 47 and Scaled yield = about 4.5 and Scaled
weldability = about 18 and scaled impact strength = about 13 THEN Performance
index = about 83.

Figure 1.
Extracted fuzzy rules (by using fuzzy C-means method).

x1 x2 x3 x4 y

Center 1 18.5215 3.0384 14.7548 10.7647 46.9898

Center 2 27.6395 4.4574 21.3502 12.6412 66.0559

Center 3 26.0329 4.9933 4.8428 3.2598 39.0312

Center 4 20.8528 9.7068 21.3952 5.0337 56.9826

Center 5 25.0287 3.5955 19.0063 6.3912 53.9372

Center 6 46.9418 4.5996 18.4040 13.4963 83.4416

Center 7 24.1544 6.2895 14.0802 9.7481 54.2839

Table 19.
Centers of the clusters.
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7. IF Scaled PREN = about 24 and Scaled yield = about 6 and Scaled
weldability = about 14 and scaled impact strength = about 10 THEN Performance
index = about 54.

Graphical representation of the linguistic terms of inputs and outputs of the
rules as trapezoidal fuzzy numbers is given in Figures 2–6.

Figure 2.
Linguistic terms of input 1 (scaled PREN).

Figure 3.
Linguistic terms of input 2 or scaled yield strength.

Figure 4.
Linguistic terms of input 3 or scaled weldability.
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4.3 Solution of the problem

For solving the problem described in Section 4.1, we will use ESPLAN shell.
The problem is to determine material with the given level of performance index

using the fuzzy model obtained in Section 4.2.
In this context we define basic objects and linguistic terms according to ESPLAN

shell. The linguistic terms are described by trapezoidal fuzzy numbers. The rule
base given above is put as knowledge base in ESPLAN shell. Then, different tests are
performed.

TEST 1.
IF Scaled PREN = about 18 and Scaled yield = about 3 and.
Scaled weldability = about 21 and scaled impact strength = about 12.
THEN Performance index =?

ANSWER:
EXPERT system shell ESPLAN’s result is “Performance index is about 46.5”

(alloy Monel-400).
The fuzzy rules were derived from alloy big data by using FCM method, and

fuzzy inference within these rules is implemented in expert system shell ESPLAN.
The obtained results confirm efficiency of the proposed approach.

Solution by using Mamdani inference method. General form of the
abovementioned rules are as form (4.13). Mamdani fuzzy inference is most com-
monly used approximate reasoning methodology for fuzzy modeling. The method

Figure 6.
Linguistic terms of outputs or performance index.

Figure 5.
Linguistic terms of input 4 or scaled impact strength.
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works with crisp input which is transformed into a linguistic value using the ante-
cedent membership functions. After the aggregation process of consequents
induced by antecedents, obtained final fuzzy set is defuzzified. We can describe
fuzzy inference process in algorithmic view as follows:

1. Firing level for each rule is defined as follows:

αi ¼ min
n

j¼1
max
xj

A
0
j xj
� �

∧Aij xj
� �� �"

(3)

where A
0
j xj
� �

are current input values.

2. Outputs for each rule are calculated:

B
0
i yð Þ ¼ min αi;Bi yð Þð Þ (4)

3. Calculate aggregative output:

B
0
yð Þ ¼ max B

0
1 yð Þ;B02 yð Þ; :…;B

0
m yð Þ

� �
(5)

In our example the number of input variables is equal to 4, and for each variable,
linguistic value number is equal to 7.

For example, scaled PREN variable is evaluated as (about 18, about 27, about 26,
about 21, about 25, about 47, about 24).

Observing the relationship between input and output clusters, we may formu-
late the following linguistic descriptions—productions rules, for example:

1. IF In1 about 18 and In2 = about 3 and In3 = about 14.5 and In4 = about 10.8
THEN Out = about 46.5.

2. IF In1 = about 27 and In2 = about 4.4 and In3 = about 21 and In4 = about 12
THEN Out = about 65.

3. IF In1 = about 26 and In2 = about 5 and In3 = about 4.8 and In4 = about 3 THEN
Out = about 38.5.

4.IF In1 = about 21 and In2 = about 9 and In3 = about 21.2 and In4 = about 5
THEN Out = about 55.

5. IF In1 = about 25 and In2 = about 3.6 and In3 = about 19 and In4 = about 6
THEN Out = about 53.5.

6. IF In1 = about 47 and In2 = about 4.5 and In3 = about 18 and In4 = about 13
THEN Out = about 83.

7. IF In1 = about 24 and In2 = about 6 and In3 = about 14 and In4 = about 10
THEN Out = about 54.

The obtained rules are put into Fuzzy Toolbox to perform tests by using the
following data (Table 20):

Below, we provide some test results.
Test results. The following input data are given:
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In1 = 18.60, In2 = 2.90, In3 = 18.40 and In4 = 8.
For these data, the following defuzzified output describing the alloy perfor-

mance index is computed by using Mamdani fuzzy inference:
Out = 48.60.
This value fits the performance index of alloy 317 L (from the given big data).
Consider other values of the inputs:
In1 = 18.60, In2 = 2.90, In3 = 18.40 and In4 = 8.80.
For these values, the defuzzified output is Out = 50.3. This result fits the perfor-

mance index of alloy 317LM.
Consider also the following input values:
In1 = 26, In2 = 3.6, In3 = 18.4, and In4 = 6.8.
The computed output (performance index) is 54.7. The performance index

computed for the third case and the performance index from big data set are shown
in Table 21.

Deviation between testing and expert data is 0.18% or 0.0018.
Summarizing the findings in this chapter, we have to conclude that the discov-

ery and design of new materials are driving forces for much of the research that
takes place in multiple disciplines, including materials science and engineering,
matter physics, materials chemistry, and emerging technologies such as fuzzy logic,
soft computing, etc. However, this task is implemented mainly on the basis of time-
and resource-consuming experiments. Thus, we consider to shift the approaches to
material design investigations from physical experiments to experiments on the
basis of fuzzy If-Then rule-based material model. The motivation to use fuzzy
model is inspired by the necessity to construct an intuitively well-interpretable
material design model based on imperfect and complex data. In this chapter we
have considered three material synthesis problems which had shown that instead of
carrying out complicated experiments, researchers can use fuzzy model-based
computational synthesis approach utilizing digital twins of physical models. Appli-
cations of this approach have shown that fuzzy model-based experiments can give
better results than physical experiments in terms of desirable characteristics of
synthesized materials. The approaches suggested in this chapter are universal and
may be applied not only in materials science but also in chemical engineering, drug
design, and other fields. Complexity of material design problems mandates to
combine fuzzy logic and efficient learning methods as artificial neural networks,
evolutionary algorithms, and others to more adequately model and predict possible
material behavior.

Scaled
PREN

Scaled yield
strength

Scaled
weldability

Scaled impact
strength

Computed
performance index

Given
performance

index

26.00 3.60 18.40 6.80 54.70 54.8 (alloy
1925hMo)

Table 21.
Comparison of computed and given data.

Scaled
PREN

Scaled yield
strength

Scaled
weldability

Scaled impact
strength

Performance
index

18.60 2.90 18.40 8.80 48.60

21 2.5 18.4 8.8 50.7

Table 20.
Testing data (fragment).
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In1 = 18.60, In2 = 2.90, In3 = 18.40 and In4 = 8.
For these data, the following defuzzified output describing the alloy perfor-
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Summarizing the findings in this chapter, we have to conclude that the discov-

ery and design of new materials are driving forces for much of the research that
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soft computing, etc. However, this task is implemented mainly on the basis of time-
and resource-consuming experiments. Thus, we consider to shift the approaches to
material design investigations from physical experiments to experiments on the
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model is inspired by the necessity to construct an intuitively well-interpretable
material design model based on imperfect and complex data. In this chapter we
have considered three material synthesis problems which had shown that instead of
carrying out complicated experiments, researchers can use fuzzy model-based
computational synthesis approach utilizing digital twins of physical models. Appli-
cations of this approach have shown that fuzzy model-based experiments can give
better results than physical experiments in terms of desirable characteristics of
synthesized materials. The approaches suggested in this chapter are universal and
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5. Conclusion

In this chapter, we have used data-driven approach to construction of fuzzy
model which is more effective than expert-driven approach. Consequently, we have
used fuzzy C-means clustering to derive fuzzy If-Then rules from material data that
describe material composition and related characteristics. In order to determine the
required characteristics, computational experiments on the basis of fuzzy inference
and fuzzy expert system were conducted. The expert opinions and some few phys-
ical experiments have proven validity of the obtained results. The main advantage
of the fuzzy logic-based approach is a high interpretability of fuzzy If-Then rules.
However, learning the ability of the fuzzy models is scarce. Thus, combination of
fuzzy logic with deep learning methods, mainly, reinforcement learning methods,
would help to achieve better results on material synthesis.

In future works, fuzzy materials paradigm may improve processing-structure--
property-performance relationship in hierarchy of structural materials levels, from
the atomic and electronic to the macrostructural levels. Another important applica-
tion of fuzzy logic is fuzzy phase diagram construction for different alloy models
using uncertain enthalpies and other thermodynamic parameters will be investi-
gated, which opens a door to design new materials.
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5. Conclusion

In this chapter, we have used data-driven approach to construction of fuzzy
model which is more effective than expert-driven approach. Consequently, we have
used fuzzy C-means clustering to derive fuzzy If-Then rules from material data that
describe material composition and related characteristics. In order to determine the
required characteristics, computational experiments on the basis of fuzzy inference
and fuzzy expert system were conducted. The expert opinions and some few phys-
ical experiments have proven validity of the obtained results. The main advantage
of the fuzzy logic-based approach is a high interpretability of fuzzy If-Then rules.
However, learning the ability of the fuzzy models is scarce. Thus, combination of
fuzzy logic with deep learning methods, mainly, reinforcement learning methods,
would help to achieve better results on material synthesis.

In future works, fuzzy materials paradigm may improve processing-structure--
property-performance relationship in hierarchy of structural materials levels, from
the atomic and electronic to the macrostructural levels. Another important applica-
tion of fuzzy logic is fuzzy phase diagram construction for different alloy models
using uncertain enthalpies and other thermodynamic parameters will be investi-
gated, which opens a door to design new materials.
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Chapter 6

Determination of Optimal
Transformation Ratios of Power
System Transformers in
Conditions of Incomplete
Information Regarding the Values
of Diagnostic Parameters
Lezhniuk Petro Demianovych,
Rubanenko Oleksandr Evgeniovich
and Rubanenko Olena Oleksandrivna

Abstract

On the base of damage rate analysis of power transformers and methods of
electrical energy system (EES) modes control the necessity of using the results of on-
line diagnostics of LTC transformers not only for determinations of the expending of
further operation or equipment repair but also for calculation of optimal transforma-
tion coefficients (with account of the suggested RRCT) for their application in the
process of modes control has been proved. Improved method of determination of
control action, realized by the LTC transformers by means of comparative analysis of
the results calculation of EES modes with quasi resistances of the circuit branches.
Such peculiarity of the suggested method of determination of control actions by LTC
transformers, as the account of RRCT, in the process of EES mode control provides
such advantages as reduction of the damage rate of the equipment, reduction of active
power losses in EES. Due to the peculiarities of the method of determination of
control actions by LTC transformers, with the account of their technical state, per-
spectives of the development and introduction in EES modern microprocessor-based
systems of automatic control of transformers LTC open.

Keywords: on-line diagnostics, control, normal modes, active power losses,
similarity theory, neuro-fuzzy modeling, basic similarity criteria,
membership functions, uncertainty

1. Introduction

Characteristic feature of present day situation are the attempts of utility companies to
increase energy efficiency in conditions of continuing aging of high voltage equipment.

Practice of large-scale introduction of the intelligent support of decision making
of solution processes proves their efficiency. One of the directions of efficiency
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increase of electric energy transportation is improvement of methods and means of
active power losses reduction on conditions of maintaining reliable operation of
high voltage equipment, including outdated equipment.

The set of electric energy system (EES) states and the processes of transition
from one state into another her is EES mode (further-mode), characterized by the
parameters, for instance, electrical voltages an substations loads, currents in trans-
mission lines transformation ratios of the transformers, etc., normal operation
mode 07 of EES modes. Control by the system of on-line dispatching control (LDC).
Modern LDS technologies, for instance, provided by smart grids concept, are aimed
at improvement of its information support. This enables the optimal implement
more efficiently energy-saving technologies in electric systems, when out of date
high-voltage equipment is using.

Means of similarity theory, in particular the criterion method (KM), can effec-
tively solve and analyze optimization problems [1]. Criteria-based method can be
defined as a set of techniques and principles, according to which the analysis,
comparison and interpretation of baseline data to provide scientific and practical
conclusions. The ultimate goal of studies using the criterial method is to reveal
regularities, which under certain conditions can be represented as the law control
[2]. The main purpose of KM is to find the variant of the process or the object. Most
often, in the further analysis, the parameters are used as reference. According to his
idea, KM is close to the geometrical programming [3]. This use of duality of opti-
mization problems is the replacement of the direct problem for the corresponding
dual. The main difference is that the basis for geometric programming is inequality
between geometric and arithmetic averages, and the background of the KM—

matrix properties of dimensions or indicators [4]. This is the meaning of dual vari-
ables. In geometric programming are weighting factors, in KM—similarity criteria.
That is, the result of solving the tasks of the KM is values of criteria of similarity or,
in other words, the optimum ratio of the individual parameters, and not they
themselves. This specific feature characteristic only of KM, determines its scope.

2. Analysis of the literature data and problem set up

In [5] the technique of voltage drop decrease in separate parts of distribution
electric grids is, suggested, but it does not take into account technical state of
regulating devices [6]. In [7] on the example of Indian electric grids the statistics of
the increase of power, transmitted in electric grid is considered.

It is stated that in order to improve the grid reliability and efficiency of energy
transmission it is necessary to use power transformers, equipped with LTC and
automatic or automated control systems for such LTC control. It enables to control
power flows in EES by means of LTC so that the parameters of electric grids modes
were within the limits of normal values of equipment (transmission lines, switching
devices, transformers, etc.) parameter.

It is provided by usage of FACTS technologies. For instance, in [8], the possibil-
ities of using phase-shift transformer for power flows change in electric energy
system to reduce power losses in the process of energy transmission in transmission
lines of Slovak Republic are considered. In [9] high price of FACTs technologies
usage in energy branch for the reduction of electrical power is proved. In [10] three
variants of power flows control in electric grid, using three FACTs devices are
considered with Thyristor Controlled Series Capacitor (TCSC), Static Synchronous
Series Compensator (SSSC) and phase-shift transformer (PST), but in [11] any
attention is paid to the state of equipment, used for modes control. In [12] the
conclusion is made that prolongation of power transformers operation term for
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20–30 years is more profitable than their replacement by new ones, and the quan-
tity of power transformers in the USA, that have been in operation for more than
25 years (certificate resource – 25 years) is approximately 65%.

In [13] attention is paid to the system of continuous monitoring of technical
state of power transformers, the given system is used at the transformers of joint-
stock company “Magnitogorsk Metallurgical Complex”, HYDRAN analyzer,
methods of localization and identification of faults, practical necessity of partial
discharges control is underlined, but the results of diagnostics during modes control
are not paid attention to.

In [14] it is noted that in local electric system in order to provide stable operation
and indices of electric energy quality it is necessary to use modern control systems
that take into consideration voltages in nodes and frequency and eliminate emer-
gency deviations. At the same time, in [15] modeling of non-stationary critical
operation modes of EES in the process of parameters change in wide limits by
means of application of non-linear mathematical models attention is paid to. This
enables to study the consequences of such modes, promptly take measures, aimed at
their prevention or elimination. In pages [16] technical state of the equipment of
these systems is not taken into account, this can lead to the damage of the equip-
ment and undersupply of energy to the consumers.

Thus, the problem of development of the methods of diagnostics results account
during control of EES modes is not solved.

It is known that operation control (RTOC) in Ukraine is carried by a man.
Overloading of this person with a great volume of diagnostic parameters data,
especially in conditions of limited time for decision-making, leads to their actions.
In the process of modes on-line control, especially post-occident modes. It is expe-
dient to assess the state of equipment by generalized indices, for instance, by
residual resources coefficient of the transformers (RRCT). The development of the
method of on-line diagnostics of the transformers and the account of RRCT in the
process of ESS modes control for minimization of total losses of active power are
not considered in literature sources and is the subject of authors study.

3. Objectives and tasks of the research

The objective of the research is the development of the method of diagnostics of
the transformers with LTC and account of PRCT values in the process of EES modes
control for minimization of active power losses. To realize this objective the fol-
lowing problems are to be solved:

• substantiate the expediency of applying the results of diagnostics of LTC-
transformers in the process of optimal control of EES modes;

• develop neuro-fuzzy model of residual resource coefficient of the transformers
(RRCT);

• develop the method of RRCT values and power transformers with LTC state
account in the process of EES modes control.

4. Materials and methods of transformers diagnostic study

Automation of the process of power flow control may be provided by means of
centralized remotely controlled alternative usage of switching devices (LTC) of the
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transformers. Under such conditions, there appears the possibility of the analysis of
control actions of separate LTC on mode parameters of EES by means of the
feedback. This approach improves the operation quality of adaptive control auto-
matic systems of the LTC position control. For this purpose, at considerable changes
of load schedule it is necessary to perform ranking of the transformers with LTC by
the quality of their impact on maintaining parameters of the modes.

Realization of measures, aimed at reduction of power losses is limited by the
possibilities of the equipment involved in the provision of mode; namely, by its
technical state. It is known, that the damage of high voltage equipment during mode
control (for instance, power transformers) leads to losses, which considerably exceed
the cost of electric energy, saved as a result of losses decrease. Failure rate of the
outdated high voltage equipment (power transformers, shunting reactors, instrument
current and voltage transformers, switches, etc.) increases, when such equipment has
been in operation for more than 25 years [17]. Taking into consideration the fact that
the control of EES modes is accompanied by the operation of switching devices,
regulation devices of transformers, emergence of switching surges, ferro-resonances,
currents increase in power and instrument transformers, transmission lines, etc., then
the control of modes must be realized, taking into consideration their technical state
[18] and possible expenses for their replacement or repair.

Thus, it is necessary to know current state of high voltage electric equipment of
EES, which is in operation during modes control.

5. Determination of current technical state of power transformers

We will consider the method of determination of power transformers current
state and RRCT values in the process of EES modes control on the example of power
high voltage transformers, which have on-load-tap changing device.

We suggest to evaluate technical state of power transformer by means of the
analysis of the value of its residual resource coefficient. Power transformer residual
resource coefficient has the dimensionality in relative units and can change in the
process of operation in the range from one (the best technical state) to zero (the
worst technical state, when the transformer must be removed out of service for
inspection, repair, replacement, etc.).

Then, we will consider the example of residual resource coefficient determina-
tion of the transformer АТDCTN 125000–330/110. First we will study the statistics
of failure rate of such transformers. Table 1 contains the example of possible
reasons and amount of transformers removal out of service, that is close to data,
published in studies [19].

In Table 1 such symbols are used: Zk is the resistance of the transformer wind-
ings (during measurements in short – circuit mode); t° is the temperature of contact
points (for instance, bushing of the bus duct or with winding lead); Pi.p. idle mode
power, that characterizes the quality of magnetic circuit; Rin is the resistance of the
insulation for revealing the contamination and aging of solid and liquid insulation
(also it is necessary to determine the capacity and dielectric loss tangent, also it is
desirable to determine the degree of polymerization); W humidification of the
isolation; kresid.res.bush or kbush is the residual resource coefficient of the bushings;
CADGC is residual resource coefficient of the transformer by the results of chro-
matographic analysis of dissolved gas in the transformer oil of the tank and LTC
(ethylene, ethane, methane) of the transformer, that characterizes oil contamina-
tion by the gases, dissolved in it and among them acetylene and hydrogen (for
revealing of discharges); PCA residual resource coefficient of the transformer by
the results of physical–chemical analyses of transformer oil from transformer tank,
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contactor and LTC tap changer; CADGd is residual resource coefficient of the
transformer by the results of chromatographic analysis of the dissolved hydrogen
and acetylene in the transformer oil of the tank and LTC of the transformer tap
changer in order to reveal the discharge; kdef.LTC or kLTC coefficient of the trans-
former LTC residual resource; Im is the current of electric motors oil pumps and
fans of cooling system; t°cool is coolers temperature; k tank is the residual resource
coefficient of the transformer tank, determined by the availability (takes the value
“0”) or absent of oil leakage (takes the value 1).

From Table 1 shows that the transformers are often displayed in repairs due to
moisture and oil contamination, insulation and high-voltage inputs defects.

The task of creating a mathematical model complicated with incomplete initial
data as part of the parameters known at the time of payment, such as the reasons for
the need for additional studies. To establish reciprocal links diagnostic parameters
very constructive simulation technology is unclear. This simulation allows to obtain
more reliable results compared to the results of existing diagnostic systems.

In Table 1 under the term the controlled diagnostic parameter we mean the
parameter deviation of which from the norm helped to remove the transformer out
of service or was taken into account in the process of its removal out of service. In
Table 1 the following diagnostic parameters are given: parameters, that characterize
the state of the windings, insulation, bushings, oil, LTС, cooling systems, tank.

Having analyzed the data of Table 1 the scheme was created that shows whether
dependent or independent is the impact of diagnostic parameters on the coefficient
of total residual resource of the transformer (Figure 1).

Figure 1 does not showmutual impact of one controlled diagnostic parameter on the
other one; it is shown either in dependent or independentmanner how these parameters
influence the coefficient of total residual resource of power transformer (PT).

In Figure 1 over the parameter the percentage amount of revealed faulty trans-
formers by the given parameter is shown, that is given in percent from the total
amount of faulty transformers.

Transformer
element

Designation Parameter name Units %

Windings Zk Winding deformation 8 1.6

t0 Deterioration of contact joints state 10 2

Pi.p Idle power that characterizes of the magnetic quality 15 3

Insulation RinR Contamination of isolation 65 13.4

W Humidification of the isolation 48 10

Bushings kbush Defects of bushings 74 15.2

Oil CADGc Content of dissolved gases 71 14.6

PCA High moisture content and deviations of other
parameters of the oil

43 9

CADGd Discharges in oil 64 13.2

LTC kdef.LTC LTC defects 45 9.3

Cooling system Imotor or Imt The current of oil pump drive motor 14 2.9

tocool Coolers temperature 16 3.3

Tank ktank Tank leakage 12 2.5

Total 485 100

Table 1.
Reasons of removing out of service power transformers.
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transformers. Under such conditions, there appears the possibility of the analysis of
control actions of separate LTC on mode parameters of EES by means of the
feedback. This approach improves the operation quality of adaptive control auto-
matic systems of the LTC position control. For this purpose, at considerable changes
of load schedule it is necessary to perform ranking of the transformers with LTC by
the quality of their impact on maintaining parameters of the modes.

Realization of measures, aimed at reduction of power losses is limited by the
possibilities of the equipment involved in the provision of mode; namely, by its
technical state. It is known, that the damage of high voltage equipment during mode
control (for instance, power transformers) leads to losses, which considerably exceed
the cost of electric energy, saved as a result of losses decrease. Failure rate of the
outdated high voltage equipment (power transformers, shunting reactors, instrument
current and voltage transformers, switches, etc.) increases, when such equipment has
been in operation for more than 25 years [17]. Taking into consideration the fact that
the control of EES modes is accompanied by the operation of switching devices,
regulation devices of transformers, emergence of switching surges, ferro-resonances,
currents increase in power and instrument transformers, transmission lines, etc., then
the control of modes must be realized, taking into consideration their technical state
[18] and possible expenses for their replacement or repair.

Thus, it is necessary to know current state of high voltage electric equipment of
EES, which is in operation during modes control.

5. Determination of current technical state of power transformers

We will consider the method of determination of power transformers current
state and RRCT values in the process of EES modes control on the example of power
high voltage transformers, which have on-load-tap changing device.

We suggest to evaluate technical state of power transformer by means of the
analysis of the value of its residual resource coefficient. Power transformer residual
resource coefficient has the dimensionality in relative units and can change in the
process of operation in the range from one (the best technical state) to zero (the
worst technical state, when the transformer must be removed out of service for
inspection, repair, replacement, etc.).

Then, we will consider the example of residual resource coefficient determina-
tion of the transformer АТDCTN 125000–330/110. First we will study the statistics
of failure rate of such transformers. Table 1 contains the example of possible
reasons and amount of transformers removal out of service, that is close to data,
published in studies [19].

In Table 1 such symbols are used: Zk is the resistance of the transformer wind-
ings (during measurements in short – circuit mode); t° is the temperature of contact
points (for instance, bushing of the bus duct or with winding lead); Pi.p. idle mode
power, that characterizes the quality of magnetic circuit; Rin is the resistance of the
insulation for revealing the contamination and aging of solid and liquid insulation
(also it is necessary to determine the capacity and dielectric loss tangent, also it is
desirable to determine the degree of polymerization); W humidification of the
isolation; kresid.res.bush or kbush is the residual resource coefficient of the bushings;
CADGC is residual resource coefficient of the transformer by the results of chro-
matographic analysis of dissolved gas in the transformer oil of the tank and LTC
(ethylene, ethane, methane) of the transformer, that characterizes oil contamina-
tion by the gases, dissolved in it and among them acetylene and hydrogen (for
revealing of discharges); PCA residual resource coefficient of the transformer by
the results of physical–chemical analyses of transformer oil from transformer tank,
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contactor and LTC tap changer; CADGd is residual resource coefficient of the
transformer by the results of chromatographic analysis of the dissolved hydrogen
and acetylene in the transformer oil of the tank and LTC of the transformer tap
changer in order to reveal the discharge; kdef.LTC or kLTC coefficient of the trans-
former LTC residual resource; Im is the current of electric motors oil pumps and
fans of cooling system; t°cool is coolers temperature; k tank is the residual resource
coefficient of the transformer tank, determined by the availability (takes the value
“0”) or absent of oil leakage (takes the value 1).

From Table 1 shows that the transformers are often displayed in repairs due to
moisture and oil contamination, insulation and high-voltage inputs defects.

The task of creating a mathematical model complicated with incomplete initial
data as part of the parameters known at the time of payment, such as the reasons for
the need for additional studies. To establish reciprocal links diagnostic parameters
very constructive simulation technology is unclear. This simulation allows to obtain
more reliable results compared to the results of existing diagnostic systems.

In Table 1 under the term the controlled diagnostic parameter we mean the
parameter deviation of which from the norm helped to remove the transformer out
of service or was taken into account in the process of its removal out of service. In
Table 1 the following diagnostic parameters are given: parameters, that characterize
the state of the windings, insulation, bushings, oil, LTС, cooling systems, tank.

Having analyzed the data of Table 1 the scheme was created that shows whether
dependent or independent is the impact of diagnostic parameters on the coefficient
of total residual resource of the transformer (Figure 1).

Figure 1 does not showmutual impact of one controlled diagnostic parameter on the
other one; it is shown either in dependent or independentmanner how these parameters
influence the coefficient of total residual resource of power transformer (PT).

In Figure 1 over the parameter the percentage amount of revealed faulty trans-
formers by the given parameter is shown, that is given in percent from the total
amount of faulty transformers.

Transformer
element

Designation Parameter name Units %

Windings Zk Winding deformation 8 1.6

t0 Deterioration of contact joints state 10 2

Pi.p Idle power that characterizes of the magnetic quality 15 3

Insulation RinR Contamination of isolation 65 13.4

W Humidification of the isolation 48 10

Bushings kbush Defects of bushings 74 15.2

Oil CADGc Content of dissolved gases 71 14.6

PCA High moisture content and deviations of other
parameters of the oil
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CADGd Discharges in oil 64 13.2

LTC kdef.LTC LTC defects 45 9.3

Cooling system Imotor or Imt The current of oil pump drive motor 14 2.9

tocool Coolers temperature 16 3.3

Tank ktank Tank leakage 12 2.5

Total 485 100

Table 1.
Reasons of removing out of service power transformers.
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The blocks with parameters whose deviations from the norm substantiate the
necessity of the output of the transformers for repair, are shown sequentially and
are shown kres – residual resource coefficient of the transformer (RRCT). In paral-
lel, blocks with parameters are also depicted. A large change in these parameters
proves the necessity of outputting a power transformer (PT) for repair. PT is
repaired in case of deviation from the norms of these parameters. This is due to the
requirements for the reliability of the transformers. In each of the given blocks
parallel can be allocated but it are not shown to simplify the calculation (for
instance, currents of electric motors of oil pumps and fans).

In order to obtain the generalized parameter of the residual resource of the
transformer, it is proposed from the known values of diagnostic parameters to pass
to the corresponding values of residual resources coefficients (in relative units) by
each diagnostic parameter. This will allow you to take into account the value of all
diagnostic parameters and the impact of each of them.

These coefficients are defined in relative units by (1) and that is why they
characterize total output of the transformers from the moment of their technical
state control to transition to boundary state that is residual technical resource (12).
Residual resource coefficient ki1 by i1th diagnostic parameter:

ki1 ¼
xi1, lim � хі1,cur
хі1, lim � хі1,in

����
����, (1)

where xi1, lim is admissible limit normative value of ith1 diagnostic parameter;
xi1,cur is value of i

th
1 diagnostic parameter at the moment of control; xi1in is initial

value of ith1 diagnostic parameter (at the moment of putting into operation of new
equipment or after repair), i1 is number of diagnostic parameter.

We perform the reduction of the circuit by the following expressions. For serial
part of the circuit (Figure 1) the coefficient of total residual resource is found by the
expression:

ktot:resid:res: ¼
Yν
τ¼1

kpττ , (2)

where kτ is the coefficient of residual resource of PT by τth diagnostic parameter;
τ is τth diagnostic parameter; ν is the amount of blocks in the serial part of the circuit
of Figure 1, pτ probability of control parameters deviator from maximum permis-
sible normalized value of this parameter is found by means of the expression (3):

pτ ¼
yτ
m2

, (3)

where yτ is a number of controlled parameter deviations from admissible limit-
ing normalized value of this parameter, which were revealed by means of τth

Figure 1.
Structural diagram of the model of total residual resource coefficient of the transformer.
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diagnostic parameter control (τ for serial part of the circuit) from the total number
of the revealed deviations of controlled parameters from admissible limiting nor-
malized value; m2 is total quantity of the revealed deviations of controlled diagnos-
tic parameter from their admissible limiting normalized values.

For parallel part of the circuit the coefficient of total residual resource is found
by the expression (4)

ktot:resid:res: ¼ 1‐
Xm1

j¼1
1‐kres,j
� �

pj

h i
, (4)

where kres,j is the coefficient of residual resource of РТ by jth diagnostic param-
eter; j is number of jth diagnostic parameter; m1 is a quantity of blocks(parameters)
in parallel part of the circuit that is reduced.

The coefficient of total residual resource of РТ is determined by the expression (5):

kres ¼ kwind: � kin: � kbush � koil � kLTC � kcool � ktank, (5)

where kwind, kin, kbush, koil, kLIC, kcool, ktank are known at the moment of
calculation values of the coefficient of residual resource: of the windings, of the
insulation, of bushings, of the oil, of LTC, of system of the cooling, of tank of the
transformer, by the elements of the transformer, correspondingly.

For the creation of mathematical model of residual resource coefficient of the
transformer parameters were used, by each of these parameters the conclusion
regarding the state of the transformer can be made. But none of these parameters
completely characterizes technical state of the transformer, it only shows certain
changes of technical state of power transformer.

Mathematical model of residual resource coefficient of the transformer was
created by means of MatLab. Using this model, it is possible to edit the already
created (5) probabilistic sample of teaching data. These data help to obtain analyt-
ical dependence of residual resource coefficient of the transformer on diagnostic
parameters in the form of the polynomial. For seven input parameters of the model,
that randomly changed from 0 to 1, the coefficient of total residual resource of the
transformer (5) was determined, where input parameters of the model were
reduced to relative units of their deviation from the norm.

By means of Anfis Editor using hybrid teaching algorithm and applying Sugeno
algorithm of neuro-fuzzy conclusion neuro-fuzzy model of residual resource coef-
ficient of the transformer (using subclusterization method) was obtained.

Figure 2 contains the copy of screen saver in Matlab environment where the
structure of the obtained neural network is shown.

For each input variable of neuro-model four linguistic terms with Gaussian
membership functions were used:

kres:і1 ¼ f xі1 ; σі1 ; cі1ð Þ ¼ e
‐ xі1

‐cі1ð Þ2
2�σі1

2 , (6)

where δi1 and ci1 are numerical parameter; δ2i1 in probability theory it is called
dispersion of the distribution(14), and the second parameter ci1 is mathematic
expectation; i1 is input parameter of neuro-fuzzy model, that corresponds to diag-
nostic parameter (i1 = 1, 2, 3, 4, 5, 6, 7), xi is value of i1

th input parameter of the
model: x1 – kwind, x2 – kin, x3 – kbush, x4 – koil, x5 – kLTC, x6 – kcool, x7 – ktank.

These are such terms as: “normal” values of diagnostic parameter, “minor devi-
ations” of diagnostic parameter value, “prefault” values of diagnostic parameter,
“emergency” value of diagnostic parameter.
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The blocks with parameters whose deviations from the norm substantiate the
necessity of the output of the transformers for repair, are shown sequentially and
are shown kres – residual resource coefficient of the transformer (RRCT). In paral-
lel, blocks with parameters are also depicted. A large change in these parameters
proves the necessity of outputting a power transformer (PT) for repair. PT is
repaired in case of deviation from the norms of these parameters. This is due to the
requirements for the reliability of the transformers. In each of the given blocks
parallel can be allocated but it are not shown to simplify the calculation (for
instance, currents of electric motors of oil pumps and fans).

In order to obtain the generalized parameter of the residual resource of the
transformer, it is proposed from the known values of diagnostic parameters to pass
to the corresponding values of residual resources coefficients (in relative units) by
each diagnostic parameter. This will allow you to take into account the value of all
diagnostic parameters and the impact of each of them.

These coefficients are defined in relative units by (1) and that is why they
characterize total output of the transformers from the moment of their technical
state control to transition to boundary state that is residual technical resource (12).
Residual resource coefficient ki1 by i1th diagnostic parameter:

ki1 ¼
xi1, lim � хі1,cur
хі1, lim � хі1,in
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����, (1)

where xi1, lim is admissible limit normative value of ith1 diagnostic parameter;
xi1,cur is value of i

th
1 diagnostic parameter at the moment of control; xi1in is initial

value of ith1 diagnostic parameter (at the moment of putting into operation of new
equipment or after repair), i1 is number of diagnostic parameter.

We perform the reduction of the circuit by the following expressions. For serial
part of the circuit (Figure 1) the coefficient of total residual resource is found by the
expression:

ktot:resid:res: ¼
Yν
τ¼1

kpττ , (2)

where kτ is the coefficient of residual resource of PT by τth diagnostic parameter;
τ is τth diagnostic parameter; ν is the amount of blocks in the serial part of the circuit
of Figure 1, pτ probability of control parameters deviator from maximum permis-
sible normalized value of this parameter is found by means of the expression (3):

pτ ¼
yτ
m2

, (3)

where yτ is a number of controlled parameter deviations from admissible limit-
ing normalized value of this parameter, which were revealed by means of τth

Figure 1.
Structural diagram of the model of total residual resource coefficient of the transformer.
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diagnostic parameter control (τ for serial part of the circuit) from the total number
of the revealed deviations of controlled parameters from admissible limiting nor-
malized value; m2 is total quantity of the revealed deviations of controlled diagnos-
tic parameter from their admissible limiting normalized values.

For parallel part of the circuit the coefficient of total residual resource is found
by the expression (4)

ktot:resid:res: ¼ 1‐
Xm1

j¼1
1‐kres,j
� �

pj

h i
, (4)

where kres,j is the coefficient of residual resource of РТ by jth diagnostic param-
eter; j is number of jth diagnostic parameter; m1 is a quantity of blocks(parameters)
in parallel part of the circuit that is reduced.

The coefficient of total residual resource of РТ is determined by the expression (5):

kres ¼ kwind: � kin: � kbush � koil � kLTC � kcool � ktank, (5)

where kwind, kin, kbush, koil, kLIC, kcool, ktank are known at the moment of
calculation values of the coefficient of residual resource: of the windings, of the
insulation, of bushings, of the oil, of LTC, of system of the cooling, of tank of the
transformer, by the elements of the transformer, correspondingly.

For the creation of mathematical model of residual resource coefficient of the
transformer parameters were used, by each of these parameters the conclusion
regarding the state of the transformer can be made. But none of these parameters
completely characterizes technical state of the transformer, it only shows certain
changes of technical state of power transformer.

Mathematical model of residual resource coefficient of the transformer was
created by means of MatLab. Using this model, it is possible to edit the already
created (5) probabilistic sample of teaching data. These data help to obtain analyt-
ical dependence of residual resource coefficient of the transformer on diagnostic
parameters in the form of the polynomial. For seven input parameters of the model,
that randomly changed from 0 to 1, the coefficient of total residual resource of the
transformer (5) was determined, where input parameters of the model were
reduced to relative units of their deviation from the norm.

By means of Anfis Editor using hybrid teaching algorithm and applying Sugeno
algorithm of neuro-fuzzy conclusion neuro-fuzzy model of residual resource coef-
ficient of the transformer (using subclusterization method) was obtained.

Figure 2 contains the copy of screen saver in Matlab environment where the
structure of the obtained neural network is shown.

For each input variable of neuro-model four linguistic terms with Gaussian
membership functions were used:

kres:і1 ¼ f xі1 ; σі1 ; cі1ð Þ ¼ e
‐ xі1

‐cі1ð Þ2
2�σі1

2 , (6)

where δi1 and ci1 are numerical parameter; δ2i1 in probability theory it is called
dispersion of the distribution(14), and the second parameter ci1 is mathematic
expectation; i1 is input parameter of neuro-fuzzy model, that corresponds to diag-
nostic parameter (i1 = 1, 2, 3, 4, 5, 6, 7), xi is value of i1

th input parameter of the
model: x1 – kwind, x2 – kin, x3 – kbush, x4 – koil, x5 – kLTC, x6 – kcool, x7 – ktank.

These are such terms as: “normal” values of diagnostic parameter, “minor devi-
ations” of diagnostic parameter value, “prefault” values of diagnostic parameter,
“emergency” value of diagnostic parameter.
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For determining the value of total residual coefficient neuro-fuzzy non-linear
autoregressive model of the total residual resource coefficient of the transformer is
used. This model establishes neuro-fuzzy non-linear transformation between the
values of residual resource coefficients by diagnostic parameters and total residual
resource coefficient of the transformer (7):

ktot:resid:res ¼ F kwind: � kin: � kbush � koil � kLTC � kcool � ktankð Þ, (7)

where F is neuro-fuzzy functional transformation.
For determination of the value of total residual resource coefficient of the trans-

former, we use Takagi-Sugeno model of logic conclusion.
Mathematical model of total residual resource coefficient is the system of logic

equations (8).

IF kwind: ∈  "normal" AND kin: ∈ "normal" AND kвush: ∈ "normal" 
AND koil ∈  "normal"AND kLTC ∈  "normal" AND kсоol: ∈  "normal" 
AND ktank ∈  "normal" THEN
 ktot:resid:res ¼ a1  1 � kwind: þ a1  2 � kin: þ a1  3 � kbush: þ a1  4 � koil þ a1  5 � kLTC þ a1  6 � kсоol: þ a1  7 � ktank þ c1
IF kwind ∈  "minordeviations AND kin ∈  "minor deviation" 
AND kвв ∈  "minor deviation" AND koil ∈ "minor deviation"
AND kLTC ∈  "minor deviation" AND kсоol ∈ "minor deviation" 
AND ktank ∈  "minor deviation" THEN
 ktot:resid:res ¼ a2 1 � kwind: þ a2 2 � kin: þ a2 3 � kbush: þ a2 4 � koil þ a2 5 � kLTC þ a2 6 � kсоol: þ a2 7 � ktank þ c2
IF kwind ∈  "pref ault" AND kіn ∈ "pref ault" AND kвв ∈  "prefault" 
AND koil ∈  "pref ault"AND kLTC ∈  "pref ault" AND kсоol ∈ "pref ault" 
AND ktank ∈  "pref ault" THEN
  ktot:resid:res ¼ a3  1 � kwind: þ a3 2 � kin: þ a3 3 � kbush: þ a3 4 � koil þ a3 5 � kLTC þ a3 6 � kсоol: þ a3 7 � ktank þ c3
IF kwind ∈ "emergency" AND kіn ∈  "emergency" AND kвв ∈  "emergency" AND koil ∈  "emergency" 
AND kLTC ∈  "emergency" AND kсоol ∈ "emergency" AND ktank ∈  "emergency"   THEN
  ktot:resid:res ¼ a4  1 � kwind: þ a4  2 � kin: þ a4  3 � kbush: þ a4  4 � koil þ a4  5 � kLTC þ a4  6 � kсоol: þ a4  7 � ktank þ c4
:::

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

   

(8)

Figure 2.
Structure of Anfis-network of the transformer.

104

Fuzzy Logic

Output of the model total ktot.resid.res. is found as weighted sum of conclusions
(8) of rules base written in the form the system of logic equations:

ktot:resid:res: ¼
Xm3

j2¼1
wj2

aj2 1 � kwind: þ aj2 2 � kіn: þ aj2 3 � kвush: þ aj2 4 � koilþ
þaj2 5 � kLTC þ aj2 6 � kсоol: þ aj2 7 � ktank þ cj2

 !
, (9)

where 0≤wj2 ≤ 1 is the degree of execution (weight) of the j2th rule that is
determined by the correspondence of real changes of diagnostic parameters of the
transformer.

ANFIS is the simplest network of direct propagation that contains adaptive
nodes, using the teaching rules the parameters of these nodes are arranged to
minimize the error between the real output of the model ktot.resid.mod. and real total
residual resource coefficient ktot.resid.res of the transformer

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N1

XN1‐1
k3¼0 ktot:resid:res:modk3‐ktot:resid:res:k3ð Þ2

r
! min , (10)

where N is number of rows in teaching sample; k3 is the number of the row in
teaching sample, starting from the row with consecutive number “0”.

Taking into account the iterative computation experiments carried out the
vector of membership functions parameters is determined in Table 2.

Parameters Input parameters of the
model

Name of the
term

Number of the
rule

Parameters of
membership
function

σ С

Winding state Kwind. Normal 1 0.3825 0.7944

Minor
deviation

2 0.479 0.5197

Prefault 3 0.4903 0.5668

Emergency 4 0.4 0.1697

Insulation state kіn. Normal 1 0.3653 0.8698

Minor
deviation

2 0.4642 0.6104

Prefault 3 0.5102 0.5267

Emergency 4 0.3949 0.1742

State of BB kbush. Normal 1 0.3202 0.9221

Minor
deviation

2 0.3419 0.7649

Prefault 3 0.4914 0.5376

Emergency 4 0.4032 0.1925

State of oil Koil Normal 1 0.4369 0.9273

Minor
deviation

2 0.3404 0.9674

105

Determination of Optimal Transformation Ratios of Power System Transformers in Conditions…
DOI: http://dx.doi.org/10.5772/intechopen.84959



For determining the value of total residual coefficient neuro-fuzzy non-linear
autoregressive model of the total residual resource coefficient of the transformer is
used. This model establishes neuro-fuzzy non-linear transformation between the
values of residual resource coefficients by diagnostic parameters and total residual
resource coefficient of the transformer (7):

ktot:resid:res ¼ F kwind: � kin: � kbush � koil � kLTC � kcool � ktankð Þ, (7)

where F is neuro-fuzzy functional transformation.
For determination of the value of total residual resource coefficient of the trans-

former, we use Takagi-Sugeno model of logic conclusion.
Mathematical model of total residual resource coefficient is the system of logic

equations (8).
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Output of the model total ktot.resid.res. is found as weighted sum of conclusions
(8) of rules base written in the form the system of logic equations:

ktot:resid:res: ¼
Xm3

j2¼1
wj2

aj2 1 � kwind: þ aj2 2 � kіn: þ aj2 3 � kвush: þ aj2 4 � koilþ
þaj2 5 � kLTC þ aj2 6 � kсоol: þ aj2 7 � ktank þ cj2

 !
, (9)

where 0≤wj2 ≤ 1 is the degree of execution (weight) of the j2th rule that is
determined by the correspondence of real changes of diagnostic parameters of the
transformer.

ANFIS is the simplest network of direct propagation that contains adaptive
nodes, using the teaching rules the parameters of these nodes are arranged to
minimize the error between the real output of the model ktot.resid.mod. and real total
residual resource coefficient ktot.resid.res of the transformer

δ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N1

XN1‐1
k3¼0 ktot:resid:res:modk3‐ktot:resid:res:k3ð Þ2

r
! min , (10)

where N is number of rows in teaching sample; k3 is the number of the row in
teaching sample, starting from the row with consecutive number “0”.

Taking into account the iterative computation experiments carried out the
vector of membership functions parameters is determined in Table 2.

Parameters Input parameters of the
model

Name of the
term

Number of the
rule

Parameters of
membership
function

σ С

Winding state Kwind. Normal 1 0.3825 0.7944

Minor
deviation

2 0.479 0.5197

Prefault 3 0.4903 0.5668

Emergency 4 0.4 0.1697

Insulation state kіn. Normal 1 0.3653 0.8698

Minor
deviation

2 0.4642 0.6104

Prefault 3 0.5102 0.5267

Emergency 4 0.3949 0.1742

State of BB kbush. Normal 1 0.3202 0.9221

Minor
deviation

2 0.3419 0.7649

Prefault 3 0.4914 0.5376

Emergency 4 0.4032 0.1925

State of oil Koil Normal 1 0.4369 0.9273

Minor
deviation

2 0.3404 0.9674
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It is seen from Figure 2 that in the process of formation of the structure of
neuro fuzzy model of the transformer seven inputs and one output of this
model were set. Each of seven inputs has four terms. That is, each set of possible
values of input parameters of the model is conventionally divided into four
subsets: “normal” values of input parameter, “miner deviations” of the values of
input parameter, and “prefault” values of input parameter, “emergency” values
of input parameter. Membership degree of each value of input parameter to
corresponding set of values is determined by Gaussian membership function.
The model is intended for determining the numerical value of total residual
resource coefficient of the transformer, that is why it has one output. This
numerical value is found by means of solution of linear equation, that describes the
dependence of the coefficient of total residual resource of the transformer on input
parameters.

The obtained neuro-fuzzy model allows to determine the value of total
residual resource coefficient of the transformer depending on the values of
input parameters residual resources coefficients by each of controlled diagnostic
parameters. The error of PPCT mathematical model changes from +0,004 relative
units, if PPCT equals 0, to �0,032, when PPCT equals 1.

Taking into account the data of the Table 1 and Table 2 and (9) we obtain
mathematical model of the coefficient of total residual resource in the form:

Parameters Input parameters of the
model

Name of the
term

Number of the
rule

Parameters of
membership
function

σ С

Prefault 3 0.412 0.599

Emergency 4 0.4031 0.2057

State LTC KLTC Normal 1 0.3984 0.973

Minor
deviation

2 0.3316 0.963

Prefault 3 0.4468 0.5881

Emergency 4 0.4428 0.2349

State of cooling
system

kсоol. Normal 1 0.3439 1153

Minor
deviation

2 0.3507 0.9706

Prefault 3 0.437 0.597

Emergency 4 0.4263 0.2397

State of tank Ktank Normal 1 0.3454 0.9506

Minor
deviation

2 0.3801 1017

Prefault 3 0.4582 0.6273

Emergency 2 0.5451 0.564

Table 2.
Parameters of membership function.
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IFkwind: ∈ }normal}ANDkіn ∈ }normal}ANDkвв ∈ }normal}

ANDkoil ∈ }normal}ANDkLTC ∈ }normal}ANDkсоol ∈ }normal}

ANDktank ∈ }normal} THEN

ktot:resid:res ¼ 0, 6166 � kwind þ 0, 4125 � kіn þ 0, 4618 � kвв þ 1, 83 � koil þ 1, 804 � kLTCþ
þ0, 0462 � kсоol: þ 1, 96 � ktank‐5, 377
IFktank ∈ }minor deviation}ANDkin: ∈ }minor deviation}
ANDkвush ∈ }minor deviation}ANDkoil:∈ }minor deviation}
ANDkLTC ∈ }minor deviation}ANDkсоol: ∈ }minor deviation}
ANDktank ∈ }minor deviation} THEN

ktot:resid:res ¼ ‐0, 0393 � kwind: þ 0, 2609� kin: þ 0, 1086� kвush:‐0, 37 � koil‐0, 1459 � kLTC‐
‐0, 02387 � kсоol:‐0, 05863 � ktank þ 0, 1288

IFkwind ∈ ”prefault”ANDkіn ∈ ”prefault”ANDkвush: ∈ ”prefault”

ANDkoil ∈ ”prefault”ANDkLTC ∈ ”prefalt”ANDkсоol: ∈ ”prefault”

ANDktank ∈ ”prefault” THEN

ktot:resid:res ¼ ‐0, 2165 � kwind::‐0, 3714 � kin:‐0, 4678� kвush:‐0, 514 � koil‐0, 882 � kLTC‐
‐0, 5302 � kсоol:‐1, 406 � ktank þ 3, 88

IFkwind: ∈ }emergency}ANDkіn ∈ }emergency}ANDkвв ∈ }emergency}ANDkoil ∈ }emergency}

ANDkLTC ∈ }emergency}ANDkсоol: ∈ }emergency}ANDktank ∈ }emergency} THEN

ktot:resid:res ¼ 0, 03166 � kwind:‐0, 06144 � kіn:‐0, 387 � kвush: þ 0, 06 � koil þ 0, 3199 � kLTC‐
‐0, 026 � kсоol:‐0, 006 � ktank þ 0, 003

…

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(11)

The obtained neuro-fuzzy model allows to determine the value of total residual
resource coefficient of the transformer depending on the values of input parameters
residual resources coefficients by each of controlled diagnostic parameters. The
error of PPCT mathematical model changes from +0.004 relative units, if PPCT
equals 0, to �0.032, when PPCT equals 1.

Despite the complexity of dependences, mathematical model of residual
resource coefficient of the transformer (11) may be used for programming neuro-
fuzzy controller in order to create the device for on-line determination of trans-
former state by means of analysis of residual resource coefficient of the transformer
value.

6. Account of the forecast current value of residual resource of the
transformers in the process of control of EES modes

It is known that in the process of operation, energy enterprise plans to remove
out of service the equipment in the overhaul, cost of is forecast. Removal of the
transformer into overhaul in a planned number of years (TWF) of trouble-free
operation (12 years) provides certain list of works and their expected cost Boh pl. For
instance, for 330/110 kV transformers of 125–250 MVA power the cost (B) of such
repair is 770–11,550 $. We propose to assume that removal out of service the trans-
formers into current repair requires unscheduled cost.

The cost of repair may increase by the value ΔВ1, replacement of damaged
blocks of the transformer and additional work, connected with the replacement.
These costs are not provided in case of “typical” planned overhaul
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IFkwind: ∈ }normal}ANDkіn ∈ }normal}ANDkвв ∈ }normal}

ANDkoil ∈ }normal}ANDkLTC ∈ }normal}ANDkсоol ∈ }normal}

ANDktank ∈ }normal} THEN

ktot:resid:res ¼ 0, 6166 � kwind þ 0, 4125 � kіn þ 0, 4618 � kвв þ 1, 83 � koil þ 1, 804 � kLTCþ
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IFktank ∈ }minor deviation}ANDkin: ∈ }minor deviation}
ANDkвush ∈ }minor deviation}ANDkoil:∈ }minor deviation}
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ANDktank ∈ }minor deviation} THEN
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ANDkoil ∈ ”prefault”ANDkLTC ∈ ”prefalt”ANDkсоol: ∈ ”prefault”

ANDktank ∈ ”prefault” THEN

ktot:resid:res ¼ ‐0, 2165 � kwind::‐0, 3714 � kin:‐0, 4678� kвush:‐0, 514 � koil‐0, 882 � kLTC‐
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‐0, 026 � kсоol:‐0, 006 � ktank þ 0, 003

…

8>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(11)

The obtained neuro-fuzzy model allows to determine the value of total residual
resource coefficient of the transformer depending on the values of input parameters
residual resources coefficients by each of controlled diagnostic parameters. The
error of PPCT mathematical model changes from +0.004 relative units, if PPCT
equals 0, to �0.032, when PPCT equals 1.

Despite the complexity of dependences, mathematical model of residual
resource coefficient of the transformer (11) may be used for programming neuro-
fuzzy controller in order to create the device for on-line determination of trans-
former state by means of analysis of residual resource coefficient of the transformer
value.

6. Account of the forecast current value of residual resource of the
transformers in the process of control of EES modes

It is known that in the process of operation, energy enterprise plans to remove
out of service the equipment in the overhaul, cost of is forecast. Removal of the
transformer into overhaul in a planned number of years (TWF) of trouble-free
operation (12 years) provides certain list of works and their expected cost Boh pl. For
instance, for 330/110 kV transformers of 125–250 MVA power the cost (B) of such
repair is 770–11,550 $. We propose to assume that removal out of service the trans-
formers into current repair requires unscheduled cost.

The cost of repair may increase by the value ΔВ1, replacement of damaged
blocks of the transformer and additional work, connected with the replacement.
These costs are not provided in case of “typical” planned overhaul
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ΔB1 ¼
Xn
i¼1

Bi � eγi�k
βi
res:i

� �
, (12)

where Bi is the cost of replacement of ith damaged block of the transformer and
additional work, connected with this replacement, n is a number of damaged blocks
that require unscheduled replacement; kβires:i is residual resource coefficient of ith
block that requires unscheduled replacement; γ and β are coefficients, that charac-
terize the impact of residual resource coefficient on the expected cost of
unscheduled repair or replacement of ith block of the transformer (is determined by
means of processing of statistic data).

Repair cost may increase by the cost of ΔB2 (as compared with expected) in case
of enlarged current (instead of planned overhaul) repair of the transformer, that
did not operate for planned number of years:

ΔВ2j ¼ 1‐eαj Tj‐1ð Þ� �
� ВOH, (13)

where j is a number of the transformer, Tj is time, the ith transformer functioned
after putting into operation or after the last overhaul (enlarged current) repaint to
the moment of mode control, λ is the coefficient, that characterizes the intensity of
cost growth ΔB2 that depends on the construction of the transformer, conductions
and operation mode (is determined experimentally), BOH is the cost of transformer
overhaul.

It should be noted that removal the transformer out of service takes place not
only as a result of relay protection, emergencies control automation operation but
also by a person responsible for safety operation by the results of control of diag-
nostic parameter, values of which sometimes only approaches to limiting values.

Within the context of creation of modern Smart Grids and to provide safe,
reliable, quality and economic efficient operation of EES it is necessary to perform
the control over active power overflow to realize by means of the transformer,
performing reliable and information archons on the mode. That is why, we suggest
to take into account the coefficient of regulating transformer limitation:

kwind,j ¼ 1‐kres,j
� � � Вcq,j, (14)

where Bcq is the coefficient of repair cost value growth of the jth transformer.

Bcq,j ¼
ΔB1,j þ ΔB2,j

ΔB1,j þ Bpl:,j
: (15)

As the example, we will consider 23 nodes 230/138 kV test circuit (Figure 3). In
branches 11–9, 12–14, 12–9, 11–4, and 3–7 transformers АТDCTN-63000/230/138,
АТDCTN-100000/230/138 and АТDCTN-125000/230/138 are installed. Initial
node loads, complex transformation ratios and corresponding transformers LTC
positions (number of taps) are given in Tables 3 and 4.

Knowing the circuit and normal node parameters we define transformation ratios.

ka:оpt ¼ 1‐diag Re ‐Nk:bal:b � Z � Ce � J
� �� � �Ub

‐1 � E ∗
bal:a

(16)

kr:opt ¼ ‐diag Im ‐Nk:bal:b � Z � Ce � J
� �� � �Ub

‐1 � E ∗
balr (17)

where Nk.bal.b is the second matrix of branches connection in contour balanced
transformation ratios; Z diagonal matrix of complex branches resistances; Ce is the
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matrix of currents distribution coefficients for economic mode of electric network
(corresponds to minimal losses of electric energy); J vector-column of currents in
nodes; Ub is the voltage of basic node; E*bal.a and E*bal.r are balancing is electric
moving in relative units (EMF) in relative units (active and reactive components).

Taking in the consideration the discrete character of LTC switching’s, errors of
instrument transforms, errors of data transmission channels and recommendations
[20] we assume that non-sensitivity zone of active power losses may be considered
as regulating actions on LTC of the transformer—to be 3% [21].

As initial conditions we assume that in accordance with load graph LTC of
transformers 9–11, 9–12, 11–10, 12–10 have transformation ratios 0.6413 (14 tap),
0.6347 (14 tap), 0.6397 (14 tap), 06446 (14 tap).

It should be noted that further changes of operation mode were realized at
admissible voltage deviations �5%, from nominal voltage Unom.

Regulation of the transformer 7–3 is inexpedient on conditions of the usage of
the given technique of determination of transformation ratios.

We define the losses of active and reactive power in the branches of the circuit at
current transformation ratios (Table 5).

ΔSΣ br ¼ ΔPΣ br þ jΔQΣ br ¼ 3 �
Xm
j¼1

ΔSbr,j, (18)

where ΔSbr ¼ diag ΔUbrð Þ � Îbr is vector-column of complete power losses in the
branches of the circuit. Ebr is vector column of the current in branches, m is a
number of the branch in the circuit, ΔUbr ¼ MΣ �Unode is vector-column of phase
voltages in the nodes, ΔPbr, ΔQbr is vector-column of active and reactive power
losses in the branches of the circuit(correspondingly).

We define transformation ratios (16–17) and position of LTC on condition of
minimal amount of switchings (in order to maintain switching resources of LTC) to
provide minimal losses of active power in branches of the circuit of Table 6.

As a result of realization of control actions, mode optimization power losses
were reduced from ΔS1 = 4.49 + j29.05 (MVA) for mode (Table 5) to
ΔS2 = 4.42 + j28.69 (MVA). Thus, the effect of realization of transformer LTC
switchings is ΔS1-ΔS2 = 0.07 + j0.36 (MVA). The transition from the current to
mode may be performed by switching the LTC of the transformer, installed in the
branch 9–12 from 13 tap to 14 and carry out transformer regulation changing
position of LTC from 14 tap to 15. We will consider the transition to another stage of

Figure 3.
Scheme of grid 230/138 kV for 23 nodes.
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ΔB1 ¼
Xn
i¼1

Bi � eγi�k
βi
res:i

� �
, (12)

where Bi is the cost of replacement of ith damaged block of the transformer and
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terize the impact of residual resource coefficient on the expected cost of
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did not operate for planned number of years:
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� ВOH, (13)

where j is a number of the transformer, Tj is time, the ith transformer functioned
after putting into operation or after the last overhaul (enlarged current) repaint to
the moment of mode control, λ is the coefficient, that characterizes the intensity of
cost growth ΔB2 that depends on the construction of the transformer, conductions
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It should be noted that removal the transformer out of service takes place not
only as a result of relay protection, emergencies control automation operation but
also by a person responsible for safety operation by the results of control of diag-
nostic parameter, values of which sometimes only approaches to limiting values.
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reliable, quality and economic efficient operation of EES it is necessary to perform
the control over active power overflow to realize by means of the transformer,
performing reliable and information archons on the mode. That is why, we suggest
to take into account the coefficient of regulating transformer limitation:
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� � � Вcq,j, (14)

where Bcq is the coefficient of repair cost value growth of the jth transformer.

Bcq,j ¼
ΔB1,j þ ΔB2,j

ΔB1,j þ Bpl:,j
: (15)

As the example, we will consider 23 nodes 230/138 kV test circuit (Figure 3). In
branches 11–9, 12–14, 12–9, 11–4, and 3–7 transformers АТDCTN-63000/230/138,
АТDCTN-100000/230/138 and АТDCTN-125000/230/138 are installed. Initial
node loads, complex transformation ratios and corresponding transformers LTC
positions (number of taps) are given in Tables 3 and 4.

Knowing the circuit and normal node parameters we define transformation ratios.

ka:оpt ¼ 1‐diag Re ‐Nk:bal:b � Z � Ce � J
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where Nk.bal.b is the second matrix of branches connection in contour balanced
transformation ratios; Z diagonal matrix of complex branches resistances; Ce is the
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(corresponds to minimal losses of electric energy); J vector-column of currents in
nodes; Ub is the voltage of basic node; E*bal.a and E*bal.r are balancing is electric
moving in relative units (EMF) in relative units (active and reactive components).

Taking in the consideration the discrete character of LTC switching’s, errors of
instrument transforms, errors of data transmission channels and recommendations
[20] we assume that non-sensitivity zone of active power losses may be considered
as regulating actions on LTC of the transformer—to be 3% [21].

As initial conditions we assume that in accordance with load graph LTC of
transformers 9–11, 9–12, 11–10, 12–10 have transformation ratios 0.6413 (14 tap),
0.6347 (14 tap), 0.6397 (14 tap), 06446 (14 tap).

It should be noted that further changes of operation mode were realized at
admissible voltage deviations �5%, from nominal voltage Unom.

Regulation of the transformer 7–3 is inexpedient on conditions of the usage of
the given technique of determination of transformation ratios.

We define the losses of active and reactive power in the branches of the circuit at
current transformation ratios (Table 5).
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losses in the branches of the circuit(correspondingly).
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minimal amount of switchings (in order to maintain switching resources of LTC) to
provide minimal losses of active power in branches of the circuit of Table 6.

As a result of realization of control actions, mode optimization power losses
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daily load graph(load increase), its parameters are given in Table 7, and optimized
transformation ratios and corresponding mode parameters - in Table 8.

As a result of performing control actions, mode optimization we succeeded in
decreasing power losses from ΔS1 = 61.85 + j412.73 (MVA) for the mode (Table 7)

Branches R (Ohm) X (Ohm) kactive kreactive

№ of beginning № of the end

11 10 0.6 27 0.6487 0

12 9 0.37 9.28 0.6498 0

11 9 0.3 13 0.6479 0

7 3 0.21 11.53 0.65 0

1 2 0.4951 26.471 1 0

1 3 10.398 40.221 1 0

1 5 41.516 16.092 1 0

2 4 62.464 24.129 1 0

2 6 94.649 36.565 1 0

3 9 9.882 20.962 1 0

4 9 51.038 19.749 1 0

5 10 4.342 16.816 1 0

8 9 8.82 15.124 1 0

8 10 2.067 2.145 1 0

11 23 5.207 22.793 1 0

11 14 28.566 22.112 1 0

12 23 5.207 25.18 1 0

12 13 65.596 51.101 1 0

23 13 58.719 45.759 1 0

14 16 2.645 20.578 1 0

15 16 2.338 8.404 1 0

16 17 17.457 13.701 1 0

16 19 3117 11.206 1 0

17 18 0.9522 76.176 1 0

17 22 71.415 55.704 1 0

21 22 46.023 35.866 1 0

7 15 5.68 24.865 1 0

21 18 0.873 6.851 1 0

21 15 1.666 12.96 1 0

19 20 1.349 10.474 1 0

20 13 0.741 5.713 1 0

12 10 0.31 14 0.6524 0

10 6 26.471 11.522 1 0

Table 3.
Information of circuit branches.
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to ΔS2 = 61.80 + j412.68 (MVA). Thus the effect of LTC transformer switchings is
ΔS1-ΔS2 = 0.05 + j0.5 (MVA).

If as a result of determining the coefficient of regulating effect limitation for
circuit transformers (Figure 3) the following values are obtained: kwind,9–11 = 0.85,
kwind,12–9 = 0.4, kwind,11–10 = 0.3 а kwind,12–10 = 0,2, then expected quasi-decrease of
losses, taking into account these coefficient will be defined.

Control actions are performed by the transformer, installed in the branch 9–11,
namely, we change position of LTC with 14 tap on 15, in this case, the expected
losses of active power are ΔP9–11 = 61.82 (MW). We find the decrease of active
power losses ΔРΣ - ΔP9–11 = 61.85–61.82 = 0.03 (MW), however, having taken into
account the coefficient of regulating effect limitation, losses decrease change
δPquasi.9–11 = (ΔРΣ - ΔP9–11)∙kwind,9–11 = 0.0255 (MW). New quasi-losses ΔPquasi.9–
11 = ΔP9–11 + δPquasi.9–11 = 61.82 + 0.0255 = 61.8455 (MW). Results of the calculation
of other transformers are given in Table 9.

We define mode parameters for the circuit with quasi-resistances from Table 11
and corrected transformation ratios from Table 12.

We find losses of active power in the branch, that contains the transformer, as
function the element of vector-column of complete power losses in the branches of
the circuit by the expression

№ of the node U (kV) Phase (grad) Pload (MW) Q load (MVAr) Pgen (MW) Q gen (MW)

1 136.34 �5.73 108 22 182 30

2 135.54 �6.27 187.15 76 172.9 30

3 141.22 �0.94 176.4 36.26 0 0

4 136 �8.2 74 15 0 0

5 137 �8.11 68.16 13.44 0 0

6 136.36 �10.3 129.2 25.27 0 0

7 218.84 2.99 19.4 1.94 0 0

8 142.57 �7.72 169.29 34.65 131.55 131.75

9 141.55 �5.6 275 66 0 0

10 141.64 �7.29 191.1 49 0 0

11 222.36 �3.12 40 10 0 0

12 219.92 �4.12 54.88 17.64 0 0

13 236.15 7.89 0 0 495 150

14 228.34 1.56 184.3 37.05 0 101.39

15 233.22 11.21 304.32 61.44 235.2 51.32

16 233.45 10 100 20 185 80

17 237.79 15.28 35.64 13.86 0 0

18 241.5 16.92 323.01 65.96 417.1 176.19

19 231.47 7.6 177.38 36.26 0 0

20 233.81 7.31 128 26 0 0

21 241.5 17.83 0 0 425.7 146

22 241.5 25.95 0 0 420 �3.69
23 234.6 0 265 54 417.85 281.37

Table 4.
Information of the circuit nodes.
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daily load graph(load increase), its parameters are given in Table 7, and optimized
transformation ratios and corresponding mode parameters - in Table 8.
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Table 3.
Information of circuit branches.
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to ΔS2 = 61.80 + j412.68 (MVA). Thus the effect of LTC transformer switchings is
ΔS1-ΔS2 = 0.05 + j0.5 (MVA).

If as a result of determining the coefficient of regulating effect limitation for
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δPquasi.9–11 = (ΔРΣ - ΔP9–11)∙kwind,9–11 = 0.0255 (MW). New quasi-losses ΔPquasi.9–
11 = ΔP9–11 + δPquasi.9–11 = 61.82 + 0.0255 = 61.8455 (MW). Results of the calculation
of other transformers are given in Table 9.

We define mode parameters for the circuit with quasi-resistances from Table 11
and corrected transformation ratios from Table 12.

We find losses of active power in the branch, that contains the transformer, as
function the element of vector-column of complete power losses in the branches of
the circuit by the expression

№ of the node U (kV) Phase (grad) Pload (MW) Q load (MVAr) Pgen (MW) Q gen (MW)

1 136.34 �5.73 108 22 182 30
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16 233.45 10 100 20 185 80
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ΔPα ¼ Re ΔSαð Þ, (19)

where ΔSα = ΔUα∙Iα is element of vector-column of power losses in the branches,
that contain transformers, ΔUα is kth element of vector-column of phase voltages
drop in the branches, and Iα is the current of the branches with transformers
couplings, α is the number of row, that correspond to the branch with transformer
couplings in vector-column ΔSbr.

The value of quasi resistance in kth-branch:

Zα ¼ ΔSα
Îα

2 , (20)

where α ¼ kþ β, where k – is the number of the row of the first branch, that
contains the transformer, β is the coefficient of the change of consecutive number
of branch, that contains the transformer, it changes in the range from 0 to ψ � 1ð Þ,
ψ is the number of branches, containing transformers.

Applying this algorithm, according to (20), quasi-resistances of the branches,
containing transformers are found. The results of the calculations are given in
Table 10. The aim of control is provider of minimum of all system active power
losses that is determined by the expression

ΔF ¼
Xn
i¼1

ΔPi ! min : (21)

If ΔFmin : ¼ ΔPmin : is the minimum value of the efficiency function (active
power losses), ΔFcur: ¼ ΔPcur: current value of efficiency function (active power

Transf. Ktr.cur. Ktr.opt. Kwind.

j

ΔPtr.j

(MW)
ΔРΣ - ΔPtr.j

(MW)
δPquasi.j

(MW)
ΔPquasi j.

(MW)
Ncur. Nopt.

9–11 0.6507 0.659 0.85 61.82 0.03 0.0255 61.8455

14 15

12–9 0.6521 0.6419 0.46 61.83 0.02 0.0092 61.8392

14 13

11–10 0.6513 0.665 0.34 61.835 0.015 0.0051 61.8401

14 16

12–10 0.6542 0.651 0.25 61.84 0.01 0.0025 61.8425

15 14

Table 9.
Results of limiting effect coefficients calculation for circuit transformers.

Parameters Transformer
9–11

Transformer
12–9

Transformer
11–10

Transformer
12–10

Branch resistance, Ohm 0.3 + j13 0.37 + j9.28 0.3 + j27 0.3 + j14

Quasi resistance of the
branch, Ohm

0.32 + j25.2 0.4 + j13.2 0.36 + j28.4 0.35 + j19.2

Table 10.
Quasi-resistances of transformers branches of the circuit.
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ΔPα ¼ Re ΔSαð Þ, (19)

where ΔSα = ΔUα∙Iα is element of vector-column of power losses in the branches,
that contain transformers, ΔUα is kth element of vector-column of phase voltages
drop in the branches, and Iα is the current of the branches with transformers
couplings, α is the number of row, that correspond to the branch with transformer
couplings in vector-column ΔSbr.

The value of quasi resistance in kth-branch:

Zα ¼ ΔSα
Îα

2 , (20)

where α ¼ kþ β, where k – is the number of the row of the first branch, that
contains the transformer, β is the coefficient of the change of consecutive number
of branch, that contains the transformer, it changes in the range from 0 to ψ � 1ð Þ,
ψ is the number of branches, containing transformers.

Applying this algorithm, according to (20), quasi-resistances of the branches,
containing transformers are found. The results of the calculations are given in
Table 10. The aim of control is provider of minimum of all system active power
losses that is determined by the expression

ΔF ¼
Xn
i¼1

ΔPi ! min : (21)

If ΔFmin : ¼ ΔPmin : is the minimum value of the efficiency function (active
power losses), ΔFcur: ¼ ΔPcur: current value of efficiency function (active power

Transf. Ktr.cur. Ktr.opt. Kwind.

j

ΔPtr.j

(MW)
ΔРΣ - ΔPtr.j

(MW)
δPquasi.j

(MW)
ΔPquasi j.

(MW)
Ncur. Nopt.

9–11 0.6507 0.659 0.85 61.82 0.03 0.0255 61.8455

14 15

12–9 0.6521 0.6419 0.46 61.83 0.02 0.0092 61.8392

14 13

11–10 0.6513 0.665 0.34 61.835 0.015 0.0051 61.8401

14 16

12–10 0.6542 0.651 0.25 61.84 0.01 0.0025 61.8425

15 14

Table 9.
Results of limiting effect coefficients calculation for circuit transformers.

Parameters Transformer
9–11

Transformer
12–9

Transformer
11–10

Transformer
12–10

Branch resistance, Ohm 0.3 + j13 0.37 + j9.28 0.3 + j27 0.3 + j14

Quasi resistance of the
branch, Ohm

0.32 + j25.2 0.4 + j13.2 0.36 + j28.4 0.35 + j19.2

Table 10.
Quasi-resistances of transformers branches of the circuit.
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losses), n is the total number of branches in the circuits, kтr.min. value of transfor-
mation ratio at which calculated losses of active power are minimal, then the
dependence of active power losses change (values of efficiency function ΔF ∗

cur: ¼
ΔFcur:
ΔFmin :

) in relative units on the values of transformation ratios k ∗ ¼ kcur:
ktr:min :

(Figure 4)
for various transformers will be built.

Thus, the transition from the current to the mode can be realized by switching
the LTC of the transformer, installed in the branch 9–12 from 13 tap to 14tap and
perform regulation of the transformer in branch 12–10, changing LTC position from
tap 14 to 15 tap are shown in Figure 5.

As a result of realization of control actions the mode will be reached by trans-
former switching of the branch 11–10 from 14 to 16 tap of LTC, transformer of the
branch 12–10 from 15 tap to 14 tap, transformer of the branch 9–11 transformer
from 14 to 15 tap and transformer of the branch 9–12 from 14 to 13 tap of LTC,
respectively, how are shown in Figure 6.

We see that due to consideration of technical state of transformers, their ranking
occurred by the measure of impact on the reduction of active power losses. To reach
mode now it is more expedient to use a transformer of 9–12 branch as it during one
switching of LTC from 14 tap to 15 tap reduces most active power losses.

Figure 5.
Charts of dependencies of changes in active power loss on the values of transformation ratios for large loads
mode, without taking into account technical state of the transformers.

Figure 4.
Charts of dependencies of changes in active power loss on the values of transformation ratios for small loads
mode.
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losses), n is the total number of branches in the circuits, kтr.min. value of transfor-
mation ratio at which calculated losses of active power are minimal, then the
dependence of active power losses change (values of efficiency function ΔF ∗

cur: ¼
ΔFcur:
ΔFmin :

) in relative units on the values of transformation ratios k ∗ ¼ kcur:
ktr:min :

(Figure 4)
for various transformers will be built.

Thus, the transition from the current to the mode can be realized by switching
the LTC of the transformer, installed in the branch 9–12 from 13 tap to 14tap and
perform regulation of the transformer in branch 12–10, changing LTC position from
tap 14 to 15 tap are shown in Figure 5.

As a result of realization of control actions the mode will be reached by trans-
former switching of the branch 11–10 from 14 to 16 tap of LTC, transformer of the
branch 12–10 from 15 tap to 14 tap, transformer of the branch 9–11 transformer
from 14 to 15 tap and transformer of the branch 9–12 from 14 to 13 tap of LTC,
respectively, how are shown in Figure 6.

We see that due to consideration of technical state of transformers, their ranking
occurred by the measure of impact on the reduction of active power losses. To reach
mode now it is more expedient to use a transformer of 9–12 branch as it during one
switching of LTC from 14 tap to 15 tap reduces most active power losses.

Figure 5.
Charts of dependencies of changes in active power loss on the values of transformation ratios for large loads
mode, without taking into account technical state of the transformers.

Figure 4.
Charts of dependencies of changes in active power loss on the values of transformation ratios for small loads
mode.
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7. Discussion of the results of transformation ratios of EES transformers
determination, taking into account the state of transformers

The analysis of the articles showed that neuro-fuzzy logic methods are used to
solve various problems of operating electric power systems, such as improving
power quality [18], classifying the faults of the electrical equipment based on
sequence components [19], developing of the controller of the tariff, which based
on neuro-fuzzy logic for the for distributing active power between a micro network
and EPC for improving energy quality [20].

The error of RRCT determination by means of the developed mathematical
neuro-fuzzy model, as compared with teaching sample and to the opinion of inde-
pendent experts does not exceed the error of the devices, measuring diagnostic
parameters. Such results are explained by complex usage of probability theory
methods neuro-fuzzy modeling and modern software Matlab. These results also
confirm the information provided in the article by Moudud Ahmed, Naruttam
Kumar Roy. In their article [21], it is written that the use of automatic systems for
adaptive control of electric power systems (EPS) based on neuro-fuzzy modeling
and based on an inference system (ANFIS) is promising method. This improves EPS
performance, for example, reduces power losses. Similar positive results of using
neuro-fuzzy logic are described in the article by Priyanka Ray and A.K. Sinha [22].
This article says that the use of neuro-fuzzy logic has allowed the development of a
hybrid control system that provides the maximum generated electrical power of
hydro, wind and solar power plants even under incomplete data on current weather
conditions and power consumption.

Also, in the works [23–25] of the authors H. Suna, R. M. Velasquez; J.W.M. Lara;
Dong Ling; Yao-Yu Xu; Yu Liang; Yuan Li; Ning Liuand Quan and Jun Zhang were
reviewed methods of intelligent diagnostics of transformers that use fuzzy logic
and in the future can be applied to improve diagnostic systems and other power
equipment.

Such feature of the suggested method for determining the control actions of
LTC-transformers, as account of PPCT, in the process of ES modes control, pro-
vides such advantages as reduction of the equipment damage rate, decrease of
active power losses in the EPS. Due to the of the peculiarities method of determi-
nation of control action of LTC-transformers, taking into account their technical
state, perspectives of developments and introduction in EPS of modern micropro-
cessor –based systems, automatic control of LTC of transformers become possible.

As compared with the known method of voltage drop control on the branches of
EPS circuits, with the method of overloads decrease of transmission lines, at the

Figure 6.
Transformation ratio for large loads mode, taking into account technical state of the transformers.
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expense of redistribution of power overflows in EPS, decrease of active power losses
in the process of transportation by means of LTC- transformers, the suggested
method allows to select, by means of account the suggested RRCT, the transformer
for EPS mode control, that would simultaneously provide the reduction of power
losses and is more reliable.

Usage of quasi-resistances of circuit branches, that unlike the transformers used,
in the process of calculation of nominal resistances of the branches, take into
account transformers state and possible losses of utility companies due to possible
damages, allows to calculate EPS mode in rise of transformers transformation ratio
change and by means comparison of calculated power losses select the most effi-
cient transformer.

The suggested peculiarity of application the method of neuro-fuzzy modeling
(usage in teaching sample the model of transformer resource instead of measured
values of diagnostic parameters - calculated and partially corrected by independent
experts of coefficients of residual resource) enables to take into account simulta-
neous impact on RRCT the results of both current and periodic control.

The drawback of the suggested mathematical neuro-fuzzy model of RRCT is
necessity of large data base regarding coefficient of residual resource of diagnostic
parameters CRRDP (Coefficient of residual resource of the diagnostic parameter)
for specific transformers. Attempt to reduce database or use the model from other
similar transformer results in the increase of model error. Limitation on the usage of
RRCT model is the necessity of application only on one – investigated transformer.
Therefore, we need models for each transformer. The method of determination of
control actions by LTC transformers does not take into account voltage limitations
in nodes and current limitations in the branches of the circuit.

Further development of the given research will be realized in the development
of mathematical models of other types of high voltage equipment, involved in the
process of EPS modes control, damage of which areas place (Figure 7).

Problems of the considered research development are caused by the necessity of
long lasting experiments and observations over the processes of aging and develop-
ment of high voltage equipment damage, processes of EPS modes parameters
change not only on computer ad mathematical models of the equipment and EPS
modes and on real equipment.

Figure 7.
Damage of high voltage equipment in EPS: (a) 750 kV shunt reactor; (b) current transformer and 750 kV air
circuit breaker; (c) 33 kV voltage transformer; (d) 750 kV SF6 circuit breaker; (e) air circuit breaker; (f)
110 kV SF6 circuit breaker.

121

Determination of Optimal Transformation Ratios of Power System Transformers in Conditions…
DOI: http://dx.doi.org/10.5772/intechopen.84959



7. Discussion of the results of transformation ratios of EES transformers
determination, taking into account the state of transformers

The analysis of the articles showed that neuro-fuzzy logic methods are used to
solve various problems of operating electric power systems, such as improving
power quality [18], classifying the faults of the electrical equipment based on
sequence components [19], developing of the controller of the tariff, which based
on neuro-fuzzy logic for the for distributing active power between a micro network
and EPC for improving energy quality [20].

The error of RRCT determination by means of the developed mathematical
neuro-fuzzy model, as compared with teaching sample and to the opinion of inde-
pendent experts does not exceed the error of the devices, measuring diagnostic
parameters. Such results are explained by complex usage of probability theory
methods neuro-fuzzy modeling and modern software Matlab. These results also
confirm the information provided in the article by Moudud Ahmed, Naruttam
Kumar Roy. In their article [21], it is written that the use of automatic systems for
adaptive control of electric power systems (EPS) based on neuro-fuzzy modeling
and based on an inference system (ANFIS) is promising method. This improves EPS
performance, for example, reduces power losses. Similar positive results of using
neuro-fuzzy logic are described in the article by Priyanka Ray and A.K. Sinha [22].
This article says that the use of neuro-fuzzy logic has allowed the development of a
hybrid control system that provides the maximum generated electrical power of
hydro, wind and solar power plants even under incomplete data on current weather
conditions and power consumption.

Also, in the works [23–25] of the authors H. Suna, R. M. Velasquez; J.W.M. Lara;
Dong Ling; Yao-Yu Xu; Yu Liang; Yuan Li; Ning Liuand Quan and Jun Zhang were
reviewed methods of intelligent diagnostics of transformers that use fuzzy logic
and in the future can be applied to improve diagnostic systems and other power
equipment.

Such feature of the suggested method for determining the control actions of
LTC-transformers, as account of PPCT, in the process of ES modes control, pro-
vides such advantages as reduction of the equipment damage rate, decrease of
active power losses in the EPS. Due to the of the peculiarities method of determi-
nation of control action of LTC-transformers, taking into account their technical
state, perspectives of developments and introduction in EPS of modern micropro-
cessor –based systems, automatic control of LTC of transformers become possible.

As compared with the known method of voltage drop control on the branches of
EPS circuits, with the method of overloads decrease of transmission lines, at the

Figure 6.
Transformation ratio for large loads mode, taking into account technical state of the transformers.

120

Fuzzy Logic

expense of redistribution of power overflows in EPS, decrease of active power losses
in the process of transportation by means of LTC- transformers, the suggested
method allows to select, by means of account the suggested RRCT, the transformer
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in the process of calculation of nominal resistances of the branches, take into
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damages, allows to calculate EPS mode in rise of transformers transformation ratio
change and by means comparison of calculated power losses select the most effi-
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8. Conclusions

1.Analysis of damager ate of power transformers and methods of the EPS modes
control allows to state that it is a necessary to use the results of on-line
diagnostics of LTC-transformers not only to determine the expediency of
further operation or repair of the equipment and for calculation
transformation values (with the account of the suggested RRCT) for their
usage in the process of modes control.

2.The model enables, by means of accounting, of both current and retrospective
values of diagnostic parameters on RRCT and determine its current value. That
is necessary for automatic and automated reliable and control of EPS modes.

3. Improved method of determination of control actions by LTC- transformers,
by means of comparative analysis of the results of EES modes with quasi
resistances of circuit branches, enables to soled the transformer and calculate
transformation ratio that provides minimal amount of LTC switching.
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Chapter 7

The Fuzzy Logic Methodology for
Evaluating the Causality of Factors
in Organization Management
Nazarov Dmitry Mikhailovich

Abstract

The paper is concerned with solving the problem of factor causality using the
tools of the fuzzy set theory. The paper formulates the problem of causal relations in
a broad sense and analyzes the methods for its solution with an emphasis on the
socioeconomic aspects. For this purpose, the system approach, comparative exper-
iment, economic and mathematical modeling, and other general scientific methods
are used. The authors suggest that the causality of factors be studied based on the
theory of fuzzy binary relations using the mathematical tools of Goguen’s fuzzy
implication. As an example, the paper describes the effect of organizational culture
indicators under the Denison’s model on the key performance indicators of an
organization.

Keywords: factor causality, fuzzy evaluation, causality, fuzzy binary relations,
corporate culture, balanced scorecard

1. Introduction

The three well-known mathematical theories concerned with the modeling of
economic systems under uncertainty are the theory of probability, the theory of
possibilities, and the fuzzy set theory. Fuzzy mathematical models represent a new
and promising trend in applied mathematics and are increasingly being used in
various applied fields in situations involving various kinds of uncertainties where
these cannot be strictly formalized by the methods of probability theory and math-
ematical statistics. These uncertainties can be of various types: those caused either
by the inability to determine the values of parameters with mathematical precision
or by the impossibility of finding their exact numerical limits.

The main idea of this tool is that any economic indicator is interpreted as an
integral one and is thus defined not by an absolute number but by a certain interval
(i.e., fuzzified) which corresponds to the real-life situations where only the limit
values of the analyzed indicator within which it can vary are known with sufficient
precision, but there is no quantitative or qualitative information about the possibil-
ities or probabilities that its various values will be implemented within a given
interval. That is, when using the mathematical apparatus of the fuzzy set theory, it
is necessary to formalize one’s vision of the possible values that the indicator in
question can take and specify the set of its values and the degree of uncertainty that
each of these values will be assumed. Once the input economic indicators are
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formalized, we may calculate the possibility distribution of a generalized indicator
or a system of desired output characteristics by the “level principle of generaliza-
tion” or “Zadeh’s generalization principle.” After such calculation and having built
the so-called inference engine for the main economic indicators, it is necessary to
defuzzify and interpret them based on the system of rules set by the researcher.

Development of such models for economic system management makes it possi-
ble to address the uncertainty in economic agents’ behavior and, thus, to minimize
the “human-sized” risks of decision-making.

2. Analyzing the mechanisms of management factor causality
in organizations

The central goal of most scientific research is to elucidate the cause-and-effect
relationships among variables or events. For millennia, the issues of “causality”
have enjoyed great interest among representatives of many sciences: philosophy,
psychology, economics, physics, chemistry, etc. In social and economic sciences,
the “cause-and-effect relationship” issues are associated with the new term “cau-
sality” which is increasingly used. Causality (Lat. causalis) is a cause-and-effect
relationship: a causal interdependence of events in time [26]. To establish the causal
relations among the variables (synonyms “deterministic,” “causal”) is, probably,
one of the most important problems in the scientific research. Indeed, any scientist
seeks to identify a cause-and-effect relationship and implement the most effective
mechanism to achieve the desired outcome. The broad application scope of the
causality concept dictates the diversity of approaches to its study [3, 28].

In a broad sense, the causality theory essentially answers the simple question
associated with verifying the statement that “event X generates event Y.” In this
case, X is called the cause or a causal factor, and Y is the consequence, response, or
the resultant factor. Mathematically speaking, X is a necessary condition for Y, and
Y is a sufficient condition for X. The problem of the causality theory is presented in
the form of a graph below (see Figure 1).

Based on the studies [27, 28], the problems of causal relations among factors can
be formulated as follows:

1. The problem of X directly affecting Y: does factor X actually affect factor Y
directly, or is there some indirect impact that factor X exerts on factor Y
through some factor Z?

Figure 1.
Basic factor causality graph.

128

Fuzzy Logic

2. The problem of delayed or retrospective causality: did factor X actually affect
the resultant factor Y, or was this effect random, and is the change in factor Y
due to other reasons? Delayed causality comes into play when factor Y is
measured after some time has passed since factor X, and when factor Y is
measured at a given moment in time based on retrospective measurements of
factor X, this is commonly referred to as retrospective causality.

3. The problem of functionality of causal relations consists of finding a solution to
dichotomy: is the relation deterministic or probabilistic? In the first case, we
can talk of a law, principle, etc. in the area of interest, while in the second case,
it is a stable, strong, or weak relation for a certain class of objects.

The three interrelated scientific problems of causal relations can be represented
in the form of a causal field. In this case, we are exploring all adjacent relationships,
i.e., the set of variables {X} capable of affecting the outcome Y, the set of other
resultant variables {Y} dependent on X, and the set of variables {Z}.

A causal field characterizes a set of factors that, on the one hand, provide a
sufficiently complete description of the subject and make it possible to explain the
obtained or predicted results based on the established interrelationships, on the
other. The structure of the causal field is commonly built on the basis of substantive
considerations and the experimental results, and the alleged causality is either
confirmed, and hypotheses about the nature of the given and associated relation-
ships are suggested or refuted.

The issues of causal relations in economics and management are discussed in
many works by Nobel laureates who build their models on the assumption that if Y
could exist, then X could have had an effect, and a situation could arise where X
caused Y. That is, the authors essentially reveal the significant patterns in the causal
field, test them against examples, and summarize them into economic laws. G.
Akerlof argues that the simple Pareto efficient equilibrium market trading results
could be radically changed if we considered buyers and sellers with a certain
assumed degree of information asymmetry. Thus, G. Akerlof’s model is a causal
field: unless the asymmetry of market information is taken into account, the
behavior of buyers and sellers will provide a less reliable description of the real
market situation, and, therefore, a new theory of market behavior will need to be
developed. Another prominent example in this matter is the theory of segregation.
According to Schelling’s theory, a causal field is a combination of at least three
factors: targeted state policy, preferences of an individual market agent, and segre-
gation. The causal relations that he established counter the commonly accepted
view that segregation can only result in the targeted government policies or strong
segregation preferences.

The probabilistic and statistical models involving, above all, the study of events
occurring in the course of experiments are considered as the fundamental economic
and mathematical models of causal relations among factors.

The first group of models implements correlation and regression analysis.
Within this group of models, we should note S. Wright’s structural equations and
diagrams [13, 16], the Neyman-Rubin causal models [15], Pearl’s functional models
[14], David’s dynamic models [3], and various graph models. Anyway, all these
models employ different types of correlation analysis as a measure of determination
and calculate a coefficient of correlation. In case of assurance that the data have a
normal distribution and are of interval nature, the Pearson correlation coefficient is
used; in the event of dichotomy and the use of ranks, the rank correlation coeffi-
cient or the point-biserial one is used. To identify causality, parametric and
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nonparametric single-factor analyses of variance are also used, and the chi-square
value of the contingency coefficient in the crosstab tables is calculated and
analyzed.

If an indirect effect needs to be identified, the authors, as a rule, suggest using
the various modifications of the two-factor analysis of variance and the multiple
regression implementation technology, where the regression line inclination is
taken as a characteristic of the causal relation strength.

Structural modeling proves to be very useful in determining the significance of
an indirect effect. This usually involves the comparison of two models, and their
coefficients are used to estimate the indirect, direct, or ambivalent effect of factors.

The second group of models received a general name of confirmatory analysis
[10, 24]. Confirmatory factor analysis, or the measurement model, relies on the
assumption that relationship among several explicit variables results from the com-
mon cause of their joint variability, i.e., a factor as a latent variable. The measure-
ment model makes it possible to test the assumption that this set of indicators is
sufficient to measure the latent construct and to determine what contribution each
indicator makes to its evaluation. The confirmatory factor analysis based on the
method of maximum likelihood is a special case of the modeling method using
linear structural equations. Unlike the exploratory factor analysis, it correlates the
isolated factor structure with the one already known to or assumed by the
researcher and determines the reliability of this correlation. The researcher here
needs to have some idea of the test variables structure and of the causal field in
general. Such idea can be defined by some theoretical principles tested in the
experiment or obtained by exploratory factor analysis.

The methodology of confirmatory analysis is to a greater extent based on
deductive (confirmatory) logic than on the inductive (exploratory) one. Deductive
logic starts from building a structural model of directional and nondirectional rela-
tions between the given constructs with a view to its further verification for con-
sistency with the empirical data and adjustment by means of data analysis.

The basic idea of confirmatory analysis is not only to single out a certain set of
factors but also to correlate this solution with the one established previously. The
starting point for this procedure is the following vector algebra equation:

Сkk ¼ LkfCff L0fkUkk: (1)

where Сkk is a covariance matrix for k variables; alternatively, a correlation
matrix can be used; Сff is the covariance matrix for f factors. Generally, this matrix
is assumed to be diagonal, i.e., factors do not correlate with each other. Lkf is the
factor loading matrix, and L0fk is its transposed version. Ukk is a diagonal covariance
matrix for the variable-specific factors. The presence of this parameter obviously
indicates that the maximum likelihood procedure is based on the common factor
model.

Several examples of how the methods described above that were used in various
studies are provided below.

In her study, Yudaeva discusses the causal relation between the process of
Russia’s accession to the WTO and the implications thereof. The causal field is an
acyclic graph whose nodes are events and arcs are information flows evaluated in a
probabilistic form. Based on the expert knowledge processed by the method of
randomized probabilities, a forecast is made, and the strength of relations in the
acyclic graph is established on the example of the Russian electricity sector. Further,
the study discusses the scenarios of possible consequences based on processed
expert opinions and constructs a decision tree. Based on the aggregated expert
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knowledge, a method has been obtained to estimate the probability that certain
alternatives will be implemented which the author interpreted as the effect of
Russia’s accession to the WTO on the electricity industry segment.

Since one of our key objectives is to identify and evaluate the effect of implicit
factors on organizational performance, in our study we will consider the existing
models and methods for evaluating the impact of such implicit factor as organiza-
tional culture [23].

It should be noted that the number of foreign and domestic studies on evaluating
the impact that organizational culture has on company performance is extremely
small so far and does not reflect the business needs in this respect.

The main foreign studies are the Corporate Culture and Performance by Kotter
and Heskett [11], Built to Last by Collins and Porras [2],The Balanced Scorecard by
Kaplan and Norton [20], and Practice What You Preach: What Managers Must Do to
Create a High Achievement Culture by Maister [21]. As to research by Russian scien-
tists, there are the studies by Solomandina, Zhuravleva, and Zhukov, who also tried
to evaluate from different perspectives the effect of organizational culture on vari-
ous aspects of company performance in the Russian context.

The most systematic research in this area was performed by the US scientist
D. Maister, who tried to formalize the causal relationship between “organizational
culture and company performance” based on the conceptual provisions of Kaplan
and Norton.

Maister highlighted the following factors or elements of organizational culture:
development; coaching; psychological climate in the team; high standards by which
he understood the personal qualities of employees, commitment, and high perfor-
mance; long-term orientation; empowerment; fair compensation; and employee
satisfaction.

This set of organizational culture indicators is not accidental. From the author’s
point of view, it determines the financial success of an organization. The author,
relying on the above works, proves this on practice by studying a fairly large
number of different companies over a number of years.

Of interest is also the logic behind Maister’s causal relations which is expressed
as the following chain: financial indicators, product quality, and employee satisfac-
tion (high standards, support, coaching, and empowerment) (system of fair com-
pensation, employee commitment, and enthusiasm; coaching) (long-term
orientation, interest and enthusiasm of employees). Note that some elements of the
chain contain not one but two or more variables that are in turn related to each
other.

Financial component of organizational performance, according to Maister, is an
integral weighted convolution of the four indicators: profit per employee, revenue
growth over the past 2 years, profit growth over the past 2 years, and return on
sales.

By the statistical analysis of financial performance for 139 offices employing
5589 people, Maister proved that there are two factors that have the greatest influ-
ence on financial success—i.e., profit growth (0.81) and profit per employee (0.53).
The remaining factors have a significantly lower impact: 0.27 and 0.24, respectively.

The relationship between financial performance and organizational culture can
be analyzed using Maister’s flowchart (see Figure 2). The respondents rate each
indicator of the organizational culture on a 1–6 scale. The average score is then used
for the analysis, and the relation coefficients expressed as parameter b represent an
amount of change in the variable that would result from a one-unit change in
another variable.

The weakness of this research lies in the use of econometric apparatus: the
author assumes that connections are linear and evaluates their strength; moreover,
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acyclic graph is established on the example of the Russian electricity sector. Further,
the study discusses the scenarios of possible consequences based on processed
expert opinions and constructs a decision tree. Based on the aggregated expert
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knowledge, a method has been obtained to estimate the probability that certain
alternatives will be implemented which the author interpreted as the effect of
Russia’s accession to the WTO on the electricity industry segment.

Since one of our key objectives is to identify and evaluate the effect of implicit
factors on organizational performance, in our study we will consider the existing
models and methods for evaluating the impact of such implicit factor as organiza-
tional culture [23].

It should be noted that the number of foreign and domestic studies on evaluating
the impact that organizational culture has on company performance is extremely
small so far and does not reflect the business needs in this respect.
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and Heskett [11], Built to Last by Collins and Porras [2],The Balanced Scorecard by
Kaplan and Norton [20], and Practice What You Preach: What Managers Must Do to
Create a High Achievement Culture by Maister [21]. As to research by Russian scien-
tists, there are the studies by Solomandina, Zhuravleva, and Zhukov, who also tried
to evaluate from different perspectives the effect of organizational culture on vari-
ous aspects of company performance in the Russian context.

The most systematic research in this area was performed by the US scientist
D. Maister, who tried to formalize the causal relationship between “organizational
culture and company performance” based on the conceptual provisions of Kaplan
and Norton.

Maister highlighted the following factors or elements of organizational culture:
development; coaching; psychological climate in the team; high standards by which
he understood the personal qualities of employees, commitment, and high perfor-
mance; long-term orientation; empowerment; fair compensation; and employee
satisfaction.

This set of organizational culture indicators is not accidental. From the author’s
point of view, it determines the financial success of an organization. The author,
relying on the above works, proves this on practice by studying a fairly large
number of different companies over a number of years.

Of interest is also the logic behind Maister’s causal relations which is expressed
as the following chain: financial indicators, product quality, and employee satisfac-
tion (high standards, support, coaching, and empowerment) (system of fair com-
pensation, employee commitment, and enthusiasm; coaching) (long-term
orientation, interest and enthusiasm of employees). Note that some elements of the
chain contain not one but two or more variables that are in turn related to each
other.

Financial component of organizational performance, according to Maister, is an
integral weighted convolution of the four indicators: profit per employee, revenue
growth over the past 2 years, profit growth over the past 2 years, and return on
sales.

By the statistical analysis of financial performance for 139 offices employing
5589 people, Maister proved that there are two factors that have the greatest influ-
ence on financial success—i.e., profit growth (0.81) and profit per employee (0.53).
The remaining factors have a significantly lower impact: 0.27 and 0.24, respectively.

The relationship between financial performance and organizational culture can
be analyzed using Maister’s flowchart (see Figure 2). The respondents rate each
indicator of the organizational culture on a 1–6 scale. The average score is then used
for the analysis, and the relation coefficients expressed as parameter b represent an
amount of change in the variable that would result from a one-unit change in
another variable.

The weakness of this research lies in the use of econometric apparatus: the
author assumes that connections are linear and evaluates their strength; moreover,
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the established hierarchy structures the relationships within the corporate culture
factors considerably and essentially leaves out the possibility of their simultaneous
independent change. In general, Maister gives a sufficiently complete and objective
evaluation of the impact that the organizational culture has on the firm’s financial
success.

The next stage in the development of the “organizational culture vs. company
performance” dual relationship was the model suggested by Professor Denison at
the International Institute for Management Development in Lausanne, who, based
on statistical data from more than 1000 firms, made another attempt to describe
logical chains between the components of organizational culture and main perfor-
mance indicators of an organization. According to this model, organizational cul-
ture is a synergistic sum of four dimensions: involvement, consistency, adaptability,
and mission. Each dimension is broken down further in accordance with the
research; in particular, the mission determines the strategy, goals, and objectives, as
well as the company’s vision; consistency involves coordination/integration, agree-
ment, and core values; involvement comprises team orientation, capability devel-
opment, and empowerment; and adaptability involves creating change, customer
focus, and organizational learning [18].

Figure 2.
Financial performance index vs. organizational culture elements [21].
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In the Denison’s model, the set of financial performance indicators of an organi-
zation has also been significantly expanded: in addition to financial indicators, he
suggests using a wide range of key measurable and qualitative performance indica-
tors such as assets and investments, sales and product quality, employee satisfaction
and innovation, creativity and customer focus, sales growth, and market share gain.
This approach provides a more complete reflection of the relationship between
organizational culture and performance in the broad sense. That is, Denison’s model
combines the ideas of Kravetz, Thompson, and Maister and contains its own new
features, being a more accurate tool to determine what impact the organizational
culture has on company performance. In essence, Denison suggested his own orig-
inal causal field of factors that link organizational performance with culture.

Denison found that mission and consistency have a greater impact on financial
indicators, such as ROA (return on assets), ROI (return on investment), and ROS
(return on sales). The value of the mission and consistency indices of three to four
usually indicates a high return on investment, assets, and sales, as well as the
operational strength of an organization.

Consistency and involvement (internal focus) affect quality, employee satisfac-
tion, and return on investment. Similarly, the value of these indices from 3 to 4
indicates high product quality, smaller percentage of scrap and rework, proper
resource allocation, and a higher level of employee satisfaction.

Involvement and adaptability influence product development and innovation.
When these parameters have an index of three to four, it means a high level of
innovation in manufacturing and service, creativity, and a quick response to the
changing desires and needs of both clients and their own wage workers.

Adaptability and mission (external focus) influence revenues, sales growth, and
market share. When the values of these parameters range from 3 to 4, the organi-
zation is likely to see a steady sales growth and market share gain.

Denison’s method for index calculation is based on statistical estimates that get
recalculated when a new object of research is added to the knowledge base and
refines the impact standard derived from changes in the data set.

In the Russian research of recent years, we can note the study by Zhuravleva
who developed her own impact evaluation model (causal field) with regard to the
specifics of the Russian business activity (Figure 3).

As know-how of her model, the author suggests using the structural elements of
“effective leadership,” “horizontal management structure,” and “loyalty and crea-
tivity at work” influencing such performance indices as the product quality, sales
growth, employee turnover, labor productivity, and the number of labor miscon-
ducts. From the author’s point of view, organizational culture can also be evaluated
using the following indices: creativity factor, innovation level, coefficient of satis-
faction with the organization, rate of knowledge and skill implementation, worker
qualification factor, professional competence factor, and responsibility factor [22].

Given the specifics of the Russian economy and the socio-morphic nature of the
organizational culture (OC) phenomenon, Russian scientists note its influence on
the product quality, sales growth, employee turnover, labor productivity, number
of labor misconducts while evaluating OC through the creativity factor, the level of
innovation, the coefficient of satisfaction with the organization, and the factors of
knowledge and skill implementation, employee qualification, professional compe-
tence, and responsibility.

In her study, Pervakova [25] builds the following flowchart of influence that
the organization culture has on business performance and labor productivity
(Figure 4).
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The literature review once again proved the scale of the problem being
addressed. The research revealed a sufficiently large number of parameters and
factors of influence and determined their principles and mechanisms. The authors
of all models, both domestic and foreign, only determine the dichotomous effect of
organizational culture on the key performance indicators describing the qualitative
influence (a typical example is with an effective organizational culture, the turn-
over rate is low) while not trying to formalize it in order to answer the question of
both how and to what degree (weakly, neutrally, strongly) the level of OC affects
the parameters of interest. Note also that even when quantitative estimates are used
in the studies, they are based on econometric relationships and, therefore, assume
the existence of a serious database of accumulated results. And finally, one of the
most important observations: a number of authors believe the organizational cul-
ture components to have a direct impact on financial and economic performance,
while others are confident that this impact is indirect. We adhere to the latter point
of view, and our evaluation model will be based on this very assumption.

The experience of foreign researchers and practitioners who studied how the
organizational culture affects business performance suggests that:

1. The organizational culture has a direct prevailing effect on employee satisfaction,
job involvement, and ethics of customer communication. These factors in turn

Figure 3.
Structural elements of the organizational culture which determine the company’s performance [19].
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affect the financial and market performance of companies which they interpret
as customer satisfaction and loyalty and labor productivity and profitability
[4–7, 9].

2. The types of organizational culture also affect the financial and market
performance of companies, for example, in the Cooke and Rousseau model
[26], the cooperation and competition types are most favorable to the financial
and market performance.

3. Relying on the OSP model of organizational culture, Sheridan and Chatman
discovered that some of its components such as “respect for people” and “team
orientation” have a much greater effect on job involvement, employee
satisfaction, and decrease in staff turnover, than the others [1].

4.The most advanced in this respect is the Denison model. It was his practical
experience that allowed him to identify those components of organizational
culture that affect performance indicators of a generalized business unit.

The key difference of our methodology lies in formalizing a factor as a linguistic
variable and in using standard fuzzification and defuzzification techniques to come
to a conclusion based on fuzzy logic procedures.

The search for and interpretation of the information related to building a causal
field, to the identification of factors, and to the meaningful evaluation of obtained
result remain beyond the scope of the literature reviewed above. The model of the
causal field being suggested by the author is an acyclic graph, and the strength of
relations is calculated from processing the expert judgments by traditional graph-
matrix techniques.

Figure 4.
Flowchart of the OC impact on business performance.
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3. Fuzzy model to evaluate the causality of organization’s performance
factors

Linguistic variable [12] as a special tool in the fuzzy set theory allows us to
formalize the verbal description of a balanced scorecard and its structural properties
but disregards the strength of relations between indicators and factors within it.
Therefore, in our opinion an adequate model to evaluate the impact of implicit
factors on economic processes should be developed based on a combination of the
fuzzy set theory concepts and objectification of the expert judgments.

The following model allows us to find the degree to which an implicit factor
influences the measurable ones, i.e., those whose values can be obtained quantita-
tively by introducing an indirect factor into the model.

To develop a model, one needs at least to explore the three sub-models that
make up the economic system. For each sub-model, we introduced the following
designations: A, implicit factors; B, indirect indicators; and C, quantitatively mea-
surable indicators.

The general plan for model development consists of two steps:
First step: to develop sub-models
Second step: to combine sub-models into a general model, to analyze it, and to
address the problem in question

Sequence of operations at the first step:

• Initial determination of a set of numerical indicators for each sub-model

• Lists of sets of numerical indicators

Sequence of operations at the second step:

• Evaluation of the mutual influence among indicators in pairs (A, B), (A, C),
and (B, C)

• Finding the indirect effects of model A indicators on model C indicators

• Interpretation of the obtained results

3.1 Sub-model development

The set of selected implicit factors will be considered as a carrier set of sub-
model A, that of indirect factors as sub-model B and that of the measurable factors
as sub-model C.

Sub-models A, B, and C can be represented by the sets of indicators:

A ¼ a1; a2;…; anf g,
B ¼ b1; b2;…; bmf g,
C ¼ c1; c2;…; ckf g:

(2)

3.2 Combination of sub-models into a general model and its analysis

To identify the latent, B-mediated effects of A indicators on C indicators, one
can use a combination of a hierarchy analysis method and the fuzzy relation theory.

In this case, we are interested in fuzzy binary relations:
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aρ1b : a affects b, a; bð Þ∈A� B,
bρ2c : b affects c, b; cð Þ∈B� C,
aρ3c : a affects c, a; cð Þ∈A� C

(3)

The fuzzy relation theory can be applied to identify and evaluate the implicit
effects. Relations are given by the matrices JAB, JAC, and JBC, whose elements are the
values of membership for the corresponding pair of elements in a binary relation.
The definition of membership functions is known to be the most difficult part of the
fuzzy set theory. This is where the hierarchy analysis method can be of help.

Assume, for example, that matrix JAB is given as

JAB ¼

s11 s12 … s1m
s21 s22 … s2m
… … … …

sn1 sn2 … snm

0
BBB@

1
CCCA, (4)

where sij 0≤ sij ≤ 1; i ¼ 1; 2;…; n; j ¼ 1; 2;…;m
� �

is the strength of effect that
indicator ai has on indicator bj.

The sij values are usually determined by experts. The analytic hierarchy process
(AHP) can be used here for the purposes of consistency and clarification and to
increase the validity of expert judgments related to sij values.

The diagram of hierarchies in this case has the following form (Figure 5).
Calculated by the standard procedure, the normalized estimates of the priorities

vector for each bj should be written in jth column of the JAB matrix: s1j; s2j;…; snj
� �T.

However, remember that the resulting JAB matrix would only reflect the expertly
established effect of indicator ai on indicator bj if all the normalized estimates of
each priority vector meet the chosen consistency measure. Otherwise, either the
models A and B themselves or the expert judgments will need to be revised.

The JAC and JBC matrices are composed in a similar way:

JAС ¼

z11 z12 … z1k
z21 z22 … z2k
… … … …

zn1 zn2 … znk

0
BBB@

1
CCCA, JBC ¼

u11 u12 … u1k
u21 u22 … u2k
… … … …

um1 um2 … umk

0
BBB@

1
CCCA, (5)

where zij ð0≤ zij ≤ 1; i ¼ 1, 2,…, n; j ¼ 1, 2,…, kÞ is the strength of effect
that indicator ai has on indicator cj and
uij ð0≤ uij ≤ 1; i ¼ 1, 2,…, m; j ¼ 1, 2,…, kÞ is the strength of effect that
indicator bi has on indicator cj.

Figure 5.
The diagram of hierarchies in AHP.
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The latent, B-mediated effects of sub-model A indicators on those of sub-model
C can be established and evaluated as follows (Figure 6).

The strength of direct effect that ai has on ci is determined by matrix element zi1.
Similarly, the strength of direct effect that ai has on c2,…, ck is set by the numbers
zi2,…, zik in this matrix. In addition to direct impact, the indicator ai affects c1,…, ck
through the mediating element bi, a sub-model B indicator. The strength of bi-
mediated indirect impact of ai on c1,…, ck is set to z ∗

i1 , z
∗
i2 ,…, z ∗

ik values that represent
the minimums of sij and correspond to uj1, uj2,…, ujk : z ∗

i1 ¼ min sij; uj1
� �

, z ∗
i2 ¼

min sij; uj2
� �

,…, z ∗
ik ¼ min sij; ujk

� �
. The ai element can affect each of the c1,…, ck

elements not only through the “mediator” bi but also through any element of
sub-model B (Figure 7).

The cumulative mediated effect of element ai on сj is set equal to the maximum
effect mediated through all the elements of sub-model B:

z ∗ij ¼ max min si1; u1j
� �

;min si2; u2j
� �

;…;min sim; umj
� �� �

, (6)

Figure 6.
Direct and bj-mediated impact of аi on sub-model C elements.

Figure 7.
Direct and sub-model B element-mediated effect of ai on cj.
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Considering the operation “min” as multiplication and “max” as an addition, it
appears that all the B-mediated effects of A on C are defined in the product of
matrices JAB and JBC:

J ∗AС ¼ JAB � JBC ¼

z ∗
11 z ∗

12 … z ∗
1k

z ∗
21 z ∗

22 … z ∗
2k

… … … …

z ∗
n1 z ∗

n2 … z ∗
nk

0
BBB@

1
CCCA, (7)

where z ∗
ij is defined by Eq. (1).

All the values of sij, uij, zij are expertly determined.
If the strength of direct effect of A on C expertly determined by the analytic

hierarchy process exceeds the indirect one, then there is no point in accounting for
it. If the inequality z ∗

ij � zij .0 holds, then an indirect (and not recognized by
experts) effect of the ith implicit factor on the jth resulting index is found. More-
over, the difference z ∗

ij � zij can be considered an estimated strength of such effect.
The developed model makes it possible to find and evaluate the strength of the

indirect effect that implicit factors have on the system’s key measurable indicators.
It combines two mathematical techniques, i.e., the analytic hierarchy process and
the theory of fuzzy binary relations. Each of these techniques is quite widely used,
but we have not found their combination in the available literature. The quantita-
tive and qualitative conclusions derived from this model are easy to interpret and
verify in practice.

The developed model makes it possible to expertly find and evaluate the
strength of the indirect effect of implicit factors on the system’s key measurable
indicators. In the thesis, we suggest that the estimated effects be obtained using
Goguen’s fuzzy logic inference, as it is the one that satisfies the logic of defining the
mutual effects among indicators within the sub-models A, B, and C.

Step 1. At this step, the effect matrices JAB; JBС are structurally and
quantitatively defined according to the rules R1 and R2:

R1 : JAB ¼ xij
� � ¼ min 1;

bj
ai

� �� �
,where i ¼ 1::n, j ¼ 1::m: (8)

R2 : JBC ¼ yjk
n o

¼ min 1;
ck
bj

� �� �
,where j ¼ 1::m, k ¼ 1::k: (9)

The resulting matrix that estimates the effects between sub-models A and C is
found by the rule of minimax matrix products:

J ∗ ¼ JAB � JBC (10)

Step 2. At this step, the indicators of sub-models A* and C* are recorded after
the implicit factor is changed, while the effect matrices defined by Eqs. (3),
(4), and (5) remain the same (the strength of effects does not change).

Step 3. Calculation of the quantifiable indicators of sub-model Cestimate:

Сestimate ¼ J ∗ � A ∗ , (11)

where A ∗ is a set of numerical values of the implicit factor measured and
recorded after the change.
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The latent, B-mediated effects of sub-model A indicators on those of sub-model
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� �
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� �
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� �
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;min si2; u2j
� �

;…;min sim; umj
� �� �

, (6)

Figure 6.
Direct and bj-mediated impact of аi on sub-model C elements.

Figure 7.
Direct and sub-model B element-mediated effect of ai on cj.
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Considering the operation “min” as multiplication and “max” as an addition, it
appears that all the B-mediated effects of A on C are defined in the product of
matrices JAB and JBC:
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1
CCCA, (7)
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indirect effect that implicit factors have on the system’s key measurable indicators.
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but we have not found their combination in the available literature. The quantita-
tive and qualitative conclusions derived from this model are easy to interpret and
verify in practice.

The developed model makes it possible to expertly find and evaluate the
strength of the indirect effect of implicit factors on the system’s key measurable
indicators. In the thesis, we suggest that the estimated effects be obtained using
Goguen’s fuzzy logic inference, as it is the one that satisfies the logic of defining the
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Step 1. At this step, the effect matrices JAB; JBС are structurally and
quantitatively defined according to the rules R1 and R2:
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The resulting matrix that estimates the effects between sub-models A and C is
found by the rule of minimax matrix products:

J ∗ ¼ JAB � JBC (10)

Step 2. At this step, the indicators of sub-models A* and C* are recorded after
the implicit factor is changed, while the effect matrices defined by Eqs. (3),
(4), and (5) remain the same (the strength of effects does not change).

Step 3. Calculation of the quantifiable indicators of sub-model Cestimate:
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where A ∗ is a set of numerical values of the implicit factor measured and
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Assume that С ∗ is the set of numerical values for the measurable indicators
of sub-model C after the implicit factor is changed. The paper suggests that
the Сestimate,С ∗ indicator sets be defuzzified by Mamdani algorithm into
dСestimate, dС

∗ and the relative error be found for the defuzzified difference
values. The dС ∗ – dСestimate

dСestimate
indicator will be the desired estimated effectiveness of the

proposed impact evaluation. Relations are given by matrices JAB, JBC, JAC whose
elements are the values of membership of the corresponding pair of elements in a
binary relation.

4. Implementation of the fuzzy model to evaluate the causality of
organization’s performance factors

Using the reflexive selection procedure, a causal field was built, and indicators
were divided into three groups according to the model. The expert distribution is
presented in the form of Table 1.

We have found that KK1 (adaptability) has little direct effect on OP1, OP2, and
OP3 but a strong OP1-mediated one on PP4. Other indirect effects were identified in
a similar way.

As for the mathematical model, we introduced the following notation: fuzzy set
А = {КК1, КК2, КК3, КК4} describes the indicators of the IT company’s organizational
culture, fuzzy set В = {РР1, РР2, РР3, РР4} describes indirect indicators, and fuzzy
set С = {ОР1, ОР2, ОР3} comprises the IT company’s key performance indicators.

Note that the indicators chosen for the purposes of model implementation have
different units of measurement. Therefore, they need to be modified by being
presented as a fuzzy set. In our model, after looking into different normalizing
methods to represent each sub-model’s indicators as a fuzzy set, we found little to
no variation in results as a function of the data normalizing method, and, therefore,
each sub-model was assigned the membership function obtained by normalizing the
intra-sub-model indicator values by means of dividing them by the maximum
indicator. The obtained estimates are interpreted as a degree to which the indicators
influence each other within the set. At the same time, we should understand that all
these indicators (within each sub-model) must be measured in the same units
(rubles, percent, fractions, etc.).

Therefore, in the course of the experiment, we selected performance indicators
of the target organizations, revised their structures using reflexive selection model,
and built their causal field with regard to the structure defined above.

A fuzzy evaluation of the effect that an implicit factor has on organization’s key
performance indicators will be obtained using the fuzzy logic rules, algorithms, and

Organizational culture indicators
(implicit factor) (sub-model А)

Indirect (intermediary)
indicators (sub-model В)

Key performance indicators of
an IT company (sub-model С)

KK1: adaptability
KK2: mission
KK3: cooperation
KK4: involvement

PP1: percentage of innovative
solutions in services and sales
PP2: percentage of projects
performed on time
PP3: percentage of proceeds
from each customer
PP4: percentage of
innovations per employee

OP1: net profit
OP2: sales of products and
services
OP3: rate of return

Table 1.
System of IT company performance indicators divided into three groups.
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procedures, but J. Goguen’s1 fuzzy implication will be taken as a basis since it
satisfies the logic of relations among our indicators within the developed causal
model.

The fuzzy inference rules by which we will evaluate the strength of relations
among indicators as elements of fuzzy sets [17] that we defined in Table 1 can be
written as follows:

R1: If КК1 = a1 and КК2 = a2 and КК3 = a3 and КК4 = a4, then PP1 = b1 and PP2 = b2
and PP3 = b3 and PP4 = b4.

R2: If PP1 = b1 and PP2 = b2 and PP3 = b3 and PP4 = b4, then ОР1 = с1 and ОР2 = с2
and ОР3 = с3.

According to the theory of fuzzy binary relations, each rule can be represented
in the form of matrix:

R1 : JAB ¼ xij
� � ¼ min 1;

bj
ai

� �� �
where i ¼ 1::4, j ¼ 1::4: (12)

R2 : JBC ¼ yjk
n o

¼ min 1;
ck
bj

� �� �
where j ¼ 1::4, k ¼ 1::3: (13)

The final impact evaluation matrix can be found according to the minimax
matrix product principle:

J ∗ ¼ JAB � JBC (14)

This matrix shows the extent to which implicit factor indicators influence key
performance indicators of an organization. Using this matrix, we can estimate the
cost of improving the implicit factor (in our case, OC) based on changes in the key
performance indicators of the organization.

Note that all the indicators (ai, bj, ck) necessary to evaluate the strength of
relation are based on the current state of business in the respective organizations
from time to time.

Using the web service named “Implicit Factors Impact Evaluation” (bi.usue.ru),
we will present the results of this technique being applied to all three organizations
under study.

Application of the mechanism through which the implicit factors affect the key
performance indicators of an organization is described through the example of
OOO nanoinform. Table 2 shows the performance indicators of OOO nanoinform
for October-November 2014. Based on these indicators, the membership functions
were constructed.

To obtain the values of the fuzzy set membership functions (Tables 4 and 5)
that characterize OOO nanoinform’s performance indicators, we divided each indi-
cator in each indicator group by the maximum value for this group and obtained the
values characterizing each indicator’s membership degree (Table 3). Interpretation
of the obtained results is simple and clear—it is the degree to which the indicators
within a group affect each other, which meets the purpose of our model.

For the final model value for a fuzzy set C that characterizes the key perfor-
mance indicators, we made a Mamdani fuzzy inference. It characterizes the

1 J. Goguen’s fuzzy implication or simply a fuzzy proposition implication in the form of (“if, then”) is a

binary logical operation resulting in a fuzzy proposition, the truth of which can take on the value defined

by the formula:

Т X! Yð Þ ¼ min 1;T Yð Þ=Т Xð Þf g where Т Xð Þ.0.
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4. Implementation of the fuzzy model to evaluate the causality of
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were divided into three groups according to the model. The expert distribution is
presented in the form of Table 1.

We have found that KK1 (adaptability) has little direct effect on OP1, OP2, and
OP3 but a strong OP1-mediated one on PP4. Other indirect effects were identified in
a similar way.

As for the mathematical model, we introduced the following notation: fuzzy set
А = {КК1, КК2, КК3, КК4} describes the indicators of the IT company’s organizational
culture, fuzzy set В = {РР1, РР2, РР3, РР4} describes indirect indicators, and fuzzy
set С = {ОР1, ОР2, ОР3} comprises the IT company’s key performance indicators.

Note that the indicators chosen for the purposes of model implementation have
different units of measurement. Therefore, they need to be modified by being
presented as a fuzzy set. In our model, after looking into different normalizing
methods to represent each sub-model’s indicators as a fuzzy set, we found little to
no variation in results as a function of the data normalizing method, and, therefore,
each sub-model was assigned the membership function obtained by normalizing the
intra-sub-model indicator values by means of dividing them by the maximum
indicator. The obtained estimates are interpreted as a degree to which the indicators
influence each other within the set. At the same time, we should understand that all
these indicators (within each sub-model) must be measured in the same units
(rubles, percent, fractions, etc.).

Therefore, in the course of the experiment, we selected performance indicators
of the target organizations, revised their structures using reflexive selection model,
and built their causal field with regard to the structure defined above.

A fuzzy evaluation of the effect that an implicit factor has on organization’s key
performance indicators will be obtained using the fuzzy logic rules, algorithms, and

Organizational culture indicators
(implicit factor) (sub-model А)

Indirect (intermediary)
indicators (sub-model В)

Key performance indicators of
an IT company (sub-model С)

KK1: adaptability
KK2: mission
KK3: cooperation
KK4: involvement

PP1: percentage of innovative
solutions in services and sales
PP2: percentage of projects
performed on time
PP3: percentage of proceeds
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PP4: percentage of
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OP2: sales of products and
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System of IT company performance indicators divided into three groups.
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procedures, but J. Goguen’s1 fuzzy implication will be taken as a basis since it
satisfies the logic of relations among our indicators within the developed causal
model.

The fuzzy inference rules by which we will evaluate the strength of relations
among indicators as elements of fuzzy sets [17] that we defined in Table 1 can be
written as follows:

R1: If КК1 = a1 and КК2 = a2 and КК3 = a3 and КК4 = a4, then PP1 = b1 and PP2 = b2
and PP3 = b3 and PP4 = b4.

R2: If PP1 = b1 and PP2 = b2 and PP3 = b3 and PP4 = b4, then ОР1 = с1 and ОР2 = с2
and ОР3 = с3.

According to the theory of fuzzy binary relations, each rule can be represented
in the form of matrix:

R1 : JAB ¼ xij
� � ¼ min 1;

bj
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� �� �
where i ¼ 1::4, j ¼ 1::4: (12)

R2 : JBC ¼ yjk
n o

¼ min 1;
ck
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where j ¼ 1::4, k ¼ 1::3: (13)

The final impact evaluation matrix can be found according to the minimax
matrix product principle:

J ∗ ¼ JAB � JBC (14)

This matrix shows the extent to which implicit factor indicators influence key
performance indicators of an organization. Using this matrix, we can estimate the
cost of improving the implicit factor (in our case, OC) based on changes in the key
performance indicators of the organization.

Note that all the indicators (ai, bj, ck) necessary to evaluate the strength of
relation are based on the current state of business in the respective organizations
from time to time.

Using the web service named “Implicit Factors Impact Evaluation” (bi.usue.ru),
we will present the results of this technique being applied to all three organizations
under study.

Application of the mechanism through which the implicit factors affect the key
performance indicators of an organization is described through the example of
OOO nanoinform. Table 2 shows the performance indicators of OOO nanoinform
for October-November 2014. Based on these indicators, the membership functions
were constructed.

To obtain the values of the fuzzy set membership functions (Tables 4 and 5)
that characterize OOO nanoinform’s performance indicators, we divided each indi-
cator in each indicator group by the maximum value for this group and obtained the
values characterizing each indicator’s membership degree (Table 3). Interpretation
of the obtained results is simple and clear—it is the degree to which the indicators
within a group affect each other, which meets the purpose of our model.

For the final model value for a fuzzy set C that characterizes the key perfor-
mance indicators, we made a Mamdani fuzzy inference. It characterizes the

1 J. Goguen’s fuzzy implication or simply a fuzzy proposition implication in the form of (“if, then”) is a

binary logical operation resulting in a fuzzy proposition, the truth of which can take on the value defined

by the formula:

Т X! Yð Þ ¼ min 1;T Yð Þ=Т Xð Þf g where Т Xð Þ.0.
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composite indicator obtained from the estimate indicators—the main ones for
evaluating the company’s performance. The rule is if ОР1 = с1 and ОР2 = с2
and ОР3 = с3, then the composite indicator = с*.

Sub-model Indicator Value

A KK1, score 4.25

KK2, score 3.35

KK3, score 4.56

KK4, score 4.40

B PP1, % 20

PP2, % 15

PP3, % 17

PP4, % 12

C OP1, RUR 33,200

OP2, RUR 102,700

OP3, RUR 5100 (13%)

Table 2.
Performance indicators of OOO nanoinform for October-November 2014.

Sub-model Indicator Membership function value

A KK1 0.93

KK2 0.73

KK3 1

KK4 0.96

B PP1 1

PP2 0.75

PP3 0.85

PP4 0.6

C OP1 0.3

OP2 1

OP3 0.05

Table 3.
Membership functions based on performance indicators of OOO nanoinform.

A�B 1 0.75 0.85 0.6

0.93 1 0.81 0.91 0.65

0.73 1 1 1 0.82

1 1 0.75 0.85 0.6

0.96 1 0.78 0.89 0.63

Table 4.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indicators of an implicit
factor (organizational culture) and indirect indicators of OOO nanoinform for October-November 2014,
obtained using model formulas.
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Such representation would be very convenient, as it would allow us to calculate
the effect resulting from changes in implicit indicators.

After taking a number of measures aimed at improving the indicators, their new
values were obtained (Table 7).

To summarize the above, we pooled the final indicators according to the model
and the actual indicators (Table 8).

In general, the data presented in Table 8 indicate the reliability of selected
model, since the error was only 3%. To give a more accurate estimate of the implicit
parameters’ quantitative impact on the organization’s key performance indicators is
hardly possible, as their impact is partial and would be hard to formalize and, most
importantly, to separate from other impacts. To calculate even an approximate
impact, we had to “fuzzify” the intermediate indicators twice in order to prevent
reevaluation of the effect that the organizational culture factors have on indicators
of interest.

B�C 1 0.3 0.05

1 1 0.3 0.05

0.75 1 0.4 0.07

0.85 1 0.35 0.06

0.6 1 0.5 0.08

Table 5.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indirect indicators and
key performance indicators of OOO nanoinform for October-November 2014, obtained using model formulas.

A�C 1 0.3 0.05

0.93 1 0.5 0.08

0.73 1 0.5 0.08

1 1 0.5 0.08

0.96 1 0.5 0.08

Table 6.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indicators of the implicit factor
(organizational culture) and key performance indicators of OOO nanoinform for October-November 2014,
obtained using model formulas.

Indicator Indicator value before
taking measures

aimed at improving
the indicators of the

implicit factor
(organizational
culture), score

Membership
function value before

taking measures
aimed at improving
the indicators of the

implicit factor
(organizational

culture)

Indicator value after
taking measures

aimed at improving
the indicators of the

implicit factor
(organizational
culture), score

Membership
function value after
taking measures

aimed at improving
the indicators of the

implicit factor
(organizational

culture)

KK1 4.25 0.93 4.29 0.96

KK2 3.35 0.73 3.36 0.76

KK3 4.56 1 4.45 1

KK4 4.4 0.96 4.44 1

Table 7.
Values of the organizational culture indicators for OOO nanoinform and of the membership functions before
and after taking measures aimed at improving the organizational culture indicators.

143

The Fuzzy Logic Methodology for Evaluating the Causality of Factors in Organization…
DOI: http://dx.doi.org/10.5772/intechopen.84814
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Such representation would be very convenient, as it would allow us to calculate
the effect resulting from changes in implicit indicators.

After taking a number of measures aimed at improving the indicators, their new
values were obtained (Table 7).

To summarize the above, we pooled the final indicators according to the model
and the actual indicators (Table 8).

In general, the data presented in Table 8 indicate the reliability of selected
model, since the error was only 3%. To give a more accurate estimate of the implicit
parameters’ quantitative impact on the organization’s key performance indicators is
hardly possible, as their impact is partial and would be hard to formalize and, most
importantly, to separate from other impacts. To calculate even an approximate
impact, we had to “fuzzify” the intermediate indicators twice in order to prevent
reevaluation of the effect that the organizational culture factors have on indicators
of interest.
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The similar studies were conducted for two other companies.
The results of research for OOO Invest Water Technology, with the first study

and measurements performed in May 2014 and the final ones in December 2014,
are presented in Tables 9–14.

Indicator
designation

Indicator value before taking
measures aimed at improving the
indicators of the implicit factor
(organizational culture), RUR

Indicator value after taking
measures aimed at improving
the indicators of the implicit

factor (organizational culture)
under the proposed model, RUR

Actual
indicator
value,
RUR

ОР1 33,200 51,300 48,334

ОР2 102,700 102,700 112,000

ОР3 13% 18% 18%

Composite
indicator

80,926 85,494 88,303

Model
error, %

— 3 —

Table 8.
Comparison of the actual and model-based values for the OOO nanoinform key performance indicators.

Sub-model Indicator Value

A KK1, score 0.76

KK2, score 0.78

KK3, score 0.76

KK4, score 0.75

B PP1, % 14

PP2, % 12

PP3, % 10

PP4, % 9

C OP1, RUR 3,230,000

OP2, RUR 6,458,000

OP3, RUR 712,300 (6%)

Table 9.
Performance indicators of OOO Invest Water Technology for March 2014.

A�B 1 0.86 0.71 0.64

0.97 1 0.89 0.73 0.66

1 1 0.86 0.71 0.64

0.97 1 0.89 0.73 0.66

0.96 1 0.9 0.74 0.67

Table 10.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among the indicators of an implicit
factor (organizational culture) and indirect indicators of OOO Invest Water Technology for March 2014,
obtained using model formulas.
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Indicator Indicator value before
taking measures aimed

at improving the
indicators of the
implicit factor
(organizational
culture), score

Membership
function value before

taking measures
aimed at improving
the indicators of the

implicit factor
(organizational

culture)

Indicator value after
taking measures aimed

at improving the
indicators of the
implicit factor
(organizational
culture), score

Membership function
value after taking
measures aimed at
improving the

indicators of the
implicit factor

(organizational culture)

KK1 0.76 0.97 0.81 1

KK2 0.78 1 0.81 1

KK3 0.76 0.97 0.63 0.78

KK4 0.75 0.96 0.78 0.96

Table 13.
Values of the organizational culture indicators for OOO Invest Water Technology and of the membership
functions before and after taking measures aimed at improving the organizational culture indicators.

A�C 0.5 1 0.11

0.97 0.7 1 0.17

1 0.7 1 0.17

0.97 0.7 1 0.17

0.96 0.7 1 0.17

Table 12.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indicators of the implicit
factor (organizational culture) and key performance indicators of OOO Invest Water Technology for March
2014, obtained using model formulas.

B�C 0.5 1 0.11

1 0.5 1 0.11

0.86 0.58 1 0.13

0.71 0.7 1 0.15

0.64 0.78 1 0.17

Table 11.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indirect indicators and key
performance indicators of OOO Invest Water Technology for March 2014, obtained using model formulas.

Indicator
designation

Indicator value before taking
measures aimed at improving the
indicators of the implicit factor
(organizational culture), RUR

Indicator value after taking
measures aimed at improving the
indicators of the implicit factor

(organizational culture) under the
proposed model, RUR

Actual
indicator

value, RUR

ОР1 3,230,000 4,522,000 3,686,345

ОР2 6,458,000 6,458,000 6,814,123

ОР3 6% 15% 686,558 (14%)

Composite
indicator

5,061,973 5,490,329 5,345,735.40

Model
error, %

— 3 —

Table 14.
Comparison of the actual and model-based values for the OOO Invest Water Technology key performance
indicators.

145

The Fuzzy Logic Methodology for Evaluating the Causality of Factors in Organization…
DOI: http://dx.doi.org/10.5772/intechopen.84814



The similar studies were conducted for two other companies.
The results of research for OOO Invest Water Technology, with the first study

and measurements performed in May 2014 and the final ones in December 2014,
are presented in Tables 9–14.

Indicator
designation

Indicator value before taking
measures aimed at improving the
indicators of the implicit factor
(organizational culture), RUR

Indicator value after taking
measures aimed at improving
the indicators of the implicit

factor (organizational culture)
under the proposed model, RUR

Actual
indicator
value,
RUR

ОР1 33,200 51,300 48,334

ОР2 102,700 102,700 112,000

ОР3 13% 18% 18%

Composite
indicator

80,926 85,494 88,303

Model
error, %

— 3 —

Table 8.
Comparison of the actual and model-based values for the OOO nanoinform key performance indicators.

Sub-model Indicator Value

A KK1, score 0.76

KK2, score 0.78

KK3, score 0.76

KK4, score 0.75

B PP1, % 14

PP2, % 12

PP3, % 10

PP4, % 9

C OP1, RUR 3,230,000

OP2, RUR 6,458,000

OP3, RUR 712,300 (6%)

Table 9.
Performance indicators of OOO Invest Water Technology for March 2014.

A�B 1 0.86 0.71 0.64

0.97 1 0.89 0.73 0.66

1 1 0.86 0.71 0.64

0.97 1 0.89 0.73 0.66

0.96 1 0.9 0.74 0.67

Table 10.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among the indicators of an implicit
factor (organizational culture) and indirect indicators of OOO Invest Water Technology for March 2014,
obtained using model formulas.
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The results of research for the Regional Office of OOO SAP SNG in Yekaterin-
burg, with the first study and measurements performed in May 2014 and the final
ones in December 2014, are presented in Tables 15–20.

Thus, the experimental studies demonstrated that our model satisfies actual
practice requirements and provides the composite value with an error not exceed-
ing 3%. Using simulation technology, we established that in 93% of cases, the model
error does not exceed 3%.

A�B 0.75 1 0.75 0.7

1 0.75 1 0.75 0.7

1 0.75 1 0.75 0.7

0.97 0.77 1 0.77 0.72

0.96 0.78 1 0.78 0.73

Table 16.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among the indicators of an implicit
factor (organizational culture) and indirect indicators of the Regional Office of OOO SAP SNG in
Yekaterinburg for May 2014, obtained using model formulas.

B�C 0.61 1 0.13

0.75 0.81 1 0.17

1 0.61 1 0.13

0.75 0.81 1 0.17

0.7 0.87 1 0.19

Table 17.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indirect indicators and key
performance indicators of the Regional Office of OOO SAP SNG in Yekaterinburg for May 2014, obtained
using model formulas.

Sub-model Indicator Value

A KK1, score 0.78

KK2, score 0.78

KK3, score 0.76

KK4, score 0.75

B PP1, % 15

PP2, % 20

PP3, % 15

PP4, % 14

C OP1, RUR 4,530,000

OP2, RUR 7,378,000

OP3, RUR 933,500 (10%)

Table 15.
Performance indicators of the Regional Office of OOO SAP SNG in Yekaterinburg for May 2014.
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5. Methods of interpreting and making managerial decisions to improve
organizational performance with regard to factor causality

Business performance management (BPM) is a closed process consisting of four
interrelated steps (strategy development, planning, monitoring and analysis,

Indicator
designation

Indicator value before taking
measures aimed at improving
the indicators of the implicit

factor (organizational culture),
RUR

Indicator value after taking
measures aimed at improving
the indicators of the implicit

factor (organizational culture)
under the proposed model, RUR

Actual
indicator

value, RUR

ОР1 4,530,000 5,546,428 4,986,345

ОР2 7,378,000 7,378,000 7,734,123

ОР3 10% 16% 16%

Composite
indicator

5,898,078 6,292,497 6,209,014.86

Model error, % — 1 —

Table 20.
Comparison of the actual and model-based values for the Regional Office of OOO SAP SNG in Yekaterinburg
key performance indicators.

Indicator Indicator value
before taking

measures aimed at
improving the

indicators of the
implicit factor
(organizational
culture), score

Membership
function value
before taking

measures aimed at
improving the

indicators of the
implicit factor
(organizational

culture)

Indicator value
after taking

measures aimed at
improving the

indicators of the
implicit factor
(organizational
culture), score

Membership
function value after
taking measures

aimed at improving
the indicators of the

implicit factor
(organizational

culture)

KK1 0.78 1 0.80 0.99

KK2 0.78 1 0.81 1

KK3 0.76 0.97 0.70 0.86

KK4 0.75 0.96 0.80 0.99

Table 19.
Values of the organizational culture indicators for the Regional Office of OOO SAP SNG in Yekaterinburg and
of the membership functions before and after taking measures aimed at improving the organizational culture
indicators.

A�C 0.61 1 0.13

1 0.75 1 0.19

1 0.75 1 0.19

0.97 0.77 1 0.19

0.96 0.78 1 0.19

Table 18.
Goguen’s fuzzy logic rules establishing the fuzzy binary correspondences among indicators of the implicit factor
(organizational culture) and key performance indicators of the Regional Office of OOO SAP SNG in
Yekaterinburg for May 2014, obtained using model formulas.
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actions and adjustment) that transform business strategy into actions. The archi-
tecture of performance management system consists of a business component and a
technical one. The common framework that binds these two components together is
the measurements that define the leading, lagging, and diagnostic business perfor-
mance indicators serving as performance monitoring and organization managing
tools. At the present stage, the methodology of business performance management
(BPM) and balanced scorecard of an organization recommends using lead indica-
tors as they provide a wider overview of the future, expected performance, and
allow managing people, processes, and technologies with lower risk. Performance
management architecture is typically implemented as a panel of indicators within
the balanced scorecard in the form of a multilayer application based on the business
analysis and data integration infrastructure that allows the organizations to measure
and monitor performance indicators more effectively and to control them.

Our proposed technique for making and interpreting managerial decisions
is based on business analysis of the organization’s processes, i.e., the tools and
technologies necessary to transform data into information and information
into knowledge and plans that ensure effective business conduct and use the
following system of principles that we synthesized based on domestic and foreign
experience in [8].

The overlap principle is implemented by introducing a new indicator into the
model, namely, the fuzziness index that reflects the inconsistency in respondents’
opinions. The use of this fuzziness index to process the respondents’ answers gives
us at least two advantages: the first one is due to the fact that this index is sensitive
to the spread of their opinions and not sensitive to the number of respondents. This
allows us to conduct these experiments even in small companies and to obtain
adequate results.

The principle of openness to text is implemented in the interpretation model
itself which is based on the fuzzy logic apparatus and relevant algorithms but has
the field- and time-proven Denison questionnaire as its core part.

There is also the principle of effective history at work, the meaning of which lies
in semantic essence of the model obtained and improved as a result of an in-depth
scientific research in the global and domestic economics and mathematics.

Drawing the critics’ attention to the obtained unconventional results, it is worth
noting that we developed our mathematical model for calculating and interpreting
data using the principle of common lexicon that allowed us to frame our own vision
of results based on the available and time-proven lexicon, not contradictory in a
broad sense to the conventional vision obtained under Denison’s model.

The principle of lived experience and a similar principle of hermeneutic circle
allow us to get completely new interpretations for the obtained data from the
existing context by going “from particulars to generals” and vice versa, by going
from data to information and knowledge and thus increasing the value of the
obtained information due to similarity of model lexicons.

The principle of data intellectualization involves not only interpretation but also
development of the specialized intelligent algorithms that can optimally transform
data into information and knowledge suitable for making effective decisions.

The principles listed above are powerful tools for turning companies into self-
learning organizations, where decisions that ensure progress toward strategic goals
are made on the basis of facts generated using the business analysis procedures,
namely, from data to information (turns feedstock (data) into various information
products collected and aggregated as data banks), from information to knowledge
(analytical tools identify trends, patterns, and deviations and turn information into
a new product, i.e., knowledge), from knowledge to rules (rules that form new
management institutions are formulated on the basis of laws, models, and schemes
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discovered by analytical tools), and from rules to actions (plans are developed that
allow the rules to be implemented as actions of a business user).

By using the formulated principles to interpret the results obtained in the course
of work, we can formulate the rules for their application to making managerial
decisions and essentially obtain new formal managerial institutions for a given type
of organizations.

The results of the study demonstrated that one of conditions for effective per-
formance in the field of information technology is the existence of a mature implicit
factor such as organizational culture that has a positive effect on the organization’s
performance. Such a strong positive relationship between implicit factor and busi-
ness processes is primarily due to the fact that all indices under the Denison model
are of either higher or high level achieved by a clear understanding by the staff in
all the studied organizations of what for and why “they are here and now” (see
Figures 8 and 9).

Figure 8.
Comparison of results for the Denison model indices (across the selected organizations).

Figure 9.
Comparison of results for the final Denison model components (across the selected organizations).
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They have a clear goal from which specific strategic objectives are built, thus
ensuring a high degree of their involvement in the business process. Each employee
feels involved in making any important decisions in the course of business that
pursue a single common goal: to conduct business as efficiently as possible and to
achieve a high level of income for the company in general and for each employee
personally. A high degree of adaptability, which also plays an important role in
shaping the organizational culture, is manifested in relationships with customers
and employees and in mission understanding. The management of the surveyed
organizations that position themselves as innovative prepares the employees of all
levels to make decisions, to predict risks, and to be responsible for the outcome to
some extent.

Therefore, for OOO Invest Water Technology, the main strengths are its mission
understanding and consistency. For the Regional Office of OOO SAP SNG in Yeka-
terinburg, it is the increased adaptability and consistency, and for OOO nanoinform
it is the consistency and staff involvement in business processes. But in general, the
study demonstrated that there is no big gap in the values of indices across all the
parameters and that organizational culture is economically effective in all three
companies.

The causal fields of factors and performance indicators obtained for the organi-
zations operating in the field of information technologies allow us to formulate the
following rules that differ from those obtained by Denison:

1. Adaptability together with an increase in innovation has a major impact on
net income and sales.

2. The system of employee involvement that determines the level of
performance discipline has a great impact on sales and services.

Such formalization makes it possible to identify latent indirect effects that the
implicit factor has on the key performance indicators of an organization using a
mathematical tool, i.e., the fuzzy binary correspondences. The study revealed the
most significant indirect effects. They can be interpreted as follows: “Implicit factor
(organizational culture) has a significant effect on degree of innovation and on the
quality of goods and services (influence coefficient 0.9), which in turn affect the
increase in net profit and sales volumes.”

On the one hand, this confirms the already known conclusions, and on the other
hand, it allows adjusting the mental, statistical, and instrumental operation patterns
in the studied organizations based on the close connection between the made
decisions and management effectiveness.

So, the developed mechanism that evaluates the impact of an implicit factor on
key performance indicators of an organization increases the effectiveness of orga-
nization management and evaluates them not only expertly but also by obtaining
valid model parameters for the values of performance indicators.

Now we can see how our model can help the selected organizations to make
informed managerial decisions. Note that traditional balanced scorecard offers no
mechanism to verify the correctness of the quantitative estimates established for the
indicator values in the planes (projections). The organization’s management only
sets the threshold estimates in getting a certain threshold result. For example, the
amount of organization’s net profit should be increased by no less than 24%, which
is obviously set by experts, i.e., by managers of various levels by analyzing perfor-
mance monitoring data over some period of time. A fragment of a strategic map in
projection “finance” is considered, and the model-derived and raw information is
summarized in Tables 21–23. Note that for each organization in question, a
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composite indicator calculated using the Mamdani fuzzy inference algorithm was
introduced in projection “finance” in the form of a defuzzified value to characterize
the overall change in situation for this projection after taking measures to achieve
the strategic goals.

The calculated data obtained from the model can be interpreted by correlating it
with the goal thresholds set in the strategic map of OOO nanoinform:

1. In general, after taking measures to improve the implicit factor (organizational
culture), the composite indicator in projection “finance” increased by 6%
indicating a positive dynamic.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the

implicit factor, RUR

Indicator value after taking
measures aimed at

improving the indicators of
the implicit factor under the

proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

ОР1 33,200 51,300 55% Not less than 24%

ОР2 102,700 102,700 0% Over 13%

ОР3 13% 18% 5% Growth 15%

Composite
indicator

80,926 85,494 6%

Table 21.
Fragment of a strategic map for OOO nanoinform.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the

implicit factor, RUR

Indicator value after taking
measures aimed at

improving the indicators of
the implicit factor under the

proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

OP1 3,230,000 4,522,000 40% Not less than 24%

OP2 6,458,000 6,458,000 0% Over 13%

OP3 6% 15% 9% Growth 15%

Composite
indicator

5,061,973 5,490,329 8%

Table 22.
Fragment of a strategic map for ООО Invest Water Technology.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the
implicit factor,

RUR

Indicator value after
taking measures aimed

at improving the
indicators of the

implicit factor under the
proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

ОР1 4,530,000 5,546,428 22% Not less than 24%

ОР2 7,378,000 7,378,000 0% Over 13%

ОР3 10% 16% 6% Growth 15%

Composite
indicator

5,898,078 6,292,497 7%

Table 23.
Fragment of a strategic map for the Regional Office of ООО SAP SNG in Yekaterinburg.
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They have a clear goal from which specific strategic objectives are built, thus
ensuring a high degree of their involvement in the business process. Each employee
feels involved in making any important decisions in the course of business that
pursue a single common goal: to conduct business as efficiently as possible and to
achieve a high level of income for the company in general and for each employee
personally. A high degree of adaptability, which also plays an important role in
shaping the organizational culture, is manifested in relationships with customers
and employees and in mission understanding. The management of the surveyed
organizations that position themselves as innovative prepares the employees of all
levels to make decisions, to predict risks, and to be responsible for the outcome to
some extent.

Therefore, for OOO Invest Water Technology, the main strengths are its mission
understanding and consistency. For the Regional Office of OOO SAP SNG in Yeka-
terinburg, it is the increased adaptability and consistency, and for OOO nanoinform
it is the consistency and staff involvement in business processes. But in general, the
study demonstrated that there is no big gap in the values of indices across all the
parameters and that organizational culture is economically effective in all three
companies.

The causal fields of factors and performance indicators obtained for the organi-
zations operating in the field of information technologies allow us to formulate the
following rules that differ from those obtained by Denison:

1. Adaptability together with an increase in innovation has a major impact on
net income and sales.

2. The system of employee involvement that determines the level of
performance discipline has a great impact on sales and services.

Such formalization makes it possible to identify latent indirect effects that the
implicit factor has on the key performance indicators of an organization using a
mathematical tool, i.e., the fuzzy binary correspondences. The study revealed the
most significant indirect effects. They can be interpreted as follows: “Implicit factor
(organizational culture) has a significant effect on degree of innovation and on the
quality of goods and services (influence coefficient 0.9), which in turn affect the
increase in net profit and sales volumes.”

On the one hand, this confirms the already known conclusions, and on the other
hand, it allows adjusting the mental, statistical, and instrumental operation patterns
in the studied organizations based on the close connection between the made
decisions and management effectiveness.

So, the developed mechanism that evaluates the impact of an implicit factor on
key performance indicators of an organization increases the effectiveness of orga-
nization management and evaluates them not only expertly but also by obtaining
valid model parameters for the values of performance indicators.

Now we can see how our model can help the selected organizations to make
informed managerial decisions. Note that traditional balanced scorecard offers no
mechanism to verify the correctness of the quantitative estimates established for the
indicator values in the planes (projections). The organization’s management only
sets the threshold estimates in getting a certain threshold result. For example, the
amount of organization’s net profit should be increased by no less than 24%, which
is obviously set by experts, i.e., by managers of various levels by analyzing perfor-
mance monitoring data over some period of time. A fragment of a strategic map in
projection “finance” is considered, and the model-derived and raw information is
summarized in Tables 21–23. Note that for each organization in question, a
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composite indicator calculated using the Mamdani fuzzy inference algorithm was
introduced in projection “finance” in the form of a defuzzified value to characterize
the overall change in situation for this projection after taking measures to achieve
the strategic goals.

The calculated data obtained from the model can be interpreted by correlating it
with the goal thresholds set in the strategic map of OOO nanoinform:

1. In general, after taking measures to improve the implicit factor (organizational
culture), the composite indicator in projection “finance” increased by 6%
indicating a positive dynamic.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the

implicit factor, RUR

Indicator value after taking
measures aimed at

improving the indicators of
the implicit factor under the

proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

ОР1 33,200 51,300 55% Not less than 24%

ОР2 102,700 102,700 0% Over 13%

ОР3 13% 18% 5% Growth 15%

Composite
indicator

80,926 85,494 6%

Table 21.
Fragment of a strategic map for OOO nanoinform.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the

implicit factor, RUR

Indicator value after taking
measures aimed at

improving the indicators of
the implicit factor under the

proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

OP1 3,230,000 4,522,000 40% Not less than 24%

OP2 6,458,000 6,458,000 0% Over 13%

OP3 6% 15% 9% Growth 15%

Composite
indicator

5,061,973 5,490,329 8%

Table 22.
Fragment of a strategic map for ООО Invest Water Technology.

Indicator
designation

Indicator value
before taking

measures aimed at
improving the
implicit factor,

RUR

Indicator value after
taking measures aimed

at improving the
indicators of the

implicit factor under the
proposed model, RUR

Change
in the

indicator
value, %

Initial indicator value
according to the

organization’s strategic
goal set when building a

strategic map

ОР1 4,530,000 5,546,428 22% Not less than 24%

ОР2 7,378,000 7,378,000 0% Over 13%

ОР3 10% 16% 6% Growth 15%

Composite
indicator

5,898,078 6,292,497 7%

Table 23.
Fragment of a strategic map for the Regional Office of ООО SAP SNG in Yekaterinburg.
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2.Net profit increased by 55%, which is significantly higher than the expertly
defined 24%; i.e., the goal is in fact achieved.

3. The maximum expenditure limit for the measures taken to improve the
implicit factor will in this case be no more than RUR 18,100.

4.To improve other indicators in projection “finance,” a number of other
management activities are necessary to increase the value of selected indicators
in the strategic map to an acceptable level. For example, profitability was
increased by 5%, which fails to meet the 15% target level.

The calculated data obtained from the model can be interpreted by correlating it
with the goal thresholds set in the strategic map of OOO Invest Water Technology:

1. In general, after taking measures to improve the implicit factor (organizational
culture), the composite indicator in projection “finance” increased by 8%
indicating a positive dynamic.

2.Net profit increased by 40%, which is significantly higher than the expertly
defined 24%, i.e., the goal is in fact achieved.

3. The maximum expenditure limit for the measures taken to improve the
implicit factor will in this case be no more than RUR 1,292,000.

4.To improve other indicators in projection “finance,” a number of other
management activities are necessary to increase the value of selected indicators
in the strategic map to an acceptable level. For example, profitability was
increased by 9%, which fails to meet the 15% target level.

The calculated data obtained from the model can be interpreted by correlating it
with the goal thresholds set in the strategic map of the Regional Office of ООО SAP
SNG in Yekaterinburg:

1. In general, after taking the measures to improve the implicit factor
(organizational culture), the composite indicator in projection “finance”
increased by 7% indicating a positive dynamic.

2.Net profit grew by 22%, which is close to the expertly defined 24%; however,
the taken measures appeared to be insufficient, and other factors need to be
identified in the organization’s performance that would help achieve the set
strategic goal. At the same time, this means that the organization in question
has a fairly high level of organizational culture and should not spend money on
boosting it at this stage.

3. The maximum expenditure limit for the measures taken to improve the
implicit factor will in this case be no more than RUR 1,016,428.

4.To improve other indicators in projection “finance,” a number of other
management activities are necessary to increase the value of selected indicators
in the strategic map to an acceptable level. For example, profitability was
increased by 6%, which fails to meet the 15% target level.

The analysis of the obtained results and their interpretation according to the
principles outlined above constitutes the final stage of the organization

152

Fuzzy Logic

management process at which real actions are performed and plans are adjusted. At
this stage, monitoring of the developed indicator panel plays a key role as they warn
the management of potential problems and provide it with additional details and
recommendations that facilitate the making of fast and adequate managerial
decisions.

The developed management and managerial decision-making mechanism
proved that the change (improvement or degradation) in the implicit factor
(organizational culture) that was initially overlooked by all managers as a factor
conductive to improving key performance indicators does in fact influence the
organizational performance. At the same time, the proposed model offers a means
to compare the level of expenditure on implicit factor transformation with the
expected improvements in specific performance indicators and, therefore, in
performance in general.

6. Conclusion

The methodology for making integrated evaluation of the impact exerted by the
organizational culture based on fuzzy set descriptions has demonstrated:

1. The adequacy of our assumption that when presented as a linguistic variable, it
requires that the temporal nature of its components be taken into account in
that they can change over time (new ones added, old ones modified by
assigning them new meaning).

2. The connection between the evolution of opinions in the organizational culture
research with its implicit nature expressed in the direction in which its various
components have been identified with varying degree of relevance depending
on the period in the development of economic thought.

3. The multilevel and temporal nature of the effect that the organizational culture
has on the organization’s performance.

An instrumental analysis based on implementation of this methodology in the
form of a web application allowed us to conduct multiple experiments and provided
the statistical confirmation for our conclusions.

Under the proposed methodology for evaluating the organizational culture
framed on the basis of the one proposed by Daniel Denison to evaluate the corpo-
rate culture of an organization, the main differences of the author’s model are
demonstrated and include the fuzzy inference implemented as a way to quantita-
tively compare and classify organizations by their level of organizational culture,
which made this research less exclusive and more accessible not only for the large
but also for the medium and especially small businesses.

In addition, the methodology described above implements:

1. A nonconventional interpretation of results in the study of organizational
culture that identifies the levels of organizational culture as linguistic variable
terms and addresses its causal character under the balanced scorecard
methodology accepted in management theory and practice.

2.Not only the qualitative impact evaluation normally offered by various authors
and scientific schools emphasizes the unconditioned direct relationship
between the level of organizational culture development and the organization’s
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management process at which real actions are performed and plans are adjusted. At
this stage, monitoring of the developed indicator panel plays a key role as they warn
the management of potential problems and provide it with additional details and
recommendations that facilitate the making of fast and adequate managerial
decisions.

The developed management and managerial decision-making mechanism
proved that the change (improvement or degradation) in the implicit factor
(organizational culture) that was initially overlooked by all managers as a factor
conductive to improving key performance indicators does in fact influence the
organizational performance. At the same time, the proposed model offers a means
to compare the level of expenditure on implicit factor transformation with the
expected improvements in specific performance indicators and, therefore, in
performance in general.

6. Conclusion

The methodology for making integrated evaluation of the impact exerted by the
organizational culture based on fuzzy set descriptions has demonstrated:

1. The adequacy of our assumption that when presented as a linguistic variable, it
requires that the temporal nature of its components be taken into account in
that they can change over time (new ones added, old ones modified by
assigning them new meaning).

2. The connection between the evolution of opinions in the organizational culture
research with its implicit nature expressed in the direction in which its various
components have been identified with varying degree of relevance depending
on the period in the development of economic thought.

3. The multilevel and temporal nature of the effect that the organizational culture
has on the organization’s performance.

An instrumental analysis based on implementation of this methodology in the
form of a web application allowed us to conduct multiple experiments and provided
the statistical confirmation for our conclusions.

Under the proposed methodology for evaluating the organizational culture
framed on the basis of the one proposed by Daniel Denison to evaluate the corpo-
rate culture of an organization, the main differences of the author’s model are
demonstrated and include the fuzzy inference implemented as a way to quantita-
tively compare and classify organizations by their level of organizational culture,
which made this research less exclusive and more accessible not only for the large
but also for the medium and especially small businesses.

In addition, the methodology described above implements:

1. A nonconventional interpretation of results in the study of organizational
culture that identifies the levels of organizational culture as linguistic variable
terms and addresses its causal character under the balanced scorecard
methodology accepted in management theory and practice.

2.Not only the qualitative impact evaluation normally offered by various authors
and scientific schools emphasizes the unconditioned direct relationship
between the level of organizational culture development and the organization’s
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performance but also a quantitative one that answers the question of how much
would a change in a given direction of organizational culture (under Denison’s
model) affect the key performance indicators of an economic entity, by the
indirect effect evaluating technology that uses fuzzy binary correspondences
and a fuzzy logical inference (according to Goguen).

3. Impact evaluation makes it more understandable for application in the
organization management practice. In addition, this approach can strengthen
the proposed model by distinguishing several levels of impact: a direct effect of
various human resource management practices such as evaluation, career,
training, and the resulting phenomena (involvement, loyalty, job satisfaction,
turnover, etc.) on employment behavior, the effect on labor productivity of
individual employees, and, finally, the effect on the overall performance of an
organization and, hence, on its bottom-line performance.

Such approach may make the business interested in the organizational culture
research as it can predict economic performance directly. By economic performance
here, we mean the financial component of any business improvement, as well as a
number of nonfinancial indicators improved incidentally. For science, this model is
of interest primarily due to the fact that instead of organizational culture, it can
work with any other implicit factor of an organization’s performance that may not
even be currently recognized by the theory and practice of an organization’s busi-
ness processes management.
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Chapter 8

Functional Safety of FPGA Fuzzy
Logic Controller
Mohammed Bsiss and Amami Benaissa

Abstract

In this paper we describe a methodology to implement a fuzzy logic controller in
FPGA. The implementation of fuzzy logic controller (FLC) in FPGA requires a
qualitative and a quantitative analysis to define the system safety integrity level
(SIL). This level can be defined by the quantification of the probability of failure on
demand (PFDavg). We propose to analyze the implementation advance safety
architecture of fuzzy logic controllers with 1-out-of-2 controllers (1oo2) in FPGA
using the reliability block diagram (RBD) and the Markov model. We demonstrate
how from hardware characteristics parameters, such as rate of dangerous detected
failure and undetected failure, the diagnostic coverage, proof test interval and other
parameters to evaluate the PFDavg.

Keywords: fuzzy logic controller, safety integrity level (SIL), mean time to failure
(MTTF), safe failure fraction (SFF), reliability block diagram (RBD),
Markov model, average probability of dangerous failure on demand (PFDavg),
field programmable gate array (FPGA), IEC standard 61508

1. Introduction

A synthesize fuzzy logic controller in field programmable gate array FPGA
means that the VHDL code writing for the systems will be translated into gate,
multiplexer, registers RAM, etc. Very low-level FPGA faults to high-level system
hazards and common cause faults can put the FPGA-based systems in a dangerous
state [1].

However, safety-related issues for FPGA-based systems remain to be not only
verified but also following a safe methodology to design, implementation and
evaluation such systems.

According to [2] the FPGA chip is classified as a type B with very complex
structure. The first step was to perform failure modes, effects, and diagnostic
analysis (FMEDA) for the safety related FPGA-based fuzzy logic controller.

FMEDA is a systematic process used in the development stage of an integrated
circuit to ensure that it meets the pre-determined safety requirements. In the
FMEDA, each component implemented in our FPGA is analyzed for possible
failures and the consequences of these failures on the system.

The design, implementation and evaluation of a fuzzy logic controller in the
field programmable gate array require a qualitative and quantitative analysis
according to IEC 61508. Due to their usage in critical applications, the FLC have a
very stringent average probability of failure on demand (PFDavg) requirement.
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Chapter 8

Functional Safety of FPGA Fuzzy
Logic Controller
Mohammed Bsiss and Amami Benaissa

Abstract

In this paper we describe a methodology to implement a fuzzy logic controller in
FPGA. The implementation of fuzzy logic controller (FLC) in FPGA requires a
qualitative and a quantitative analysis to define the system safety integrity level
(SIL). This level can be defined by the quantification of the probability of failure on
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(MTTF), safe failure fraction (SFF), reliability block diagram (RBD),
Markov model, average probability of dangerous failure on demand (PFDavg),
field programmable gate array (FPGA), IEC standard 61508
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circuit to ensure that it meets the pre-determined safety requirements. In the
FMEDA, each component implemented in our FPGA is analyzed for possible
failures and the consequences of these failures on the system.

The design, implementation and evaluation of a fuzzy logic controller in the
field programmable gate array require a qualitative and quantitative analysis
according to IEC 61508. Due to their usage in critical applications, the FLC have a
very stringent average probability of failure on demand (PFDavg) requirement.
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This requirement is usually determined by industry standards, such as the safety
integrity level (SIL) rankings. The SIL is defined as a relative level of risk reduction
provides by a safety function for safety function our FPGA-based FLC.

The safety function performed by the FLC maintains a safe state of the system
relative to specific hazardous failures.

The four levels used in IEC 61508 are defined in Table 1 [5] for various fractions
of failures leading to a safe state as follows:

2. Definition and assumptions

2.1 Definition

Presented below is a glossary of terminology on topics related to functional
safety used in this paper.

Diagnostic coverage represents the probability of discovering a failure. Diag-
nostic coverage of the test according to the safety standard Norm IEC 61508 is
defined as the ratio of the rate of detected dangerous failures (by a diagnostic test)
on the total failure of detected and undetected dangerous failure.

Safe failure fraction is used for calculating safety integrity levels (SIL).
Mean time to failure is the average time to the first failure.
Mean time between failure (MTTR) is time between two failures.
Probability of failure on demand (PFD) is a probability on the time interval

that the system could not perform the function of safety for which it was at the time
or the application of this function is made.

The safe failure fraction is defined by the ratio of average failures of safe λS
plus dangerous detected failures λDD and safe plus dangerous detected and
undetected λDU failures. The calculation is based on the architecture of FLC and on
a functional analysis by carrying out a Failure Modes Effects and Diagnostic Analy-
sis (FMEDA).

Safety integrity level (SIL) – Given a SIL to a system is a decision to be taken in
consequence of process hazard and risk analysis. SIL defines the probability of
dangerous failure that a system can be authorized. There are four possibility levels
(SIL1, SIL2, SIL3 and SIL4) defined by safety norm IEC 61508 [2].

Component type A. All failure modes are known and can be detected. The value
of the security factor S for components of type A on a worst-case is defined as
S = 10% [3].

Component type B. All failure modes are not completely known. The value of
the security factor S for components of type B on a worst-case is defined as S = 50%.

Proof test T-proof is periodic tests offline directed to detect failures in a
system so that the system can be repaired to return in a state equivalent to its initial
state.

Safety integrity level Probably of failure on demand

SIL4 10�4 to 10�5

SIL3 10�3 to 10�4

SIL2 10�2 to 10�3

SIL1 10�1 to 10�2

Table 1.
Definition of SILs for low demand mode from IEC 61508-1.
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Diagnostic tests are online test to detect hazardous failure. The diagnostic tests
have an in fluent at the level of component (internal) but not at the level of the
function of the security. The watchdog Test, Walking Bit Test and Ram Test are
some example of diagnostic test.

Common mode failure refers to the simultaneous failure that can appear in
two or more channels in a system multiple channels. The introduction of common-
mode failures is generally represented by a factor of β. The 61,508 standard
distinguishes two types of factor for non-detected dangerous failures and detected
dangerous failures. The values for the factors Beta and are generally between 0.5%
and 5% [4].

1oo2 architecture (one-out-of-two) consists of two channels perform each
security function. The security function is executed once a channel request. Only
any dangerous failure will lead to the failure of the function of application of both
channels to lead to the failure of the security function on demand.

Reliability block diagram is a safety analysis for SIL selection for estimating the
performance of systems, other methods are fault tree [6] analysis and Markov
diagrams [7].

2.2 Assumptions

The technique and results developed in this paper are based on the assumptions
following:

• Component failure and repair rate is assumed a constant failure over the life of
the system.

• The hardware failure rates used as inputs to the calculations for a single
channel of the subsystem

• All channels in a voted group have the same failure rate and diagnostic
coverage rate.

• The proof test interval is at least one order of magnitude greater than the
diagnostic test interval

• The demand rate and expected interval between demands are not considered.

• For each component of the safety system, the PFDavg is calculated, for
simplification only from the undetected dangerous failure rate, λDU given in
Table 3 and the proof test interval, Ti.

Other assumptions can be referred to the Annex B of IEC 61508-6.

3. Architecture of fuzzy logic controller

For a simple architecture 1 out of 1 (1oo1), the fuzzy logic controller (FLC)
contains a fuzzification process to change a real scalar input value to fuzzy value, a
fuzzy inference engine for rule based expert systems and defuzzification to change
fuzzy value into real scalar output. Figure 1 presents the basis block diagram of
simple fuzzy logic controller.

The parameter characterizing the present FLC are summarized in Table 2.
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The FLC has two inputs, one with four linguistic terms and the other with three
and an output with three linguistic terms. This makes a total of 4 � 3 � 3 different
rules that may be sued to describe the strategy of total control (Figure 2).

The FPGA-based fuzzy logic controller consists of two fuzzy logic controller
(FLC) with the fuzzification process; rule evaluation process and defuzzification
process in a redundant architecture (Figure 3).

In this kind of redundancy, the failure of one channel does not prevent the
execution of the safety function. This architecture will be in dangerous state when
both FLC have dangerous failures. The main advantage of this architecture is his
low probability of failure on demand. Each FLC has diagnostic tests and the results
of both FLC are controlled by the comparison module (Figure 3).

The safety function performed by the FLC maintains a safe state of the system
relative to specific hazardous failures. The safety function is therefore the power
loss for the analog outputs (de-energize-to-trip) of the system in case of dangerous
failures by on-line diagnostics tests. These failures can be interconnect faults, stuck-
at-fault, transition faults, the clock phase shift or a deviation of the value obtained
respectively from the both controller.

Figure 3 shows a basic model for a fuzzy logic controller with redundancy
architecture 1oo2 designed in FPGA.

Figure 1.
Basis block diagram of simple fuzzy logic controller.

Fuzzy inference system

Inputs 2

Outputs 1

Outputs resolution 12 bits

Antecedent MF’s 7 trapezoidal

Antecedent MF resolution 14 bits

Consequent MF’s 3 singleton

Antecedent MF resolution 12 bits

Aggregation method Mandani Min-Max

Implication method Product operator

Defuzzification Weighted average

Table 2.
The parameter characterizing FLC.
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Figure 2.
Design of the present implemented FLC on FPGA.

Figure 3.
Block diagram of the fuzzy logic controller with 1oo2 structure.
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4. RBD and Markov model for safety integrity verification

4.1 Reliability block diagram

The reliability block diagram is a graphical representation of the system. Each
component is represented by a function block in accordance with their logical
relation of reliability (Figure 4). A series connection represent logic “and” of
component and parallel connections represents logic “or”, even as combination of
series and parallel connections represents voting logic.

If a component fails in a series combination, the corresponding connection will
be cut off. Conversely, in a parallel combination, the operation of a single instance is
sufficient for the passage of the signal. System shutdown is only possible if all
parallel instances fail.

Figure 4 presents the reliability block diagram associated to the fuzzy logic
controller with the 1oo2 structure. We take in consideration that the components
have only two operating states (correct or faulty operation).

4.2 Auto diagnostic and common cause

The first step was to perform a failure modes, effects, and diagnostic analysis
(FMEDA) to detecting the hazardous hardware failures of systems. A failure is
called safe if it does not put the FLC in a dangerous state when a hazardous fault
occurs. A dangerous failure puts the logic controller in a potentially dangerous state
and makes the system inoperative.

They are failure rates partitioned into four categories:

• Safe failure rate λs - do not have the potential to put the system in an hazardous
state and is equal to the sum of safe detected failure rates λSD and safe
undetected failure rate λSU

• Dangerous failure rate λD - have the potential to put the system in an hazardous
state and is equal to the sum of dangerous detected failure rates λDD and
dangerous undetected failure rate λDU

Figure 4.
Reliability block diagrams analysis.
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• Dangerous detected failure λDD - is detected by the on-line diagnostics tests
and the system will be placed into safe state.

• Dangerous undetected failure λDU - is undetected by on-line diagnostics tests
and the system will not be placed into safe state.

By redundancy systems the combination of on-line diagnostic and common-
cause was included. Since the failure is partitioned into eight categories [7].

• Safe, detected normal λSDN

• Safe, detected, common-cause λSDC

• Safe, undetected normal λSUN

• Safe, undetected common cause λSUC

• Dangerous, detected normal λDDN

• Dangerous, detected, common-cause λDDC

• Dangerous, undetected normal λDUN

• Dangerous, undetected common cause λDUC

The possible failures of the fuzzy inference engine implemented in FPGA and
their classification are presented in Table 3.

Type of failure Potential causes Diagnostic test Classification of failure

Hazardous hardware
failure in module
fuzzification

Stuck-at Low or Stuck-
at High anomaly at the
internal FPGA
component

Periodic
comparison of
the result of the
redundancy
controllers.

Dangerous detected
Failure λDD

Hazardous hardware
failure in module
inference rule

Hazardous hardware
failure in module
defuzzification

Failure of an internal
element that does not
intervene in the logic
implemented in FPGA

Stuck-at Low or Stuck-
at High anomaly at the
internal FPGA
component

No diagnostic Since it does not affect the
security function of the FLC
then it is an undetected safe
failure λSU

Flash memory failure
where logic (VHDL
code) is stored.

Hardware fault,
electrostatic
disturbance, magnetic
waves, high voltage
frequencies, etc.

Examining of
cyclic
redundancy
value

A failure in the flash memory
during FLC operation can be
detected only after the mission
time delay Ti. It can therefore
be classified as a detected safe
failure λSD

The drift of the clock Examining via
eatchdog circuit

Dangerous detected
Failure λDD

Table 3.
Failure mode distribution for functional block 3 (FLC).
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4.3 Quantitative analysis using RBD

The structure of reliability block diagram (RBD) defines the logical interactions
of failures within a fuzzy logic controller implemented in FPGA. Each component
of the fuzzy logic controller is a functional block connected by a series for output
module DAC and parallel structure for measurement units. Figure 4 presents the
reliability block diagram associated to each component. The unreliability data for
each subsystem components is given in Table 4. The probability PFDavg is calcu-
lated by summing the probability of failure of all the functional blocks of a FLC. The
quantification of average frequency of dangerous failure of our safety function is
giving by Eq. [8]:

PFDavg ¼ 2 1� βDð ÞλDD þ 1� βð ÞλDU� �2
tCEtGE þ βDλ

DDMTTRþ βλDU Ti

2
þMTTR

� �

(1)

The time of unavailability of a channel tCE due to a detected dangerous failure is
given by the following formula [8]:

tCE ¼ λDU

λD
Ti

2
þMTTR

� �
þ λDD

λD
MTTR (2)

The time of unavailability of the other channel tGE is also added because of
detected dangerous failure which is represented by the following formula [8]:

tGE ¼ λDU

λD
Ti

3
þMTTR

� �
þ λDD

λD
MTTR (3)

This result gives a PFDavg of 2.7426E�03, which corresponds to a safety integ-
rity level of SIL2.

The subsystem PFDavg contribution for the supply voltage is 2.1920E�03, for
the fuzzy controller implemented in FPGA is 7.3616E�06. That means that the
on-line diagnostics tests implemented for FLC systems in FPGA is with high
performance and efficiency (Figure 5).

4.4 Quantitative analysis using Markov model

Markov modeling brings a good reliability and safety techniques for qualitative
and quantitative analysis that uses state diagrams. This method take account for a
realistic repair time, probability of correct repair, proof test effectiveness, and
automatic diagnostic testing. The Markov system model for redundancy structure

Component HFT PFDavg % of total PFDavg SFF

Supply power 1 2.1920E�03 82.93% 90.000%

Clock dispenser 1 1.8785E�04 6.84% 92.059%

ADC converter 1 2.1818E�04 7.95% 90.235%

Fuzzy controller 1 7.3616E�06 0.68% 99.500%

DAC controller 1 5.4770E�05 1.99% 95.000%

Total 2.7426E�03 100% 92.57%

Table 4.
Failure mode distribution and SIL performance analysis for FLC system.
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1oo2 with only on-line diagnostic is presented in Figure 6. This Markov model of
the 1oo2 architecture contains 6 states [7]:

• The first state (S0): specifies the normal state where the booth controller
properly works.

• The second state (S1): specifies the state where one controller of the system has
a dangerous detected failure by diagnostic with transition probability of 2λDD.
The system can be repaired according to the transition rates μ0.

• The third state (S2): specifies the state where one controller of the system has a
dangerous undetected failure with transition probability of 2λDU and the
second work properly.

Figure 5.
Schematic design of the reliability principle (1oo2).

Figure 6.
Markov model of the 1oo2 architecture diagnostic (no common cause).
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• States (S3), (S4) and (S5): specify a system fail state, where the booth
controllers have a dangerous detected failure by on-line diagnostics tests (S3),
or one controller has a dangerous detected failure also by on-line diagnostics
tests and the other has a dangerous undetected failure (S4), or the booth
channels have a dangerous undetected failure (S5) by on-line diagnostics tests.

A Markov model of 1oo2 structure that take in consideration combination of
different failure modes, on-line diagnostic and common cause is draw in Figure 7
with six states [7].

It has the same state combinations as Figure 6 with two additional failure lines.
There is a dangerous detected common-cause failure rate from state (S0) to state
(S3) and a dangerous undetected common-cause failure rate from state S0 directly
to state (S5). The Markov model of the 1oo2 architecture contains 6 states, in that
case the transition matrix P with dimension (6 � 6) is given by [7].

p ¼

1� λDC þ 2λDNð Þ 2λDDN 2λDUN 2λDDC 0 λDUC

μ0 1� λD þ μ0ð Þ 0 λDD λDU 0

0 0 1� λD 0 λDD λDU

0 2μ0 0 1� 2μ0 0 0

0 0 μ0 0 1� μ0 0

0 0 0 0 0 1

2
666666664

3
777777775

(4)

The transition matrix P is a matrix showing the probabilities‘ distribution of
different states in one time interval. This matrix can be multiplied by itself to get
transition probabilities for different time intervals.

The FLC system is starting always by one particular state (S0), so it contains a
single one and a quantity of zeros. The starting probability S would be:

S0 ¼ 1 0 0 0 0 0½ � (5)

Figure 7.
Markov model of the 1oo2 architecture—diagnostic and common cause.
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It means that the probability to be in normal state at initial time is 100 and 0%
for the other states.

After 1 year, the system average frequency of dangerous failure of the safety
function is the sum of the of all functional components probabilities of the 1oo2 FLC
systems:

PFDavg ¼ ∑PFDavg_Subsystem (6)

The FLC with 1oo2 structure is always starts in state zero. After n hours, the
calculation process of the distribution probabilities Sn is:

S1 ¼ S0 � P
S2 ¼ S1 � P

This process can be continued as necessary.

S3 ¼ S2 � P
S4 ¼ S3 � P
…

Sn ¼ Sn�1 � P

The Sn matrix for any particular time interval is obtained by multiplying Sn�1

times P. This process can be continued as necessary, and the probability distribution
increases progressively each time, then that remains unchanged as time progresses.
If Sn + 1 = Sn a limiting state probability is reached. This matrix is labeled PL.

SL ¼ Sn � P ¼ Sn�1 � P

The FLC with 1oo2 structure has a safe failure rate of 6.6302E�07 failures per
hour and a dangerous failure rate of 1.9118E�07 failures per hour. On-line diag-
nostic detect 95% of dangerous failure and 92% of safe failure. When failures are
detected, the average system repair time is 24 hours.

The beta factor β is estimated to be 2%. The failure rates are divided by diag-
nostic capability. The following failure rates result:

λSD ¼ λS � 0:92

λSU ¼ λS � 1� 0:92ð Þ
λDD ¼ λD � 0:95

λDU ¼ λD � 1� 0:95ð Þ
These failure rates are multiplied by beta factor using following equations:

λSDN ¼ 1� βð Þ � λSD

λSDC ¼ β � λSD

λSUN ¼ 1� βð Þ � λSU

λSUC ¼ β � λSU

λDDN ¼ 1� βð Þ � λDD

λDDC ¼ β � λDD

λDUN ¼ 1� βð Þ � λDU

λDUC ¼ β � λDU
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Where the failure rates and repair rates are substituted into the transitionmatrix P,
the following solving for limiting state probabilities, the results are:

SL0 ¼ 0:9583

SL1 ¼ 0:0095

SL2 ¼ 0:0095

SL3 ¼ 0:0093

SL4 ¼ 0:0097

SL5 ¼ 0:0038

Since the system is down (failed) in state 5, the predicted average steady-state
downtime is 0.0038. The control system is successful in state S0, S1 and S2; there-
fore, we add the limiting state probability of the success states equal to 0.9773%.

5. Conclusion

Markov analysis is used to analyze different states that take the system during its
life cycle. Markov analysis provides information on the probability of FLC.

This application contains several important assumptions. First, notice that in
Markov models M-out-of-N the probabilities in each row sum to one. Second, the
probabilities in Markov models will not change over time. Third, the states are
independent over time. In a Markov process after a number of periods (500 hours)
have passed, the probability will approach steady state. For our example, the
steady-state probabilities are:

• 13.5E�3 per hour = probability of the FLC to be in a dangerous undetected
failure.

• 1.9E�2 per hour = probability of FLC degraded system fail.

However, the reliability block diagram analysis is based on the IEC 61508 inter-
national standard in the calculation of PFDavg. This standard considers all the
parameters defined previously and there is a difference between both type compo-
nents A and B. The type of components allows identifying the safety factor which
contributes directly in the calculation of the PFDavg. Despite this difference
between both standards, both analysis methods give the same results.

The FLC with redundancy structure 1oo2 has a redundant architecture with two
controllers adopted by the FLC and the watchdog. This architecture has a majority
voting arrangement for the output signals. If only one FLC gives a result which
disagrees with the other FLCs, the output state does not change.

The probability of FLC with 1oo2 architecture to be in a dangerous undetected
failure is 2.7426E�03 per hour, which relocates the system safety integrity level to
SIL2.

List of abbreviations

ADC analog digital converter
FMEDA failure modes, effects, and diagnostic analysis
RBD reliability block diagram
IEC International Electrotechnical Commission
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DAC digital analog converter
DC diagnostic coverage
E/E/PE system electric, electronic, electronic programmable
FPGA field programmable gate array
ISO International Organization for Standardization
FLC fuzzy logic controller
MTBF mean time between failures
MTTF mean time to failure
MTTR mean time to repair
MooN a system of N redundant channels has a M-out-of-N voting
PFD probability of failure on demand
PFDavg average probability of failure on demand
PFH probability of a dangerous failure per hour
SFF safe failure fraction
SIF safety instrumented function
SIL safety integrity level
SIS safety instrumented system
VHDL very high speed integrated circuit hardware description language
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