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Preface

Recently, the fight against polluting emissions, which is the cause of many harmful
phenomena like the greenhouse effect, the stratospheric ozone hole, global
warming, etc., is on the rise. These harmful gases are emitted mostly by various
human activities, thus making the environment unfriendly.

In the field of electricity production, conventional sources of energy based on fossil
fuel are considered an important source of pollution. Renewable energies constitute
excellent solutions to both the increase in energy consumption and environmental
problems. They are clean and present an alternative to meet the needs of today’s
society. The electrical needs of people can be met through distributed generation
provided by renewable energy sources (RES), which reduce the electrical energy
generated from conventional sources and therefore their pollutant emissions and
consequences.

Renewable energy participation to meet consumer needs is governed by the “Kyoto
Protocol,” which imposes tangible requirements for the signatory countries. This
document provides the basis for the future development of RES. On the basis of the
Kyoto Protocol, the European Union requires a strategy for member states, better
known as the 20/20/20 strategy. These figures equate to a 20% reduction in green-
house gas emissions, 20% reduction in energy consumption due to energy effi-
ciency, and 20% participation of RES to meet future objectives. These objectives
should be achieved by 2020.

Despite global development, the use of RES encounters a number of difficulties due
to the intermittent availability of these sources. The main difficulty is the lack of
guaranteed power from generators, converting primary energy potential into elec-
tricity due to the stochastic nature of variations of energy sources. In the case solar
energy, the variations are caused by the day/night cycle, clouds crossing the sky, or
other obstacles between the sun and the photovoltaic (PV) installations. For wind
turbines, the variations in power are due to the variability of wind speed, gusts, and
other barriers. In this way, the power of the wind, converted by the wind turbine
into mechanical power, has a variable character, because it is proportional to the
cube of the wind speed. However, this problem is less pronounced in hydroelectric
plants, because the presence of dams that retain the water predetermines the pres-
ence of a certain quantity of water. The technological experience acquired form
hydraulic turbines facilitates the application of this RES.

Several sources of renewable energy are the subject of great interest for scientific
research. In this work, we focus on solar and wind energy. The use of these energies
has become competitive due to three main factors:

• They are clean, renewable, and naturally replenished

• The development of the wind turbines and the PV panel industry,
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• The evolution of semiconductor/power electronics technologies and new
methodologies for the effective enhancement and control of both variable
speed wind turbines and PV systems.

The integration of renewable energy resources into the electric grid is very impor-
tant, based on recent grid codes that require renewable energy sources to remain
grid connected, despite their stochastic nature. A hybrid energy system, including
solar power systems and wind turbines, is a very interesting technology. It is more
reliable and often yields greater economic and environmental returns than stand-
alone systems (wind, solar, geothermal, etc.).

The goal of this book is to present recent works on the concept, control, and
applications in hybrid renewable energy. Developments in this field are rapid,
accompanied by many difficulties that require solutions. In this book, different
solutions are proposed based on new techniques of control and advanced technol-
ogy products in the field of hybrid renewable energy.

The book is intended for researchers in the field of design of hybrid renewable
energy. For anyone working in the development of renewable energy systems, it is
hoped that it will serve as a useful reference work.

This book is divided into three sections:

• In the first section, we present a modeling and simulation of wind turbines and
a thermodynamic analysis of wind energy systems. This section consists of four
chapters.

• In the second section, a review of hybrid renewable energy is represented,
which compares and discusses the state-of-the-art progress of solar
thermochemical fuel generation and the characteristics of different systems,
which may give technical insight into the development and improvement of
solar fuel generation by thermochemical approaches in the future. This section
is made up of five chapters.

• In the third section, we present social, economic, and environmental impacts
of renewable energy systems. The aim of this study is to analyze the thermal
performance of the passive solar house. To this effect, indoor and outdoor
conditions of the house, which include air temperature, relative humidity, and
solar radiation, are monitored. This section includes two chapters.

The contributions of this book reveal the importance of the subject matter. The aim
of this book is to provide new trends of research into renewable energy, and to
present recent challenges in the implementation of hybrid renewable energy topol-
ogies. We hope that readers will find this book a unique and significant source of
knowledge and reference.

Dr. Kenneth E. Okedu
Visiting Professor,

Department of Electrical and Computer Engineering,
National University of Science and Technology,

Muscat, Sultanate of Oman

XIV

Dr. Ahmed Tahour
Professor,

Université Mustapha Stambouli de Mascara,
Algeria

Dr. AbdelGhani Aissaoui
Professor,

Electrical Department,
Faculty of Technology,

University Tahri Mohamed of Bechar,
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Chapter 1

Thermodynamic Analysis of Wind
Energy Systems
Weifei Hu, Zhenyu Liu and Jianrong Tan

Abstract

This chapter studies the efficiency performance of wind energy systems evalu-
ated by energy and exergy analyses. The theories of energy and exergy analyses
along with efficiency calculation for horizontal-axis wind turbines (WTs) are pro-
vided by a lucid explanation. A 1.5 MW WT is selected for the thermodynamic
analysis using reanalyzed meteorological data retrieved from the National Aero-
nautics and Space Administration’s (NASA) Modern-Era Retrospective Analysis for
Research and Applications, Version 2 (MERRA-2), data set. Matlab scripts are
developed to calculate the energy and exergy efficiencies using the MERRA-2 data
set. The energy efficiency presents higher magnitude than the exergy efficiency
based on the theoretical derivation and the calculated time series of efficiencies.
Comparison of impacts of four meteorological variables (wind speed, pressure,
temperature, and humidity ratio) on WT efficiencies shows that although wind
speed dominates the turbine’s efficiency performance, other meteorological vari-
ables also play important roles. In addition, uncertainties of the meteorological
variables are represented by the best-fit distributions, which are critically important
for evaluating the reliability of wind power performance considering realistic
meteorological uncertainty.

Keywords: wind energy, thermodynamic analysis, energy efficiency,
exergy efficiency, meteorological uncertainty, wind speed, pressure, temperature,
humidity

1. Introduction

Global installed wind power capacity has been tremendously increased over the
last 15 years from 23,900 MW in 2001 to 486,790 MW in 2016 [1]. More than
314,000 WTs are now operating around the world, which accounts for more than
4.3% of 2015 global electricity demand. Yet it is still far from ambitious targets, e.g.,
increasing wind energy’s contribution to 20% of US electricity supply by 2030 [2].
To approach that, it is of critical importance to accurately evaluate the WT perfor-
mance considering realistic environmental conditions.

The most common factors that are considered when planning a wind farm
include substantial wind resources, landowner and community support, feasible
permitting, compatible land use, nearby access to electrical grid, appropriate site
conditions for access during construction and operations, aviation compatibility,
and favorable electricity market [3]. However, the influences of meteorological
variables (e.g., pressure, temperature, and humidity) are often neglected which
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could cause inaccurate evaluation of WT performance. For example, a dry air
assumption (i.e., constant air density) does not really consider the moisture
changeability. Baskut et al. discussed the effects of several meteorological variables
including air density, pressure difference, humidity, and ambient temperature on
exergy efficiency and suggested that neglecting these meteorological variables while
planning wind farms could cause important errors in energy calculations [3].

The efficiency performance of a WT can be studied in two aspects, energy and
exergy efficiencies. The former is calculated as the ratio of produced electricity to
the total wind potential within the swept area of the rotor. Thus, only the kinetic
energy of the air flow is considered in the energy efficiency calculation, while other
meteorological variables such as pressure and temperature are often neglected. The
latter considers the maximum useful work that can be obtained by a system
interacting with an environment in thermodynamic equilibrium state [4]. The
exergy efficiency along with availability and capacity factor of a small WT (rated
power 1.5 kW) has been studied in Izmir, Turkey, to assess the WT system perfor-
mance [5]. Sahin et al. developed an improved approach for the thermodynamic
analysis of wind energy using energy and exergy, which provided a physical basis
for understanding, refining, and predicting the wind energy variations [6].
According to [7], exergies are suggested as the most appropriate link between the
second law of thermodynamics and the environmental impact, in part because it
measures the deviation between the states of the system and the environment.

This brief précis thus illustrates the importance of energy and exergy analyses
for wind energy systems considering meteorological variables and provides a moti-
vation for the thermodynamic analysis conducted herein. The chapter presents the
methods and results of thermodynamic analysis of a 1.5 MWWT, which is assumed
to be deployed in the northeastern United States, experiencing meteorological
reanalysis data retrieved from the NASA’s MERRA-2 data set. Matlab scripts are
developed to calculate the energy and exergy efficiencies using the MERRA-2 data
set. Section 2 provides the fundamental theory of thermodynamic analysis, partic-
ularly in derivations of energy and exergy efficiencies. The studied site, meteoro-
logical data, and the selected WT are explained in Section 3, which is followed by
results and discussion in Section 4. Concluding remarks are provided in Section 5.

2. Theory

A WT converts kinetic energy from air flow to electrical energy through sub-
assemblies including rotor blades, drivetrain, generator, and electronic control sys-
tems, as well as other auxiliary components. As the kinetic energy is extracted, the
air flow that passes through the turbine rotor must slow down. Assuming there is a
boundary surface that contains the affected air flow inside, a long stream tube
extended far from the upstream and to the downstream with varied cross sections is
often used to study the thermodynamics of horizontal-axis WTs [6, 7] (Figure 1).
The wind speed, pressure, and temperature at the inlet of the stream tube are
represented by V1, P1, and T1, respectively. Their counterparts at the outlet are V2,
P2, and T2 and at the rotor are Vave, Pave, and Tave. Here a constant specific humidity
ratio is assumed in the stream tube for a short-period time (e.g., 10 minutes or
1 hour). The following sections explain the theory of WT thermodynamics in two
aspects, energy analysis and exergy analysis, which both apply the meteorological
variables such as wind speed, air density, atmospheric pressure, temperature, and
humidity. The use of energy and exergy efficiencies considering a comprehensive
set of meteorological variables can enable us to accurately evaluate the efficiency
performance of WTs.
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2.1 Energy analysis

The energy analysis of WT systems stems from the air flow’s kinetic energy Ek

that is calculated as

Ek ¼ 1
2
mV2 (1)

where m and V are the mass and speed of the air flow, respectively. The mass m
can be further expressed as

m ¼ ρAVt (2)

where ρ is the air density, A is the rotor swept area perpendicular to the flow,
and t is the time that the flow passing through the swept area with speed V. By
applying the simple momentum theory, the rate of momentum change is equal to
the overall change of velocity times the mass flow rate _m, i.e.,

_M ¼ _m V1 � V2ð Þ (3)

where V1 and V2 are the wind speeds at the inlet and outlet, respectively, of the
stream tube (Figure 1). The rate of momentum change is also equal to the resulting
thrust force. Thus, the power absorbed by the WT is calculated as

P ¼ _m V1 � V2ð ÞVave (4)

where Vave is the average flow speed at rotor. On the other hand, the rate of
kinetic energy change of the flow can be calculated as

_Ek ¼ 1
2
_m V2

1 � V2
2

� �
(5)

Based on the conservation of energy, Eqs. (4) and (5) should be equal which
results in

Vave ¼ 1
2

V1 þ V2ð Þ (6)

Hence, the retardation of the wind before the rotor V1 � Vaveð Þ is equal to the
retardation of the wind after the rotor Vave � V2ð Þ. By Eqs. (2), (4), and (6), the
rotor power can be calculated as
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P ¼ 1
4
ρA V1 þ V2ð Þ2 V1 � V2ð Þ (7)

Let a ¼ V2
V1
; Eq. (7) can be reformulated as

P ¼ 1
4
ρAV3

1 1þ að Þ2 1� að Þ (8)

In order to obtain the maximum power, equate 0 to the differentiation of Eq. (8)
with respect to a resulting in a ¼ 1

3. Thus, the maximum power Pmax ¼ 8
27 ρAV

3
1 is

achieved, when the outlet wind speed is equal to one-third of the inlet wind speed.
Defining the power coefficient as

Cp ¼ P
1
2 ρAV

3
1

(9)

the maximum power coefficient is calculated CPmax ¼ 16
27 ≈0:593. This maximum

power coefficient, known as the Lanchester-Betz limit (or Betz limit) [8, 9],
explains the maximum power that can be extracted from the air flow and can also
be easily derived by other theories (e.g., the rotor disc theory and blade element
momentum theory [10]).

Despite the simplicity of Eq. (9) when calculating power coefficient, the total
input power in the denominator does not take account of the impacts from pres-
sure, temperature, and humidity. Actually the air density changes as the ambient
pressure, temperature, and humidity change, which can be expressed as

ρ ¼ 1þ ω

Ra þ ωRv

p
T

(10)

where ω (�) is the humidity ratio of air, gas constant Ra = 287.1 J/kg K, water
vapor constant Rv = 461.5 J/kg K, and T is the absolute temperature (unit: K). In
order to distinguish wind power P, the small letter p is used to represent the
pressure (unit: Pa) in the humid air hereafter. Combining Eqs. (9) and (10), the
power coefficient of a WT considering a comprehensive set of meteorological vari-
ables can be expressed as

Cp ¼ 2 Ra þ ωRvð Þ
1þ ω

TP
pAV3

1

(11)

The above derivations provide the fundamentals of the theoretically available
energy/power that a WT can extract from the air flow. However, various effects
could have influence on the real power output, e.g., vortices shed from the blade tip
and hub could significantly affect the rotor lift force and power output [11]. Power
losses also occur during the energy transformation through rotor to mechanical
shaft and to generator that converts angular kinetic energy to electrical energy. In
addition, sustained high wind speeds could cause strong fatigue and extreme loads
on WT systems without proper turbine control or safety protection. Thus, wind
power is intended to be constrained, when the inflow wind speed is beyond a rated
value (i.e., rated wind speed), through different strategies commonly including
stall regulation, pitch regulation, and yaw control [12]. As a result, the output power
Pout of a WT is corresponding to four operating stages: (1) zero power when the
inflow wind speed is smaller than a cut-in wind speed, (2) exponentially increased
power as the wind speed increases between the cut-in wind speed and the rated
wind speed, (3) rated output power when the wind speed is between the rated wind
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speed and a cutout wind speed, and (4) zero power when the inflow wind speed is
larger than the cutout wind speed (Figure 2).

2.2 Exergy analysis

In thermodynamics, the exergy of a system is defined as the maximum
amount of useful work during a process that can bring the system into equilibrium
with a reference environment [13]. Based on the second law of thermodynamics,
exergy analysis is an alternative useful tool for analysis, evaluation, and design
of many power and energy systems, e.g., renewable and traditional energy
systems. The significant difference between energy and exergy analyses may be
characterized as [6]:

1. In real irreversible process, exergy is always consumed; thus it is not subjected
to a conservation law. In contrast, energy is neither created nor destroyed, but
changing from one form to another, during a process. Thus, it is subjected to
the conservation of energy law.

2. Although from a theoretical point of view exergy may be defined without a
reference environment, it is often defined as a quantity relative to a
specified reference environment and is equal to zero when it is in equilibrium
with the reference environment.

The total exergy Ex of a flow with unit mass generally consists of four parts,
which can be expressed as

Ex ¼ Exki þ Expo þ Exph þ Exch (12)

where Exki, Expo, Exph, and Exch represent the kinetic, potential, physical, and
chemical exergies, respectively. For thermodynamic analysis of WT systems, the
potential exergy and chemical exergy are negligible in the total exergy. Thus, the
total exergy for a WT can be reduced as

Ex ¼ Exki þ Exph (13)

where the kinetic exergy is defined herein as the maximum possible
available kinetic energy that the air flow can produce from a wind speed to a
complete stop and the physical exergy includes the enthalpy and entropy
changes related to the turbine operation. The physical exergy can be calculated
as [6, 7].

Figure 2.
A typical power curve of WTs with four operational stages I–IV.
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speed and a cutout wind speed, and (4) zero power when the inflow wind speed is
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amount of useful work during a process that can bring the system into equilibrium
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where the kinetic exergy is defined herein as the maximum possible
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Exph ¼ cp T2 � T1ð Þ þ T0 cpln
T2

T1

� �
� Rln

P2

P1

� �
� cp T0 � Taveð Þ

T0

� �
(14)

where the first term and the second term on the right side of Eq. (14) are the
enthalpy and entropy contributions, respectively. cp is the specific heat of the flow;
T0,T1,T2,Tave are the reference temperature, inlet temperature, outlet temperate,
and average temperature, respectively; P1 and P2 are the inlet pressure and outlet
pressure, respectively (see Figure 1); and R is a constant related to the gas and
water vapor constants. Ideally, temperature and pressure at both inlet and outlet are
needed to calculate the physical exergy. However, it is cumbersome to measure the
temperatures and pressures at both inlet and outlet for the WT stream tube in real
applications, not to mention the situation when evaluating the wind energy
resource and/or WT efficiency performance before deploying WTs. In addition, the
meteorological variable humidity is not considered in Eq. (14). To handle this
difficulty, other studies have provided another formula to calculate the physical
exergy for wind energy [3, 5, 14, 15]:

Exph ¼ cp,a þ ωcp,v
� �

T � T0ð Þ

� T0 cp,a þ ωcp,v
� �

ln
T
T0

� �
� Ra þ ωRvð Þln p

P0

� �� �

þ T0 Ra þ ωRvð Þln 1þ 1:6078ω0

1þ 1:6078ω

� �
þ 1:6078ωRaln

ω

ω0

� �� � (15)

where cp,a and cp,v are specific heat of air and water vapor, respectively; ω0 and ω
are the humidity ratio of air at the reference state and at the current state, respec-
tively; Ra and Rv are the gas constant and the water vapor constant, respectively; T0

and P0 are the reference temperature and atmospheric pressure, respectively; and T
and p are measured temperature and pressure in this study.

2.3 Energy and exergy efficiencies

The efficiency for wind energy systems is explained by using energy efficiency η
and exergy efficiency ψ. The former is obtained as the ratio of useful energy
produced by a WT to the total input wind energy, while the latter is defined as the
useful exergy created by a WT to the total exergy of the air flow. These general
definitions of energy and exergy efficiencies have been introduced in several liter-
ature (e.g., [3, 5–7, 16]). However, the specific definitions of useful energy/exergy
for wind energy systems are often not very clearly explained in the literature. In
order to avoid confusion, here we define that both the useful energy and useful
exergy are equal to the rate of electricity output Eout that a WT can produce under a
wind speed (i.e., Eout equals to actual output power Pout). Thus, the energy effi-
ciency and exergy efficiency are calculated as, respectively,

η ¼ Eout

Wwind
(16)

ψ ¼ Eout

Ex
(17)

where Wwind is the total input wind energy equal to the total kinetic energy
given in Eq. (1) and Ex is the total exergy given in Eq. (13). By incorporating the
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meteorological variables and referring Eqs. (9)–(11), the energy efficiency can be
expressed as

η ¼ 2 Ra þ ωRvð Þ
1þ ω

TPout

pAV3
1

(18)

where Pout is the output power defined by the power curve (see Figure 2). By
Eqs. (13), (15), and (17), the exergy efficiency can be reorganized as

ψ ¼ Pout

1þ ωð ÞpAV3
1

2 Ra þ ωRvð ÞT þ cp,a þ ωcp,v
� �

T � T0ð Þ

�T0 cp,a þ ωcp,v
� �

ln
T
T0

� �
� Ra þ ωRvð Þln p

P0

� �� �

þT0 Ra þ ωRvð Þln 1þ 1:6078ω0

1þ 1:6078ω

� �
þ 1:6078ωRaln

ω

ω0

� �� �

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

(19)

Eqs. (18) and (19) derive the energy and exergy efficiencies given various
meteorological variables, which can offer a straightforward evaluation of WT effi-
ciency performance in a perspective of energy and exergy before deploying WTs.
Hence, it will be beneficial in wind resource evaluation, wind farm site selection,
and new WT design.

3. Case study

Using the presented thermodynamic analysis methods for wind energy systems,
the wind energy potential is evaluated by investigating the energy and exergy
efficiencies of a Goldwind 1.5 MWWT (model GW82/1500) [17], which is assumed
to be deployed at Ithaca, New York, where 18-year reanalysis meteorological data
are obtained from the Modern-Era Retrospective analysis for Research and Appli-
cation, version 2 (MERRA-2), the latest atmospheric reanalysis of the modern
satellite era produced by NASA’s Global Modeling and Assimilation Office [18].
This section explains the site; the meteorological data including wind speed, pres-
sure, temperature, and humidity; and the characteristics of the WT used for ther-
modynamic analysis.

3.1 Site and data

The wind energy potential is evaluated at Ithaca, which has moderately
complex terrain in a landscape dominated by patches of forest, crop fields, hills,
waterfalls, and lakes in the Upstate New York (at approximately 42.44° N, 76.50°
W, Figure 3). Experiencing a moderate continental climate, Ithaca has long, cold,
and snowy winters and warm and humid summers with a dominance of westerly
wind flows. The meteorological data are obtained from the MERRA-2 (a meteoro-
logical reanalysis data set created by NASA), which has a resolution of 0.5° lati-
tude � 0.625° longitude [19]. Although it does not provide measured data in fields,
the meteorological reanalysis is thought as a valuable tool to estimate the long-term
variables, such as wind speed and temperature, for subsequent meteorological,
climatological, energy, and environmental studies. By specifying the latitude and
longitude of Ithaca, five types of meteorological data are retrieved from the

9

Thermodynamic Analysis of Wind Energy Systems
DOI: http://dx.doi.org/10.5772/intechopen.85067



Exph ¼ cp T2 � T1ð Þ þ T0 cpln
T2

T1

� �
� Rln

P2

P1

� �
� cp T0 � Taveð Þ

T0

� �
(14)

where the first term and the second term on the right side of Eq. (14) are the
enthalpy and entropy contributions, respectively. cp is the specific heat of the flow;
T0,T1,T2,Tave are the reference temperature, inlet temperature, outlet temperate,
and average temperature, respectively; P1 and P2 are the inlet pressure and outlet
pressure, respectively (see Figure 1); and R is a constant related to the gas and
water vapor constants. Ideally, temperature and pressure at both inlet and outlet are
needed to calculate the physical exergy. However, it is cumbersome to measure the
temperatures and pressures at both inlet and outlet for the WT stream tube in real
applications, not to mention the situation when evaluating the wind energy
resource and/or WT efficiency performance before deploying WTs. In addition, the
meteorological variable humidity is not considered in Eq. (14). To handle this
difficulty, other studies have provided another formula to calculate the physical
exergy for wind energy [3, 5, 14, 15]:

Exph ¼ cp,a þ ωcp,v
� �

T � T0ð Þ

� T0 cp,a þ ωcp,v
� �

ln
T
T0

� �
� Ra þ ωRvð Þln p

P0

� �� �

þ T0 Ra þ ωRvð Þln 1þ 1:6078ω0

1þ 1:6078ω

� �
þ 1:6078ωRaln

ω

ω0

� �� � (15)

where cp,a and cp,v are specific heat of air and water vapor, respectively; ω0 and ω
are the humidity ratio of air at the reference state and at the current state, respec-
tively; Ra and Rv are the gas constant and the water vapor constant, respectively; T0

and P0 are the reference temperature and atmospheric pressure, respectively; and T
and p are measured temperature and pressure in this study.

2.3 Energy and exergy efficiencies

The efficiency for wind energy systems is explained by using energy efficiency η
and exergy efficiency ψ. The former is obtained as the ratio of useful energy
produced by a WT to the total input wind energy, while the latter is defined as the
useful exergy created by a WT to the total exergy of the air flow. These general
definitions of energy and exergy efficiencies have been introduced in several liter-
ature (e.g., [3, 5–7, 16]). However, the specific definitions of useful energy/exergy
for wind energy systems are often not very clearly explained in the literature. In
order to avoid confusion, here we define that both the useful energy and useful
exergy are equal to the rate of electricity output Eout that a WT can produce under a
wind speed (i.e., Eout equals to actual output power Pout). Thus, the energy effi-
ciency and exergy efficiency are calculated as, respectively,

η ¼ Eout

Wwind
(16)

ψ ¼ Eout

Ex
(17)

where Wwind is the total input wind energy equal to the total kinetic energy
given in Eq. (1) and Ex is the total exergy given in Eq. (13). By incorporating the

8

Wind Solar Hybrid Renewable Energy System

meteorological variables and referring Eqs. (9)–(11), the energy efficiency can be
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MERRA-2 including 10-m eastward wind U10M (in ms�1), 10-m northward wind
V10M (in ms�1), surface pressure PS (in Pa), 10-m air temperature T10M (in K),
10-m specific humidity QV10M (in kg kg�1), as well as their hourly time stamps
from January 2000 to December 2017. The 10-m horizontal wind speed U is calcu-

lated as U ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
U10M2 þ V10M2,

p
and the humidity ratio ω is calculated from the

specific humidity as ω ¼ QV10M= 1� QV10Mð Þ. In total, there are 18 years of
hourly meteorological data used for the thermodynamic analysis of the WT, which
is assumed to be deployed in Ithaca, New York.

3.2 Wind turbine

The expected wind energy that can be harvested at a location is highly related
to the WT characteristics, e.g., power curve and the available wind resources.
Herein a Goldwind 1.5 MW permanent magnet direct-drive (PMDD) WT
(GW85/1500) is assumed to be deployed at Ithaca area and used for evaluating the
WT’s energy and exergy efficiencies. Table 1 provides a summary of technical
specifications of the WT. Since this study investigates the WT efficiency perfor-
mance before real deployment, measured output power data are not available. It is
assumed that the WT is performing perfectly according to its power curve, which
consists of four operational stages (Figure 2). The WT starts to produce electricity
at its cut-in wind speed of 3 ms�1, and the produced power is increased to the rated
one of 1.5 MW at the rated wind speed of 10.3 ms�1. In order to mitigate the fatigue
and structural loadings under sustained high wind, WT control systems (e.g., the
active blade pitch control) are operated to maintain the aerodynamic loads applied
on blades and control the output power to be constant at the rated power. The WT
is stopped, when wind speed is larger than the cut-out wind speed of 22 ms�1, to
keep the whole turbine safe under extreme wind conditions. In this study, the
power curve is represented by a six-order polynomial equation of wind speed
during the cut-in and rated speeds, which is expressed as
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4. Results and discussion

With the available meteorological data and the selected WT properties, assump-
tions are made for calculating the energy and exergy efficiencies: (1) the air pres-
sure, temperature, and humidity are not significantly changed in the swept area of
the WT. Thus, the surface pressure data, 10-m air temperature, and 10-m specific
humidity obtained from the MERRA-2 data are directly used for the thermody-
namic analyses. (2) Due to the wind shear effect in the atmospheric boundary layer,
the normal wind profile model with a power law exponent of 0.2 is used to
convert the 10-m horizontal wind speed to the hub-height (90 m) wind speed
according to the IEC standard [20]. It takes about 0.5 hour to convert six channels
(five meteorological channels and one channel for time stamps) from the MERRA-2
netCDF4 data to Matlab data and then to calculate 18 years’ hourly energy and
exergy efficiencies using the developed Matlab scripts. Results and discussion are
elaborated in three aspects: (1) WT efficiency variation in time domain, (2) meteo-
rological variables impact on the efficiencies, and (3) uncertainty of meteorological
variables represented by the best-fit distributions.

4.1 Variation of energy and exergy efficiencies in time domain

The energy and exergy efficiencies of the Goldwind WT are calculated by
Eqs. (18) and (19), respectively, using the Ithaca meteorological data (wind speed,

IEC wind class IIIA

Rated power (kW) 15,000

Cut-in wind speed (ms�1) 3

Rated wind speed (ms�1) 10.3

Cutout wind speed (ms�1) 22

Swept area (m2) 5325

Number of blades 3

Hub height (m) 90

Power control Active blade pitch control

Generator PMDD synchronous generator

Rated voltage (V) 690

Yaw system 3 induction motors with hydraulic brakes

Tower Tubular steel tower

Foundation Flat foundation

Converter Full-power convert modular system

Control system Microprocessor controlled with remote monitoring

Table 1.
Technical specifications of the Goldwind 1.5 MW PMDD WT [17].
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p
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pressure, temperature, and humidity) retrieved from the MERRA-2 data set. As
demonstrated in Figure 4, the variation of energy and exergy efficiencies is more
closely following the variation of wind speed comparing with the other three mete-
orological variables, as wind power is proportional to the cubic of wind speed. Both
efficiencies become 0 when the wind speed is less than the cut-in wind speed due to
the WT being in idling status at the very low wind speed. As the WT is stopped
when wind speed is larger than the cutout wind speed, the efficiencies are also equal
to 0. In addition, the energy efficiency present a higher magnitude than that of
exergy efficiency, which is consistent with the theoretical derivations (Eqs. (18)
and (19)) and previous findings (e.g., [6, 7]). The difference between the two
efficiencies is due to exergy destruction caused by irreversibility [7]. The concur-
rent low temperature and humidity ratio also demonstrate the cold and dry weather
in winter of Ithaca.

Figure 5 shows the mean and standard deviation of energy and exergy efficien-
cies in different years and months. Annual means of energy and exergy efficiencies
are smaller than the corresponding standard deviations, which indicates a signifi-
cant variation of WT efficiency performance in 1 year as also demonstrated in
Figure 4(e). Neither energy efficiency nor exergy efficiency exhibits clear trend
from 2000 to 2017, even though relatively small and large means are observed in
2005 and 2014, respectively (Figure 5(a)). However, both mean and standard
deviation of energy and exergy efficiencies present smaller values in summer than
those in winter (Figure 5(b)). This seasonal change of efficiencies is likely related
to the fact that high sustained wind speeds with strong variation more frequently
occur in winter than in summer at the Ithaca area.

Figure 4.
Time series of hourly concurrent (a) wind speed U, (b) pressure P, (c) temperature T, (d) humidity ratio ω,
and (e) energy efficiency η and exergy efficiency ψ during January 1–7, 2017.
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4.2 Impact of meteorological variables on energy and exergy efficiencies

Relationships between the WT efficiencies and meteorological variables
offer the trends of WT efficiency performance as meteorological variables change.
Figure 6 shows the scatter diagrams of energy and exergy efficiencies versus the
four meteorological variables (wind speed, pressure, temperature, and humidity
ratio), as well as their relationships represented by different metrics. A bimodal
relationship between the efficiencies and wind speed is observed due to the
nonlinearity of the efficiency function with respect to wind speed (Figure 6(a)).
The mean curves in Figure 6(a) show that the maximum means of energy and
exergy efficiencies are 46.2% and 45.2%, respectively, at the high peaks when the
wind speed is equal to �9.2 ms�1, while the counterparts at the low peaks are 42.7%
and 38.1% when the wind speed is equal to �5 ms�1. Despite the large variation,
the efficiencies are linearly proportional to temperature and to the inverse of pres-
sure (Figure 6(b and c)). Figure 6(d) shows that both the energy and exergy

Figure 5.
Mean and standard deviation of energy and exergy efficiencies in different (a) years and (b) months.
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efficiencies are increased by �8% as the humidity ratio is increased from 0.001 to
0.015 kg kg�1, which indicates humidity plays an important role in affecting the
WT efficiency performance.

4.3 Uncertainties of meteorological variables and WT efficiencies

Variation of meteorological variables could have significant impact on not only
energy and exergy efficiencies as explained in Section 4.2 but also many other
aspects, e.g., fatigue and structural reliability. Although Weibull distribution is
often used to represent the uncertainty of mean wind speed in long term [21, 22],
few previous studies have sought to address which parent distribution best repre-
sents other meteorological variables, e.g., pressure, temperature, and humidity for
WT analyses. This is an important omission since these meteorological variables
could have critical roles, but maybe indirectly, to WT performance. For example,
high air humidity, low wind speed, and temperature above �10°C are preferred by
insects that will increasingly foul the leading edges of WT blades and contaminate
the blade surface eventually decreasing the aerodynamic performance [23]. Since
both the wind speed and pressure considered herein are zero bounded, four
positive-valued distribution types (Weibull, lognormal, gamma, and log-logistic;
see Figure 7(a and b)) are fitted to wind speed and pressure using maximum
likelihood estimation (MLE). Due to the clear two-peak histograms observed for

Figure 6.
Relationships between the WT efficiency (energy efficiency η and exergy efficiency ψ) and meteorological
variables including (a) wind speed, (b) pressure, (c) temperature, and (d) humidity ratio. All 18-year
samples of hourly η and ψ versus wind speed are used in (a). For demonstration, samples in (b), (c), and (d)
are conditionally sampled under a wind speed bin of 9 ms�1 (bin width 1 ms�1).
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temperature and humidity ratio, four positive-valued bimodal distributions (bi-
Weibull, bi-lognormal, bi-gamma, and bi-log-logistic) are fitted to temperature and
humidity ratio (Figure 7(c and d)). The probability density function (PDF) of a
bimodal distribution consists of two PDFs with the same distributional type, which
is expressed as

f xjw; a1; b1; a2; b2ð Þ ¼ wf xja1; b1ð Þ þ 1�wð Þf xja2; b2ð Þ (21)

where x represents a meteorological variable; (a1, b1) and (a2, b2) are the
parameters of the first and the second constituent PDFs, respectively; and w is the
weight for the constituent distributions f(x|a1, b1) in the bimodal distribution form.
The candidate distribution with the largest log-likelihood value is selected as the
best-fit distribution [24].

Figure 7 and Table 2 summarize the distributional fits for the four meteorolog-
ical variables. It is found that the log-logistic distribution is best fit for wind speed

Figure 7.
Histograms and distribution fits for (a) wind speed, (b) pressure, (c) temperature, and (d) humidity ratio;
and (e) empirical cumulative distribution function of energy and exergy efficiencies. In the legends, the log-
likelihood values are in parentheses. The bolded distribution with the largest log-likelihood value is selected as
the best-fit distribution and is summarized in Table 2. Recall all 18-year samples of hourly meteorological
data, and the calculated WT energy and exergy efficiencies are used in Figure 7.
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and pressure (Figure 7(a and b)), despite the commonly used Weibull distribution
for mean wind speed. The bi-lognormal and bi-gamma distributions are best fit
for temperature and humidity ratio, respectively. The existence of bimodal shape of
the distributions of temperature is likely related to the very distinguished high
and low temperature corresponding to the summer and winter seasons, respec-
tively, in Ithaca. The same reason explains the bimodal shape for humidity. The
obtained specific distributions for the meteorological parameters, provided in
Table 2, are readily applicable for WT performance analyses, i.e., fatigue, structure,
aerodynamics, and thermodynamics, in moderately complex terrain of the north-
eastern United States. Figure 7(e) presents the empirical cumulative distribution
function (CDF) of energy and exergy efficiencies calculated herein. Due to the large
amount of 0 energy and exergy efficiencies when wind speed is below the cut-in
wind speed, the CDF curves show that there is a probability of �43% that the
efficiencies are equal to 0. The largest discrepancy between CDF of energy and
exergy efficiencies occurs at efficiencies equal to 0.4. The presented CDF could be
used to evaluate the reliability of wind power performance considering realistic
meteorological uncertainty.

5. Conclusions

This chapter presents methods and results for thermodynamic analysis of wind
energy systems considering four types of meteorological variables, i.e., wind speed,
pressure, temperature, and humidity. An improved understanding of WT efficien-
cies is critically important and necessary before launching any wind projects. The
evaluation of WT efficiencies considering thermodynamics, conducted here for an

Meteorological
variables

Best-fit
distribution
type

Probability density function

Wind speed
(ms�1)

Log-logistic
distribution

f xja; bð Þ ¼ 1
b
1
x

exp zð Þ
1þ exp zð Þ½ �2 ,

where z ¼ ln xð Þ � a
b

, a ¼ 1:2307, b ¼ 0:2887

Pressure (Pa) Log-logistic
distribution

f xja; bð Þ ¼ 1
b
1
x

exp zð Þ
1þ exp zð Þ½ �2 ,

where z ¼ ln xð Þ � a
b

, a ¼ 11:4812, b ¼ 0:0041

Temperature
(K)

Bi-lognormal
distribution f xjw; a1; b1; a2; b2ð Þ ¼ w

1
xb1

ffiffiffiffiffi
2π

p exp
� ln x� a1ð Þ2

2b21

" #

þ 1� wð Þ 1
xb2

ffiffiffiffiffi
2π

p exp
� ln x� a2ð Þ2

2b22

" #
,

w ¼ 0:5824, a1 ¼ 5:6125, b1 ¼ 0:0280, a2 ¼ 5:6752, b2 ¼ 0:0182

Humidity ratio
(kg kg�1)

Bi-gamma
distribution

f xjw; a1; b1; a2; b2ð Þ ¼ w
1

ba11 Γ a1ð Þ x
a1�1 exp � x

b1

� �

þ 1�wð Þ 1
ba22 Γ a2ð Þ x

a2�1 exp � x
b2

� �
,

w ¼ 0:5970, a1 ¼ 3:8190, b1 ¼ 0:0010, a2 ¼ 12:6287, b2 ¼ 0:0008

The distributional fits and empirical histograms are shown in Figure 7.

Table 2.
The best-fit distribution form and distribution parameters for the four meteorological variables.
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1.5 MW WT (Goldwind GW82/1500) potentially deployed at Ithaca, New York, is
beneficial to WT design, siting, and operation in moderately complex terrain in the
northeastern United States. The key concluding remarks are the following:

• The chapter offers the fundamental derivations of energy and exergy
efficiencies of WTs considering wind speed, pressure, temperature, and
humidity, which lay a foundation for the thermodynamic analysis of wind
energy systems.

• The WT energy efficiency presents higher magnitude than exergy efficiency
based on the theoretical derivation and the calculated time series of
efficiencies. There is no clear trend of annual variations of mean and standard
deviation of both energy and exergy efficiencies. However, a clear seasonal
change is found that energy and exergy efficiencies studied herein have smaller
values in summer than those in winter.

• Although wind speed has a dominating influence, other meteorological
variables (i.e., pressure, temperature, and humidity) do have a considerable
impact on the WT efficiency performance. The WT efficiencies are linearly
associated with pressure and temperature, while it has highly nonlinear
relationships with wind speed and humidity ratio.

• Log-logistic distributions are most appropriate for the wind speed and pressure
data retrieved from the MERRA-2 data set at Ithaca, New York. A bi-lognormal
distribution and a bi-gamma distribution are most appropriate for the
temperature and humidity ratio, respectively. The obtained PDFs of
meteorological variables and CDFs of energy and exergy efficiencies could be
beneficial for evaluating the reliability of wind power performance considering
realistic meteorological uncertainty in the northeastern United States.

Naturally the specific findings are based on reanalysis meteorological data and
the assumed WT deployment; the methodologies of thermodynamic analysis
presented here are applicable for real measured meteorological data and recorded
WT performance somewhere else if available. In addition, although the thermody-
namic analysis of wind energy systems in this chapter focuses on energy and exergy
efficiencies, other variables, e.g., dynamic response, fatigue damage, structural
deformation, etc., of the PMDD WT are also potentially affected by the meteoro-
logical variables, which could be investigated in the future.
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and pressure (Figure 7(a and b)), despite the commonly used Weibull distribution
for mean wind speed. The bi-lognormal and bi-gamma distributions are best fit
for temperature and humidity ratio, respectively. The existence of bimodal shape of
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tively, in Ithaca. The same reason explains the bimodal shape for humidity. The
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1.5 MW WT (Goldwind GW82/1500) potentially deployed at Ithaca, New York, is
beneficial to WT design, siting, and operation in moderately complex terrain in the
northeastern United States. The key concluding remarks are the following:

• The chapter offers the fundamental derivations of energy and exergy
efficiencies of WTs considering wind speed, pressure, temperature, and
humidity, which lay a foundation for the thermodynamic analysis of wind
energy systems.

• The WT energy efficiency presents higher magnitude than exergy efficiency
based on the theoretical derivation and the calculated time series of
efficiencies. There is no clear trend of annual variations of mean and standard
deviation of both energy and exergy efficiencies. However, a clear seasonal
change is found that energy and exergy efficiencies studied herein have smaller
values in summer than those in winter.

• Although wind speed has a dominating influence, other meteorological
variables (i.e., pressure, temperature, and humidity) do have a considerable
impact on the WT efficiency performance. The WT efficiencies are linearly
associated with pressure and temperature, while it has highly nonlinear
relationships with wind speed and humidity ratio.

• Log-logistic distributions are most appropriate for the wind speed and pressure
data retrieved from the MERRA-2 data set at Ithaca, New York. A bi-lognormal
distribution and a bi-gamma distribution are most appropriate for the
temperature and humidity ratio, respectively. The obtained PDFs of
meteorological variables and CDFs of energy and exergy efficiencies could be
beneficial for evaluating the reliability of wind power performance considering
realistic meteorological uncertainty in the northeastern United States.

Naturally the specific findings are based on reanalysis meteorological data and
the assumed WT deployment; the methodologies of thermodynamic analysis
presented here are applicable for real measured meteorological data and recorded
WT performance somewhere else if available. In addition, although the thermody-
namic analysis of wind energy systems in this chapter focuses on energy and exergy
efficiencies, other variables, e.g., dynamic response, fatigue damage, structural
deformation, etc., of the PMDD WT are also potentially affected by the meteoro-
logical variables, which could be investigated in the future.
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Nomenclature

A rotor swept area
CP power coefficient
cp, cp,a, cp,v specific heat of flow, specific heat of air, specific heat of water

vapor
Ek kinetic energy
Ex exergy
Exki kinetic exergy
Expo potential exergy
Exph physical exergy
Exch chemical exergy
f PDF of meteorological variables
m mass
P wind power/wind pressure
P0, P1, P2, Pave, p reference pressure, inlet pressure, outlet pressure, average

pressure, and wind pressure in humid air, respectively
PS surface pressure retrieved from the MERRA-2 data set
QV10M 10-m specific humidity retrieved from the MERRA-2 data set
Ra, Rv gas constant and water vapor constant, respectively
T0,T1,T2,Tave reference temperature, inlet temperature, outlet temperature,

and average temperature, respectively
T10M 10-m air temperature retrieved from the MERRA-2 data set
U 10-m horizontal wind speed
U10M 10-m eastward wind speed retrieved from the MERRA-2 data

set
V10M 10-m northward wind speed retrieved from the MERRA-2

data set
V wind speed
Wwind total input wind energy
η energy efficiency
ψ exergy efficiency
ρ air density [kgm�3]
ω0/ω humidity ratio of air at the reference state/at the current state
MERRA-2 Modern-Era Retrospective Analysis for Research and Applica-

tions, Version 2
NASA National Aeronautics and Space Administration
PMDD permanent magnet direct-drive
WTs/WT wind turbines/wind turbine
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Chapter 2

Advanced Monitoring of Wind
Turbine
Steve Alan Talla Ouambo, Alexandre Teplaira Boum
and Adolphe Moukengue Imano

Abstract

This chapter presents a general framework for the doubly fed induction genera-
tor (DFIG). We apply and analyze the behavior of three estimation techniques,
which are the unscented Kalman filter (UKF), the high gain observer (HGO) and
the moving horizon estimation (MHE). These estimations are used for parameters
estimation of the doubly fed induction generator (DFIG) driven by wind turbine.
A comparison of those techniques has been made under different aspects notably,
computation time and estimation accuracy in two modes of operation of the DFIG,
the healthy mode and the faulty mode. The performance of the MHE has been
clearly superior to other estimators during our experiments. These estimation tools
can be used for monitoring purposes.

Keywords: doubly-fed induction generator, high gain observer, unscented Kalman
filter, moving horizon estimation, parameters estimation, monitoring

1. Introduction

Nowadays most of generated electricity comes from nonrenewable sources of
fuel. These products transfer to the atmosphere important quantities of CO2, and
inescapably leading to the warming up of the atmosphere [1]. The production of the
wind energy spreads through the world, and significantly, it imposed itself during
the past decade [2]. Doubly-fed induction generators (DFIGs) are actually the most
used wind power generators in many countries [3].

Therefore, many contributions have been made to the inverters and converters
usually in DFIG used in the power electronics domain [4]. A doubly fed induction
generator model for transient stability analysis has been proposed in [5], in which
authors focused their study on the control loops of instantaneous response. In [6],
authors have been proposed some robust observers to estimate states and actuator
faults for different class of linear and nonlinear systems at the same instant. Though
systems are becoming more and more complex, DFIG can be subject by many types
of faults [7], diagnosis and faults estimation issues have become primordial to
ensure a good supervision of systems and guarantee the safety of materials and
operators (humans) [8].

A survey based on current sensor fault detection and isolation and control
reconfiguration current for doubly fed induction generator has been proposed by
[9]. Studies led by [10], have contributed to an adaptive parameter estimation
algorithm used for estimating the rotor resistance of the DFIG, however, the others
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parameters were assumed to be constant. To improve the extended Kalman filter
(EKF), a new nonlinear filtering algorithm named the unscented Kalman filter
(UKF) has been developed in [11]. Widely used in some fields, UKF has been found
in several studies such as training of neural networks [12], multi-sensor fusion for
instance.

This chapter investigates the usage of the unscented Kalman filter UKF, high
gain observer (HGO) and the moving horizon estimator (MHE) to estimate the
dynamic states and electrical parameters of the wind turbine system. These esti-
mates can be used to enhance the performance of doubly fed induction generator in
power systems, for rotor and stator resistances faults in the circumstances where
internal states will be involved in a control design [3] and the acquisition of internal
states, which are relatively difficult to get can realized from the dynamic state
estimation and for monitoring purposes. The chapter is organized as follows: in
Section 2, the mathematical model for DFIG is presented, followed by the descrip-
tion of estimation algorithms in Section 3. The results of the parameter estimation
tests are presented in Section 4. Finally Section 5 gives the conclusions.

2. Mathematical model for DFIG

In this section, we deal with the mathematical modeling of the DFIG-based wind
energy system, we will only describe the wind turbine (also called drive train), and
the asynchronous generator (also called induction generator) because this chapter
focuses on estimating of the parameters and dynamic states of the DFIG Figure 1.
Two frames of reference are used in this model: stator voltage (d-q) reference frame
and mutual flux (d-q) reference frame. In Tables 1 and 2, all parameters and
constants are given.

2.1 Modeling of the wind turbine

From the wind, the power extracted can give the mechanical torque. The energy
from the wind is extracted from the wind turbine and converted into mechanical
power [14]. The wind turbine model is based on the output power characteristics, as
Eqs. (1) and (2), [15].

Figure 1.
Configuration of DFIG-based wind turbine system [13].
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Pm ¼ Cp λ; βð Þ 1
2
ρAν3w ¼ Cp λ; βð ÞEw (1)

λTS ¼ Rωt

νw
(2)

where the aerodynamic extracted power is Pm, which depends on CP, the
efficiency coefficient,the air density ρ, the turbine swept area A, and the wind
speed νw. The kinetic energy contained in the wind at a particular wind speed is
given by Ew. The blade radius and angular frequency of rotational turbine are R and
wt, respectively. CP(λ; β) the efficiency coefficient depends on tip speed ratio λTS
and blade pitch angle β, determines the amount of wind kinetic energy that can be
captured by the wind turbine system [13]. CP(λ; β) can be described as:

Cp λ; βð Þ ¼ 0:5
116
λi

� 0:4β � 5
� �

e�21=λi (3)

where

1
λi
¼ 1

λTS þ 0:08β
� 0:035
β3 þ 1

(4)

Parameters Values

Rated active power (Ps)/(MW) 1.5

Rated voltage (line to line) (Vs)/(V) 575

Rated DC-link voltage (Vdc)/(V) 1200

Number of poles 4

Frequency (f)/(Hz) 60

Stator resistance (Rs)/(pu) 0.00707

Rotor resistance (Rr)/(pu) 0.005

Stator leakage inductance (Ls)/(pu) 0.171

Rotor leakage inductance (Lr)/(pu) 0.156

Magnetizing inductance (Lm)/(pu) 2.9

DC-link capacitance (C)/(F) 0.04

Table 1.
Parameters of the DFIG.

Parameters Values

Rated wind speed (vw)/(m s�1) 12

Number of blade 3

Radius of blade (R)/m 35.25

Gearbox gain (G) 91

Moment of inertia (Jeq)/(kg m2) 1000

Viscosity factor (feq)/(N m s rad�1) 0.0024

Table 2.
Parameters of the wind turbine.
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2.2 Modeling of the asynchronous generator

For the induction generator, the Park model is the model that is commonly used
[16]. After applying the synchronously rotating reference frame transformation to
the stator and rotor fluxes equations of the generator, the following differential
equations describe the dynamics of the rotor and stator fluxes [17]:

_Φdr ¼ wb vdr þ ws � wrð ÞΦqr � Rridr
� �

_Φqr ¼ wb vqr � ws �wrð ÞΦdr � Rriqr
� �

_Φds ¼ wb vds þ wsΦqs � Rsids
� �

_Φqs ¼ wb vqs �wsΦds � Rsiqs
� �

8>>>><
>>>>:

(5)

where ws = 1 is the synchronous angular speed in the synchronous frame and
wb = 2πf rad/s is the base angular speed, with f = 60 Hz. With additional variables
stator-rotor mutual flux Φdm and Φqm, rotor current idr and iqr and stator current ids
and iqs can be expressed as:

idr ¼ Φdr �Φdm

Llr

iqr ¼
Φqr �Φqm

Llr
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>>:

(6)

ids ¼ Φds �Φdm

Lls

iqs ¼
Φqs �Φqm

Lls
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where

Φdm ¼ Lad
Φdr

Llr
þΦds

Lls

� �

Φqm ¼ Laq
Φqr

Llr
þΦqs

Lls

� � (8)

are the stator-rotor mutual flux.
Where constants Lad and Laq are the (d-q) mutual flux factors, expressed as:

Lad ¼ Laq ¼ 1
1
Lm

þ 1
Lls
þ 1

Llr

(9)

The relationship between mechanical torque Tm, electrical torque Te and rotor
speed wr can be shown by the following differential equation,

_wr ¼ 1
2H

Tm � Te � Fwrð Þ (10)

where constant F is the friction factor and H is the generator inertia, and Te, the
electrical torque which can be expressed as:

Te ¼ Φdsiqs �Φqsids (11)

These equations are derived in [4] and all parameters are defined in per unit
based on the generator ratings and synchronous speed.
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3. Estimation algorithms

3.1 High gain observer

This observer class is applied for nonlinear system classes of the form Eq. (12).
Its applications are so large [18, 19]. We briefly present the developed survey in
[20] that points up the synthesis of observers adapted to the observable nonlinear
systems. Consider the following nonlinear system:

_x ¼ f xð Þ þ g xð Þu
y ¼ h xð Þ

�
(12)

where x∈Rn, u∈Rm, y∈Rs.
First, the system Eq. (12) must be uniformly locally observable, and then it will

be possible to make the variable change z = Γ(x) that will transform the system
Eq. (12) in the following form:

_z ¼ Azþ φ u; zð Þ
y ¼ Cz

�
(13)

The observer must satisfy the following theorem [20]:

i. The function φ is globally Lipschitz uniformly to u.

Let K ¼
K1

⋱
Kp

2
64

3
75 an adequate size matrix such as, for every Ki block, the

matrix.
Ak � KkCk should give all its eigenvalues with negative real part:
Let’s suppose that there exists two integer sets σ1,⋯,σn ∈Zf g and

δ1 >0;⋯; δp >0∈N ∗� �
such as:

ii. σμkþv ¼ σμkþv�1 þ δr, k ¼ 1,⋯, p, v ¼ 1,⋯, ηk � 1

iii. ∂φi
∂zj

6¼ 0 ) σi ⩾ σj, i, j ¼ 1,⋯, n, j 6¼ μk, k ¼ 1,…, p

So,

_̂z ¼ Aẑ þ φ ẑ; uð Þ � S�1
θ K Cẑ � yð Þ (14)

is an exponential observer for the system Eq. (13) as well.
And there exists T1 such as, for all T, 0 < T < T1.
With,

S S; δð Þ ¼
Sδ1Δ Sδ

1
� �

⋱
SδpΔ Sδ

p� �

2
64

3
75

Δθ Sð Þ ¼

1

S
⋱

Sηθ�1

2
6664

3
7775
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where constant F is the friction factor and H is the generator inertia, and Te, the
electrical torque which can be expressed as:
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These equations are derived in [4] and all parameters are defined in per unit
based on the generator ratings and synchronous speed.
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By operating a reverse variable change for coming back to the initial nonlinear
system, the observer for the system Eq. (12) is given by:

_̂x ¼ f x̂ð Þ þ g x̂ð Þu� ∂Γ

∂x̂
x̂ tð Þð Þ

� ��1

S�1
θ h x̂ð Þ � yð Þ (15)

x̂: Estimated value of x.
Γ: An application Rn ! Rn.
With,

Γ ¼ h1;Lf h1;L2
f h1;…;Lδ1

f h1; h2;Lf h2;L2
f h2;…;Lδ2

f h2;…; hp;Lf hp;L2
f hp;…;Lδp

f hp
h iT

And Lδk
f is the Lie δik derivative.

P: Number of outputs.
And Sθ satisfies the following Lyapunov relation:

_S ¼ �θSθ � ATSθ � SθAþ CTC ¼ 0 (16)

In [20], the demonstration is done.

3.2 The unscented Kalman filter

The unscented Kalman filter (UKF) has been essentially designed for the state
estimation problems, and applied in some nonlinear control applications [11]. The
unscented Kalman filter (UKF) compensates for approximation issues of the
extended Kalman filter (EKF). A Gaussian random variable represents the state
distribution, which is specified using a set of sample points chosen very carefully
[12]. The unscented transformation (UT) is a method to estimate or calculate
statistics of a random variable which is subjected to a nonlinear transformation [11].
In stochastic estimation problems, a common assumption usually is used which
underline the fact that the process and measurement noise terms are additive, as in:

xk ¼ f xk�1; uk�1ð Þ þwk�1

yk ¼ h xk; ukð Þ þ vk
(17)

The dimension of the sigma-points is the same as the state vector, that is to say
L = nx. The UKF is recursively executed, starting with the assumed initial conditions
x̂0 and P0. First a set of sigma-points are generated from the prior state estimate
x̂k�1 and covariance Pk � 1 at each discrete-time step, as in:

χk�1 ¼ x̂k�1 x̂k�1 þ
ffiffiffiffiffiffiffiffiffiffiffi
Lþ λ

p ffiffiffiffiffiffiffiffiffi
Pk�1

p
x̂k�1 �

ffiffiffiffiffiffiffiffiffiffiffi
Lþ λ

p ffiffiffiffiffiffiffiffiffi
Pk�1

ph i
(18)

For the next point, each sigma point is passed through the state prediction
function f that is nonlinear.

χ ið Þ
k,k�1 ¼ f χ ið Þ

k�1; uk�1

� �
, i ¼ 0, 1, 2,…, 2L (19)

χk,k�1 means that this is the predicted value of the sigma-point based on the
information from the prior time step. Sigma-points transformed, the post transfor-
mation mean and covariance are computed using weighted averages of the
transformed sigma-points [21],
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x̂k,k�1 ¼ ∑
2L

i¼0
ηmi χ

ið Þ
k,k�1 (20)

Pk,k�1 ¼ Qk�1 þ ∑
2L

i¼0
ηci χ ið Þ

k,k�1 � x̂k,k�1

� �
χ ið Þ
k,k�1 � x̂k,k�1

� �T
(21)

where ηm0 ¼ λ= Lþ λð Þ and ηc0 ¼ λ= Lþ λð Þ þ 1� α2 þ β. The measurement noise
is also omitted from the observation function, as for the prediction as in:

ψ ið Þ
k,k�1 ¼ h χ ið Þ

k,k�1; uk
� �

(22)

where is a matrix of output sigma-points. Output sigma-points are used to calcu-
late output covariance matrix, the predicted output and cross-covariance by using:

ŷk,k�1 ¼ ∑
2L

i¼0
ηmi ψ

ið Þ
k,k�1

Pyy
k ¼ Rk þ ∑

2L

i¼0
ηci ψ ið Þ

k,k�1 � ŷk,k�1

� �
ψ ið Þ
k,k�1 � ŷk,k�1

� �T

Pxy
k ¼ ∑

2L

i¼0
ηci χ ið Þ

k,k�1 � x̂k,k�1

� �
ψ ið Þ
k,k�1 � ŷk,k�1

� �T

(23)

Due to the additive noise assumption, R is added to the output covariance
matrix. For calculating the Kalman gain matrix K, covariance matrices are used,
using:

Kk ¼ Pxy
k Pyy

k

� ��1 (24)

And then this Kalman gain matrix is used to update covariance estimates and the
state, as in:

x̂k ¼ x̂k,k�1 þ Kk yk � ŷk,k�1

� �

Pk ¼ Pk,k�1 � KkP
yy
k K

T
k

(25)

With yk, the measurement vector, x̂k is the a posteriori state and Pk is the
covariance estimates.

3.3 The moving horizon estimation

The moving horizon estimation is a powerful means of estimating the states, and
having in particular the possibility to constrain the outputs, states and noises. We
can be described it as a least-squares optimization that leads to a states’ estimation
and working with a limited amount of information. Its particularity is to avoid the
recursive manner characteristic of the extended Kalman filter. Under different
approaches, several researchers [22–28] studied it, however presenting many simi-
larities. The moving and full state estimations almost follow the same steps. In the
moving state estimation, variables can be handled contrary to the full state estima-
tion. In the full state estimation, at current time k, all variables from initial time
n = 0 to n = k are used in the calculation. With a horizon H, the moving state
estimation uses in the calculation only the concerned variables (measured outputs,
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And Lδk
f is the Lie δik derivative.

P: Number of outputs.
And Sθ satisfies the following Lyapunov relation:
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The unscented Kalman filter (UKF) has been essentially designed for the state
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unscented Kalman filter (UKF) compensates for approximation issues of the
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distribution, which is specified using a set of sample points chosen very carefully
[12]. The unscented transformation (UT) is a method to estimate or calculate
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In stochastic estimation problems, a common assumption usually is used which
underline the fact that the process and measurement noise terms are additive, as in:

xk ¼ f xk�1; uk�1ð Þ þwk�1

yk ¼ h xk; ukð Þ þ vk
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The dimension of the sigma-points is the same as the state vector, that is to say
L = nx. The UKF is recursively executed, starting with the assumed initial conditions
x̂0 and P0. First a set of sigma-points are generated from the prior state estimate
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function f that is nonlinear.
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χk,k�1 means that this is the predicted value of the sigma-point based on the
information from the prior time step. Sigma-points transformed, the post transfor-
mation mean and covariance are computed using weighted averages of the
transformed sigma-points [21],
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Due to the additive noise assumption, R is added to the output covariance
matrix. For calculating the Kalman gain matrix K, covariance matrices are used,
using:

Kk ¼ Pxy
k Pyy

k

� ��1 (24)
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covariance estimates.
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manipulated inputs and estimated states) from n = k + 1 � H to n = k, a moving
vectors collect them. First of all, consider the full state estimation problem. Let
assume that the process can be represented by the following continuous-time model
[29–31]:

_x tð Þ ¼ f x tð Þ; u tð Þð Þ þ Gw tð Þ (26)

where wk is the control noise.
Where the Gaussian noise of zero mean is w. We can describe the measured

outputs y by the discrete-time model

yk ¼ h xkð Þ þ vk (27)

where vk is the observation noise.
The equivalent linear discrete model is given by:

xkþ1 ¼ Axk þ Buk þ Gwk (28)

where the matrices A and B are the Jacobian matrices with respect to f in relation
to xk and uk, respectively. The measurement model is linearized as:

ykþ1 ¼ Cxkþ1 þ vkþ1 (29)

where the matrix C is the Jacobian matrix of h with respect to xk. In the full state
estimation problem, we have to minimize the following criterion with respect to the
sequence of noises w0;…;wk�1f g and to the initial state x0, and then the states x̂i are
obtained by using Eq. (28).

Jk ¼ x0 � x̂0ð ÞTΠ�1
0 x0 � x̂0ð Þ þ ∑

k�1

i¼0
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� �

(30)

The weighting matrices Π�1
0 , Q�1 and R�1, respectively, symbolize the initial

estimation, the confidence in the dynamic model and the measurements. The main
disadvantage of full state estimation is that during the computation we notice the
size of the optimization problem grows as time increases, and would likely cause a
failure in the optimization. The favorable solution to this increasing size is to set the
problem according to a moving-horizon approach.

Let us consider the problem of moving state estimation. The criterion Eq. (30) is
split into two parts [24, 25]:

Jk ¼ Jk�H þ ∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� � ¼ Jk�H þ Jmhe (31)

The second term Jmhe of the criterion Eq. (31) depends on the sequence of noises
wk�H;…;wk�1f gand on the state xk�H. Assume that k > H and set the optimized

criterion:

J ∗k�H ¼ min
x0, w0,…,wk�H�1

Jk�H (32)

And then, in the full optimized criterion becomes:

J ∗k ¼ min
x0, w0,…,wk�1

Jk (33)
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¼ min
z,wk�H,…,wk�1

∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� �� �

þ J ∗k�H zð Þ (34)

where z is the arrival state xk�H based on the optimized variables
w ∗

k�H;…;w ∗
k�H�1

� �
and x0.

In practice, it is very complicated and almost impossible to really minimize
Jk�H zð Þ when k becomes large enough as this would be a full estimation problem
again. The recommend solution is to retain the previous values of the optimized
criterion J ∗k obtained by moving horizon estimation denoted by Jmhe

k zð Þ along time k
and to approximate Jk�H zð Þ as:

Jk�H zð Þ≈ z� x̂mhe
k�H

� �T
Π�1

k�H z� x̂mhe
k�H

� �
þ Jmhe

k�H zð Þ (35)

where x̂mhe
k�H is the state estimated by moving horizon observer at time (k�H).

Under these assumptions, the criterion Eq. (31) becomes:

Jk ¼ ∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þwT
i Q

�1wi
� �þ z� x̂mhe

k�H

� �T
Π�1

k�H z� x̂mhe
k�H

� �

þ Jmhe
k�H zð Þ

(36)

The discrete Riccati equation we used for the covariance matrix of the Kalman
filter is called to update Πk:

Πk ¼ AΠk�1AT þ GQGT � AΠk�1CT CΠk�1CT þ R
� ��1

CΠT
k�1A

T (37)

Figure 2.
Moving horizon estimation algorithm.
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manipulated inputs and estimated states) from n = k + 1 � H to n = k, a moving
vectors collect them. First of all, consider the full state estimation problem. Let
assume that the process can be represented by the following continuous-time model
[29–31]:

_x tð Þ ¼ f x tð Þ; u tð Þð Þ þ Gw tð Þ (26)

where wk is the control noise.
Where the Gaussian noise of zero mean is w. We can describe the measured

outputs y by the discrete-time model

yk ¼ h xkð Þ þ vk (27)

where vk is the observation noise.
The equivalent linear discrete model is given by:

xkþ1 ¼ Axk þ Buk þ Gwk (28)

where the matrices A and B are the Jacobian matrices with respect to f in relation
to xk and uk, respectively. The measurement model is linearized as:

ykþ1 ¼ Cxkþ1 þ vkþ1 (29)

where the matrix C is the Jacobian matrix of h with respect to xk. In the full state
estimation problem, we have to minimize the following criterion with respect to the
sequence of noises w0;…;wk�1f g and to the initial state x0, and then the states x̂i are
obtained by using Eq. (28).

Jk ¼ x0 � x̂0ð ÞTΠ�1
0 x0 � x̂0ð Þ þ ∑

k�1

i¼0
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� �

(30)

The weighting matrices Π�1
0 , Q�1 and R�1, respectively, symbolize the initial

estimation, the confidence in the dynamic model and the measurements. The main
disadvantage of full state estimation is that during the computation we notice the
size of the optimization problem grows as time increases, and would likely cause a
failure in the optimization. The favorable solution to this increasing size is to set the
problem according to a moving-horizon approach.

Let us consider the problem of moving state estimation. The criterion Eq. (30) is
split into two parts [24, 25]:

Jk ¼ Jk�H þ ∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� � ¼ Jk�H þ Jmhe (31)

The second term Jmhe of the criterion Eq. (31) depends on the sequence of noises
wk�H;…;wk�1f gand on the state xk�H. Assume that k > H and set the optimized

criterion:

J ∗k�H ¼ min
x0, w0,…,wk�H�1

Jk�H (32)

And then, in the full optimized criterion becomes:

J ∗k ¼ min
x0, w0,…,wk�1

Jk (33)

30

Wind Solar Hybrid Renewable Energy System

¼ min
z,wk�H,…,wk�1

∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þ wT
i Q

�1wi
� �� �

þ J ∗k�H zð Þ (34)

where z is the arrival state xk�H based on the optimized variables
w ∗

k�H;…;w ∗
k�H�1

� �
and x0.

In practice, it is very complicated and almost impossible to really minimize
Jk�H zð Þ when k becomes large enough as this would be a full estimation problem
again. The recommend solution is to retain the previous values of the optimized
criterion J ∗k obtained by moving horizon estimation denoted by Jmhe

k zð Þ along time k
and to approximate Jk�H zð Þ as:

Jk�H zð Þ≈ z� x̂mhe
k�H

� �T
Π�1

k�H z� x̂mhe
k�H

� �
þ Jmhe

k�H zð Þ (35)

where x̂mhe
k�H is the state estimated by moving horizon observer at time (k�H).

Under these assumptions, the criterion Eq. (31) becomes:

Jk ¼ ∑
k�1

i¼k�H
vTiþ1R

�1viþ1 þwT
i Q

�1wi
� �þ z� x̂mhe

k�H

� �T
Π�1

k�H z� x̂mhe
k�H

� �

þ Jmhe
k�H zð Þ

(36)

The discrete Riccati equation we used for the covariance matrix of the Kalman
filter is called to update Πk:

Πk ¼ AΠk�1AT þ GQGT � AΠk�1CT CΠk�1CT þ R
� ��1

CΠT
k�1A

T (37)

Figure 2.
Moving horizon estimation algorithm.
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With Π0 given. The Moving horizon estimation algorithm is described by the
diagram in Figure 2.

4. Numerical results

In this section, the performances of the proposed observers are illustrated in
simulation. Observers’ algorithms have been implemented in MATLAB/SIMULINK
software. The doubly-fed induction generator system states which have been used
for estimation are expressed into a vector x, this vector includes as parameters to
estimate the stator and rotor resistances, as follows:

x ¼ Φds Φqs Φdr Φqr Rs Rr
� �T (38)

The inputs of the system are the rotor angular electrical speed, stator and rotor
voltages, as in:

u ¼ vds vqs vdr vqr ωr
� �T (39)

The d and q axis of stator and rotor currents and the mechanical torque consti-
tute the measurements of the systems,

y ¼ Tm ids iqs idr iqr
� �T (40)

Table 3 shows a comparison of the running time of high gain observer (HGO),
the unscented Kalman filter (UKF), and the moving horizon estimation (MHE) for
the DFIG system. The high gain observer being the fastest among the three methods
under various modes especially the healthy mode which represents a healthy DFIG
and the faulty mode where stator and rotor resistance would have changed value
during the operation of the DFIG. Tables 4 and 5 give the parameters of UKF and
MHE only. For the UKF, the primary, secondary, and tertiary scaling parameters α,
β and κ are chosen as 1, 2, and 0, respectively.

HGO UKF MHE

Healthy mode 1.200 1.190 152.978

Faulty mode 1.901 1.666 154.234

Table 3.
Running time of the three observers for the DFIG (in seconds).

Parameters Values

Weight matrix G eye(6)

Covariance matrix P0 3eye(6)

Covariance matrix Q 0.5eye(6)

Covariance matrix R eye(5)

Length horizon H 10

Initial guess [0; 0:5; 0:5; 1; 0:02; 0:02]

Table 4.
MHE parameters.
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Figures 3 and 4 show the generated estimates of the rotor and stator resistances
by the HGO, UKF and the MHE in the healthy mode of working of the DFIG.
Nevertheless, Figures 5 and 6 show the generated estimates of the rotor and stator
resistances by the HGO, UKF and the MHE in the faulty mode of working, let us
mention that faulty mode is simply a mode where the DFIG undergoes a fault on its
stator and/or rotor resistances during the operation. We just simulated those sce-
narios to appreciate the estimation performance of different observers in particular
the HGO, UKF and MHE for process monitoring or diagnostics purposes. We can
observe that the estimates by the MHE converges to the actual parameters in fewer
time compared to the HGO and UKF. In Table 3, we notice the total computation
time to obtain an estimate for the HGO algorithm is about 1.200 seconds, for the
UKF algorithm is also about 1.190 seconds while the MHE algorithm took
152.978 seconds to estimate the parameters in the normal mode of working, and in
the faulty mode, we have about 1.901, 1.666 and 154.234 seconds for those
observers, respectively. We can conclude that when the asynchronous machine has
a stator or rotor resistance fault, the estimation time increases. The reason the MHE
algorithm takes longer to make an estimate is that in simulation, the optimization of
the objective function, through a nonlinear programming algorithm has been
performed at each time step, in this case study the nonlinear programming algo-
rithm used is the sequential quadratic programming in the MATLAB in-built func-
tion fmincon. For the HGO we can underline this, a big value of θ leads to
consolidate the linear part and to guarantee the stability of the nonlinear part
through the fact that φ is imposed globally Lipschitz in relation to x [27]. If θ are big
enough, the time of convergence decreases, but the observation becomes extremely
sensitive to the measurement noises. A small value of θ leads to the reverse effect
obviously. In comparison with the extended Kalman filter, this observer contains a
lot less of setting variables that facilitates its optimization. Besides the number of
equations to solve are a lot weaker and it decreases the time of calculation consid-
erably. To know that the number of differential equations to solve for the Kalman
filter is of nþ n nþ1ð Þ

2 such as, n is the size of observation vector, when that number is
n for the high gain observer [18], for our experiment the value of the gain is θ = 27,
on the other hand, the UKF algorithm has to handle.

2 L + 1 sigma points and associated weights to represent state of the system.
Tables 6 and 7 show the standard deviation and the variance of the estimation
error. The comparison of these observers can be made by finding the mean squared
error (MSE) value. The MSE can be evaluated as:

MSE ¼ 1
N � n

∑
N

i¼1
θi � θ̂ i
� �2

(41)

where N is the number of time steps, n is the dimension of state vector, θi is the
simulated value and θ̂ i is the estimated value from the filters. Table 8 shows a
comparison of the three observers by finding the mean squared error in the healthy

Parameters Values

Covariance matrix P0 eye(6)

Covariance matrix Q 10�2diag([111110–410�4])

Covariance matrix R 10�2diag([11111])

Initial guess [0; 0:5; 0:5; 1; 0:02; 0:02]

Table 5.
UKF parameters.
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tute the measurements of the systems,
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Table 3 shows a comparison of the running time of high gain observer (HGO),
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and the faulty mode where stator and rotor resistance would have changed value
during the operation of the DFIG. Tables 4 and 5 give the parameters of UKF and
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Figures 3 and 4 show the generated estimates of the rotor and stator resistances
by the HGO, UKF and the MHE in the healthy mode of working of the DFIG.
Nevertheless, Figures 5 and 6 show the generated estimates of the rotor and stator
resistances by the HGO, UKF and the MHE in the faulty mode of working, let us
mention that faulty mode is simply a mode where the DFIG undergoes a fault on its
stator and/or rotor resistances during the operation. We just simulated those sce-
narios to appreciate the estimation performance of different observers in particular
the HGO, UKF and MHE for process monitoring or diagnostics purposes. We can
observe that the estimates by the MHE converges to the actual parameters in fewer
time compared to the HGO and UKF. In Table 3, we notice the total computation
time to obtain an estimate for the HGO algorithm is about 1.200 seconds, for the
UKF algorithm is also about 1.190 seconds while the MHE algorithm took
152.978 seconds to estimate the parameters in the normal mode of working, and in
the faulty mode, we have about 1.901, 1.666 and 154.234 seconds for those
observers, respectively. We can conclude that when the asynchronous machine has
a stator or rotor resistance fault, the estimation time increases. The reason the MHE
algorithm takes longer to make an estimate is that in simulation, the optimization of
the objective function, through a nonlinear programming algorithm has been
performed at each time step, in this case study the nonlinear programming algo-
rithm used is the sequential quadratic programming in the MATLAB in-built func-
tion fmincon. For the HGO we can underline this, a big value of θ leads to
consolidate the linear part and to guarantee the stability of the nonlinear part
through the fact that φ is imposed globally Lipschitz in relation to x [27]. If θ are big
enough, the time of convergence decreases, but the observation becomes extremely
sensitive to the measurement noises. A small value of θ leads to the reverse effect
obviously. In comparison with the extended Kalman filter, this observer contains a
lot less of setting variables that facilitates its optimization. Besides the number of
equations to solve are a lot weaker and it decreases the time of calculation consid-
erably. To know that the number of differential equations to solve for the Kalman
filter is of nþ n nþ1ð Þ

2 such as, n is the size of observation vector, when that number is
n for the high gain observer [18], for our experiment the value of the gain is θ = 27,
on the other hand, the UKF algorithm has to handle.

2 L + 1 sigma points and associated weights to represent state of the system.
Tables 6 and 7 show the standard deviation and the variance of the estimation
error. The comparison of these observers can be made by finding the mean squared
error (MSE) value. The MSE can be evaluated as:

MSE ¼ 1
N � n

∑
N

i¼1
θi � θ̂ i
� �2

(41)

where N is the number of time steps, n is the dimension of state vector, θi is the
simulated value and θ̂ i is the estimated value from the filters. Table 8 shows a
comparison of the three observers by finding the mean squared error in the healthy

Parameters Values

Covariance matrix P0 eye(6)

Covariance matrix Q 10�2diag([111110–410�4])

Covariance matrix R 10�2diag([11111])

Initial guess [0; 0:5; 0:5; 1; 0:02; 0:02]

Table 5.
UKF parameters.
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Figure 3.
Rotor resistance estimation in a healthy mode with HGO, UKF and MHE. (a) Rotor resistance estimation
(HGO), (b) Rotor resistance estimation (UKF), (c) Rotor resistance estimation (MHE).
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Figure 4.
Stator resistance estimation in a healthy mode with HGO, UKF and MHE. (a) Stator resistance estimation
(HGO), (b) Stator resistance estimation (UFK), (c) Stator resistance estimation (MHE).
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Figure 4.
Stator resistance estimation in a healthy mode with HGO, UKF and MHE. (a) Stator resistance estimation
(HGO), (b) Stator resistance estimation (UFK), (c) Stator resistance estimation (MHE).
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Figure 5.
Rotor resistance estimation in a faulty mode with HGO, UKF and MHE. (a) Rotor resistance estimation
(HGO), (b) Rotor resistance estimation (UKF), (c) Rotor resistance estimation (MHE).
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Figure 6.
Stator resistance estimation in a faulty mode with HGO, UKF and MHE. (a) Stator resistance estimation
(HGO), (b) Rotor resistance estimation (UKF), (c) Rotor resistance estimation (MHE).
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Figure 5.
Rotor resistance estimation in a faulty mode with HGO, UKF and MHE. (a) Rotor resistance estimation
(HGO), (b) Rotor resistance estimation (UKF), (c) Rotor resistance estimation (MHE).
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Stator resistance estimation in a faulty mode with HGO, UKF and MHE. (a) Stator resistance estimation
(HGO), (b) Rotor resistance estimation (UKF), (c) Rotor resistance estimation (MHE).
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and the faulty mode of operation of the DFIG and we can notice that generally, the
mean squared error of states and parameters in faulty mode is relatively greater
than those in the healthy mode because of the fault occurring suddenly during the
operation, but we can always see the high performance of the moving horizon
estimation on the others observers.

To verify the robustness, we have performed parametric variation on the
observer in relation to the identified values. Figures 7 and 8 show the responses
obtained when a rotor inductance variation of +50 and �50% is considered for the
observer test. The robustness of the observers’ scheme with respect to this parame-
ter changes is clearly shown. In Figures 7 and 8, it is clearly shown that a +50 and
�50% rotor inductance variation generates a high statistical difference on rotor and
stator resistances for the unscented Kalman filter. For the high gain observer, that
variation is much more felt on the rotor resistance on the both figures. Incontestably
the moving horizon estimation seems remain insensitive to the parametric

Std (HGO) � 10�5 Std (UKF) � 10�5 Std (MHE) � 10�5

Rs 350 7450 57.75

Rr 7.29 3940 41.38

Variance (HGO) � 10�5 Variance (UKF) � 10�5 Variance (MHE) � 10�5

Rs 1.26 550 0.033

Rr 0.0053 160 0.017

Table 6.
General statistics of the three observers (healthy mode).

Std (HGO) � 10�4 Std (UKF) � 10�4 Std (MHE) � 10�4

Rs 25 8208 270

Rr 4.86 278 26

Variance (HGO) � 10�5 Variance (UKF) � 10�5 Variance (MHE) � 10�5

Rs 0.62 6737 0.74

Rr 0.024 77.47 0.702

Table 7.
General statistics of the three observers (faulty mode).

HGO UKF MHE

Healthy Faulty Healthy Faulty Healthy Faulty

Rs 4.73E�06 8.02E�06 8.66E�04 9.65E�04 1.11E�07 1.27E�07

Rr 1.77E�09 1.79E�05 9.36E�05 1.14E�04 5.71E�08 7.33E�08

Φds 5.70E�04 6.31E�04 9.02E�05 9.23E�05 21.0E�04 11.0E�04

Φqs 1.93E�06 2.10E�06 1.10E�16 1.10E�16 39.0E�04 27.0E�04

Φdr 2.08E�08 16.00E�04 6.47E�06 6.87E�06 246E�04 210E�04

Φqr 1.73E�10 4.81E�06 1.10E�06 1.10E�06 67.0E�04 70.0E �04

Table 8.
MSE values of nonlinear observers: HGO, UKF and MHE are compared.
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variations but it is not so, it is just that the statistical difference generated is weak
enough compared to others. From these responses, we can conclude that the rotor
inductance changes do not affect the performance of the moving horizon estimation

Figure 7.
Robustness test. Rotor inductance variation (+50%). (a) Rotor resistance estimation, (b) Stator resistance estimation.
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variations but it is not so, it is just that the statistical difference generated is weak
enough compared to others. From these responses, we can conclude that the rotor
inductance changes do not affect the performance of the moving horizon estimation
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Robustness test. Rotor inductance variation (+50%). (a) Rotor resistance estimation, (b) Stator resistance estimation.
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considerably, but in regard to the other observers, the changes disturb their perfor-
mance a lot as shown in the figures and that the MHE scheme is robust enough
under parametric uncertainties.

Figure 8.
Robustness test. Rotor inductance variation (�50%). (a) Rotor resistance estimation, (b) Stator resistance
estimation.
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5. Conclusion

In this chapter, a general framework for the doubly fed induction generator has
been presented in order to carry out a dynamic estimation of states and parameters
of the DFIG. The DFIG parameters are largely influenced by different factors (for
instance, temperature, magnetic saturation and eddy current) that is why it is
necessary to develop techniques to estimate the changes of parameters. The pro-
posed techniques are performed with high gain observer (HGO), unscented Kalman
filter (UKF) and moving horizon estimation algorithms using noisy measurements.
A comparison of the three estimation techniques has been made under different
aspects notably, computation time and estimation accuracy, in two modes of oper-
ation of the DFIG, the healthy mode and the faulty mode. The MHE estimation
technique has significantly lower estimation error and converges with fewer sam-
ples time than the HGO and the UKF. Whatever the mode of functioning, the
simulation results showed that a good standard of performance could be obtained
even in the presence of measurement noise.
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Chapter 3

Modeling and Simulation of a
10 kWWind Energy in the Coastal
Area of Southern Nigeria: Case of
Ogoja
Gabriel Modukpe and Don Diei

Abstract

This research demonstrates a model of a wind energy conversion system that
operates at different wind speed, with results simulated in MATLAB SIMULINK.
The wind turbine system is made up of three parts or subsystems namely the
aerodynamic, mechanical and electrical blocks. The system is designed by modeling
differential equations for each block and then simulated in SIMULINK environ-
ment. The Squirrel Case Induction Generator, horizontal axis wind turbine system
with complexities of all three parts of the wind turbine model were analyzed using
the mathematical equations, with each block modeled and designed separately, then
all three blocks joined together to give the complete unit. Wind speed data from
Ogoja community in southern part of Nigeria was used to test the simulation
performance. The system simulation was tested and worked satisfactorily, with
different wind speed giving proportionate mechanical torque and turbine speed.
This model therefore demonstrates that wind energy could be extracted in the
region even at varying wind speed.

Keywords: modeling, simulation, wind energy, Southern Nigeria, coastal area,
Ogoja

1. Introduction

Demand for renewable energy has been increasingly justified over the last cou-
ple of years as world powers turn to clean, green energy while overdependence on
fossil fuel generation is still prominent in developing countries. Nevertheless, there
is an expectation that renewable energy sources will play a wider role over the next
two decades in energy with wind energy projected to contribute 1.1 trillion -
kilowatt-hours (kWh) of a total of close to 4 trillion kWh of renewable energy
expected to be generated by year 2030. Furthermore, research suggests that solar
and wind energy are currently the most likely to provide economically affordable
alternate energy sources, because other renewable energy sources like tidal remain
costly and inefficient [1]. It is obvious that wind and solar energy studies will be the
center of future renewable engineering efforts. Solar energy is becoming more
dominant especially in the Arab world where their massive deserts have already
seen investigations into the possibility of generating solar energy with enough
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capacity to power entire countries. With wind energy however, developing offshore
wind turbines fit for tackling the substantially higher wind speeds accessible
offshore while avoiding the issues of horizon and noise pollution is the way to go. In
Ogoja community of southern Nigeria, the average wind speed is seen in this
research to be good enough for a horizontal axis wind turbine using a Squirrel
Cage Induction Generator due to its seeming advantages as detailed in later sections.
Modern offshore wind energy systems are now faced with expectations of
generating highly efficient, network frequency electricity in an autonomous and
programmed manner and for 20 or more years consistently and continuously
with little or no maintenance requirements in some of the harshest environments in
the world. This constitutes the challenges encountered by wind energy engineers
today [2].

2. Problem statement

Natural gas is being used in gas turbines as a means of power generation in most
countries, majority of which are in Africa. The effects of these fuels in the atmo-
sphere led to the need for green energy, a clean and sustainable alternate source of
energy generation. Different countries are facing devastating effects from the cli-
mate change, stormy rain, hurricane, great flood, etc., leading to different countries
conducting research in renewable energy sources which will produce power with-
out damaging the environment. Wind energy is abundant on the Earth and has a
low or no impact in environmental pollution. The energy is generated naturally
from wind; hence fuel needed for wind turbines is free and occurs every day. This
study shows a wind energy system modeled and runs at various wind speeds,
similar to wind speeds found in some parts of the world.

3. Aim and objectives of study

The aim of the project is to design with the aid of mathematical modeling a wind
energy conversion system that will produce energy at varying speed and test results
using simulations. The following are the objectives:

• Model a wind energy conversion system by using mathematical equations.

• Simulate the system design using MATLAB SIMULINK Software, version
R2017a.

• Test to see the effects of varying wind speeds.

• Simulate the aerodynamic, mechanical and electrical component design.

4. Wind energy

Wind energy is the indirect form of solar energy which is always being
replenished by the sun [4]. The energy conversion occurs when electrical power or
electricity is generated using the abundant natural resource wind. A wind turbine is
an energy conversion device that changes the wind’s kinetic energy into electrical
energy. The operation of wind turbines makes use of the turning of two or three
propeller-like blades around a rotor by wind. The rotor is attached to the main shaft,
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which turns a generator to create electricity [5]. The quantitative measurement of
accessible wind energy at any point is called the wind power density (WPD). It is
calculated as available mean power per square meter of area swept by a turbine with
SI unit of watt per square meter. This indicates how much extractable energy on site.

Wind turbines are fabricated in two axis types (vertical and horizontal) and in a
wide variety. The smallest types of wind turbines are used as a means of charging
battery units used for generation of back-up power. Larger turbines are used to
generate power for domestic use. Wind power can be classified as:

• Utility scale wind systems; wind systems that generate power larger than
100 kilowatts (kW) to provide power to a grid system.

• Distributed or small wind systems, which uses wind turbines of 100 kW or
lower than that to power directly a home, farm, etc.

• Offshore wind systems, are turbines mounted on water bodies around the
world. Depending on speed of wind in that area, they can be used to power
whole communities.

4.1 Wind energy in Nigeria

Wind energy is of course, one of the cheapest renewable sources per unit of
energy produced, as well its technologies is one of the fastest rising technologies in
energy generation industry across the world, yet not so much in Nigeria and Sub-
Saharan Africa. It has been suggested that a network of land based 2.5 MW wind
turbines can generate over 40 times the current electricity consumption in the
world [5]. In Nigeria, renewable energy sources have been restricted to solar energy
this is because wind energy is not considered viable due to low wind speeds in most
parts of the country. Wind speed is generally considered moderate in the south with
the exception of coastal areas and offshore. On the other hand, in the hilly regions of
the north, it is strongest [6].

An analysis of wind energy potential in Kano State, Nigeria was done by [7],
based on wind data taken for 21 years at a height of 10 m. The data was statistically
tested using Weibull probability density function. Results showed an expected
average wind speed ranging from 6.5 to 9 m/s, good enough to drive a wind
conversion system with wind power estimations as high as 12 MWh/m2. Five prac-
tical wind turbines where also analyzed with the data, giving positive results and
economic viability of wind power in Kano State. Refs. [8, 9] noted the viability of
renewable energy in Nigeria, the advantages and challenges and as well stated that
the high cost of power supply and carbon emission reduction could be realized with
the use of renewable sources energy.

In another article on wind energy potential in selected south western states, the
investigation surveyed wind energy capability often chosen sites in the south west-
ern region of Nigeria and carried out a cost benefit analysis at those sites. Wind
speed data at 10 m height gotten from the Nigerian Meteorological Agency was
utilized to classify the sites wind profiles for electricity generation. The result
demonstrated that sites in Lagos and Oyo States were suited for generation at a
substantial scale with average wind speeds. Enough power can be generated with
several small turbines connected together. The result demonstrated that the region’s
wind profiles and qualities are reasonable enough for wind power generation.
Average wind speeds from 1.9 to 5.3 m/s are predominant, while the most likely
wind speed ranged between 1.9 and 6.2 m/s, with the maximum energy conveying
speeds between 2.2 and 8.6 m/s across all the stations [7].
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which turns a generator to create electricity [5]. The quantitative measurement of
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calculated as available mean power per square meter of area swept by a turbine with
SI unit of watt per square meter. This indicates how much extractable energy on site.
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wide variety. The smallest types of wind turbines are used as a means of charging
battery units used for generation of back-up power. Larger turbines are used to
generate power for domestic use. Wind power can be classified as:

• Utility scale wind systems; wind systems that generate power larger than
100 kilowatts (kW) to provide power to a grid system.

• Distributed or small wind systems, which uses wind turbines of 100 kW or
lower than that to power directly a home, farm, etc.

• Offshore wind systems, are turbines mounted on water bodies around the
world. Depending on speed of wind in that area, they can be used to power
whole communities.

4.1 Wind energy in Nigeria

Wind energy is of course, one of the cheapest renewable sources per unit of
energy produced, as well its technologies is one of the fastest rising technologies in
energy generation industry across the world, yet not so much in Nigeria and Sub-
Saharan Africa. It has been suggested that a network of land based 2.5 MW wind
turbines can generate over 40 times the current electricity consumption in the
world [5]. In Nigeria, renewable energy sources have been restricted to solar energy
this is because wind energy is not considered viable due to low wind speeds in most
parts of the country. Wind speed is generally considered moderate in the south with
the exception of coastal areas and offshore. On the other hand, in the hilly regions of
the north, it is strongest [6].

An analysis of wind energy potential in Kano State, Nigeria was done by [7],
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tested using Weibull probability density function. Results showed an expected
average wind speed ranging from 6.5 to 9 m/s, good enough to drive a wind
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tical wind turbines where also analyzed with the data, giving positive results and
economic viability of wind power in Kano State. Refs. [8, 9] noted the viability of
renewable energy in Nigeria, the advantages and challenges and as well stated that
the high cost of power supply and carbon emission reduction could be realized with
the use of renewable sources energy.

In another article on wind energy potential in selected south western states, the
investigation surveyed wind energy capability often chosen sites in the south west-
ern region of Nigeria and carried out a cost benefit analysis at those sites. Wind
speed data at 10 m height gotten from the Nigerian Meteorological Agency was
utilized to classify the sites wind profiles for electricity generation. The result
demonstrated that sites in Lagos and Oyo States were suited for generation at a
substantial scale with average wind speeds. Enough power can be generated with
several small turbines connected together. The result demonstrated that the region’s
wind profiles and qualities are reasonable enough for wind power generation.
Average wind speeds from 1.9 to 5.3 m/s are predominant, while the most likely
wind speed ranged between 1.9 and 6.2 m/s, with the maximum energy conveying
speeds between 2.2 and 8.6 m/s across all the stations [7].
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Ref. [10, 11] conducted a research and reported on the wind energy reserve in
Nigeria at 10 m (or 40 m) height based on data analysis on 10 wind stations across
the North West, North East, North Central, South East and South West geopolitical
zones. The research showed some promise, with some sites having wind regime
between 3.6 and 5.1 m/s, therefore confirming that Nigeria falls into the moderate
wind regime according to the Beaufort scale. Along these lines it can be inferred that
the sites are potential wind farm areas. This is because most wind turbines start
generating electricity at wind speeds of around 3–4 m/s, known in wind generation
as the cut in speed. The report also suggested that Nigerian shoreline areas from
Lagos State through Ondo, Delta, Rivers, Bayelsa to Akwa-Ibom States also showed
promising potentials for harvesting moderate wind energy throughout the year.
Coastal regions constitute majority of oil and gas activities in the country, with
these activities causing environmental degradation while some of these communi-
ties are also cut off from the electricity grid hence leading to a quest for alternate
energy sources.

4.2 History of wind energy for wind farms

Arrays of large turbines, called wind farms, are utilized to generate power as a
means of reducing fossil power generation in developed countries. By the start of
the twentieth century in Denmark, there were already in subsistence some 2500
windmills used to drive mechanical loads like grinding mills and water pumps with
an estimated total peak power in the region of 30 MW. By 1910 there were electric
generators ranging in power from 5 to 25 kW driven by wind and in use in the
United States. During World War I, windmill engineers in the United States were
manufacturing 100,000 small-scale farm windmills yearly, mostly used as water
pumps [12]. One of the very first modern design horizontal-axis wind generators
was used in the Soviet Union by 1931. It was a 100 kW generator placed on a 30-m
tall tower and connected to the Nation’s 6.3 kV electricity distribution system. It
was accounted for to have had a yearly capacity factor of about 32%, which shares
close similarity to the efficiency exhibited by current wind machines [12]. As stated
earlier, turbine blades can spin about a horizontal or a vertical axis, with horizontal
axis rotation being older and more popular. They can also come with blades or be
bladeless. Vertical axis wind turbines are not used as much because they produce
less power [3].

5. Types of wind turbine

Considering how the turbine spins, two kinds of wind turbines can be defined.
The mechanism is the same only the direction of the spin differs. Wind turbines
that rotates along its vertical axis is the vertical axis wind turbines (VAWT), while
the ones that spins about a horizontal axis is the horizontal axis wind turbines
(HAWT).

5.1 Horizontal axis wind turbines

The horizontal axis wind turbine (HAWT) is a turbine whose rotor rotational
axis is parallel to the ground and wind stream [13]. Its primary rotor shaft and
electrical generator are at the pinnacle of the tower and must be faced directly to the
wind. Micro turbines are directed by a wind vane, with larger turbines utilizing a
wind sensor coupled with a servomotor. The gear box is located in the drive train
and is used to convert the slow blade movement into much quicker rotation capable
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of enough energy to drive an electrical generator [14]. Most HAWTs are either two
or three blades, but the number of blades has no limit, it depends solely on the
designer. HAWT could also be classified as upwind and downwind turbine. In Ref.
[15] it is stated that a gear system is used for stepping up the speed of the generator,
although designs may likewise utilize an annular generator. Some designs operate at
fixed speed, but variable speed turbines have better efficiency and employ a power
converter to communicate with the transmission system. All turbines come with
protective lineaments for damage limitation during turbulence. In such turbulence
the system is also controlled by feathering the blades into the wind hence stalling
them, and brought to a halt with the aid of brakes (Figure 1).

5.2 Vertical axis wind turbine (VAWT)

The main rotor shaft of this type of turbines are arranged vertically, hence the
name. The major advantage of this arrangement is the turbine does not need to follow
the direction of the wind to exhibit high efficiency, which is advantageous in sites
with highly variable wind directions. Also advantageous is its ability to be mounted
on a building because it is much less steerable. The drivetrain and electrical machine
can also be positioned close to the ground with the aid of a direct drive from the rotor
arrangement to the ground-based gearbox, enhancing availability for repairs. Energy
efficiency over time is still poor, a severe drawback. Key disadvantages also include
the relatively low rotational speed with the consequence being increased torque with
a proportional increase in cost of the drive train, reduced power coefficient, pulsating
mechanical torque, and modeling difficulties for accurate wind flow studies leading
to issues of rotors design analyses prior to fabrication [16].

6. Efficiency of the wind turbine system

The conservation of mass demands that the measure of air in and out of a
turbine must be equivalent. Consequently, Betz’s Law defines maximum achievable
wind power drawn by a wind turbine as 16/27 (59.3%) of the aggregate kinetic
energy of the air entering the turbine. The best hypothetical power yield of a wind
turbine is therefore 16/27 times the kinetic energy of the air entering the turbine
effective area (Figure 2).

P ¼ 16
27

� 1
2
� ρ� v3 � A ¼ 8

27
� ρ� v3 � A (1)

Figure 1.
A horizontal axis wind turbines [30].
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of enough energy to drive an electrical generator [14]. Most HAWTs are either two
or three blades, but the number of blades has no limit, it depends solely on the
designer. HAWT could also be classified as upwind and downwind turbine. In Ref.
[15] it is stated that a gear system is used for stepping up the speed of the generator,
although designs may likewise utilize an annular generator. Some designs operate at
fixed speed, but variable speed turbines have better efficiency and employ a power
converter to communicate with the transmission system. All turbines come with
protective lineaments for damage limitation during turbulence. In such turbulence
the system is also controlled by feathering the blades into the wind hence stalling
them, and brought to a halt with the aid of brakes (Figure 1).

5.2 Vertical axis wind turbine (VAWT)

The main rotor shaft of this type of turbines are arranged vertically, hence the
name. The major advantage of this arrangement is the turbine does not need to follow
the direction of the wind to exhibit high efficiency, which is advantageous in sites
with highly variable wind directions. Also advantageous is its ability to be mounted
on a building because it is much less steerable. The drivetrain and electrical machine
can also be positioned close to the ground with the aid of a direct drive from the rotor
arrangement to the ground-based gearbox, enhancing availability for repairs. Energy
efficiency over time is still poor, a severe drawback. Key disadvantages also include
the relatively low rotational speed with the consequence being increased torque with
a proportional increase in cost of the drive train, reduced power coefficient, pulsating
mechanical torque, and modeling difficulties for accurate wind flow studies leading
to issues of rotors design analyses prior to fabrication [16].

6. Efficiency of the wind turbine system

The conservation of mass demands that the measure of air in and out of a
turbine must be equivalent. Consequently, Betz’s Law defines maximum achievable
wind power drawn by a wind turbine as 16/27 (59.3%) of the aggregate kinetic
energy of the air entering the turbine. The best hypothetical power yield of a wind
turbine is therefore 16/27 times the kinetic energy of the air entering the turbine
effective area (Figure 2).

P ¼ 16
27

� 1
2
� ρ� v3 � A ¼ 8

27
� ρ� v3 � A (1)

Figure 1.
A horizontal axis wind turbines [30].
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where ρ is the density of air, A is effective area of disk, v is wind velocity, and P
is power.

The power accessible from the wind is directly proportional to the cube of the
speed of the wind. Meaning if the speed of the wind is doubled then the output
power from the turbine is given eight times. Therefore, wind turbine designs have
to take this into account by ensuring designs can support higher wind loads than
those from which they can generate electricity, in order to prevent them from
damage. Wind turbines approach maximum efficiency at wind speeds between 12
and 15 m/s. Over this wind speed, the power yield of the rotor must be controlled to
diminish main thrusts on the rotor blades and in addition the load on the general
wind turbine system [17].

As wind energy is free, wind-to-rotor efficiency, losses in the generator and power
electronics are the major factors that affect the final cost of wind power generation.
To keep parts from corroding, extracted power is fixed above rated operating speed as
theoretical power increments at the cube of wind speed, which reduces the efficiency.
Turbine efficiency can diminish somewhat after some time because of wear. Exami-
nation of 3128 wind turbines 10 years or older in Denmark demonstrated that half of
them did not diminish in efficiency, while the other observed a decrease of 1.2% per
year [18]. Vertical turbine efficiency is lower than their horizontal counterparts.

7. Review of previous works

A journal article on the feasibility of a simple small wind turbine with variable
speed regulation [19] was looked at. The objective of the research was to suggest
and evaluate a Very Small Wind Turbine (VSWT) with a Squirrel-Cage Induction
Generator (SCIG) that can contend favorably with VSWTs connected to the grid
with respect to cost and relative ease. To assess the dynamic response of the system
other different wind speeds, two tests were made. The results were gotten from real
life scenarios not computer simulations and showed the drop in performance with
regards to its nominal value was about 75%, when working at 50% of the nominal
power which is reasonable enough. In summary, the VSWT and its intended control
algorithm is feasible for controlling direct-shaft grid-connected VSWTs.

A paper on control of active and reactive power of a wind energy conversion system
with variable speed [20] details a design of wind energy conversion systemwith differ-
ent speed employing a three-phase SCIG driven by aHAWT. A static VAR compensator
is suggested and linked with the SCIG terminals so as to run the system parameters.

Figure 2.
The air flow through area A [36].
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Pitch angle control was utilized in controlling themechanical power and the systemwas
simulated using SIMULINK software. From the simulation results, the response of the
suggested system offers quick recovery faced with different dynamic system distur-
bances with the controller boosting power thereby improving system efficiency.

A Research by the Czech Technical University studied the need for gearless wind
turbines is looked into due to positives such as reliability, and reduction in down-
time due to less moving parts. The design simulation was carried out using
MATLAB SIMULINK. Results showed the wind turbine had the ability to sustain an
electric-power scheme. The system allowed for the independent control of both
reactive and active power, suggesting that the gearless design is suitable for turbines
with variable speed [21].

In a paper on the transient response of Doubly Fed Induction Generator using an
accurate model [22], the transient execution of various models of DFIG considering
saturation impact was looked at and a few parameters that influence rotor
overcurrent due to voltage sag was simulated. The findings from the paper include
the importance of consideration of saturation effect on transients but less so for
steady state analysis. Also, the rotor speed of saturated model reaching steady state
value quicker than unsaturated model.

A detailed model of fixed speed wind turbine (FSWT) stability studies with
stator transient was addressed in a PhD work by [23]. The addition of the stator
current transient permit a precise speed divergence forecast. A model for stability of
power system analysis like Doubly-Fed Induction Generator (DFIG) wind turbine
was also suggested in the same work including the stator flux transient. By doing so,
the analysis of Fault Ride-Through (FRT) is done. However, such representation
gives rise to difficulties when looking into the implementation of the positive
sequence fundamental frequency simulation tools, as a result of small time-step
prerequisite and inconsistency with normal power system parts.

A model of DFIG wind turbine was introduced in [24], the stator transient was
not considered at normal operation. However, the use of a current controller still
demands high simulation resolution.

A basic model of a DFIG wind turbine, compatible with the natural frequency
representation was projected by [25]. Both stator and rotor flux dynamics were
neglected in the model. This model is comparable to a steady state representation,
while the controller of the rotor current is assumed to be instantaneous. Therefore,
iteration process which is not favorable in the implementation model is required to
solve algebraic loops between the grid model and the generator model.

With the introduction of time lags representing current control delays, algebraic
loops can be avoided [26]. Nevertheless, it is assumed that the maximum power track-
ing (MPT) in this model is directly proportional to the arrivingwind speed, although in
common practice, the generator speed or the generator output power drives theMPT.

Miller et al. [27] presented another DFIG simplified model. According to this
model, the generator is simply modeled as a current source that is controlled; hence
the rotor parameters are omitted. This proposed simplified model did not take into
account the limiters of rotor current and the FRT schemes are not clearly modeled.

Demonstrations of detailed FSWT models for power system are presented in
[28]. In this paper, the generators are modeled thoroughly. They need very small
time-step therefore complicating the execution in a standardized fundamental fre-
quency simulator. Ref. [29] proposed a simplified model of an FSWT model.

In a power system network comprising different generation unit, there is bound
to be frequency stabilization and control issues. In the work of [31] the frequency
responses of the grid power system network and other variables of the grid
connected wind during the period of grid dynamics show improved performance as
shown in the simulation results.
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the importance of consideration of saturation effect on transients but less so for
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stator transient was addressed in a PhD work by [23]. The addition of the stator
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the rotor parameters are omitted. This proposed simplified model did not take into
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Demonstrations of detailed FSWT models for power system are presented in
[28]. In this paper, the generators are modeled thoroughly. They need very small
time-step therefore complicating the execution in a standardized fundamental fre-
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8. Variable speed and fixed speed wind turbines

The difference between the variable speed and fixed speed wind turbines is
whether the rotor is designed to run at different speed or constrained to move at a
particular speed. Early wind turbine designs generally operated at constant speed.
In this type, the rotor speed does not change regardless of wind speed changes. A
converter of power electronic frequency is needed in order to link the variable-
frequency output of the wind turbine to the constant electrical system frequency.
Power electronics required for different speed wind turbines may be more costly,
but they make up for the higher costs by spending more time than fixed turbines
working at optimum aerodynamic efficiency [33]. A graph of the performance
coefficient versus the tip speed ratio shows this difference clearly. Tip speed ratio is
known as the ratio between the angular velocity of the blade tips of a turbine and
the wind velocity as shown in Eq. (7). In wind turbine with fixed speed, ω is
constant, corresponding to a specific wind speed. Hence for any other speed from
the wind, the turbine efficiency is reduced.

The aim of the wind turbine with variable speed is to always run at optimal
efficiency, with tip speed ratio consistency, corresponding to the maximum perfor-
mance coefficient, by adapting the velocity of the blades to variations of wind
speed. Therefore, wind turbines with variable speed designs are ideal for efficient
power generation, regardless of the wind speed. Then again, as a result of the fixed
speed operation for constant speed turbines, any variations in the speed of the wind
are communicated as instabilities in the mechanical torque and then as instabilities
in the electrical power grid [17]. This as well as an increased energy capture capa-
bility of the variable speed turbine makes the power electronics cost effective [33].
Therefore, wind turbines with variable-speed are more preferable.

9. Methodology

This section introduces the model of the wind turbine while analyzing all three
blocks. The equations used in the design model for each block are derived and
analyzed as well. The wind energy conversion system modeling is reduced into
three subsystems which are the aerodynamics block, mechanical block, and the
electrical block as shown in the block diagram in Figure 3.

The aerodynamics block is responsible for the extraction of power from the
wind in the form of kinetic energy necessary to propel the blades. The mechanical
block then converts this kinetic energy into mechanical energy used to drive the
generator which in turn is turned into electrical energy by the electrical block.

The modeled wind turbine system is designed and simulated with the MATLAB
SIMULINK software. The simulation model diagram showing all three subsystems
is shown in Figure 4.

Figure 3.
Block diagram of the conversion system model.
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10. Aerodynamic subsystem modeling

The wind turbine blades and its interaction with the wind make up the aerody-
namic subsystem to be modeled. The aerodynamic modeling block diagram is
shown in Figure 5.

The blades of a wind turbine rotate due to kinetic energy from the wind which is
defined by the wind speed. An object with mass (m) which moves at velocity (v)
has kinetic energy in the air given by [17] as:

E ¼ 1
2
�m� v2 (2)

The power contained in the moving blades assuming constant velocity is equal to
the differential of this kinetic energy with respect to time as given in (Eq. (3)).

Pw ¼ dE
dt

¼ 1
2
�m� v2 (3)

where m represents the mass flow rate per second.
When the air crosses the area “A” brushed by blades of the rotor, the power in

air can be calculated with (Eq. (4)).

Pw ¼ 1
2
� v3 � A� ρ (4)

Figure 5.
Block diagram of the aerodynamic model.

Figure 4.
Simulation schematic diagram of the wind turbine model.
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ρ = the density of air.
Density of air can be conveyed as a component of the turbine’s rise above sea

level (H) as shown in Equation (5).

ρ ¼ ρ0 � 1:194� 10�4 �H (5)

where ρ0 = 1.225 kg/m3 which is the air density at sea level at temperature
T = 298 K. The power extracted from wind is defined as [32],

PBLADE ¼ Cp λ; βð Þ � Pw ¼ Cp λ; βð Þ � 1
2
� v3 � A� ρ (6)

Cp = 0.593 (Betz law). The rotor power coefficient is a function of both the tip
speed ratio “λ” and the blade pitch angle “β” (in degrees). The blade pitch angle is
characterized as the angle between the blade cross-area and the plane of rotation. It
alludes to changing the attack angle to best suited angles to adjust the rotation speed
of the blades hence adjusting generated power.

Tip speed ratio is defined in Eq. (7),

λ ¼ wm � R
v

(7)

wm is angular velocity of the rotor,R blade radius, and “wm*R” is the blade tip speed.
The rotor torque is therefore defined as,

Tw ¼ PBLADE

wm
¼ Cp λ; βð Þ � 1

2 � v3 � A� ρ

wm
(8)

And, A, the area covered by the blade

A ¼ π � R2 (9)

Substitute Eq. (9) into Eq. (8), giving Eq. (10).

Tw ¼ PBLADE

wm
¼ Cp λ; βð Þ � 1

2 � v3 � π � R2 � ρ

wm
(10)

The power coefficient Cp can be expressed as shown in Eq. (11).

Cp λ; βð Þ ¼ c1 � c2 � 1
y
� c3 � β � c4 � βx � c5

� �
� e

�c6
y (11)

where gamma “y” is given as [32],

1
y
¼ 1

λþ 0:08β
� 0:035
1þ β3

(12)

where c1–c6 are the aerodynamic coefficients given as c1 is 0.5176; c2 is 116; c3 is
0.4; c4 is 5; c5 is 21; and c6 is 0.0068.

The simulation schematic of the aerodynamic modeling is shown in Figure 6.
The equations used are (Eq. (7)) for the Lambda, the beta is the pitch angle for

the wind turbine blades. The gamma function block uses (Eq. (11)), the power
coefficient is modeled using (Eq. (11)) and the wind torque is modeled using
(Eq. (10)).
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11. Mechanical subsystem modeling

The wind turbinemechanical subsystem is known as the drive train. It comprises of
a blade pitching component, a hub with blades, a rotor shaft and a gearbox (Figure 7).

The mechanical model of the wind turbine will be modeled based on two lumped
masses assumptions: the gear box mass and the wind wheel mass.

The induction generator equation of motion as given [35] is defined as:

Hg �
dWg

dt
¼ Te þ Tm

n
(13)

where Te is Electromagnetic torque,Tm is Mechanical torque,Tw is wind torque.
Since the wind turbine shaft and generator are linked utilizing a gearbox, the

shaft of the turbine is not viewed as stiff. Hence there will be movement in the
shaft. The equation of motion of the drive train shaft is computed as

Hm � dWm

dt
¼ Tw � Tm (14)

Figure 7.
Mechanical subsystem of a wind turbine.

Figure 6.
Simulation schematic diagram of the aerodynamic block.
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11. Mechanical subsystem modeling
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Tm is given by

Tm ¼ K � θ

n
þD�Wg �Wm

n
(15)

dθ
dt

¼ Wg �Wm (16)

where, n is the gear ratio; θ is the angle between the turbine rotor and the
generator rotor;Wm is the speed of the turbine;Wg is the speed of the generator;Hm

is the turbine inertia constant; Hg is the generator inertia constant; K is drive train
stiffness; and D is damping constant [35] (Figure 8).

12. Generator model

An induction generator (asynchronous generator) is used in this model. This is
because of its high reliability and low maintenance compared to synchronous
generators. The power captured by the drive train of the turbine is converted to
electrical power which takes the form of an alternating current. The induction
generator has three-phase stator armature windings (AS, BS, CS) and three-phase
rotor windings (AR, BR, CR). The external stationary part is known as the stator
and the rotor the internal rotating part of the generator. The rotor is placed on
bearings fixed to the stator. At the point when the wind torque exerted on the
rotor is enough to drive it beyond synchronous speed, there is electrical energy
generated.

When modeling the induction machine the following assumptions are made as
described by the mathematical modeling of induction generator for power systems
principles.

Figure 8.
Simulation schematic diagram of the mechanical model.
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• When streaming toward the network, the stator currents are positive.

• The real and reactive powers are positive.

• The stator and rotor windings are as far as the mutual effect with the rotor is
concerned, are set sinusoidally along the air-gap.

• The stator openings show no considerable differences of the rotor inductances
with rotor position.

• The rotor openings show no considerable variations of the stator inductances
with rotor position.

• Magnetic hysteresis can be neglected as well as saturation effects.

• The stator and rotor windings are symmetrical.

• Also neglected is the capacitance of all the windings.

In order to simulate the induction generator in SIMULINK; the three-phase supply
is converted into a two-phase supply using the help of “Parks Transformation Matrix”
where the flux linkage is taking as a staple variable. After conversion, both phases are
called d-axis and q-axis. The conversion process is not covered here. When
performing power system dynamic studies of induction generator, two models exist;

• A complete model which comprises of electromagnetic transients both in the
rotor and the stator circuits, it contains four electromagnetic variables. This is
known as the fifth order model.

• The simplified model neglects the stator transients which contains two
electromagnetic state variables. This is also known as the third order model.

12.1 Model including stator transients

The modeling of the asynchronous generator can be done by finding an equation
that relates Vds, Vqs, the stator direct and quadrature axis voltages, to Ids, Iqs, the
stator direct and quadrature axis currents. The 0dq reference outline model takes
positive currents while rotating at synchronous speed and can be represented using
the below equations [34].

• Magnetic fluxes

φds ¼ Xs � Ids þ Xm � Iqr (17)

φqs ¼ Xs � Iqs þ Xm � Iqr (18)

φdr ¼ Xr � Idr þ Xm � Ids (19)

φqr ¼ Xr � Iqr þ Xm � Iqrs (20)

• Voltages

Vds ¼ �Rs � Ids þws � φqs �
dφds

dt
(21)

Vqs ¼ �Rs � Iqs � ws � φds �
dφds

dt
(22)
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Vdr ¼ 0 ¼ �Rr � Idr þ ws � s� φqr �
dφdr

dt
(23)

Vqr ¼ 0 ¼ �Rr � Iqr þws � s� φdr �
dφqr

dt
(24)

Here, the sub-indexes (s, r) represent the rotor and stator quantities and the sub-
indexes (d, q) represent the d- and q-axis in the synchronous rotating reference. The
rotor voltagesVdr andVqr are equated to zero because current is fed into the stator. The
variable ϕ represents the magnetic linkage flux,ws represent the synchronous rotor
speed andwg represent the generator rotor speed. The slip of the rotor “s” is given as

s ¼ ws �wg

ws
(25)

The electrical parameters Rs, Xs, Xm, Rr and Xr represent the stator resistance and
reactance, mutual reactance and rotor resistance and reactance, respectively.

The electrical torque is given as

Te ¼ φqr � Idr � φdr � Iqr (26)

The power generated by the wind turbine is expressed as

P ¼ Pactive þ Qreactive (27)

Pactive ¼ Vds � Ids þ Vqs � Iqs (28)

Qreactive ¼ Vqs � Ids � Vds � Iqs (29)

12.2 Model neglecting stator transients

Neglecting the stator transients reduces the overall order of the model and
increases the size of the system that can be simulated. In this model, the rate of
change of stator flux linkage is dismissed. The terms dϕds/dt and dϕqs/dt in Eqs. (21)
and (22) will be neglected. Eqs. (17)–(29) are used in the modeling of the induction
generator subsystem. The simulation schematic is shown in Figure 9.

The model is designed using attributes of steady-state power of a turbine. There
is infinite drive train stiffness and friction factor and turbine inertia are joined to
the turbine. Eq. (30) gives the output power of the turbine,

Pm ¼ Cp � λ; βð Þ � ρA
2

� v3wind (30)

where, Pm is mechanical output power (W).
The mechanical power in per unit is expressed in Equation (31).

Pm_pu ¼ kp � Cp_pu � v3wind_pu0 (31)

where pu is per unit.

13. Case study

Wind speed attributes are considered stronger in coastal areas and offshore as
stated in Section 2 above. This study utilized data from Ogoja community in Cross
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River State (N6.67, E8.48). Monthly data averages on wind speed, temperature and
humidity for the last 9 years (January 2009–December 2018) measured at a height
of 10 m was gotten from theWorld Weather Center and presented in Figure 10 and
Tables 1 and 2.

14. Simulation result

At rated wind speed of 3.2 m/s (Table 1) the relationship between power and
the speed of turbine is shown in Figure 13. The results of the simulation are as

Figure 10.
Average wind speed in Ogoja.

Figure 9.
Simulation schematic diagram of the induction generator subsystem.
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shown in the readings captured from the scopes in the simulation model
(Figures 11 and 12).

Figures 13–16 shows different wind torques and the mechanical torque at 1 and
3.2 m/s is shown on the scopes. It is seen that an increase in speed of wind also leads
to an increase in mechanical torque and in the same direction as the wind torque
(Figures 17 and 18).

From the graphs of the turbine speed and the generator speed, the generator
moves in the reverse direction of the wind torque shows that the induction machine
is used in the generator mode so it tends to negative. The turbine speed starts
increasing gradually as the system generates power, it moves in the positive

Figure 11.
Simulation schematic diagram of the wind energy conversion system.

Figure 12.
Relationship between wind speed and output power for the wind turbine.
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shown in the readings captured from the scopes in the simulation model
(Figures 11 and 12).

Figures 13–16 shows different wind torques and the mechanical torque at 1 and
3.2 m/s is shown on the scopes. It is seen that an increase in speed of wind also leads
to an increase in mechanical torque and in the same direction as the wind torque
(Figures 17 and 18).

From the graphs of the turbine speed and the generator speed, the generator
moves in the reverse direction of the wind torque shows that the induction machine
is used in the generator mode so it tends to negative. The turbine speed starts
increasing gradually as the system generates power, it moves in the positive

Figure 11.
Simulation schematic diagram of the wind energy conversion system.

Figure 12.
Relationship between wind speed and output power for the wind turbine.
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direction. The higher the speed, the more power that will be generated. Hence the
generator speed is proportional to the turbine speed. The speed from the wind is not
sufficient to move the turbine blades until around 0.35 s when the speed starts
progressing gradually, leading to a proportional decrease in generator speed
(Figure 19).

The turbine generates fluctuating values of electrical power peaking at about
80 W at 0.25 s in the simulation. These results are gotten at rated wind speed of
3.2 m/s and zero pitch angle.

Figure 13.
Wind torque @ 0 m/s.

Figure 14.
Wind torque @ 1 m/s.
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15. Conclusion

With shortage of energy supply prominent in most developing countries espe-
cially in Africa, the need for clean and self-replenishing alternative energy supply
cannot be over emphasized. A wind energy conversion system with different wind
speed, made up of the blades, drive train and SCIG was modeled for Ogoja com-
munity in the southern part of Nigeria as presented. The output power, turbine
speed and torque were simulated in MATLAB SIMULINK environment

Figure 16.
Mechanical torque @ 3.2 m/s.

Figure 15.
Wind torque @ 3.2 m/s.
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successfully. Tests were carried out on the system and showed that turbine speed
and wind speed are proportional to power response when simulated. The generated
power increases with the turbine speed, making the model useful as wind energy is
generated at different wind spend, and this has been able to unveil that even at
different wind speed, wind energy potential is available in the coastal area of
southern Nigeria. This energy could be used for distributed generation for these
communities isolated from the grid.

Figure 17.
Turbine speed.

Figure 18.
Generator speed.

Figure 19.
Electrical power.
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Abstract

As the contribution of renewable energy sources is increasing year over year, the
effect of harmonics on power system becomes important, and it requires special
attention. In conventional power sources, the harmonics is not generated at the
source side; only load side is contributing in the harmonics. But renewable energy
sources, particularly wind and solar, are based on power electronic devices, so it
generates harmonics. This harmonics may have an adverse effect on the system.
Harmonic resonance is one of the phenomena, due to which the harmonics are
amplified and give rise to several trivial issues. Various methods are used to control
the harmonics in the system. Harmonic filter is one of the simple ways to absorb the
harmonics generated at load and generation side. Various filter designs have been
found in literature as well as in the field. The filters are classified according to their
design, construction and operation method. There are two main categories, active
filters and passive filters. The passive filters are widely used due to its simplicity and
lesser cost. However, to achieve the better performance, it is also used with active
filters, and this combination is known as hybrid filter. The response of filters is
modified as per the system requirement using various techniques. In this work, the
impedance characteristics of various filters are discussed and analysed. Also, how
the control structure of power electronic devices affects or modifies the output
impedance of converter is also discussed.

Keywords: voltage source converter (VSC), pulse width modulation (PWM),
grid-connected converter, filter, harmonic resonance, doubly fed induction
generator (DFIG), Nyquist criteria, damped filter

1. Introduction

Voltage source converter (VSC) is widely used in industrial, commercial and
renewable power generation applications. Out of many possible configurations, the
three-phase and three-wire is widely used. During the last decade, the penetration
of renewable energy sources has increased around the world. This is due to the
increased concern worldwide about the carbon emission [1, 2]. The utilisation of
energy from uncertain and variable sources has become possible with the use of
these converters only.

For the purpose of this study, the analysis of VSCs is carried out assuming the
ideal operating conditions of grid. But VSCs are never operating under such
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conditions in practical. In a relatively weak system, VSCs are subject to various
power quality disturbances, such as unbalance voltage, voltage swell and swag,
notches, etc. [3]. The occurrence of such disturbances causes various problems like
ripple in torque of generator and motor, increased losses, abnormal tripping of
protective devices, malfunction of sophisticated control system, reduction in the
expected lifetime of equipment, etc. [4].

There are two types of harmonics generated by VSCs. One is characteristics
harmonics, which are related with the switching operations of the IGBTs inside the
VSC. And second is non-characteristics harmonics. The voltage ripple on DC side of
VSC generates harmonics on its AC side current. According to [5], the non-
characteristics harmonics are generated by the unbalanced voltage in the AC side.
However the quantification of magnitude of such harmonics is not simple and
cannot be done with deterministic method. The non-characteristics harmonics are
considered as the steady-state low-frequency components which would not appear
if the grid voltage is balanced. The unbalance grid voltage has fundamental
frequency negative sequence component and third-order positive sequence
component.

Though it is possible to eliminate zero sequence third harmonic component
using transformer of proper vector group, the non-characteristics third-order posi-
tive sequence harmonics cannot eliminate transformers with delta-connected
winding.

In [6], the author has proposed DC voltage control to eliminate DC oscillating
voltage when AC side is unbalanced. To achieve this, VSC has to operate with
constant AC power control. However, the effect of control on AC current is not
discussed. It is important to analyse the distorted and unbalanced AC side current,
when such control is implemented. In this case, the currents of AC side of converter
contain non-characteristics low-frequency component such as fundamental nega-
tive sequence and third harmonic components of positive and negative sequence.

2. Modelling of the voltage source converter

The total DC current Idc is flowing to the DC side of VSC. Vdc is the instanta-
neous voltage across the capacitor, and id is the instantaneous DC current. The
quality factor of DC capacitor is assumed to be high, so the series resistance is
neglected. The instantaneous power is supplied by the renewable energy source, i.e.
wind turbine. The instantaneous current Is is supplied by the external source. It is
equal to zero when VSC operates as a reactive power compensator.

The block diagram of VSC control structure is depicted in Figure 1. The control
system consists of (i) voltage control, (ii) a phase lock loop (PLL), (iii) current
reference calculation block and (iv) current control. The real power reference is

Figure 1.
Control structure of grid-connected wind converters.
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calculated by the PI controller, which considers the DC voltage and desired active
power through the VSC to the grid. The instantaneous reactive power is calculated
by the separate loop, which may consider either the desired power factor or the
reference voltage. The dq frame is synchronised with the positive sequence funda-
mental voltage of the grid at PCC with the help of PLL. It converts three phase
voltages Va, Vb and Vc into Vd+ and Vq+, which are converted in the alpha-beta
reference frame voltages Vα and Vβ. Then current reference is obtained by the α-β to
abc transformation. These reference currents are compared with actual current, and
modulating signals md and mq are generated. These signals are finally transformed
into ma, mb and mc to generate pulse width modulated (PWM) signal.

Both switching frequency and grid voltage distortion can cause poor power
quality. A filter design is a subject that requires trade-off between filter perfor-
mance and the control bandwidth. Filters are required to meet power quality stan-
dard, avoid parallel resonance and improve power quality.

Inverter for grid interfacing will need to incorporate interface filters to attenuate
the injection of current harmonics.

3. Impedance-based stability analysis

This method was proposed in [7]. The system impedance is partitioned into
source and grid impedance. The source impedance is either represented by
Thevenin’s equivalent circuit or Norton equivalent circuit (Figures 2 and 3).
Thevenin’s equivalent circuit consists of ideal voltage source in series with the series
impedance (Zs), whereas the load impedance is modelled by series impedance (Zl).
Since the converter circuit is non-linear, it is represented by the small signal circuit.
This linear representation of circuit is valid only for the small perturbation of signal.
With this assumption, the current (I) flowing from source to load is given by

I sð Þ ¼ Vs sð Þ
Zl sð Þ þ Zs sð Þ (1)

Figure 2.
Thevenin’s equivalent circuit.

Figure 3.
Norton’s equivalent circuit.
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Which is rearranged as,

I sð Þ ¼ Vs sð Þ
Zl sð Þ :

1
1þ Zs sð Þ=Zl sð Þ

(2)

System stability analysis is based on the assumption that the source voltage and
load impedance remain stable. So, V(s) and 1/Z(s) are stable. So, the stability
depends on the extreme right-hand side of Eq. (2). It is given by

H sð Þ ¼ 1
1þ Zs sð Þ=Zl sð Þ

(3)

The close observation of Eq. (3) reveals the important characteristics. It is a
transfer function with unity gain and feedback equal to Zs(s)/Zl(s). According to the
linear control theory, the H(s) is stable, if and if only, when ration Zs(s)/Zl(s) meets
the requirement of Nyquist stability criterion [7].

In the above analysis for stability, it is assumed that the source is ideal voltage
source and it remains stable under unloaded condition. However, the grid-
connected inverters are usually current controlled. Hence above analysis is not
much useful. So, the source should be represented as current source. To arrive at the
equivalent current source, the same small signal voltage source is modified. The
voltage across load is given by

V sð Þ ¼ Is sð Þ
Yl sð Þ þ YS sð Þ (4)

by rearranging

V sð Þ ¼ Is sð Þ
Yl sð Þ

Is sð Þ
1þ YS sð Þ

Yl sð Þ
(5)

Similar to the above analysis, the current source is assumed to be stable under
unloaded condition. The load is stable when connected to ideal current source.
Under this condition, I(s) and 1/Yl(s) are stable. Under this condition, stability of
V(s) depends on stability of second term of Eq. (5). This again resembles the closed-
loop transfer function with negative feedback. The gain is unity and the feedback
factor is Ys(s)/Yl(s). Therefore the system is stable, if, along with above conditions,
it meets the Nyquist criterion. In Eq. (5) admittances are used instead of impedance,
though the analysis still can be carried out in terms of the impedances. In this case,
Eq. (5) becomes

V sð Þ ¼ Is sð Þ:Zl sð Þ 1

1þ Zl sð Þ
Zs sð Þ

(6)

It is important to note the requirement of stability. In the voltage source model,
the output impedance of source should be as low as possible (ideally zero); whereas
in the current source model, the output impedance should be as high as possible
(ideally infinite).

4. Grid-connected inverters

The modelling of impedance of grid-connected VSC has very important use in
analysis of stability and resonance phenomena when converter is integrated into the
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grid [5]. The grid-connected converter used in renewable sources is modelled as a
current source in parallel with an impedance, i.e. Norton’s equivalent circuit [6].
The stability of grid-connected inverter can be determined by Nyquist criterion [8].
The control structure of most of the VSCs is developed in the rotating dq reference
frame [7]. The phase lock loop is used to synchronise converter with grid [9]. The
use of complex multiple-loop control structure introduces non-linearities. These are
generally overlooked in the simplified low-order modelling [10]. On the flip side,
the detailed model introduces complexity and cross-couplings between various
terms, which makes the determination of output impedance cumbersome. The
trade-off way suggested in some literatures is to linearise the model by small signal
analysis technique.

The impedance of converter-interconnected generator is affected by various
factors such as control parameters, PLL, switching delays and converter harmonic
filters. The converter is basically controlled by output current signal. In Figure 4, i1
is the converter current and i2 is the grid current. The converter is controlled either
by i1 or i2. If the grid current is the control variable, then the current control loop is

Yo sð Þ ¼ GPI sð ÞGD sð ÞY21 sð Þ (7)

where Y21 is the forward trans-admittance of the filter, GPI sð Þ is the
proportional-integral-type current controller andGD sð Þ is the switching delay. Here,
the converter output voltage is considered as pure sinusoidal; if there is a noise in
the voltage, then it needs to be considered as a disturbance signal. If, the converter
is controlled by taking converter current i1, then Y21 is replaced by output conduc-
tance Y11. The forward transconductance Y21 is given by

Y21 sð Þ ¼ Z3f

Z1fZ2 þ Z1fZ3f þ Z2Z3f
(8)

The simple transfer function of current controller is given by

GPI sð Þ ¼ kp þ ki
s

(9)

Higher-order controller also can be used for current control, but here simple PI
controller is considered for the sake of simplicity. The delay, estimated by Pade’s
approximation technique, is given by

GD sð Þ ¼ 1
1þ 1:5Tds

(10)

The frequency response of output impedance is plotted here with the line
impedance. The phase at the intersection of two curves gives the phase
margin (PM).

Figure 4.
Converter output circuit (Source: [11]).
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5. Phase lock loop

GPLL sð Þ ¼ f s,w, kð Þ (11)

The phase lock loop is required for PI-based controller. So, the structure of PLL
should be thoroughly assessed for stability. Proper structure of PLL and control
scheme helps to mitigate adverse impact on the system. The purpose of PLL is to
synchronise converter with grid. Harmonics in the grid may penetrate to the con-
verter through the PI controller. If control parameters are not properly chosen, this
may produce harmonics through circular effect. Figure 5 shows the block diagram
of PLL. The detail block diagram is given in Figure 6.

Figure 6 is the traditional second-order generalised integrator–quadrature signal
generator (SOGI-QSG) PLL. It can filter out higher-order harmonics, where ui is the
input signal; ui0 and qui0 are two output signals, which are in quadrature; k is the
damping coefficient; and ω0 is the output angular frequency of PLL. Eqs. (14) and
(15) show the transfer function of PLL.

G1 sð Þ ¼ u0i
ui

(12)

G1 sð Þ ¼ u0i
ui

¼ ui � u0i
� �

k� u0iω
0=s

� �
∗ ω0=s ¼ u0i (13)

Simplifying above equation gives

G1 sð Þ ¼ u0i
ui

¼ kω0s
s2 þ kω0sþ ω02 (14)

Similarly, for quadrature output transfer function is

H1 sð Þ ¼ qu0i
ui

¼ kω02

s2 þ kω0sþ ω02 (15)

Figure 5.
Phase lock loop.

Figure 6.
Block diagram of simple phase lock loop.
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In traditional SOGI-QSG PLL, the DC component in the input signal is not
suppressed by the PLL. To overcome this problem, a minor modification is made in
above PLL. The modified PLL is shown in Figure 7.

Transfer functions of modified PLL are given in Eqs. (16)–(18). This structure
reduces the tracking error of PLL.

F2 sð Þ ¼ ξu
ui

¼ ks2

s2 þ kω0sþ ω02 (16)

G2 sð Þ ¼ u0i
ui

¼ kω0s
kþ 1ð Þs2 þ kω0sþ kþ 1ð Þω02 (17)

H2 sð Þ ¼ qu0i
ui

¼ kω02

kþ 1ð Þs2 þ kω0sþ kþ 1ð Þω02 (18)

The bode plot of one of the PLL used in [12] is given here. The bandwidth of the
PLL is 33 Hz. It attenuates harmonics of 1 kHz to �30 dB. However, the effect of
PLL with other controllers and output filter needs to be investigated for crucial
stability analysis (Figure 8).

6. Damped passive filter topologies

Different types of passive filters are used in converter-based renewable genera-
tion sources. The effectiveness of filter, particularly passive type, primarily depends
on the grid strength and variation of grid impedance with time. LCL is the common
type of filter used widely. The variation in grid impedance affects the performance

Figure 7.
Block diagram of modified phase lock loop.

Figure 8.
Frequency response of simple phase lock loop.
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of LCL filter. Hence, the design of LCL filter is a trade-off between robustness and
damping of resonance. The effective impedance with simple PI controller is
explained here with RL filter topology.

6.1 R-L filter

Applying KVL at the converter output gives

Vc � VPOC ¼ Ifg Rfc þ SLfc
� �

(19)

Converter output is controlled by output current

Vc ¼ f Ifg
� �

(20)

With simple PI controller, the output becomes

Vc ¼ kP þ ki
s

� �
Ifg
� �

(21)

Putting Eq. (20) into Eq. (18)

kP þ ki
s

� �
Ifg
� �� VPOC ¼ Ifg Rfc þ SLfc

� �
(22)

kP þ ki
s

� �
Ifg

� �
� Ifg Rfc þ SLfc

� � ¼ VPOC (23)

Zo ¼
S2Lfc þ S Rfc � kp

� �� ki
� �

S
(24)

Zo ¼ Sþ αð Þ Sþ βð Þ
S

considering α< βð Þ (25)

Equation (25) shows that there are two zeros and one pole. First, the output
impedance decreases at �20 dB per decade up to first zero at α. At α, the impedance
response becomes flat, and at β the impedance starts increasing at 20 dB per decade
(Figure 9). So, the response of integrated filter becomes similar to that of series
resonance filter. The selection of α and β depends on the parameter selection of Lfc,
Rfc, kP and ki. Bode plot for RL filter without and with PI current controller is given
in Figures 10 and 11, respectively.

Figure 9.
Grid-connected inverter with filter.
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6.2 L-C filter

LC filter is used in converters for industrial applications like variable frequency
drive (VFD) and uninterrupted power supply (UPS). It is simple in construction
and relatively less costly. The analysis of LC filter with PI controller is given here
(Figure 12).

As per the standard practice, the value of L is selected such that its impedance at
fundamental frequency should not drop by more than 3% of rated voltage. The
capacitive reactance offers 1/5th of the fundamental inductive reactance at
switching frequency of converter (around 3–4 kHz) to absorb harmonics effec-
tively. Based on these criteria, LC filter is widely designed. The frequency response
of LC filter with and without PI controller is given in Figures 13 and 14,

Figure 10.
Frequency response of impedance with RL filter without PI controller.

Figure 11.
Frequency response of impedance with RL filter with PI controller.

Figure 12.
L-C filter.

77

Harmonic Resonance Analysis for Wind Integrated Power System and Optimized Filter Design
DOI: http://dx.doi.org/10.5772/intechopen.89167



of LCL filter. Hence, the design of LCL filter is a trade-off between robustness and
damping of resonance. The effective impedance with simple PI controller is
explained here with RL filter topology.

6.1 R-L filter

Applying KVL at the converter output gives

Vc � VPOC ¼ Ifg Rfc þ SLfc
� �

(19)

Converter output is controlled by output current

Vc ¼ f Ifg
� �

(20)

With simple PI controller, the output becomes

Vc ¼ kP þ ki
s

� �
Ifg
� �

(21)

Putting Eq. (20) into Eq. (18)

kP þ ki
s

� �
Ifg
� �� VPOC ¼ Ifg Rfc þ SLfc

� �
(22)

kP þ ki
s

� �
Ifg

� �
� Ifg Rfc þ SLfc

� � ¼ VPOC (23)

Zo ¼
S2Lfc þ S Rfc � kp

� �� ki
� �

S
(24)

Zo ¼ Sþ αð Þ Sþ βð Þ
S

considering α< βð Þ (25)

Equation (25) shows that there are two zeros and one pole. First, the output
impedance decreases at �20 dB per decade up to first zero at α. At α, the impedance
response becomes flat, and at β the impedance starts increasing at 20 dB per decade
(Figure 9). So, the response of integrated filter becomes similar to that of series
resonance filter. The selection of α and β depends on the parameter selection of Lfc,
Rfc, kP and ki. Bode plot for RL filter without and with PI current controller is given
in Figures 10 and 11, respectively.

Figure 9.
Grid-connected inverter with filter.

76

Wind Solar Hybrid Renewable Energy System

6.2 L-C filter

LC filter is used in converters for industrial applications like variable frequency
drive (VFD) and uninterrupted power supply (UPS). It is simple in construction
and relatively less costly. The analysis of LC filter with PI controller is given here
(Figure 12).

As per the standard practice, the value of L is selected such that its impedance at
fundamental frequency should not drop by more than 3% of rated voltage. The
capacitive reactance offers 1/5th of the fundamental inductive reactance at
switching frequency of converter (around 3–4 kHz) to absorb harmonics effec-
tively. Based on these criteria, LC filter is widely designed. The frequency response
of LC filter with and without PI controller is given in Figures 13 and 14,

Figure 10.
Frequency response of impedance with RL filter without PI controller.

Figure 11.
Frequency response of impedance with RL filter with PI controller.

Figure 12.
L-C filter.

77

Harmonic Resonance Analysis for Wind Integrated Power System and Optimized Filter Design
DOI: http://dx.doi.org/10.5772/intechopen.89167



respectively. It is clear from the difference in bode plot that PI controller changes
the frequency response.

6.3 L-C-L filter

Initially LC filter was used for converter applications, but grid-connected
inverter has unique requirements that LC filter may not provide. Properly designed
LCL filter may overcome the drawbacks of LC filter (Figure 15).

Applying KVL,

Vc ¼
Vg þ LgsIg
� �

1
sCf

þ R
þ Ig

 !
sLc (26)

Figure 13.
Frequency response of LC filter without PI controller.

Figure 14.
Frequency response of LC filter with PI controller.
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The converter output voltage Vc is a function of the grid current Ig. Then

Vc ¼ f Ig
� �

(27)

Vc ¼ kp þ ki
s

� �
Ig (28)

Putting this in Eq. (26) and simplifying further give

Z0 ¼ Vg

�Ig
� � ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0

b3s3 þ b2s2 þ b1s1 þ b0
(29)

where

a4 ¼ LgCf kp

a3 ¼ LgCf ki þ RCfLgkp

a2 ¼ RLgCf ki þ Lckp � Cf

a1 ¼ Lcki

a0 ¼ 0

b3 ¼ LcCf kp

b2 ¼ LcCf ki

Figure 15.
L-C-L filter.

Figure 16.
Frequency response of LCL filter with PI controller.
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b1 ¼ 0

b0 ¼ 0

Figure 16 shows the frequency response of LCL filter together with PI control-
ler. It is clear from Eq. (29) and from Figure 16 that the PI controller increases the
order of filter, so the frequency response of passive filter gets changed by the
controller action.

7. Optimised filter design

The design criterion for filter design should comply with the regulatory require-
ment. As per IEEE 519-1992 standard, the current harmonics for weak grid condi-
tion (Isc/IL) should be less than 0.3%. The ripple is caused by pulse width modulated
signal. Output voltage varies from zero level to DC voltage level (Vdc). The modu-
lated wave causes ripple in the current, which can be reduced by proper selection of
output filter parameters. Typical L-C-L filter is used in most of the inverter. The
L1-C-L2 filter has three unknowns. The selection of these parameters depends on
various factors. Grid condition is one of them. The strength of the grid decides the
effectiveness of filters. Typical grid impedance varies from 5 to 8% with X/R ratio in
the range of 7–10 [13].

The switching frequency decides the ripple level and ripple frequency. Gener-
ally, inverter switching frequency remains in the range of 3–5 kHz. The ripple
current is reduced either by increasing switching frequency or by using passive
filter at the inverter/converter output. Higher switching frequency is selected to
reduce the ripple current at the generation point, but it adversely affects the con-
verter (IGBT) losses [14]. The second option is to use large inductor at the output of
converter, but this not only incurs high cost but also increases the core losses.
Typically 20% ripple current is expected in the output current. Keeping this in
consideration, the inductor L1 is given by [7]

L1 ¼ 1
8
x

Vdc

ΔIL f sw
¼ 1

8
x

Vdc

0:2 Irated f sw
(30)

The capacitor rating is selected such that the reactive power of capacitor is
neither too high nor too low. Higher reactive power demands more power from
converter, which causes more loss in reactor L1 and also more loss in converter
switches. A lower value of capacitor will increase the inductor size. So, the capacitor
is selected so that the reactive power should be in the range of 15–20% of the rated
power.

C ¼ 0:15x
Pr

ω V2
r

(31)

7.1 Passive damping of filter

7.1.1 Type I filter

In LCL filter, the damping can be achieved by simply adding series resistance in
series with capacitor C. It is obvious that large value of damping resistance (Rd)
gives large damping. But damping is effective around the resonance point only [15].
Above the resonance point, damping weakens. Also, the large value of resistance
causes higher losses (Figure 17).
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Impedance of Type I LCL filter with damping resistance is given by

Zo ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b2s2 þ b1s1 þ b0s0
(32)

where

a4 ¼ LgL1C2

a3 ¼ L1C2 Rd þ Rg
� �

a2 ¼ LgRdCþ L1C

a1 ¼ Lg þ CRdRg

a0 ¼ Rg

b2 ¼ LgC

b1 ¼ Rg þ Rd
� �

C

b0 ¼ 1

Frequency response of LCL filter with damping resistor is given in Figure 18.
The grid parameters are Lg = 0.212 mH and Rg = 0.0095 Ohm, whereas the filter
parameters are L1 = 0.450 mH, L2 = 0.300 mH and C = 270 uF. The damping
resistance is varied from 0.05 to 0.8 Ohm. It is clear from the plot that the response
of impedance is similar to inductive impedance. The notch is observed at the
resonant frequency, which can be dampened by resistor in series with capacitor.

Figure 17.
Type I LCL filter.

Figure 18.
Nyquist plot of Type I LCL filter.
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The capacitor rating is selected such that the reactive power of capacitor is
neither too high nor too low. Higher reactive power demands more power from
converter, which causes more loss in reactor L1 and also more loss in converter
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Pr

ω V2
r
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7.1 Passive damping of filter

7.1.1 Type I filter

In LCL filter, the damping can be achieved by simply adding series resistance in
series with capacitor C. It is obvious that large value of damping resistance (Rd)
gives large damping. But damping is effective around the resonance point only [15].
Above the resonance point, damping weakens. Also, the large value of resistance
causes higher losses (Figure 17).
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Impedance of Type I LCL filter with damping resistance is given by

Zo ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b2s2 þ b1s1 þ b0s0
(32)

where

a4 ¼ LgL1C2

a3 ¼ L1C2 Rd þ Rg
� �

a2 ¼ LgRdCþ L1C

a1 ¼ Lg þ CRdRg

a0 ¼ Rg

b2 ¼ LgC

b1 ¼ Rg þ Rd
� �

C

b0 ¼ 1

Frequency response of LCL filter with damping resistor is given in Figure 18.
The grid parameters are Lg = 0.212 mH and Rg = 0.0095 Ohm, whereas the filter
parameters are L1 = 0.450 mH, L2 = 0.300 mH and C = 270 uF. The damping
resistance is varied from 0.05 to 0.8 Ohm. It is clear from the plot that the response
of impedance is similar to inductive impedance. The notch is observed at the
resonant frequency, which can be dampened by resistor in series with capacitor.

Figure 17.
Type I LCL filter.

Figure 18.
Nyquist plot of Type I LCL filter.
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The gain margin is �40 dB and phase margin is around 120°. So, as per the Nyquist
criterion, the filter response is very stable.

7.1.2 Type II filter

In Type II LCL filter (Figure 19), the damping can be achieved by simply adding
a parallel combination of resistor and inductor in series with capacitor C. The effect
of inductor is investigated using Nyquist plot. The value of Rf = 10 Ohm and Lf is
varied from 50 to 500 μH. The effect of increase in Lf observed using Nyquist plot is
given in Figure 20.

Impedance of Type II LCL filter with damping inductor and resistance is
given by

Zo ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b3s3 þ b2s2 þ b1s1 þ b0s0
(33)

where

a4 ¼ CL1Lf Lg þ L2
� �

a3 ¼ L1CLfRf þ CL1LfRg þ CRf L2 þ Lg
� �þ CRfLf L2 þ Lg

� �

a2 ¼ L1Lf þ CL1RfRg þ CLfRfRg þ Lf L2 þ Lg
� �

a1 ¼ L1Rf þ LfRg þ Rf L2 þ Lg
� �

a0 ¼ RfRg

Figure 19.
Type II LCL filter.

Figure 20.
Nyquist plot of Type II LCL filter.
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b3 ¼ CLf L2 þ Lg
� �

b2 ¼ CLfRf þ CLfRg þ CRf L2 þ Lg
� �

b1 ¼ Lf þ CRfRg

b0 ¼ Rf

From the bode graph, it is observed that the gain margin is 70–100 dB for
various values of Lf. Similarly, the phase margin is 270°. As the value of Lf is
increased, there will be reduction in the gain margin.

7.1.3 Type III filter

In Type III LCL filter, the damping can be achieved by simply adding a parallel
combination of resistor and inductor in series with capacitor C. The effect of
inductor is investigated using Nyquist plot (Figure 21).

Impedance of Type III LCL filter with damping inductor and resistance is
given by

Zo ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b3s3 þ b2s2 þ b1s1 þ b0s0
(34)

where

a4 ¼ CCfL1 Lg þ L2
� �þ CL1LfCf

a3 ¼ L1CCfRg þ CL1CfRf þ CfLf L2 þ Lg
� �

a2 ¼ L1Cþ Cf L2 þ Lg
� �

Rf þ CfLfRg

a1 ¼ L1Cf þ CfRgRf þ L2 þ Lg
� �

a0 ¼ Rg

b3 ¼ CCf L2 þ Lg
� �þ CLfCf

b2 ¼ CCfRg þ CCfRf

b1 ¼ Cf

b0 ¼ 0

Impedance shows two resonance points: first is parallel resonance and second is
series resonance (Figure 22). At first resonance point, the output impedance
increases, and at series resistance it is at the minimum value. The phase margin of
filter is around 210°. This ensures the stability of filter. The resonant frequency will
shift with change in grid resistance, so the damping effect is difficult to predict.

Figure 21.
Type III LCL filter.
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7.1.4 Type IV filter

In Type IV LCL filter, the damping can be achieved by simply adding a parallel
combination of resistor and capacitor Cf. The effect of resistor value is investigated
using Nyquist plot (Figure 23).

Impedance of Type IV LCL filter with damping resistor Rf in series with capac-
itor Cf is given by

Zo ¼ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b3s3 þ b2s2 þ b1s1 þ b0s0
(35)

where

a4 ¼ CCfL1 Lg þ L2
� �

a3 ¼ CCfL1Rf þ CCfRgL1

a2 ¼ L1Cf þ L1Cþ CfRf L2 þ Lg
� �þ Cf L2 þ Lg

� �

a1 ¼ CfRfRg

a0 ¼ Rg

b3 ¼ CCf L2 þ Lg
� �

Figure 22.
Nyquist plot of Type III LCL filter.

Figure 23.
Type IV LCL filter.
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b2 ¼ CCfRg þ CCfRf

b1 ¼ Cf þ C

b0 ¼ 0

The response of Type IV filter is similar to the tuned filter. The notch in fre-
quency response of impedance is observed at the resonant frequency (Figure 24).
This notch can be damped by putting higher value of resistor in series with the
capacitor Cf. The phase of impedance sharply changes from �90 to 90°, which
means the nature of impedance turns from capacitive to inductive. The ratio of Cf/C
decides the damping effectiveness. The larger the Cf/C ratio, the larger will be the
damping. Also, with increasing value of Cf/C ratio, the loss in resistor Rf is also
increases as more and more current tends to flow in it [16–18].

7.1.5 Type V filter

In Type V LCL filter, the damping can be achieved by simply adding a parallel
combination of resistor and inductor with capacitor C. The effect of inductor is
investigated using Nyquist plot (Figure 25).

Impedance of Type V LCL filter is given by

Zo ¼ a5s5 þ a4s4 þ a3s3 þ a2s2 þ a1s1 þ a0s0

b4s4 þ b3s3 þ b2s2 þ b1s1 þ b0s0
(36)

where

a5 ¼ CCfL1Lf Lg þ L2
� �

a4 ¼ CCfL1LfRf þ CCfL1Rf Lg þ L2
� �þ CCfL1LfRg

a3 ¼ CLfL1 þ CCfL1Rf þ CfLfRf Lg þ L2
� �

a2 ¼ L1CRf þ Lf L2 þ Lg
� �þ LfCfRfRg

a1 ¼ L1 þ Rf L2 þ Lg
� �þ LfRg

a0 ¼ RfRg

Figure 24.
Nyquist plot of Type IV LCL filter.
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Figure 22.
Nyquist plot of Type III LCL filter.

Figure 23.
Type IV LCL filter.
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b4 ¼ LfCCf L2 þ Lg
� �

b3 ¼ LfCCfRf þ LfCCfRg þ CfRf Lg þ L2
� �

b2 ¼ LfCþ CCfRf

b1 ¼ RfC

b0 ¼ 1

Type V filter response shows two resonance frequency (Figure 26). The first
resonance creates high voltage distortion, while the second resonance point gives
rise to current distortion. If converter generates harmonics equal to this resonance,
then there will be high voltage distortion and current distortion. However, with
lower value of resistance, damping can be achieved. An additional inductor Lf can
reduce the resistive loss.

7.2 Active damping of filter

Grid-connected converters may not function stably under the harmonic reso-
nance condition. Harmonic resonance occurs when the converter impedance and grid
impedance becomes equal in magnitude and 180° out of phase. The converter is
generally connected to grid through filters, which is mostly LCL type. So, the param-
eters of LCL filters play an important role in keeping the successful functioning of
converter. Also, the control structure of the converter shapes its output impedance.
So, the control parameter should be selected such that it keeps the converter in the
safe zone at all frequency. This is explained further here with analysis.

Figure 26.
Nyquist plot of Type V LCL filter.

Figure 25.
Type V LCL filter.
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The inverter output characteristics depend on several factors like parameter of
LCL filter, grid impedance, type of controller and control parameters. By selecting
the appropriate parameter, the inverter can be operated with resistive output
impedance, inductive output impedance and capacitive output impedance. Most
of the inverters are operated with inductive (L-type) output impedance. This
inverter is known as the L-type inverter. Here it is explained how an inverter
impedance can be made capacitive (C-type inverter) with selection of virtual
current control loop.

The output impedance of inverter is controlled by the virtual impedance. The
single-line diagram of inverter with control loop is shown in Figures 27 and 28. The
control is implemented with current loop and voltage loop, which gives good track-
ing behaviour and good output voltage. The feedback of current is taken from
branch between the two capacitors. The first capacitor has a value of βC, and the
second capacitor has a value of (1-β)C. Thus, the overall value of capacitor is C. The
output impedance of system after adding virtual branch GV is given by

Zo ¼ GI þ GVð ÞKPWM þ Ls þ r
Cs Ls þ rð Þ þ Cs 1� βð ÞKPWM GI þGVð Þ þ GIGUKPWM þ 1

(37)

The value of virtual impedance GV decides the overall impedance characteristics
of output impedance. If GV is selected as per Eq. (38),

GV þ GI ¼ GIGUKPWM þ 1
CsβKPWM

(38)

Z0 ≈
1
Cs

(39)

Figure 27.
Block diagram for active damping.

Figure 28.
Control diagram of active damping of filter.
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With the above value of GV, the output impedance becomes capacitive. So, by
selection of proper control loop and control parameter, the shaping of inverter
output impedance can be effectively done. Also, the desired value of damping can
be achieved. This method is known as active damping method. Like this, the
inverter can be made either L-type or R-type.

8. Conclusion

The characteristics and response of impedance of grid-connected inverter
depend on various factors like selection of output filter and its parameter, controller
type and its parameters, structure of PLL, the delay in switching of converter, etc.
In this chapter, using first-order PI controller and different controller types, it is
explained in a simple way. The complexity of impedance increases with the order of
the controller and its structure. Also, the reshaping of inverter impedance can be
done by selection of suitable control structure. By adding virtual impedance, the
output impedance can be made inductive, capacitive or reactive without adding any
additional hardware. In this work different variants of passive filter are explained,
and how their output impedance behaves at different frequency is also explained
with the use of Nyquist plot. The active damping method is explained, whereby
damping is achieved without using resistor in the filter, which is considered as a
very energy-efficient method of achieving damping. The output impedance can be
reshaped either by external hardware in the form of filter or by adding virtual
control loop in the controller. The stability of converter depends on how converter
output impedance interacts with the grid impedance. Numerous efforts have been
made and can be found in literatures to achieve the stability only by reshaping the
impedance. However, the stability region can be expanded by reshaping of imped-
ance up to a certain extent only. Only reshaping of impedance does not guarantee
the converter stability with changing grid condition. Also, the converter is more
likely to fall in an unstable region with weak grid condition, but reshaping of
impedance helps to prevent converter-based generation from going unstable. By
analysing the output impedance in the frequency domain, the controller parameters
can be adjusted to reshape the output impedance. By increasing the proportional
gain of the PI controller, the magnitude of the output impedance can be increased
and can enhance the ability of harmonic rejection. By increasing the integral gain of
the PI controller, the phase of the output impedance can be increased to improve
the stability of the system [19, 20] (Table 1).

Switching frequency 4 kHz

Switching delay 20 μS

Lc 4 mH

Lg 0.4 mH

Cf 5 μF

kp 1.2

ki 11.6

Table 1.
Converter parameter.
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Chapter 5

A Review of Hybrid Renewable 
Energy Systems Based on Wind 
and Solar Energy: Modeling, 
Design and Optimization
Salisu Muhammad Lawan and Wan Azlan Wan Zainal Abidin

Abstract

In this chapter, an attempt is made to thoroughly review previous research work 
conducted on wind energy systems that are hybridized with a PV system. The chap-
ter explores the most technical issues on wind drive hybrid systems and proposes 
possible solutions that can arise as a result of process integration in off-grid and 
grid-connected modes. A general introduction to wind energy, including how wind 
energy can be harvested, as well as recent progress and development of wind energy 
are discussed. With the special attention given to the issues related to the wind and 
photovoltaic (Wind-PV) systems. Throughout the chapter emphasis was made on 
modeling, design, and optimization and sensitivity analysis issues, and control 
strategies used to minimize risk as well as energy wastage. The reported reviewed 
results in this chapter will be a valuable researchers and practicing engineers 
involved in the design and development of wind energy systems.

Keywords: renewable energy, wind, solar, hybrid energy, optimization, modeling, 
simulation, techno-economic

1. Introduction

According to recent scientific literacy works [1–3], about 78–80% of the world 
commercial energy comes from fossil fuels, such as, petroleum, coal and natural 
gas. Those high-carbon sources have negative effects in our environments, such as, 
effects on heath, land, air and rain. In view of that, the attention of most coun-
tries around the globe has been shifted to low-carbon energy. Renewable energy 
is naturally abundant resources, which can be harnessed without compromising 
future energy needs. Unlike fossil fuels, which depletes as time goes on. Renewable 
energy sources like wind, solar, biomass, wave and tidal are abundant sources that 
can produce clean energy. On recent time, series of renewable energy technology 
improvement has been witnessed, because the cost of generating electrical power is 
decreasing [4].

Although, renewable energy is considered as the new technology of generating 
electricity, the barrier associated with renewable is stochastic and unpredictable 
weather behavior. Its availability varies depending on the location. That is why, it 
is necessary to complement renewable with other sources like batteries. Because of 
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this intermittent nature of renewable, single renewable energy source tends to be 
problematic in terms of energy yield and operational cost. Based on the aforemen-
tioned drawbacks, two or more renewable are being combined to form a hybrid 
renewable energy system (HRES). The main goal of doing this, or to improve 
electrical power production, to minimize cost, to reduce negative effects associated 
with burning fossil fuels and to improve the overall system efficiency.

In recent times, the integrated renewable energy system is gaining more atten-
tion, because a hybridized system can be efficiently applied to supply high efficiency 
and reliable electricity to the end-users, unlike a single-renewable source. A HERS 
can be applied in stand-alone or grid-connected modes. Stand-alone system must 
have a large storage to handle the load. While in a grid-connected mode, the storage 
can be small, and the deficient power can be acquired from the grid. It should be 
noted that, grid-connected mode must have a power electronic controllers for load 
sharing, voltage, harmonic, and frequency control. Thus HERS operating model is 
classified into Island mode where the generated electricity is consumed locally and 
grid connected mode where the renewable energy source is connected to the grid [5].

It is interesting, to note that, among the renewable energy sources, wind power 
is the fastest growing in terms of global annual and cumulative installed capacity. 
Wind energy is almost everywhere around the world. But the wind speed strength 
varies depending on the particular area. Wind energy can be operates during the 
day and night times, unlike other renewable.

Solar is the cleanest and most abundant renewable energy source available on 
earth (SEIA 2013). Solar energy can be defined as radiant light and heat from the 
sun and is harnessed by human using technologies.

The amount of energy harnessed from the sun is depending on radiation and 
scientists define radiation in two different ways which are energy in wave form (elec-
tromagnetic wave) or energy in particle form (photons). The electromagnetic radiation 
emitted from the sun has the wave length interval from 0.1 nm to 104 m. However, 95% 
of solar energy reach earth with the intervals of 0.3–2.4 μm only [5, 6]. The photons are 
traveling through space at the speed of 3.0 × 108 m/s and each photon carry different 
amount of energy measured in electron volts. Photovoltaic (PV) is derived from two 
words: photo which means light and voltaic or volt means the unit of electric potential. 
PV or solar cells, also called the semiconductor that converts sunlight to direct cur-
rent (DC) electricity. PV cell is typically a thin wafer which consists of an ultra-thin 
layer of phosphorus-doped (N-type) silicon on top of a thicker layer of boron-doped 
(P-type silicon). The p-n junction is created through the doping and the electrical field 
is created near the top surface of the cell. When a sunlight which carries photons strike 
the PV cell, the current is produced because the photons prompt the electrons flow 
from n- to p-junction. A typical silicon PV cell will produce about 0.5 ~ 0.6 V under 
open-circuit condition regardless of size. The current produces is proportional to the 
intensity of sunlight striking the surface as well as the efficiency and size of the cell. The 
photovoltaic cell normally connected in series or parallel circuit to produce the desired 
amount of current. PV modules consist of PV circuits sealed in an environmentally 
protective laminate. PV module is the fundamental building blocks for a PV system. PV 
panels involve one or more PV module assembled as pre-wired, field-installable unit. 
Series of PV panels are called a PV array which is ready-installed unit for power genera-
tion. The performance of PV modules and array are basically rated according to their 
maximum power output (w) tested under Standard Test Conditions (STC). Standard 
Test Conditions are defined as a cell (module) operating temperature of 25°C (77°F) 
and incident solar irradiance level of 1000 W/m2.

Because of the aforementioned reasons, this chapter focuses on design, model-
ing, optimization, control and sensitivity analysis carried out on a hybrid system 
based on wind energy with a PV system.
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2. Pertinent terms

The terms are technical in nature and there brief explanations will go a long way 
to concept discussion the hybrid renewable energy power system characteristics, 
thus, optimization, reliability, grid, micro grid, macro grid, diverse generation, 
hybrid energy system, and hybrid renewable energy system.

2.1 Optimization

The term optimization is defined as a process, act or methodology of making 
system design or decision functional or effective as possible according to Hong 
and Lian [6]. Two practical fundamental methods of optimization exist, thus, 
the metaheuristics and the simulation-based, will be further discussed in the 
section of optimization. In another perspective, it is reported that it is finding of 
an alternative with the highest achievable performance and most cost effective 
under some constraints through maximizing desired factors and minimizing the 
undesired ones. However, maximization means an effort to attain desired highest 
system performance, reliability outcomes regardless of cost and this perception is 
equally testified by Hong and Lian [6]. However, any practical optimization could 
be restricted by lack of full data or information, whereas, if some data are available 
while others are not then linear programming can be employed. Conversely, the 
optimal sizing of renewable power system components to increase their energy, 
capacity or performance, thus, providing power, reliability impact is considered 
optimization according to Kaabeche et al. [7]. Consequently, Power system 
hybridization is an infrastructural design exploration using optimization tools to 
configure hybrid renewable energy components to enhance the power reliability 
enabling zero or minimal loss of power supply probability (LPSP). Probability is the 
likely hood of getting optimal power supply reliability, and that, notwithstanding 
all depends on the power supply infrastructure redundancy status. Redundancy of 
power components can either be fully active or partially actively working with the 
system structure to allow smooth electric power supply distribution without inter-
ruption. Passive means the components are on standby and are only engaged at the 
point when component failure occurs. Subsequently, system reliability with active 
redundancy has smoother power supply that does not allow loss of power supply or 
allows only minimal loss than the passive redundancy reliability component.

2.2 Reliability

Dependable, consistent, trustworthy, and steadfast are always watch words for 
reliability term, and relating to energy delivery to consumer electric loads it means 
consistent qualitative power supply. The Power supply system is actually designed 
with redundancy and diagnostics in order to achieve power supply optimal reliability. 
Redundancy takes several concepts of the simple arithmetic, such as, N + 1, N + N, 
or 2N for maximum reliability such as system automation as expressed [8]. The ‘2N’ 
redundancy element stands out to provide a better redundancy than the others; it 
means the two coefficient multiplied by existing components as ‘N’ size. Power supply 
consistency depends on availability of alternative energy sources and backups such as 
energy storage subunits as applicable to hybrid renewable energy power supply.

The term hybrid in its self means a mixture of two different components with 
about similar results for a specific purpose, for example, a hybrid solar-micro hydro 
renewable energy source (HRES) to supply a rural community with reliable electric-
ity. Conversely, the solar resource is understood to be stochastic by nature and it is 
the characteristics unlike micro hydro, so they function better when hybridized or 
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designed to work complementing each other. The hybrid resources, improve upon 
by attaching hybrid energy storages so that the energy converters are supported by 
energy storage in an effort to attain zero loss of power supply probability (LPSP) [9]. 
In addition, the preceding hybrid capacity is extended by integrating electronic 
controller automation in the style of PLC/SCADA. Any consistency in power supply 
obviously means there should be insignificant loss of power supply probability (LPSP) 
at any given time in the operation of the system. The probability that a system delivers 
consistent qualitative output power over long time period is considered to be reliable as 
interpreted by this author [6]. Hence, a reliable system is characterized by dependable 
power supply expressed mathematically in terms of mean time before failure (MTBF), 
and arithmetically expressed as reliability.

  R =  e   (-tMTBF)   (1)

However, the mean time before failure is the predicted elapse time between 
operating system inherent failures using a Monte Carlo tool of simulation for reli-
ability optimization and Perturb and Observe for maximum power point tracking for 
(MPPT) optimization.

Dependence on the provision of adequate components spare in case of urgency 
by employing redundancy is a healthy technical strategy attracting extra interven-
tion costs. Plainly, idleness is what redundancy means and though there are two 
types, the passive and active types synchronized with the system, whereas, the pas-
sive types are most times in the standby mode waiting to be called upon for activity 
as explained by. Thus, the design of hybrid renewable energy resources structure, 
hybrid energy conditioner, hybrid energy storages and hybrid control platform for 
automatic energy management.

2.3 Macro grid

The physical framework of which electric power is produced using diverse genera-
tors to supply the load using electric conductors and cables overhead or underground 
transmission and distribution networks, usually use assorted transmission and distri-
bution equipment. The Figure 1 represents electric power of three phase grid emanat-
ing from the generating station through step up transformer connected to three phase 
transmission lines and connected to step down transformer that distributes electric 
power to various consumer loads as explained by Diaf et al. [10]. The grid in Figure 1 is 
a three phase alternating current network for alternating current (AC) loads, and con-
versely, a direct current (DC) model are also use for diverse loads as observed by Rao 
[11] Figure 1. Illustrates multiple grids made available and categorized as micro, and 
large networks connected to diverse conventional and renewable energy generators.

Figure 1. 
Electric power multiple grids (transmission and distribution).
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2.4 Micro grid

Micro grid is said to be a network designed to integrate distributed energy resources, 
control operation, power quality issue, and energy management infrastructure for load 
demand and power supply stability. It is the smallest facility common among the grid 
with diverse generators using extra low voltage three phase-four wire supply down to 
single phase three wire or two wires supply configuration to provide electricity supply 
to consumers load. Furthermore, micro grid is considered to be a group of distributed 
resources (DER) and loads forming an electrical network. It has a grid of low-voltage 
distribution energy resource (DER), energy storage system (ESS) and/or micro sources 
such as photovoltaic, fuel cell, wind turbine, etc. Micro grid may have controllable 
energy sources such as biomass, hydro, fossil fuel or uncontrollable energy sources like 
solar and wind or may be flow-of-the-river that is dependent on daily, monthly and 
annual rain falls. Controlling solar and wind-micro grid is challenging it involves mea-
suring the parameters such as solar irradiance or Insolation, PV array voltage, PV array 
current, ambient temperature, wind speed, and AC load pattern for a year evaluation. 
Conversely, the renewable energy storage loss, energy converter average yield, peak 
period parameters are used for evaluation of micro grid power performance as reported 
by Mohammadi et al. [12].

2.5 Diverse generations (DGs)

A single source of electric power delivery to the consumer, local load is a diverse 
generation strategy such as conventional fossil fuel generation like oil, coal, etc. 
or renewable energy method such as solar, wind, hydro, biomass, geothermal, etc. 
Diesel or gasoline generators that are usually and commonly use in the rural areas 
are all categorized as small diverse electric generators’ power sources. The diverse 
generator located by left of the figure and representing either of conventional or 
renewable energy diverse source according to this author [13]. The integration of 
diverse energy sources for the operation, control, power management in real time 
power system make up a micro grid or network as positioned by Ashourian et al. 
[14]. Obviously, micro grid has distribution structure like the macro grid except 
that it is a smaller size, in a tiny network, and has a low power capacity. Diverse 
generation is made into a hybrid design mix whenever the hybrid energy storage is 
integrated into the micro grid structure to reliably evacuate power to the load.

2.6 Hybrid energy system (HES)

It will be good to start with hybrid energy system (HES). Hybrid energy system 
is the engineering design of hybridizing power supply components or pairing them, 
for example, arranging diverse energy resources to work in parallel (equivalent) is 
very common in power. So, hybridizing is defined as forming crossbreed of pairs of 
agent for working together to achieve a purpose. Thus, hybridizing is to manually 
or automatically synchronize two or more electric power generator resources or 
components to supply electric power to the grid, therefore forming hybrid energy 
system. Hybrid energy system is an infrastructural design that integrates diverse or 
multiple energy converters to energy storage, energy conditioners, energy manage-
ment system. By and large hybrid renewable energy system (HRES) is an extension 
of HES that uses mix diverse resources as hybrid or all hybrid renewable energy 
resources to supply the electric power system.

The concept of the hybrid RE power system is the perception to implement reli-
ability portfolio to avert LPSP that will affect the quality of power supply resulting 
in dynamic change and transient. Hence, reliability is the dependability of systems 
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designed to work complementing each other. The hybrid resources, improve upon 
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operating system inherent failures using a Monte Carlo tool of simulation for reli-
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Figure 1. 
Electric power multiple grids (transmission and distribution).
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2.4 Micro grid
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generation is made into a hybrid design mix whenever the hybrid energy storage is 
integrated into the micro grid structure to reliably evacuate power to the load.
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It will be good to start with hybrid energy system (HES). Hybrid energy system 
is the engineering design of hybridizing power supply components or pairing them, 
for example, arranging diverse energy resources to work in parallel (equivalent) is 
very common in power. So, hybridizing is defined as forming crossbreed of pairs of 
agent for working together to achieve a purpose. Thus, hybridizing is to manually 
or automatically synchronize two or more electric power generator resources or 
components to supply electric power to the grid, therefore forming hybrid energy 
system. Hybrid energy system is an infrastructural design that integrates diverse or 
multiple energy converters to energy storage, energy conditioners, energy manage-
ment system. By and large hybrid renewable energy system (HRES) is an extension 
of HES that uses mix diverse resources as hybrid or all hybrid renewable energy 
resources to supply the electric power system.

The concept of the hybrid RE power system is the perception to implement reli-
ability portfolio to avert LPSP that will affect the quality of power supply resulting 
in dynamic change and transient. Hence, reliability is the dependability of systems 
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or components to be able to function appropriately under stated conditions for a 
specified period without failure. Furthermore, reliability is said to be a probability of 
success, expressed as reliability (R) equal to “1” minus (Pf) probability of failure i.e., 
R = 1 − Pf. Hence, reliability relates to safety factors and cost factor caused by system 
downtime, cost of equipment repairs, spare parts, personnel, and cost of warranty 
claims. High reliability level will of course result from good engineering, reliability 
concept such as employing the concept of electric power system design optimiza-
tion. Stochastic parameter dynamics in power supply do affect system reliability as 
failure is unabated, unless the concept of hybridization is embraced and integrated 
in the power supply structure as stated [13]. Redundancy is provision of more than 
one alternative resource power supply or system component to perform certain task 
(important), duplication of active or passive subsystem, and complete energy stor-
age backup integration in case of failure according to Ashourian et al. [14].

On the other hand, reliability covers several unique modus operandi which pro-
vides high quality output, affording utmost availability through redundancy, and 
advanced problem-solving capabilities of hybrid RE power system as stated by Mat 
et al. [15]. Thus, HES assume several design types such as multiple fossil fuel energy 
sources, diesel generator-SPV renewable energy sources or other hybrid renew-
able energy resources mixture. And the hybrid system reliability can be improved 
through the integration and optimization of essential components such as energy 
resources, energy storage and energy management. Hybrid energy renewable 
systems are economical, less or no fossil fuel consumption for all RER, and have no 
or less greenhouse gas emission. Solar, hydro and other renewable energy sources 
are environmentally safe and have adequate power generation potentials. Therefore 
the integration of these sources with energy storage as hybrid system has economic 
returns as supported by Mat et al. [15].

2.7 Hybrid renewable energy power system (HREPS)

Hybrid renewable energy power system (HREPS) is a cross breed or mixture of 
matching (parallel) power system infrastructure designed to offer power supply 
reliability. Hybrid renewable energy power system (HREPS) has enormous designs 
or models that consists of five common subunits, namely, (i) renewable energy 
resource (RER) or energy harvester, (ii) electrical system (energy conditioners), and 
(iii) energy storages system (ESS), however, (iv) a common Bus and (v) electronic 
logic controller (ECS) is included for system management. Hence, HREPS has several 
designs of hybridizing by optimal selection of appropriate components that consists 
of energy harvester, electrical energy conditioner, ESS, common bus and electronic 
logic controller, however, all hybrid design emphases on hybridizing RER than any 
of the five components. Thus, adapting redundancy norm on all subunits in order to 
avoid loss of power supply probability (LPSP) is necessary in order to realize optimal 
design. The nomenclature hybrid renewable energy power supply (HREPS) design 
requires the following project proposal subunits to be, the hybrid renewable energy 
resource (HRER)-hybrid energy storage system (HESS)-hybrid energy conditioner 
(HEC)-hybrid energy management (HEMS) of four modules hybridized subunits. 
Each of the subunit is expected to complement its pair to compromise optimal design 
to be modulated and simulated using simulation-based optimization in order to 
achieve power supply reliability devoid of loss of power supply probability (LPSP).

2.8 Hybrid feasibility factors (optimization and levelized costs of electricity)

Hybrid renewable energy power system (HREPS) optimization is hereby defined 
by Giraud et al. [16] as finding the utmost feasible performance or the most cost 
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effective approach under given constraints by maximizing desired factors and 
minimizing undesired ones. In the case of this design performance was considered 
priority so, energy reliability is more pleasant than its scarcity (energy shortages). 
For illustration, gasoline generators were the only electricity source in the remote and 
rural areas else the community had to live with lanterns. Consequently, maximization 
of the means to obtain the highest result for electricity provision is better regardless 
of the cost. Therefore, an act, process or methodology of making a design to func-
tion effectively for specific purpose is termed system optimization as from [17]. Two 
factors are the probable yardstick in determining the hybrid potential of any given site 
constraints, namely, the optimization and levelized costs of electricity (LOCE).

2.9 Optimization

Optimum or best methods to explore the hybrid renewable energy system for 
power supply reliability are enormous. The RE use has been historically, abundantly 
everywhere, omnipresent, free cost, and non-polluting characteristics leading to 
the increase of required storage capacity. A small hybrid system is understood to 
economical and may not meet the user load demand, whereas the large one can 
provide reasonable power, but it is expensive. Hence, optimal sizing of RE power 
system demand mathematical model of the system component characteristics using 
special techniques to extract maximum power from the models. Also, hybrid system 
has a complex control system due to the stochastic and multiple power harvesters, 
for example, the maximum power point (MPPT) technique employed in system 
SPV makes the system more complex [18]. This hybrid and MPPT approach is 
termed the optimization of the SPV stochastic power component to meet opera-
tional power supply demand.

In addition, optimization of hybrid renewable energy power systems has two 
techniques, the optimum tools or component based on site available energy resources 
and the sizing of the components, and use the appropriate control strategy that will 
[19] automate operation of the integrated hybrid system. Optimum HREPS design, 
configuration can be conducted using several optimization algorithms such as 
numerical, probabilistic and heuristic methods under some conditions as reported 
by these authors [11]. Whereas, feasibility factor is an index called localized cost of 
energy (LCOE) used to find cost of the average price of electricity produced by the 
HRES over its life. These variables include initial investment, development, capital, 
operation and maintenance, and fuel costs put together for costs analysis.

However, feasibility factors of using optimization are complex, nonlinear, and 
nonconvex because of the unique mixed constraints. Optimization approach are 
said to be fundamentally two, namely, the Simulation-based that is tedious, time 
consuming, prone to human errors and the metaheuristic method using multiple 
objectives involving cost, performance, supply-demand management, grid limita-
tions, algorithms such as numerical, probabilistic and heuristic methodology as 
stressed by these authors [20, 10]. Optimization provides economic, efficient, 
and reliable power supply alternative energy without LPSP. Several of hybrid 
renewable energy power system optimization concepts were listed in Table 1 in six 
groups. Their names are the graphical construction, probabilistic approach, deter-
ministic approach, iterative approach, artificial intelligence, and software based 
(simulation-based) as stated by these authors [15]. However, a read-made HOMER 
software is a tool used to model hybrid configuration for optimization that empha-
size on two factors, minimizing cost and maximizing performance constraints as 
asserted by Hong and Lian [6].

Next, search-based and Monte Carlo simulation (SMCS) is another optimiza-
tion pattern use for HREPS and energy storage system (ESS) to check power supply 
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reliability. Hybrid renewable energy power system (HREPS) has enormous designs 
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of energy harvester, electrical energy conditioner, ESS, common bus and electronic 
logic controller, however, all hybrid design emphases on hybridizing RER than any 
of the five components. Thus, adapting redundancy norm on all subunits in order to 
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requires the following project proposal subunits to be, the hybrid renewable energy 
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(HEC)-hybrid energy management (HEMS) of four modules hybridized subunits. 
Each of the subunit is expected to complement its pair to compromise optimal design 
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Hybrid renewable energy power system (HREPS) optimization is hereby defined 
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effective approach under given constraints by maximizing desired factors and 
minimizing undesired ones. In the case of this design performance was considered 
priority so, energy reliability is more pleasant than its scarcity (energy shortages). 
For illustration, gasoline generators were the only electricity source in the remote and 
rural areas else the community had to live with lanterns. Consequently, maximization 
of the means to obtain the highest result for electricity provision is better regardless 
of the cost. Therefore, an act, process or methodology of making a design to func-
tion effectively for specific purpose is termed system optimization as from [17]. Two 
factors are the probable yardstick in determining the hybrid potential of any given site 
constraints, namely, the optimization and levelized costs of electricity (LOCE).

2.9 Optimization

Optimum or best methods to explore the hybrid renewable energy system for 
power supply reliability are enormous. The RE use has been historically, abundantly 
everywhere, omnipresent, free cost, and non-polluting characteristics leading to 
the increase of required storage capacity. A small hybrid system is understood to 
economical and may not meet the user load demand, whereas the large one can 
provide reasonable power, but it is expensive. Hence, optimal sizing of RE power 
system demand mathematical model of the system component characteristics using 
special techniques to extract maximum power from the models. Also, hybrid system 
has a complex control system due to the stochastic and multiple power harvesters, 
for example, the maximum power point (MPPT) technique employed in system 
SPV makes the system more complex [18]. This hybrid and MPPT approach is 
termed the optimization of the SPV stochastic power component to meet opera-
tional power supply demand.

In addition, optimization of hybrid renewable energy power systems has two 
techniques, the optimum tools or component based on site available energy resources 
and the sizing of the components, and use the appropriate control strategy that will 
[19] automate operation of the integrated hybrid system. Optimum HREPS design, 
configuration can be conducted using several optimization algorithms such as 
numerical, probabilistic and heuristic methods under some conditions as reported 
by these authors [11]. Whereas, feasibility factor is an index called localized cost of 
energy (LCOE) used to find cost of the average price of electricity produced by the 
HRES over its life. These variables include initial investment, development, capital, 
operation and maintenance, and fuel costs put together for costs analysis.

However, feasibility factors of using optimization are complex, nonlinear, and 
nonconvex because of the unique mixed constraints. Optimization approach are 
said to be fundamentally two, namely, the Simulation-based that is tedious, time 
consuming, prone to human errors and the metaheuristic method using multiple 
objectives involving cost, performance, supply-demand management, grid limita-
tions, algorithms such as numerical, probabilistic and heuristic methodology as 
stressed by these authors [20, 10]. Optimization provides economic, efficient, 
and reliable power supply alternative energy without LPSP. Several of hybrid 
renewable energy power system optimization concepts were listed in Table 1 in six 
groups. Their names are the graphical construction, probabilistic approach, deter-
ministic approach, iterative approach, artificial intelligence, and software based 
(simulation-based) as stated by these authors [15]. However, a read-made HOMER 
software is a tool used to model hybrid configuration for optimization that empha-
size on two factors, minimizing cost and maximizing performance constraints as 
asserted by Hong and Lian [6].

Next, search-based and Monte Carlo simulation (SMCS) is another optimiza-
tion pattern use for HREPS and energy storage system (ESS) to check power supply 
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reliability. The SMCS allow chronological behavior and reliability of HREPS to be 
evaluated through of series of simulated experiments for high power loads reported 
by Ekren and Ekren [21].

Each of the optimization techniques is considered unique because it has design 
elements that are most appropriate for its application in order to get optimal results. 
Artificial intelligence optimization consists of five subcategories, generic algorithm, 
particle swarm, fuzzy logic, artificial neural network, and hybrid model by Arabali 
et al. [22].

Perturb and Observe method is a conventional maximum power point tracking 
(MPPT) approach used in the energy conditioner subunit. It is said to be a global 
maximum point (GMP) because the combination of Perturb and Observe quickly 
searches for first local maximum point (LMP) and the particle swarm optimiza-
tion (PSO) search for the global maximum point. Experimental report shows this 
method to be good for hybrid power system because it can track GMP with faster 
convergence time and better dynamic response than using just PSO alone accord-
ing to Hakimi and Moghaddas-Tafreshi [23]. Hence, optimization has several 
approaches, some of them are hereby listed in Table 1, according to techniques and 
RE system elements under study.

A hybrid renewable energy system optimization and components sizing has 
found to be economically and reliably better in meeting all load conditions with 
minimum investment and operation cost. This was a disclosure of many research 
using genetic algorithm, particle swarm optimization, simulated annealing, ant 
colony algorithm and artificial immune system algorithm results as reported by 
these authors [23]. Figure 2 depicts a graphical representation of optimization 
showing that it possesses two edges, the energy production and the energy demand 
control, conversely, the objective function is optimal design reliability inclined 
toward its constraints. These constraints determine the energy inputs maximize 
performance and the other hands LOCE minimize costs by Boubekri [4].

Hybridizing diesel with renewable energy to demonstrate the potential of RE 
to replace diesel generator. HOMER software platform was used to study the load 
pattern and modeled for HOMER hybrid RE optimization. Hybrid solar-wind-DG 

S/N Optimization technique Elements Remarks

1 Graphical construction Battery and PV array Use two parameters

2 Probabilistic approach Performance of 
hybrid system

Based on statistical data collection 
approach

3 Deterministic approach Stand-alone PV with 
battery bank

Use an equation for determining 
specific values with constant 
parameters

4 Iterative approach: hill climbing, 
dynamic programming, linear, and 
multiple objective

Hybrid-solar-wind 
system

Based on LPSP to find possible 
combination of solar-wind 
combination

5 Artificial intelligence: generic 
algorithm, particle swarm, fuzzy 
logic, artificial neural network, and 
hybrid model

Hybrid solar-wind 
system with battery

Based on evolution technique

6 Software based: homer, and 
developed GUI application software

All of the above Input file with all necessary 
information is supplied. The 
software takes care of other things

Table 1. 
Possible optimization techniques.
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were simulated to get four different technology models. The results show PV/hydro/
DG has the highest optimization value in comparison to diesel generator only, [6].

Renewable energy (RE) and hybrid energy system (HES) are expanding and 
the current design method is a simulation based optimization and meta-heuristic 
optimization methods. HES are medium scale application in remote areas and 
stand-alone, but they are needed for large scale integration to grid. HES are non-
linear, non-convex and composed of mixed variables that cannot be solved using 
traditional optimization methods. In the alternative, two approaches are used for 
optional HES design. Simulation based optimization and mete-heuristics optimiza-
tion methods are limited in view of time consuming, rework, and error proneness 
analyzed by Arabali et al. [22]. From the onset, design of the hybrid power gen-
eration system (HPGS) begins with feasibility studies, analyze the potential and 
effectiveness using computer simulation as observed by Soysal and Soysal [41].

A systematic optimization methodology is to derive formulae hybrid RE system 
(HRES) Optimization by integration of demand response, day-ahead and real-time 
weather forecasting, and uploading model using a receding horizon optimization 
strategy is another approach. Practically demonstrated to a single family residential 
house HRES by Nfah et al. [24]. The demand-response and weather forecast meth-
ods are used to optimize the HRES in order to have minimize costs and maximize 
performance.

Furthermore, the state of the arts advanced generators; power electronic logic 
controller, grid requirements and control are optimized to improve wind power 
plant characteristics for efficient power delivery and integration according to Khan 
and Iqbal [25]. Consequently, the power electronic logic controllers, crossbreed 
SPV, hybrid ESS, and hybrid RER technology are therefore applicable to a solar 
photovoltaic power system for improved power reliability.

However, the approaches here consider optimization in terms of power sup-
ply reliability, but not only of the costs. Therefore, operating HREPS in the long 
run is economically preferable as costs are reduced no replacement reinvestment 
costs, fueling costs, maintenance costs, loss of power supply probability costs, 
and unquantifiable environmental degradation costs as economic parameters that 
indicate running diesel generator alone for power supply is bears exorbitant cost 
variables than operating hybrid REPS energy system.

2.10 Levelized cost of energy (LCOE)

Levelized energy cost (LEC) or (LCOE) is the unit-cost of electricity during the 
life period of power supply system in net present value (NPV) terms, often taken as 
alternative electricity average price to break even over generating system lifetime. 
However, LCOE is a general critical decision to proceed with a project development 
or not. There are two simulation models of the levelized cost of electricity (LCOE) 
available, namely, the EGC spread sheet and the system advisor model (SAM). 

Figure 2. 
Hybrid optimization, control and RE power production diagram [4].
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reliability. The SMCS allow chronological behavior and reliability of HREPS to be 
evaluated through of series of simulated experiments for high power loads reported 
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were simulated to get four different technology models. The results show PV/hydro/
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the current design method is a simulation based optimization and meta-heuristic 
optimization methods. HES are medium scale application in remote areas and 
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linear, non-convex and composed of mixed variables that cannot be solved using 
traditional optimization methods. In the alternative, two approaches are used for 
optional HES design. Simulation based optimization and mete-heuristics optimiza-
tion methods are limited in view of time consuming, rework, and error proneness 
analyzed by Arabali et al. [22]. From the onset, design of the hybrid power gen-
eration system (HPGS) begins with feasibility studies, analyze the potential and 
effectiveness using computer simulation as observed by Soysal and Soysal [41].

A systematic optimization methodology is to derive formulae hybrid RE system 
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house HRES by Nfah et al. [24]. The demand-response and weather forecast meth-
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Furthermore, the state of the arts advanced generators; power electronic logic 
controller, grid requirements and control are optimized to improve wind power 
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Figure 2. 
Hybrid optimization, control and RE power production diagram [4].
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LCOE is mathematically expressed as the life-cycle cost divided by lifetime energy 
produced interpreted as to break even. The renewable energy systems have higher 
initial capital costs outlay (ICC), it however amortizes in the long run with free 
natural fuel, less operation/maintenance costs and environmental friendliness free 
of GHG impact plus poisonous gases according to Refs. [25, 27]. Finally, localized 
cost of energy (LCOE) is an index use to cost average price of electricity produced 
by the HRES over its life initial investment, development, capital, operation and 
maintenance, and fuel costs as variables.

Hence, effective ways to cut energy cost are:

a. Cut down on development cost, capital cost, operation and maintenance cost

b. Energy production or increase life span of generation infrastructure. A 
model of wind generator life was improved to last between 20 and 25 years in 
Denmark, so this applies to other RE infrastructure as observed these authors 
[19]. However, informed decisions demand trade off in projects selection 
using pressing priority or objective functions to maximize.

Cut in operation costs includes fossil fuel, and then increase the price and global 
greenhouse gas emission concern has motivated hybrid renewable energy system 
standalone applications. Modeling, simulation and multi objective optimization 
decision tools supporting the leveraged cost of electricity (LCOE), life cycle cost 
(LCC), greenhouse gas (GHG) emission objective functions use to evaluate power 
supply reliability, optimization and market price sensitivity. However, it is difficult 
to justify LCOE and LCC of standalone RE components in rural electrification proj-
ects. Conversely, LEC, LCC and GHG fronts are simplified by pairing LCC-LEC and 
LEC-GHG for decision making according to Khan and Iqbal [25]. HOMER simula-
tion reported that the LCOE of energy of optimized hybrid PV-Wind-diesel-battery 
is lower than hybrid energy system without renewable energy mix. Consequently, 
it was concluded that diesel generator supply alone is not feasible as fossil fuel price 
increases rapidly as reported by Ekren and Ekren [21].

Solar, wind and other renewable integration with energy storage as hybrid 
system has economic returns of LCOE of providing adequate power, environmental 
friendliness and reliability for all load conditions as supported by Nema et al. [26] 
Alternatively, three analyses model were put to test costs-benefits of solar PV, thus, 
short-run, medium-run and the long-run analyses. The short-run considers costs-
effectiveness on incremental increases, the medium-run focus on non-incremental 
change implications in solar capacity, whereas, the long-run dwell on carbon targets 
of the twenty-first century. Hence, economics depends on grid integration costs, 
low-carbon technologies and technological advances potential [27].

The common cost-effective criteria in photovoltaic phenomena rely on policy 
jurisdiction, frame work such as incentives like fit-in-tariff (FIT), tax credits, 
carbon reduction certificates variables motivates investors. Economically, return 
on investment (ROI) is always a prominent business yard stick and motivator for 
an investor. Conversely, feasibility study on solar PV indicated that it has long term 
high yield rate of return (ROR), see Table 2 give details as reported [28].

2.11 Hybrid renewable energy power system (HREPS) bus

Electricity bus is a good conductor in made into a bus-bar for transporting 
energy from power generator/converter to the grid. Hybrid renewable energy 
power system (HRES) has two levels of voltage bus the DC and AC produced by the 
mixture and crossbreed of energy resources.
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The two levels AC and DC bus by extension are fundamentally two configura-
tions, namely, the series and the parallel bus arrangements as shown in Figure 3 for 
the series connection, Figure 4 and Figure 5 for parallel bus as reported by Zhou 

S/No PV type Payback period 
range (years)

Emission rate 
(gCO2-eq/KWh)

Remarks

1 Thin film 0.75–3.5 10.5–50 Environmentally 
friendly and suitable

2 Mono-silicon 1.7–2.7 29–45 Ditto

3 Advanced PV system technologies

I High concentration 0.7–2.0 Lower than above rate Environmentally 
friendly and suitable

II Hetero-junction Ditto Higher than above rate Ditto

III Dye-sensitized – – Rate research is ongoing

Table 2. 
Feasibility on PV types with payback period and environmental impacts.

Figure 3. 
Series hybrid RE power system with single AC bus for all AC load [15].

Figure 4. 
Parallel (hybrid) RE power system with both AC and DC bus plus AC and DC loads [15].
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Figure 5. 
Parallel hybrid RE system with both AC and DC bus for only all AC loads [15].

Figure 6. 
Hybrid RE three phase output voltage waveforms [30].

and Sun [29]. These authors have illustrated the ideology of hybrid methodology 
can be synchronized to serve the electric load better, meaning mixing energy to 
improve the power of equivalent RE converter infrastructure to have reliability in 
power supply delivery.

The Figures 3–5 are in one line/block schematic representing three phase system 
for hybrid RE resources to produce output voltage waveform shown in Figure 6. 
However, hybrid RE can be also be designed to supply single phase system for 
smaller single phase load demand and its output voltage wave is single implied.

2.12 Renewable energy resources (RER) optimal sizing

Hybridizing is a common strategy for improving the sizing of renewable resource 
(RER) energy resources; it is also known as crossbreeding in the SPV. The optimum 
scale of renewable energy resource to harvest energy reliably depends on the optimal 
design of conversion model. Energy converters are RER and come with assorted 
characteristics, sizes, and brands guide in the design and the implementation of 
projects. The RER characteristics of solar photovoltaic and micro hydro are the main 
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focal area to be considered for discussion and analysis in this study. Henceforward, 
RER as the name implies, are replenish able resource that naturally are regenerated 
in accordance with the climatic condition and topography of the locality of solar, 
hydro, and so on as established by Mohammadi et al. [12]. The common among the 
renewable energy resources are solar and hydro considering their technical and eco-
nomic benefits as considered by Daut et al. [13]. Solar photovoltaic and micro hydro 
resources have several statistical variations in nature and are therefore are dependent 
on the peculiarity of specific geographical location’s weather.

3. Wind energy and photovoltaic systems

From the deep literature survey conducted, a lot of studies are being done 
with divergent ideas and necessities on the possibility of integrating wind and PV 
system. The studies can be classified into, modeling, design, optimization, control 
and techno-economic strategies. On the other hand, some researchers proposed a 
stand-alone hybrid system, while others applied wind and PV system in grid con-
nected mode.

3.1 Modeling and design of PV-Wind system

A lot of modeling and design of the PV and Wind have been developed using 
different approaches. The design can be categorized into two, it can be a grid or 
stand-alone. A grid PV-Wind system proposed by Harini et al. [31] used Wind 
generator, wind side converter, DC-DC converter, and grid interface inverter. The 
MPPT is used to optimize the DC voltage coming from the solar panels. The design 
was implemented in Matlab environment using Simulink. The schematic diagram of 
the overall system is shown in Figure 7.

PV-Wind hybrid system was used to generate electricity in Iraq; the planned 
system was simulated using MATLAB solver, where the input variables for the 
solver were the meteorological data for the selected areas and the sizes of PV and 
wind turbines. Outcomes revealed that it is achievable in Iraq to implement the 
solar and wind energy to come up with enough power for some communities in the 
desert or rural area. Additionally, it is feasible to use such a system as a black start 
source of power in the course of total shutdown time. Final results also showed that 
the desired place for this system is in Basrah for both solar and wind energy [32].

A Wind-PV-diesel hybrid power system is developed using HOMER software 
for a small town in Saudi Arabia which happens to be at the moment powered by a 
diesel power plant comprising of eight diesel generating sets of 1120 kW each, The 

Figure 7. 
Schematic diagram of a grid PV-Wind system.
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Schematic diagram of a grid PV-Wind system.
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Figure 8. 
Simulation models of the two hybrid systems.

annual contributions of wind, solar PV and the diesel generating sets were 4713.7, 
1653.5, and 11,542.6 MWh, respectively [33]. Performance of hybrid PV-Wind 
for hydrogen generation was studied in Sopian et al. [34]. The system consists of 
photovoltaic array, wind turbine, PEM electrolyser, battery bank, hydrogen stor-
age tank, and an automatic control system for battery charging and discharging 
conditions. The system generated 130–140 ml/min of hydrogen, for an average 
global solar radiation and wind speed varying from 200 to 800 W/m2 and 2.0 to 
5.0 m/s respectively. While authors [35] have design small-scale electric grid based 
on hybrid PV-Wind, the model is shown in Figure 8. Presented results shown that 
the coupling of subunits reduces annual grid power transfers by more than 10% and 
increases the renewable power contribution to the demand by almost 7% [35]. To 
increase efficiency of PV-Wind hybrid system. Multi wind turbines and PV systems 
was successfully model in Mikati et al. [35]. The simulation outcomes revealed 
that the power end result of the wind turbines in multi-turbine wind-solar hybrid 
system improves by 18.69, 31.24 and 53.79%, when used in Shenyang, Shanghai and 
Guangzhou, respectively, in comparison with the reference system [35]. In the work 
of [36] as shown in Figure 9, a special hybrid PV and Wind was used to power an 
UV (ultraviolet) water purification system. A 100-W solar-PV system that has a 
500-W wind turbine lead in pumping and filtering adequate water in order to meet 
the safe and clean water demands of 4000 people (16,000 l/day) at an approxi-
mated equipment expense of $4630.

One work used [37] a new converter technology to implement a hybrid PV-Wind 
System using Matlab. The topology utilizes a combination of Cuk and SEPIC con-
verters. This setting enables the two resources to provide the load independently or 
at the same time dependent on the availableness of the energy sources. Some design 
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includes control strategy for instance, the work of conducted by Moubayed et al. 
[38] reported a control of a hybrid solar-wind system with acid battery for storage. 
Steady-State Functionality of a Grid-Connected Rooftop Hybrid PV-Wind system 
was designed and tested by Kim et al. [39]. The design considers system consis-
tency, power quality, loss of supply, and the effects of the randomness of the wind 
and the solar radiation on system. Limited studies are being done on micro genera-
tion based on PV-Wind, the best example case is a hybrid system with solar energy 
and wind energy for micro power production [40]. Residential hybrid PV-Wind was 
developed in [41]. While a PV-Wind with simple MPPT was implemented, the sug-
gested system is desirable due to its convenience, convenience of control and afford-
able [42]. Few studies consider power generation to support national grid, example 
one study conducted in Jordan [43]. The need for additional energy tends to make 
us search for new energy sources. Authors in [44] designed a domestic solar-wind 
hybrid energy system as shown in Figure 10.

3.2 Optimal sizing of stand-alone

In more remote rural areas, PV and Wind system are widely used to supply 
electrical energy to consumers. Different methodologies have been applied in 
that regards. A methodology for optimal sizing of PV and Wind for stand-alone 
system is presented in [45]. The study aims at minimizing cost using genetic 
algorithm. The simulation outcomes validate that hybrid PV/WG systems feature 
reduced system cost when compared to the situations where either solely WG or 
exclusively PV sources are being used. The work of [46], considered optimiza-
tion of PV/Wind based on number of solar panels ad wind turbines for minimal 
cost reduction. The findings of this study showed that optimum battery capacity, 
with optimum number of PV modules and wind turbines subject to lowest cost 
can be attained with high accuracy and reliability. One research conducted [12], 
used particle swarm optimization (PSO) algorithm for optimal sizing of PV and 
Wind system, though the study is limited to micro-grid system, however, energy 
storage was included. In Ref. [47], used discrete chaotic harmony search-based 
simulated annealing (SA) algorithm for optimum design of PV/wind hybrid 
system. The suggested method is employed to get the best possible design of a PV/

Figure 9. 
Schematic of UV water filtration system.
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wind hybrid system. Simulation results show the outstanding effectiveness of the 
SA algorithm. The optimization study conducted [48] focuses on off-grid hybrid 
PV-Wind using different battery technologies based on genetic algorithm (GA) 
was successfully implemented.

Simulation based optimized design has been proposed for a PV/wind hybrid 
energy conversion system with battery storage under different load and auxiliary 
energy conditions was developed [21]. The simulation model of the system is 
implemented in ARENA 12.0, commercial simulation software, and is optimized 
using the Opt Quest tool in this software. Consequently, the optimum sizes of PV, 
wind turbine and battery capacity are attained under various auxiliary energy 
unit costs and two different loads. The best possible results are verified using loss 
of load probability (LLP) and autonomy analysis. And the financial commitment 
costs are examined how they are shared among those four energy sources at the 
optimum points.

Simulated annealing (SA) algorithm for optimizing size of a PV/wind inte-
grated hybrid energy system with battery storage was reported [49]. The suggested 
technique is a heuristic strategy which utilizes a stochastic gradient search for 
the global optimization. The objective function is the minimization of the hybrid 
energy system total price. And the selection parameters are PV size, wind turbine 

Figure 10. 
Image of the designed hybrid system.
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rotor swept area and the battery capacity. The best possible result acquired by the 
SA algorithm when compared with other study’s result. Therefore, it is actually 
coming up with that the SA algorithm provides much better result compared to 
Response Surface Methodology (RSM). The research study is realized for a campus 
area in Turkey.

Sizing optimization of off-grid PV-Wind using iterative approach was used in 
[7]. The proposed model takes into consideration the sub-models of the hybrid 
system, the Deficiency of Power Supply Probability (DPSP) and the Levelized Unit 
Electricity Cost (LUEC).

3.3 Techno-economic optimization

In this perspective, several techno-economic optimization approaches for hybrid 
systems sizing have been revealed in the literature. Iterative methodology has been 
applied to optimize the capacity sizes of various stand-alone PV/wind/diesel/
battery hybrid system parts for zero load energy shortfall [50]. The high price of 
renewable energy systems has brought to slow usage in many countries. Hence, 
Neuro-Fuzzy method was used for techno-economical of PV-Wind system. The 
optimization method used is Adaptive Neuro-Fuzzy Inference System (ANFIS), 
which is successfully applied to model the PV and wind sources. Comparison 
was made with hybrid optimization model for electric renewables (HOMER) and 
hybrid optimization by genetic algorithms (HOGA) software and the results prove 
an accuracy of 96% for PV and wind [51]. The optimized system is simulated in 
PSCAD/EMTDC and the results show that low excess energy is realized. In this 
work [10], the technical-economic optimization research of a stand-alone hybrid 
PV/wind system (HPWS) in Corsica Island is introduced. Consequently, the main 
purpose of the research is to calculate the acceptable dimensions of a stand-alone 
HPWS that ensure the energy independence of the typical rural consumer with the 
lowest levelized cost of energy (LCE).

It is acknowledged that solar energy and wind energy are two of the most 
feasible renewable energy resources on the globe, The work of [8] highly recom-
mend an ideal design model for designing hybrid solar-wind systems making use of 
battery banks for determining the system optimum options and guaranteeing that 
the annualized cost of the systems is reduced while fulfilling the customized needed 
loss of power supply probability (LPSP). The five selection parameters involved in 
the optimization method are the PV module number, PV module slope angle, wind 
turbine number, wind turbine installation height and battery capacity. The offered 
technique is used to design a hybrid system to supply power for a telecommunica-
tion relay station along Southeast Coast of China.

In a related design techno-feasibility of hybrid PV-Wind was employed for a 
household in China, using HOMER simulation software. The design PV-Wind 
ration is 72:28, based on the detailed feasibility study conducted in the study areas. 
Another similar design in Indonesia [52] focuses on onshore remote areas. HOMER 
software is used to perform the techno-economic feasibility of the PV/wind hybrid 
system. The final results also display that a wind turbine and battery are the most 
significant elements of the PV/wind hybrid system to fulfill requirement loads at 
night hours. Considering that both of these components give the best advantages 
to system costs, it is very important to select their utmost sizes to reduce the costs, 
but by considering that no loads are unmet. Object oriented programming was 
applied to optimize hybrid PV-Wind system in a study conducted by Belmili et al. 
[53]. Detailed mathematical model was developed together with optimal algorithm 
for sizing and techno-economic analysis to identify the system that could ensure an 
effective energy supply with a most affordable financial commitment.
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Figure 10. 
Image of the designed hybrid system.
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software is used to perform the techno-economic feasibility of the PV/wind hybrid 
system. The final results also display that a wind turbine and battery are the most 
significant elements of the PV/wind hybrid system to fulfill requirement loads at 
night hours. Considering that both of these components give the best advantages 
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4. Conclusions

This chapter presents detailed work conducted on hybrid system based on PV 
and Wind. The chapter systematically shows the different methodology used in 
the design, simulation, optimization and techno-economic aspects of PV-Wind 
Systems. Some design and application of the hybrid PV-Wind are discussed.

Hybrid renewable energy power system optimal design includes feasibility stud-
ies, model-based design, simulation and integration of several hybrid renewable 
energy resources, energy conditioner, and hybrid energy storage system and hybrid 
controller for automation to achieve power supply reliability. A hybrid renewable 
energy system (HRES) technology for reliable power supply has challenges in the 
design process. Thus, hybrid energy harvester, energy conditioner, energy storage 
and controller feasibilities, selection and unit sizing, and system configurations 
are necessary procedures to be carried out. Hybrid energy system components 
for power, reliability applications related to hybrid energy systems, power system 
has been reviewed above. In order to highlight the merits of the optimal design 
of hybrid energy system with a promising sustainable solution for power supply 
reliability.

The solar photovoltaic flat plate has of enormous adaptable models with the 
adequate alternative energy potential that could possibly replace conventional fossil 
fuel system. Application of the best possible of hybrid SPV plate/PEMFC resources, 
boost maximum power point tracking, integrated multi-level inverter and the 
hybrid PEMFC-Na_S battery storage, and micro hydropower system yields reliable 
electricity supply for rural and remote areas.

Hybrid renewable energy power system can offer socio-economic return when 
enough power is available in rural areas as business activities is going to be estab-
lished as the communities do some corn/wood mills, small scale industrial ventures 
to engage more youth in entrepreneurship.
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Chapter 6

Grid-Connected Distributed 
Wind-Photovoltaic Energy 
Management: A Review
Sasmita Behera and Bibhuti Bhusan Pati

Abstract

Energy management comprises of the planning, operation and control of both 
energy production and its demand. The wind energy availability is site-specific, 
time-dependent and nondispatchable. As the use of electricity is growing and 
conventional sources are depleting, the major renewable sources, like wind and 
photovoltaic (PV), have increased their share in the generation mix. The best 
possible resource utilization, having a track of load and renewable resource fore-
cast, assures significant reduction of the net cost of the operation. Modular hybrid 
energy systems with some storage as back up near load center change the scenario 
of unidirectional power flow to bidirectional with the distributed generation. The 
performance of such systems can be enhanced by the accomplishment of advanced 
control schemes in a centralized system controller or distributed control. In grid-
connected mode, these can support the grid to tackle power quality issues, which 
optimize the use of the renewable resource. The chapter aims to bring recent trends 
with changing requirements due to distributed generation (DG), summarizing the 
research works done in the last 10 years with some vision of future trends.

Keywords: distributed generation, energy management, forecast, control, 
grid-connected

1. Introduction

A renewable hybrid energy system comprises of a couple of energy sources, 
a power conditioning device, a controller and sometimes with an energy storage 
system. When such renewable energy sources (RES) are integrated to the grid, 
variable output due to the stochastic nature of input may lead to instability and 
power quality issues [1]. In this changing scenario, micro-grids (MGs) have come 
up as a solution to maintain power supply in small scale as an autonomous entity in 
the event of grid failure. It has complementing resources or different DG sources 
in combination with storage with power electronic interface. Distributed energy 
resource (DER) can be either a distributed generator or distributed energy storage. 
Under its spectrum, it can be PV, wind, heat pumps, combined heat and power 
(CHP) generation, energy storage (ES), fuel cells (FCs), electric vehicles (EVs), 
energy efficiency (EE) and demand response (DR). The behavior of the resources, 
such as EE, DR, heat pumps, and EVs, is user dependent. Further, the PV source 
has no inertia. So ES and FCs can provide more reliability and flexibility to the grid 
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if operated in a manner coincident with grid needs that respect storage limitations. 
These DGs have made the grid more resilient, efficient, environment-friendly, 
flexible, less vulnerable, easier to control, immune to issues at some other location, 
slow gradual capital investment, integrating to grid with minimal disturbance to 
existing loads during commencing. Participation of DERs in operation is profitable 
in respect of load shifting without grid up-gradation curtails peak demand, grid 
support by storage responding to demand thereby improving frequency response 
reducing spinning reserve. EVs and MGs can provide ancillary services. Under 
normal operation of the grid, varying capabilities of the DERs support voltage and 
reactive power whereas under fault voltage and frequency ride through capability 
is expected. Under such fault, the inverter must respond as per requirement. With 
the coordination of inverter-based resources in a group, it is possible that the DERs 
counteract to grid contingencies such as voltage and frequency deviations, and assist 
in fast recovery. So they are termed virtual inertia. But, at the same time, some issues 
are of concern and have drawn the attention of researchers. They are mainly due to 
stochastic nature such as load following, power vs. energy profile in storage, stability, 
reliability, cost, control architecture, autonomous control, power quality issues and 
grid interconnection. Considering these issues, in [2] the feasibility study, the unit 
commitment for reliable power supply and modeling of energy systems of PV, wind 
and diesel generator are focused. In the past decade, more significant development 
has taken place with various combinations of sources and storage. Optimization in 
all respect of wind energy for grid integration has been thoroughly reviewed [3] and 
observed to have good success. The control topology and the objectives have also 
changed in recent years. In addition to other reviews, control aspects and reliability 
issues with such sources are discussed [4]. The application of evolutionary technique 
and game theory in hybrid renewable energy is also presented. The chapter revisits 
the changing requirements due to DG, summarizing the research works done in the 
last 10 years with some vision of future trends.

2. Regulatory, project finance and technical perspective

The renewable electricity demand is predicted to add up 20% more within the next 
5 years. They can have the quickest development within the power sector, providing 
nearly 1/3rd of the requirement in 2023 [5]. Further, there is forecast to exceed 70% of 
world electricity produced, primarily by PV and followed by wind, hydropower, and 
bio-energy. Hydropower remains the biggest such supply, meeting 16% of the world 
electricity demand by 2023, followed by wind (6%), PV (4%), and bio-energy (3%). 
Energy storage for grid applications lacks a sufficient regulatory history.

Whereas active regulation of voltage was not permitted and the DERs had to 
trip on abnormal voltage or frequency, participation in voltage and frequency 
control was desirable due to a gradual increase of the percentage of DER in power 
system. This was resolved in 2003. The first amendment to this came after a decade 
(11 years) but the second one came just after 4 years of first [6]. This comes in line 
with the steeper increase of DER penetration than the previous decade. As the DER 
are geographically dispersed, the communication interface between DER and the 
main grid and in between the DERs has been an additional demand of the hour for 
smooth and reliable coordinated control.

Some of the distribution grid safety demands are (1) short trip times, (2) ride-
through with momentary cessation (3) voltage rise concerns (4) protection coor-
dination (5) islanding concerns for the safety of workers. Bulk system reliability 
demands (1) long trip times (2) ride-through without momentary cessation  
(3) reactive power support.
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Increasing penetration of unconventional generation to grid is reducing system 
inertia which can degrade system frequency stability. So, active power output is 
modulated in response to frequency deviation (Default droop 0.05 p.u. frequency 
for 1 p.u. active power change).

Voltage benchmarks standard for voltage fluctuations is within ±5% at customer 
end. As a DER exports active power, voltage rises and the profile is disturbed and 
quality is compromised.

Current grid standards massively need that low-power KW range single-phase 
PV systems supply at unity power factor with maximum power point tracking 
(MPPT), and detect fault and island from the grid in such situation [7]. However 
loss of these generations under grid faults gives rise to voltage flickers, power 
outages, and an unstable system. So grid code amendments for increased entry of 
PV systems in the distribution grid are expected. The standards have undergone a 
significant review for low-tension interconnection in many countries. Also, reactive 
power can be supported either by changing the tap setting of the transformer or by 
the PV inverters with advanced control strategies to maintain the grid voltage.

Investments in RES for utility are normally assessed from regulatory, project 
finance, and technical perspectives. The regulatory requirement is satisfied by utility 
compliance as well as reduction of the associated cost. The budget estimate looks 
at the investment and benefits of the particular project. The technical assessment 
deeply goes through the safety concern of the specific technology involved and its 
operation. Besides these project specific assessments for RES, physical benefits of 
transmission and storage and the effect in the integrated picture of the grid is also 
important. It is therefore always recommended to go for an integrated approach 
for full exploitation of renewable generation and electricity storage with respect to 
transmission and distribution [8]. And this in line with the state utility cannot be 
undermined also. It is further recommended at all levels to increase its research and 
development (R&D) in basic electrochemistry to find out the materials and discover 
the electrochemical technology suitable for use in grid. Department of energy, of 
concerned countries, have been leading the R&D to deal with reliability, resilience, 
cyber security, and affordability issues from the grid modernization perspective.

3. Weather-dependent variability of renewable resources

The wind energy and PV are expected to have a lion’s share in the prospect of 
the power utility. So, the future energy source is pivoted on the in-depth realiza-
tion of their variability. Resource variability is a multi-faceted notion expressed 
by a range of distinctive characteristics. Simultaneously, research to date tells that 
there is restricted knowledge about the variability of the future power system. The 
variable attribute of climatic fluctuations is the reason of inconsistency of the RES 
and creates uncertainty in the energy production on the range of seconds, hours 
and days even. It is estimated that clouds limit up to 70% of daylight hour solar 
energy potential. Grid sometimes deals with aggregation over massive areas and this 
mitigates the variability of every single RES.

Presently a large variation is tackled via switching in fast-acting conventional 
sources depending on the climate forecasts on a minute-by-minute and hourly basis. 
Such variability can additionally be taken care by setting up large scale storage on the 
grid or; by the long-distance transmission of RE linking to larger pools of such gen-
erations in order to equalize regional surplus or shortfall nearby in future. Graabak 
et al. [9] have addressed the variability characteristics such as: (i) Distribution long 
term, (ii) distribution short term, (iii) step changes, (iv) autocorrelation, (v) spatial-
correlation, (vi) cross-correlation and (vi) predictable pattern.
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Distribution can be short-term (minutes, less than 1 h) or long-term (1 h or 
more). These terminologies carry their own implication.

Many such related papers refer to “step changes” as a variability characteristic. 
These are the alteration in the available resource that takes place in small time steps 
of minutes to some hours. Another variable characteristic is autocorrelation [10] 
which figures out the statistical relation among values of the same parameter in a 
series. The relationship of wind speed information between different locations and 
the corresponding relationship of solar irradiance for different locations are under 
study by several projects. This spatial correlation is perceived as one of the instru-
ment to gauge variability characteristics. Wind and solar sources may also show one 
kind of diurnal and seasonal trends.

Power from sun, wind, and ocean additionally exhibit predictable seasonal 
patterns recognized as a distinguishing variability characteristic. Pattern forecast 
for this trend of wind and sun is complicated, and it is a subject matter taken up in 
many papers. In a precise study, Tande et al. [11] have viewed reanalysis data set 
for illustrating of wind variability characteristics. With information of a temporal 
resolution of 6 h and a spatial resolution of 2.5° in each latitude and longitude, a 
two-dimensional linear interpolation of neighboring locations is utilized to get 
wind speeds at the chosen sites. Both offshore and onshore information can be dealt 
with in this way for explaining the variability. It is apparent that entry of offshore 
wind generation and its variability will noticeably affect the grid.

In the study performed by Wiemken et al. [12] record from 1995 extracted from 
100 monitored PV systems (rooftop plants 1–5 kW) with a 5 min time resolution 
ensembled for 243 kW (grid connected) is used. A model is developed taking 
onshore wind and PV energy generation for the period 2001–2011 across 27 nations 
in Europe. The data is taken from NASA for hourly values of wind speed and solar 
irradiance documented at a spatial resolution of 0.5° E/W and 0.66° N/S. The gener-
ation from wind and PV translated from the climatic record were later on combined 
to structure regional or nation-specific datasets. The model first considered PV and 
wind sources to contribute half of the energy supply of total requirement. Further 
PV share in the wind/PV proportions of 0, 20, 40 and 60% are investigated.

4. Power generation forecasts

Contribution of wind energy has been the largest share out of the renewable 
energies and expects growth further. For responsible and sustainable growth of 
wind energy industry, reliability, robustness and stability are important factors. As 
wind energy integration to the grid is in MW scale, in future it may function as base 
load plant. So, the decision of economic load dispatch will largely be affected by 
proper forecasting of wind power. The objective is to improve accuracy in forecast-
ing wind speed and power 1 day ahead so that it becomes reliable, which will be a 
benefit to the load dispatch centers as well as installation of additional wind tur-
bines onshore and offshore.

Wind forecasting has been taken up in literature by various researchers. The 
forecasting for power may be very short term (within 2.5 s), short term (10 min 
to 1 h), long term (15 min to 3 h) or a day ahead (24 h). Forecasting wind speed 
is an important factor, based on which planning of new wind farm depends. 
Specifically for offshore wind farms, the safety requirement has less advanced. As 
wind speed prediction and power prediction takes time for computation and error 
in forecasting wind power 1 day ahead is more compared to the short term, there is 
a need for improvement. Research has shown good result from the hybrid method. 
The researchers are oriented to make wind power predictable. When the wind is 
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predictable, it becomes reliable, which will be a benefit to the load dispatch centers 
for economic load dispatch as well as the installation of additional wind turbines 
onshore and offshore.

Going through the available tools and the accuracy, the methods/prediction 
models are broadly divided into physical, statistical and artificial intelligence based 
methods [13]. Out of various statistical methods such as curve fitting, statisti-
cal approximation autoregressive integrated moving average (ARIMA), seasonal 
ARIMA, extrapolation with periodic function, methods of finding probability density 
functions (PDF) have been evaluated by the coefficient of determination [14]. 
Different software models have been developed such as WPMS, WPPT, Prediktor, 
ARMINES, Previento, Zephyr, AWPPS, Ewind, ANEMOS and adopted in different 
countries [15]. Some of them are hybrid methods. Prediction of offshore extreme 
wind is important for the protection of offshore wind system so that such sites can be 
avoided during planning. Method of independent storms (MIS) stands better as com-
pared to the other three in the study by An et al. [16]. In another work, the extreme 
wind has been estimated by the combination of swarm optimization with the tradi-
tional methods which added improvement [17]. The available software has their limi-
tations up to how many meteorological data required, precision in numerical weather 
prediction (NWP), different accuracy indices for short and long term prediction etc. 
Intelligent techniques such as Artificial Neural Network (ANN) [18], Fuzzy, Support 
Vector Machine (SVM), Wavelet, Hilbert-Huang transform, data mining techniques 
[19], swarm optimization combining the statistical methods of time series prediction 
with improvement in nonlinear node functions and training algorithms have given 
good results as compared to statistical/any method alone [19, 20]. Combination of 
Fuzzy and ANN take less prediction time thus gives faster result [21]. It has been 
remarked that grouping wind farms for wind forecasting can give better result [19]. 
Instead of predicting the wind speed exactly, prediction into lower and upper bounds 
method (LUBE) [22] in prediction interval with defined confidence level gives better 
result in performance indices. Wind speed has been estimated by RBF (radial basis 
function) neural network and wind turbine has been appropriately controlled for 
maximization of wind power [23]. “Anti-phase correlation” of wind speed and solar 
radiation has been found after wavelet analysis, implying that wind and solar energy 
can complement each other in generating electricity [24].

Smart grid performs also with penetration of PV and has to consolidate its 
performance figures in the presence of variability. Many researchers report on the 
novel hybrid intelligent algorithm for PV forecasting taking its fluctuating behav-
ior. In this regard, wavelet transforms (WT), stochastic learning, remote sensing 
method and fuzzy ARTMAP (FA) network. Forecasting accurately improves system 
efficiency also.

As numerical prediction depends on weather data, which is provided by sensors, 
reduction of dependence on sensors for wind speed, rather estimation method of 
wind speed for sensor-less control is the need.

Different capacity of battery, wind, PV is considered to check which proportion 
of each component is economical for a specific location Dhahran in Saudi Arabia 
taking historical weather data during the demand of different months in a year for 
the wind-PV hybrid power system (WPVHPS) [25]. The addition of wind genera-
tion is more economical than PV. The addition of more battery can reduce the diesel 
generation and time of use.

Prediction is vital for energy management [26]. The energy management func-
tions in a wind-battery system are to (1) charge the battery from wind (2) supply 
the load from wind power (3) trade the wind/battery power to the grid (4) buy 
power from grid and store in the battery or supply it to the load; and (5) supply 
the local load from battery. The day ahead electricity rate and wind energy are 
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Distribution can be short-term (minutes, less than 1 h) or long-term (1 h or 
more). These terminologies carry their own implication.

Many such related papers refer to “step changes” as a variability characteristic. 
These are the alteration in the available resource that takes place in small time steps 
of minutes to some hours. Another variable characteristic is autocorrelation [10] 
which figures out the statistical relation among values of the same parameter in a 
series. The relationship of wind speed information between different locations and 
the corresponding relationship of solar irradiance for different locations are under 
study by several projects. This spatial correlation is perceived as one of the instru-
ment to gauge variability characteristics. Wind and solar sources may also show one 
kind of diurnal and seasonal trends.

Power from sun, wind, and ocean additionally exhibit predictable seasonal 
patterns recognized as a distinguishing variability characteristic. Pattern forecast 
for this trend of wind and sun is complicated, and it is a subject matter taken up in 
many papers. In a precise study, Tande et al. [11] have viewed reanalysis data set 
for illustrating of wind variability characteristics. With information of a temporal 
resolution of 6 h and a spatial resolution of 2.5° in each latitude and longitude, a 
two-dimensional linear interpolation of neighboring locations is utilized to get 
wind speeds at the chosen sites. Both offshore and onshore information can be dealt 
with in this way for explaining the variability. It is apparent that entry of offshore 
wind generation and its variability will noticeably affect the grid.

In the study performed by Wiemken et al. [12] record from 1995 extracted from 
100 monitored PV systems (rooftop plants 1–5 kW) with a 5 min time resolution 
ensembled for 243 kW (grid connected) is used. A model is developed taking 
onshore wind and PV energy generation for the period 2001–2011 across 27 nations 
in Europe. The data is taken from NASA for hourly values of wind speed and solar 
irradiance documented at a spatial resolution of 0.5° E/W and 0.66° N/S. The gener-
ation from wind and PV translated from the climatic record were later on combined 
to structure regional or nation-specific datasets. The model first considered PV and 
wind sources to contribute half of the energy supply of total requirement. Further 
PV share in the wind/PV proportions of 0, 20, 40 and 60% are investigated.

4. Power generation forecasts

Contribution of wind energy has been the largest share out of the renewable 
energies and expects growth further. For responsible and sustainable growth of 
wind energy industry, reliability, robustness and stability are important factors. As 
wind energy integration to the grid is in MW scale, in future it may function as base 
load plant. So, the decision of economic load dispatch will largely be affected by 
proper forecasting of wind power. The objective is to improve accuracy in forecast-
ing wind speed and power 1 day ahead so that it becomes reliable, which will be a 
benefit to the load dispatch centers as well as installation of additional wind tur-
bines onshore and offshore.

Wind forecasting has been taken up in literature by various researchers. The 
forecasting for power may be very short term (within 2.5 s), short term (10 min 
to 1 h), long term (15 min to 3 h) or a day ahead (24 h). Forecasting wind speed 
is an important factor, based on which planning of new wind farm depends. 
Specifically for offshore wind farms, the safety requirement has less advanced. As 
wind speed prediction and power prediction takes time for computation and error 
in forecasting wind power 1 day ahead is more compared to the short term, there is 
a need for improvement. Research has shown good result from the hybrid method. 
The researchers are oriented to make wind power predictable. When the wind is 
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predictable, it becomes reliable, which will be a benefit to the load dispatch centers 
for economic load dispatch as well as the installation of additional wind turbines 
onshore and offshore.

Going through the available tools and the accuracy, the methods/prediction 
models are broadly divided into physical, statistical and artificial intelligence based 
methods [13]. Out of various statistical methods such as curve fitting, statisti-
cal approximation autoregressive integrated moving average (ARIMA), seasonal 
ARIMA, extrapolation with periodic function, methods of finding probability density 
functions (PDF) have been evaluated by the coefficient of determination [14]. 
Different software models have been developed such as WPMS, WPPT, Prediktor, 
ARMINES, Previento, Zephyr, AWPPS, Ewind, ANEMOS and adopted in different 
countries [15]. Some of them are hybrid methods. Prediction of offshore extreme 
wind is important for the protection of offshore wind system so that such sites can be 
avoided during planning. Method of independent storms (MIS) stands better as com-
pared to the other three in the study by An et al. [16]. In another work, the extreme 
wind has been estimated by the combination of swarm optimization with the tradi-
tional methods which added improvement [17]. The available software has their limi-
tations up to how many meteorological data required, precision in numerical weather 
prediction (NWP), different accuracy indices for short and long term prediction etc. 
Intelligent techniques such as Artificial Neural Network (ANN) [18], Fuzzy, Support 
Vector Machine (SVM), Wavelet, Hilbert-Huang transform, data mining techniques 
[19], swarm optimization combining the statistical methods of time series prediction 
with improvement in nonlinear node functions and training algorithms have given 
good results as compared to statistical/any method alone [19, 20]. Combination of 
Fuzzy and ANN take less prediction time thus gives faster result [21]. It has been 
remarked that grouping wind farms for wind forecasting can give better result [19]. 
Instead of predicting the wind speed exactly, prediction into lower and upper bounds 
method (LUBE) [22] in prediction interval with defined confidence level gives better 
result in performance indices. Wind speed has been estimated by RBF (radial basis 
function) neural network and wind turbine has been appropriately controlled for 
maximization of wind power [23]. “Anti-phase correlation” of wind speed and solar 
radiation has been found after wavelet analysis, implying that wind and solar energy 
can complement each other in generating electricity [24].

Smart grid performs also with penetration of PV and has to consolidate its 
performance figures in the presence of variability. Many researchers report on the 
novel hybrid intelligent algorithm for PV forecasting taking its fluctuating behav-
ior. In this regard, wavelet transforms (WT), stochastic learning, remote sensing 
method and fuzzy ARTMAP (FA) network. Forecasting accurately improves system 
efficiency also.

As numerical prediction depends on weather data, which is provided by sensors, 
reduction of dependence on sensors for wind speed, rather estimation method of 
wind speed for sensor-less control is the need.

Different capacity of battery, wind, PV is considered to check which proportion 
of each component is economical for a specific location Dhahran in Saudi Arabia 
taking historical weather data during the demand of different months in a year for 
the wind-PV hybrid power system (WPVHPS) [25]. The addition of wind genera-
tion is more economical than PV. The addition of more battery can reduce the diesel 
generation and time of use.

Prediction is vital for energy management [26]. The energy management func-
tions in a wind-battery system are to (1) charge the battery from wind (2) supply 
the load from wind power (3) trade the wind/battery power to the grid (4) buy 
power from grid and store in the battery or supply it to the load; and (5) supply 
the local load from battery. The day ahead electricity rate and wind energy are 
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forecasted through Wavelet-ARMA of time series breaking it into smooth subseries. 
The state of charge (SOC) of battery is predicted in a longer time horizon. In 
another case study of Turkey [27], based on 15 years of data of global solar radia-
tion distribution, no relationship between the distribution of annual time lapse and 
solar energy and solar radiation intensity are established.

The solar and wind energy potential are surveyed for five sites in Corsica [28]. 
From this study, two sites with the desirable trait are chosen and the sizing and 
the economics for an isolated hybrid PV/wind systems are compared. The trend is 
dependent on site-specific resource analysis. The sites with more wind potential 
have less cost of energy and more feasibility.

5. Planning

Planning wind PV hybrid power system (WPVHPS) involves a cost-effective 
design on priority. The various aspects that are optimally adjusted before commenc-
ing are size, fluctuation of load and generation. But, some design considerations 
such as tilt angle of PV panel and a hub height of wind turbine too have importance. 
Besides the priority objective, when the reliability of supply is seen, the optimum 
number of units plays an important role. The years of service life is also important 
in planning. Graphical construction and probabilistic approaches in combination 
with an optimization method are used for planning. Planning has become a multi-
objective optimization with multi-dimension.

Yang et al. [29] optimally designed wind- solar-battery system for the minimal 
annualized cost satisfying the limit of loss of power supply probability (LPSP). The 
five factors such as number PV module, wind turbine and battery units; module 
inclination, and height of wind turbine have been optimized by genetic algorithm 
(GA). The result is indicative that the minimum number of wind turbine with some 
batteries and PV panels with the location-dependent tilt angle is a good solution.

After going through various traditional approaches for their suitability for 
wind-PV hybrid systems Sinha et al. [30] suggest for using a hybrid of multiple 
algorithms which can remove the shortcomings of a single method. Abbassi et al. 
[31] discuss the battery for energy storage which is slow but super-capacitor is fast 
in giving away the power to the peak load. The energy management is influenced 
by proper sizing of these storages. The statistical probability density functions 
are considered for wind speed and irradiation. Discrete Fourier transform (DFT) 
of the output power to different fast and slow components is done. Monte Carlo 
simulation (MCS) for different scenarios is very useful for confirming a design for 
such stochastic variations of generation and load. One contribution of the storage 
in such system is towards the frequency management. In a similar line, Arabali 
et al. [32] suggest a new strategy to meet the controllable heating, ventilation, and 
air conditioning (HVAC) load with a hybrid-RES and ES system. From recorded 
weather data and load stochastic model of the wind generation, PV generation, 
and load are developed by Fuzzy C-Means (FCM) clustering dividing data into 
10 clusters to show seasonal variations. A multi-objective GA is employed to get the 
optimal size, cost, and availability DC micro-grid systems with PV and wind [33]. 
When planned with high-temporal resolution data increased control, improved 
export, availability of power and decreased variability than for hourly data set. The 
diesel generator is initially thought as an alternate supply once power fails because 
it is well transferrable, standard and has a high power-to-weight ratio [2]. When 
various DERs are integrated into the system, these can affect the voltage profile of 
the system and demands frequent tap change, but if the voltage is set based on one 
fixed point, there may be an overvoltage at another. During planning in addition to 
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overall operational cost, the capacity of capacitor bank or power factor correction 
equipment and inverter control are also to be considered [34].

6. Operation

6.1 Energy management

Energy management system (EMS) is an integration of all the algorithms 
procedures and devices to control and reduce the usage and the cost of energy used 
to deliver the load with its specifications. In a critical review [35] it has been pointed 
out that, most of the EMS for RES is concerned with flow and control of power and 
efficient battery utilization for its durability. But, a full-fledged control approach is 
yet to be developed.

Wu et al. [36] proposed optimal scheduling of the PV system for saving the time-
of-use (TOU) cost. Sichilalu et al. [37] focused on a net-zero-energy building by 
demand side management. The energy management of a grid-connected WPVHPS 
has been introduced in hardware [38]. In this paper, the hardware, communica-
tion and how to meet its requests and functions are emphasized. The system could 
manage both grid-connected mode and stand-alone mode. EMS for both standalone 
and grid-connected hybrid RES are reviewed by Olatomiwa et al. [39]. EMS based on 
linear programming, intelligent techniques and Fuzzy logic controllers is discussed 
for various combinations. In the study [40] an EMS for controlling end-user building 
loads, AC, light, ice storage discharge, with adequate solar rooftop PV systems in 
groups to absorb PEV penetration using practical charging situations are developed 
without delaying EV charging. The EMS is developed in [41] for a micro-grid with 
RES that checks net excess generation, battery power and SOC and takes the decision 
whether to charge/discharge the battery, reduce PV generation, shed load or increase 
generation of PV by MPPT to control load end voltage. Boukettaya et al. [42] devel-
oped a supervisory control in a MG with WPVHPS, a flywheel energy storage system 
(FESS). Reihani et al. [43] studied the EMS for a MW-range battery energy storage 
system (BESS) with actual grid data serving for peak load shaving, power smooth-
ing, and voltage regulation of a distribution transformer.

A distributed algorithm that extracts renewable energy sources on high prior-
ity through monitor and prediction of generation and loads online is proposed in 
[44]. It works to reduce cost and improve system stability. In [45] reports a battery 
management system (BMS) based on physics-based models of lithium-ion (Li-ion) 
batteries and vanadium redox-flow (VRF) BESS. In [46] a VRF storage device for 
frequency regulation and peak-shaving tasks is demonstrated. Multiple BMSs are 
required in order to reach the desired capacities at grid level demand. A part of the 
(EMS) in order to achieve specific operational objectives is described in [47].

Gelazanskas et al. [48] review demand-side management (DSM) and DR, 
including incentives, non-critical load scheduling and peak shaving methods.

Vasiljevska et al. [49] demonstrated an EMS in a medium voltage (MV) network 
with several MGs by a hierarchical multi-level decentralized arrangement. A power 
management system (PMS) is proposed for a PV-battery-based hybrid DC/AC MGs 
for both grid-connected and islanded modes [50]. It balances the power flows, regu-
lates bus voltage automatically under different operating circumstances.

6.1.1 Centralized control

A grid-connected hybrid system with battery is studied and tested for central-
ized control under three scenarios by [51]. The control strategy developed could 
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forecasted through Wavelet-ARMA of time series breaking it into smooth subseries. 
The state of charge (SOC) of battery is predicted in a longer time horizon. In 
another case study of Turkey [27], based on 15 years of data of global solar radia-
tion distribution, no relationship between the distribution of annual time lapse and 
solar energy and solar radiation intensity are established.

The solar and wind energy potential are surveyed for five sites in Corsica [28]. 
From this study, two sites with the desirable trait are chosen and the sizing and 
the economics for an isolated hybrid PV/wind systems are compared. The trend is 
dependent on site-specific resource analysis. The sites with more wind potential 
have less cost of energy and more feasibility.

5. Planning

Planning wind PV hybrid power system (WPVHPS) involves a cost-effective 
design on priority. The various aspects that are optimally adjusted before commenc-
ing are size, fluctuation of load and generation. But, some design considerations 
such as tilt angle of PV panel and a hub height of wind turbine too have importance. 
Besides the priority objective, when the reliability of supply is seen, the optimum 
number of units plays an important role. The years of service life is also important 
in planning. Graphical construction and probabilistic approaches in combination 
with an optimization method are used for planning. Planning has become a multi-
objective optimization with multi-dimension.

Yang et al. [29] optimally designed wind- solar-battery system for the minimal 
annualized cost satisfying the limit of loss of power supply probability (LPSP). The 
five factors such as number PV module, wind turbine and battery units; module 
inclination, and height of wind turbine have been optimized by genetic algorithm 
(GA). The result is indicative that the minimum number of wind turbine with some 
batteries and PV panels with the location-dependent tilt angle is a good solution.

After going through various traditional approaches for their suitability for 
wind-PV hybrid systems Sinha et al. [30] suggest for using a hybrid of multiple 
algorithms which can remove the shortcomings of a single method. Abbassi et al. 
[31] discuss the battery for energy storage which is slow but super-capacitor is fast 
in giving away the power to the peak load. The energy management is influenced 
by proper sizing of these storages. The statistical probability density functions 
are considered for wind speed and irradiation. Discrete Fourier transform (DFT) 
of the output power to different fast and slow components is done. Monte Carlo 
simulation (MCS) for different scenarios is very useful for confirming a design for 
such stochastic variations of generation and load. One contribution of the storage 
in such system is towards the frequency management. In a similar line, Arabali 
et al. [32] suggest a new strategy to meet the controllable heating, ventilation, and 
air conditioning (HVAC) load with a hybrid-RES and ES system. From recorded 
weather data and load stochastic model of the wind generation, PV generation, 
and load are developed by Fuzzy C-Means (FCM) clustering dividing data into 
10 clusters to show seasonal variations. A multi-objective GA is employed to get the 
optimal size, cost, and availability DC micro-grid systems with PV and wind [33]. 
When planned with high-temporal resolution data increased control, improved 
export, availability of power and decreased variability than for hourly data set. The 
diesel generator is initially thought as an alternate supply once power fails because 
it is well transferrable, standard and has a high power-to-weight ratio [2]. When 
various DERs are integrated into the system, these can affect the voltage profile of 
the system and demands frequent tap change, but if the voltage is set based on one 
fixed point, there may be an overvoltage at another. During planning in addition to 
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overall operational cost, the capacity of capacitor bank or power factor correction 
equipment and inverter control are also to be considered [34].

6. Operation

6.1 Energy management

Energy management system (EMS) is an integration of all the algorithms 
procedures and devices to control and reduce the usage and the cost of energy used 
to deliver the load with its specifications. In a critical review [35] it has been pointed 
out that, most of the EMS for RES is concerned with flow and control of power and 
efficient battery utilization for its durability. But, a full-fledged control approach is 
yet to be developed.

Wu et al. [36] proposed optimal scheduling of the PV system for saving the time-
of-use (TOU) cost. Sichilalu et al. [37] focused on a net-zero-energy building by 
demand side management. The energy management of a grid-connected WPVHPS 
has been introduced in hardware [38]. In this paper, the hardware, communica-
tion and how to meet its requests and functions are emphasized. The system could 
manage both grid-connected mode and stand-alone mode. EMS for both standalone 
and grid-connected hybrid RES are reviewed by Olatomiwa et al. [39]. EMS based on 
linear programming, intelligent techniques and Fuzzy logic controllers is discussed 
for various combinations. In the study [40] an EMS for controlling end-user building 
loads, AC, light, ice storage discharge, with adequate solar rooftop PV systems in 
groups to absorb PEV penetration using practical charging situations are developed 
without delaying EV charging. The EMS is developed in [41] for a micro-grid with 
RES that checks net excess generation, battery power and SOC and takes the decision 
whether to charge/discharge the battery, reduce PV generation, shed load or increase 
generation of PV by MPPT to control load end voltage. Boukettaya et al. [42] devel-
oped a supervisory control in a MG with WPVHPS, a flywheel energy storage system 
(FESS). Reihani et al. [43] studied the EMS for a MW-range battery energy storage 
system (BESS) with actual grid data serving for peak load shaving, power smooth-
ing, and voltage regulation of a distribution transformer.

A distributed algorithm that extracts renewable energy sources on high prior-
ity through monitor and prediction of generation and loads online is proposed in 
[44]. It works to reduce cost and improve system stability. In [45] reports a battery 
management system (BMS) based on physics-based models of lithium-ion (Li-ion) 
batteries and vanadium redox-flow (VRF) BESS. In [46] a VRF storage device for 
frequency regulation and peak-shaving tasks is demonstrated. Multiple BMSs are 
required in order to reach the desired capacities at grid level demand. A part of the 
(EMS) in order to achieve specific operational objectives is described in [47].

Gelazanskas et al. [48] review demand-side management (DSM) and DR, 
including incentives, non-critical load scheduling and peak shaving methods.

Vasiljevska et al. [49] demonstrated an EMS in a medium voltage (MV) network 
with several MGs by a hierarchical multi-level decentralized arrangement. A power 
management system (PMS) is proposed for a PV-battery-based hybrid DC/AC MGs 
for both grid-connected and islanded modes [50]. It balances the power flows, regu-
lates bus voltage automatically under different operating circumstances.

6.1.1 Centralized control

A grid-connected hybrid system with battery is studied and tested for central-
ized control under three scenarios by [51]. The control strategy developed could 
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maximize the utilization of the hybrid system. Centralized control requires fast 
communication and supercomputing to handle a large amount of data in a short 
time. This is less reliable due to single point attack risk. A new topology of WPVHPS 
is proposed by Singaravel et al. [52]. In this topology, the sources are connected 
together to the grid via only a single boost converter—inverter setup.

6.1.2 Distributed control

It is very suitable for grid-integrated renewable sources. Alagoz et al. [53] 
describe that DERs are gradually increasing count with each consumer turning into 
a prosumer. This can take the best out of it if there is a bidirectional interaction 
between DERs. A service-oriented infrastructure can be formed by a tree-like user-
mode network (UMN). In [54] the coordination control of a WPVHPS and a proton 
exchange membrane fuel cell (PEMFC) is studied. A grid-connected WPVHPS is 
proposed in [55]. The pitch control of the wind turbine uses radial basis function 
network-sliding mode (RBFNSM), and the MPPT of PV system uses general regres-
sion neural network (GRNN).

For control of the voltage and frequency at the point of common coupling firefly 
algorithm (FA) based proportional integral (PI), and PID controllers [56] are used. 
In [57] authors have shown that the modified adaptive accelerated particle swarm 
optimization (MAAPSO) proves better than PSO for PID and fractional order PID 
battery charge controller.

6.1.3 Hybrid control

This type is regarded as a combination of centralized and distributed control 
and is more versatile. Qi et al. [58] reviewed supervisory model predictive control 
(MPC) and developed it in distributed architecture taking two spatially distributed 
wind and PV subsystems each with storage, in a DC power grid, with a local load 
connected. For a WPVHPS with fuel cell, [59] a direct control scheme in a hybrid 
AC/DC structure is developed that deploys a harmonic virtual impedance loop and 
compensates voltage.

6.1.4 Control communication

Dynamic interaction between transmission and distribution systems caused due 
to transformations in power systems make control vulnerable. This is also hap-
pening in case of integration of renewable power plants to grid. Vision for perfect 
grid management can never undermine the importance of control communication. 
If the output of a renewable energy power plant is greater than 10% of the line 
capacity, temporary unavailability [60] can adversely affect power grid stability, so 
demands a communication. It is important to develop an intelligent, self-adaptive, 
dynamic and open system. So, a multi agent system (MAS) is proposed [61] to 
handle the energy management of the hybrid PV-wind generation system in which 
each agent with a RES reacts intelligently to changes.

For the energy control in a distributed manner, energy routers can serve dynam-
ically the energy distribution in the grid, where the whole structure can be termed 
as energy Internet [62]. Cao et al. [63] discuss in detail energy internet called as 
version 2.0 of smart grids that has the two-way flow of information and power. 
More openness and peer-to-peer communication are introduced. This network 
can balance power with more interaction and options. Anticipatory or predictive 
control is possible based on information to anticipate future states and appropriate 
decision-making for timely action.
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For peak load and outage, a building integrated PV (BIPV) mainly for self-
feeding of buildings equipped with PV array and storage is studied in a DC MG 
[64]. Hierarchical control is designed by Petri nets (PNs) interface for a 4-layered 
EMS that regards the grid availability and user’s commands. The layers are human-
machine interface (HMI), prediction, cost management, and operation.

6.2 Power quality issues

The power quality is also an issue with the WPVHPS integrated. This section 
briefly indicates the power quality problems in grid integration. A well-written 
review has been brought by [65] for problems and solutions so far concerned with 
such system in grid-connected condition. Voltage and frequency fluctuation and 
harmonics are major power quality issues with a severe effect on the weak grid. 
Appropriate design and advanced fast control can solve it. Filters, control of PWM 
inverter, and droop control can be a solution to it. Kabalci et al. [66] discuss a three-
phase inverter control scheme to limit total harmonic distortion within standards.

7. Case study in Indian scenario

According to the International Energy Agency, investment in renewables in 
India exceeded that for fossil fuel-based power generation in 2017. In India, the 
grid-interactive PV-wind generation of 688.42 MW is added in 2018–2019 with 
a cumulative of 64.5 GW till March 2019 [67]. Till the end of the financial year 
2017–2018 the total RE installed was 70 GW whereas it is 79 GW at the end of the 
financial year 2018–2019. As displayed in Figure 1 the latest RE update has major 
contributors are PV (36.2%) and wind (45.3%). A 41 MW (25 MW PV + 16 MW 
wind) with storage is under construction in Andhra Pradesh, India. This pilot proj-
ect will work on efficient grid management through real-time monitoring of ramps, 
peak shifting and matching of load and generation profiles. India targets 175 GW 
of installed capacity from RES by the year 2022, which includes 100 GW of PV 
and 60 GW of wind. To this effect, India’s Ministry of New & Renewable Energy 
(MNRE) released the National Wind-Solar Hybrid Policy in May 2016. It is framed 
to support large grid-connected WPVHPS for optimal and efficient utilization of 
transmission infrastructure and land, reducing the variability in renewable power 
generation and achieving better grid stability. Superimposition of wind and solar 

Figure 1. 
Grid connected RE in India up to March 2019.
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maximize the utilization of the hybrid system. Centralized control requires fast 
communication and supercomputing to handle a large amount of data in a short 
time. This is less reliable due to single point attack risk. A new topology of WPVHPS 
is proposed by Singaravel et al. [52]. In this topology, the sources are connected 
together to the grid via only a single boost converter—inverter setup.

6.1.2 Distributed control

It is very suitable for grid-integrated renewable sources. Alagoz et al. [53] 
describe that DERs are gradually increasing count with each consumer turning into 
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6.1.3 Hybrid control

This type is regarded as a combination of centralized and distributed control 
and is more versatile. Qi et al. [58] reviewed supervisory model predictive control 
(MPC) and developed it in distributed architecture taking two spatially distributed 
wind and PV subsystems each with storage, in a DC power grid, with a local load 
connected. For a WPVHPS with fuel cell, [59] a direct control scheme in a hybrid 
AC/DC structure is developed that deploys a harmonic virtual impedance loop and 
compensates voltage.
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For the energy control in a distributed manner, energy routers can serve dynam-
ically the energy distribution in the grid, where the whole structure can be termed 
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For peak load and outage, a building integrated PV (BIPV) mainly for self-
feeding of buildings equipped with PV array and storage is studied in a DC MG 
[64]. Hierarchical control is designed by Petri nets (PNs) interface for a 4-layered 
EMS that regards the grid availability and user’s commands. The layers are human-
machine interface (HMI), prediction, cost management, and operation.

6.2 Power quality issues

The power quality is also an issue with the WPVHPS integrated. This section 
briefly indicates the power quality problems in grid integration. A well-written 
review has been brought by [65] for problems and solutions so far concerned with 
such system in grid-connected condition. Voltage and frequency fluctuation and 
harmonics are major power quality issues with a severe effect on the weak grid. 
Appropriate design and advanced fast control can solve it. Filters, control of PWM 
inverter, and droop control can be a solution to it. Kabalci et al. [66] discuss a three-
phase inverter control scheme to limit total harmonic distortion within standards.

7. Case study in Indian scenario

According to the International Energy Agency, investment in renewables in 
India exceeded that for fossil fuel-based power generation in 2017. In India, the 
grid-interactive PV-wind generation of 688.42 MW is added in 2018–2019 with 
a cumulative of 64.5 GW till March 2019 [67]. Till the end of the financial year 
2017–2018 the total RE installed was 70 GW whereas it is 79 GW at the end of the 
financial year 2018–2019. As displayed in Figure 1 the latest RE update has major 
contributors are PV (36.2%) and wind (45.3%). A 41 MW (25 MW PV + 16 MW 
wind) with storage is under construction in Andhra Pradesh, India. This pilot proj-
ect will work on efficient grid management through real-time monitoring of ramps, 
peak shifting and matching of load and generation profiles. India targets 175 GW 
of installed capacity from RES by the year 2022, which includes 100 GW of PV 
and 60 GW of wind. To this effect, India’s Ministry of New & Renewable Energy 
(MNRE) released the National Wind-Solar Hybrid Policy in May 2016. It is framed 
to support large grid-connected WPVHPS for optimal and efficient utilization of 
transmission infrastructure and land, reducing the variability in renewable power 
generation and achieving better grid stability. Superimposition of wind and solar 

Figure 1. 
Grid connected RE in India up to March 2019.
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resource can complement variability of both. As per the policy, a wind-PV plant is 
defined as a hybrid plant if one satisfies at least 1/4th of the rated power capacity 
of the other. Different configurations and use of technology for AC, DC integration 
with storage are encouraged with incentives as specified therein.

The Central Electricity Authority is empowered to frame the standards for 
connectivity and sharing of transmission lines, etc. for such systems. So in India 
case study in hardware with grid interaction are limited to academics. A case 
study of Barwani, [68] found that PV-wind-battery-DG hybrid system is the most 
optimal solution when cost and emission are the main targets. The work in [69] 
involves the development of the RE based hybrid system for electricity that can 
supply desired power continuously throughout the year irrespective of fluctuation 
of energy available from standalone systems. The energy assessment has been done 
using Homer simulation tool for developing a small solar-wind hybrid system, at 
National Institute of Engineering-Centre for Renewable Energy and Sustainable 
Technologies (NIECREST), Mysuru, India. The WPVHPS was fully charged during 
the day time and thereafter the performance was checked by connecting to 596 W 
load through the 1500 kVA inverter and energy meter. The WPVHPS was able to 
supply energy for 3 h roughly in the evening.

8. Storage for RES

8.1 The case of grid-level storage

It should be noted that no ES technology claims high in all aspects. Each has its 
own limitation in performance when used for grid connection. System capacity, 
type of application and the cost of peak time electricity decide the storage capacity. 
A wide variety of such technology may be required to address the issues arising 
during grid connection.

In [70] an optimized sizing methodology for battery ES to cater peak shaving 
and ramp rate limiting in the power dispatch using bat algorithm and validated in a 
grid-connected WPVHPS to combat loss of power is presented. Five types of battery 
ES such as lead-acid (Pb-acid), Li-ion, flow batteries and sodium sulfur (NaS) are 
tested in a comparative fashion. After examining storage technologies applied in four 
purposes such as frequency regulation, power smoothing for wind as base load plant, 
power smoothing for load following and peak shaving the authors [71] have arrived 
in a conclusion that the power accumulation capacity is vital for frequency regula-
tion, whereas the energy capacity influences energy intensive applications like peak 
shaving. The transient stability of a DG-battery-super capacitor has been carried out 
by [72]. Korada et al. [73] have developed a three-level grid adaptive power manage-
ment strategy (GA-PMS) in MG with RES—battery-supercapacitor to support grid.

A compressed air energy storage (CAES) and wind energy system is used in 
[74]. It is tried to time shift wind energy to maximize the daily revenue by stochas-
tic dynamic programming (SDP) for forecasting generation and price.

With similar objective [75] has added an approximate dynamic programming 
(ADP) algorithm that shows the proficiency of designing near-optimal control 
policies for a large number of heterogeneous storage devices in a time-dependent 
environment with good accuracy at par with stochastic and dynamic models when 
demand-variability is additionally taken. The economic feasibility of a centralized 
CAES is more viable than the distributed wind turbines-CAES [76].

Koller et al. [77] shows the effect of the grid-connected 1 MW BESS on fre-
quency reserves, peak clipping and islanded operation of a MG. Grid forming 
and grid following inverters for the variable RES is detailed in [78]. An online 
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optimal operation [79] for BESS based on a mixed-integer-linear-program (MILP) 
is proposed over a rolling horizon window. After a detailed study of different 
batteries, Li-ion batteries of LFP-C type are suggested economical in long run 
for large capacities for stationary applications [80] with RES. The study on place-
ment of storage by [81] indicates that the line-flow limits have a significant effect. 
Hybridizing PV-wind with micro-hydro power plants into a single mini-grid has 
been practically applied in Nepal [82] which has increased the reliability and meets 
the load in an environment-friendly way.

A study on grid-level FESS [83] showed that locating it at the transformer and 
higher levels in the grid will reduce its size by inherent power smoothing by the 
pool. The ability to exchange power with neighboring grids, load shifting and 
storage can deal with high penetration of renewable [84]. Peak shaving can be dealt 
with by gas powered generation and load leveling (flat profile) by coal-fired or 
battery or pump storage [85].

Williams et al. [86] put forth DSM by adding heat pumps and thermal storage to 
PV that adds on energy independence of the house.

8.2 Battery energy storage technology and materials

A battery ES with its own specific features can serve a particular usage when 
time, space, portability and size are some of the factors. This section reviews bat-
tery ES in view of the latest technologies, advantages, sizing, efficiency, price, and 
life cycle assessment.

The modern storage technologies with regard to wind power integration are 
discussed in [87] on which the planning rests upon. Output power smoothing opera-
tion by single or multiple ESS considering influencing factors as above is done. In the 
work [88], has cross-compared with the maturity level of the technology of storage.

Wide variety of storages have been detailed in [89] taking an in-depth study 
of the electrochemical properties of the BES. The energy capacity and the self-
discharge or capacity fade of BES systems affect the suitable storage duration. Study 
in [90] has shown that BES can go forward for ancillary service if its cost reduces. 
Palizban et al. [91] have pointed out that a hybrid of different energy storages can 
serve multiple purposes in a cost-effective way. In [92] the technical viability of 
Li-ion batteries for the inertial response (IR) in grids with ample contribution of 
wind power has been evaluated.

One particular BESS cannot suit for all the support services like short, medium 
as well as long term [93]. Only Li-ion can serve for short duration support. For 
distributed storage and medium duration support, Pb-acid and Li-ion batteries are 
most suitable. A lithium-antimony-lead (Li-Sb-Pb) liquid metal battery is proposed 
by [94] which has higher current density, longer cycle life and simpler manufactur-
ing of large-scale stationary storage systems.

8.3 Plug-in hybrid electric vehicles (PHEV)

RE can be better absorbed if electric vehicle charging and discharging is done 
strategically. Conventional power supplies can be sent as needed to match demand 
and provide ancillary services for grid stability. Contribution to grid by RES is 
increasing although these sources are intermittent by nature. This is now an opera-
tional challenge to balance the intermittency of RES. Electric vehicles (EVs) offer a 
scope to manage demand and potentially mitigate the amount of curtailed energy 
by controlling when EVs are charged.

Different types of charger such as AC/DC, slow/fast are discussed in European 
standard by [95]. Integration of ESSs in EVs charging station has grown with AC 
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resource can complement variability of both. As per the policy, a wind-PV plant is 
defined as a hybrid plant if one satisfies at least 1/4th of the rated power capacity 
of the other. Different configurations and use of technology for AC, DC integration 
with storage are encouraged with incentives as specified therein.

The Central Electricity Authority is empowered to frame the standards for 
connectivity and sharing of transmission lines, etc. for such systems. So in India 
case study in hardware with grid interaction are limited to academics. A case 
study of Barwani, [68] found that PV-wind-battery-DG hybrid system is the most 
optimal solution when cost and emission are the main targets. The work in [69] 
involves the development of the RE based hybrid system for electricity that can 
supply desired power continuously throughout the year irrespective of fluctuation 
of energy available from standalone systems. The energy assessment has been done 
using Homer simulation tool for developing a small solar-wind hybrid system, at 
National Institute of Engineering-Centre for Renewable Energy and Sustainable 
Technologies (NIECREST), Mysuru, India. The WPVHPS was fully charged during 
the day time and thereafter the performance was checked by connecting to 596 W 
load through the 1500 kVA inverter and energy meter. The WPVHPS was able to 
supply energy for 3 h roughly in the evening.

8. Storage for RES

8.1 The case of grid-level storage

It should be noted that no ES technology claims high in all aspects. Each has its 
own limitation in performance when used for grid connection. System capacity, 
type of application and the cost of peak time electricity decide the storage capacity. 
A wide variety of such technology may be required to address the issues arising 
during grid connection.

In [70] an optimized sizing methodology for battery ES to cater peak shaving 
and ramp rate limiting in the power dispatch using bat algorithm and validated in a 
grid-connected WPVHPS to combat loss of power is presented. Five types of battery 
ES such as lead-acid (Pb-acid), Li-ion, flow batteries and sodium sulfur (NaS) are 
tested in a comparative fashion. After examining storage technologies applied in four 
purposes such as frequency regulation, power smoothing for wind as base load plant, 
power smoothing for load following and peak shaving the authors [71] have arrived 
in a conclusion that the power accumulation capacity is vital for frequency regula-
tion, whereas the energy capacity influences energy intensive applications like peak 
shaving. The transient stability of a DG-battery-super capacitor has been carried out 
by [72]. Korada et al. [73] have developed a three-level grid adaptive power manage-
ment strategy (GA-PMS) in MG with RES—battery-supercapacitor to support grid.

A compressed air energy storage (CAES) and wind energy system is used in 
[74]. It is tried to time shift wind energy to maximize the daily revenue by stochas-
tic dynamic programming (SDP) for forecasting generation and price.

With similar objective [75] has added an approximate dynamic programming 
(ADP) algorithm that shows the proficiency of designing near-optimal control 
policies for a large number of heterogeneous storage devices in a time-dependent 
environment with good accuracy at par with stochastic and dynamic models when 
demand-variability is additionally taken. The economic feasibility of a centralized 
CAES is more viable than the distributed wind turbines-CAES [76].

Koller et al. [77] shows the effect of the grid-connected 1 MW BESS on fre-
quency reserves, peak clipping and islanded operation of a MG. Grid forming 
and grid following inverters for the variable RES is detailed in [78]. An online 
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optimal operation [79] for BESS based on a mixed-integer-linear-program (MILP) 
is proposed over a rolling horizon window. After a detailed study of different 
batteries, Li-ion batteries of LFP-C type are suggested economical in long run 
for large capacities for stationary applications [80] with RES. The study on place-
ment of storage by [81] indicates that the line-flow limits have a significant effect. 
Hybridizing PV-wind with micro-hydro power plants into a single mini-grid has 
been practically applied in Nepal [82] which has increased the reliability and meets 
the load in an environment-friendly way.

A study on grid-level FESS [83] showed that locating it at the transformer and 
higher levels in the grid will reduce its size by inherent power smoothing by the 
pool. The ability to exchange power with neighboring grids, load shifting and 
storage can deal with high penetration of renewable [84]. Peak shaving can be dealt 
with by gas powered generation and load leveling (flat profile) by coal-fired or 
battery or pump storage [85].

Williams et al. [86] put forth DSM by adding heat pumps and thermal storage to 
PV that adds on energy independence of the house.

8.2 Battery energy storage technology and materials

A battery ES with its own specific features can serve a particular usage when 
time, space, portability and size are some of the factors. This section reviews bat-
tery ES in view of the latest technologies, advantages, sizing, efficiency, price, and 
life cycle assessment.

The modern storage technologies with regard to wind power integration are 
discussed in [87] on which the planning rests upon. Output power smoothing opera-
tion by single or multiple ESS considering influencing factors as above is done. In the 
work [88], has cross-compared with the maturity level of the technology of storage.

Wide variety of storages have been detailed in [89] taking an in-depth study 
of the electrochemical properties of the BES. The energy capacity and the self-
discharge or capacity fade of BES systems affect the suitable storage duration. Study 
in [90] has shown that BES can go forward for ancillary service if its cost reduces. 
Palizban et al. [91] have pointed out that a hybrid of different energy storages can 
serve multiple purposes in a cost-effective way. In [92] the technical viability of 
Li-ion batteries for the inertial response (IR) in grids with ample contribution of 
wind power has been evaluated.

One particular BESS cannot suit for all the support services like short, medium 
as well as long term [93]. Only Li-ion can serve for short duration support. For 
distributed storage and medium duration support, Pb-acid and Li-ion batteries are 
most suitable. A lithium-antimony-lead (Li-Sb-Pb) liquid metal battery is proposed 
by [94] which has higher current density, longer cycle life and simpler manufactur-
ing of large-scale stationary storage systems.

8.3 Plug-in hybrid electric vehicles (PHEV)

RE can be better absorbed if electric vehicle charging and discharging is done 
strategically. Conventional power supplies can be sent as needed to match demand 
and provide ancillary services for grid stability. Contribution to grid by RES is 
increasing although these sources are intermittent by nature. This is now an opera-
tional challenge to balance the intermittency of RES. Electric vehicles (EVs) offer a 
scope to manage demand and potentially mitigate the amount of curtailed energy 
by controlling when EVs are charged.

Different types of charger such as AC/DC, slow/fast are discussed in European 
standard by [95]. Integration of ESSs in EVs charging station has grown with AC 
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but the DC system has higher energy efficiency with improvement up to 10% [96] 
with less number of conversion stages taking generation from RES. The important 
communication system, not less than the brain makes it all possible in a coordinated 
manner. It communicates with the smart metering system present on the MG and 
on the EV charging station, through Modbus on TCP/IP connection, using the 
internal LAN, and with the ES converters, through the CAN protocol.

When the market penetration of uncoordinated plug-in electric vehicles 
(PHEV) is studied by [97], it is encouraged for load control by smart charging. It 
can reduce the size of central storage devices.

Clement-Nyns et al. [98] have investigated charging and discharging of PHEV in 
a cooperative manner that helps the voltage control and reduces congestion.

The PHEVs as dynamically configurable dispersed storage can operate in 
vehicle-to-building (V2B). Based on the distinctive attribute of the battery, the 
benefits of using PHEVs as energy storage for DSM and outage management are 
deliberated by Pang et al. [99]. The faster-charging are yet to come up. The parking 
time can be utilized for charge or discharge mode when required.

9. Long-distance transmission

All countries emphasize on use of clean and alternate energy. As discussed in 
previous subsections, with the rapid development of RES fresh set of technological 
requirements pops up on the grid: the location of RE resources distant from load 
centers, and the power-variability. The characteristics and its control of the elec-
tricity grid need a modification to integrate RE [100]. At present many countries 
lack affordable storage facilities for renewable power. But on a positive note, the 
excess power is transmitted through the national grid by internal transmission lines. 
However, connectivity to the national grid should be even or balanced. The large 
scale intermittency demands to switch in fast-acting conventional reserves on the 
basis of climatic forecasts on short to long time frame; by setting up grid-scale stor-
age or; by long-distance transmission of RE generation connecting to larger reserves 
for resources in order to equalize regional and local surplus or shortfall. This section 
discusses opportunities for renewable energy transmission over a long distance.

Long-distance transmission capacity is necessary to despatch a huge quantity of 
renewable power a thousand kilometer or more across the country. The construc-
tion of transmission tower is given low priority by historically low investment in 
transmission, community concern over the required right of way in more dense 
urban areas. Further many long transmission lines are aged and of inadequate 
capacity. Both remote solar PV and wind energy generation require “Green power 
Superhighways.” HVDC transmission [100] and use of superconductors [100] are 
costly alternatives as RE itself cost more to the user. HVDC lines offer transient as 
well as short term voltage stability. Variability of the source can be well managed 
via an extensive and robust transmission line network. The transmission capacities 
based on power electronics devices starts to change the grid characteristics and 
control requirements. The key power electronic technology has a high impact on the 
power quality because of its fast control and sensitivity to fault and other abnormal 
conditions of the grid.

So, research is still going on HV superconducting cable for long-distance 
transmission of RE [101]. Anyway, in the present day of renewable energy, the 
grid has to serve national character. With more urbanization and industrializa-
tion, the reduction of carbon dioxide emission has been essential and requires 
long-distance delivery of renewable power [102]. Rooftop PV can reduce the need 
for long- distance transmission, but have a higher cost than wind or concentrating 
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solar power, and with small but considerable esthetic sense. The gradual entry of 
big wind and solar generation demand huge spending of money in improving the 
capacity and efficiency of long-distance electricity transmission.

Many researchers feel till date that there is a growing gap between the grid 
system and control technologies and power electronics equipment design capability.

10. Conclusion

Renewable energy is environmentally, socio-ethically and economically sus-
tainable compared with the dominant centralized and non-renewable energy 
generation systems. However, the techno-economic limitations for ever-growing 
renewables’ share of power generation in the majority of the countries are alike.

The RES is not currently cost-competitive with base load coal-fired power, and 
geographically dispersed. However, it leads over a conventional generation in low 
emissions of air pollutants, free fuel, and a low gestation period.

Traditionally, the electric power system is not intended to handle RE generation 
and storage. But with the rapid growth in the alternate energy sector, the integra-
tion of the DE and RES into an electric power grid can be done in many ways along 
with power quality solution. The power electronic technology plays a significant 
part in the integration of RES into the electrical grid. They offer exclusive com-
petence over conventional interconnection technologies. They further provide 
additional power quality and voltage/reactive power support.

This chapter describes the various aspects of grid interface for wind energy 
systems and solar PV systems and some other DERs for electrical system compat-
ibility by reducing the effects on fault, and flexibility in functioning with various 
other DERs, while minimizing the interconnection costs.

Around 100 research papers in various problems of grid connection have been 
surveyed but claims in no way to be complete. This particular subject is definitely 
emerging in nature and attracts many researchers towards it.

It has been discussed that utility RE investments are typically evaluated from 
regulatory, project finance, and engineering viewpoints. The regulatory evalua-
tion focuses on ensuring utility conformance to RES and that expenses are kept 
judiciously limited. From a finance perspective, the return on the investment within 
disjunctive limits of the funding and cash flows for a particular project is evaluated. 
The technical evaluation determines the engineering and operational safety of the 
project and the specific technologies deployed. While these approaches are essential 
for investors, utilities, regulators and ratepayers, they do not scope out the goodness 
that a RES can convey beyond the boundaries of a given project, such as the useful-
ness of transmission and storage and the organizational plus point of bringing an 
integrated grid.

Variability of RES occurs due to the nature of the climate. Thereby the uncer-
tainty in the generation is affecting up to 70% of day time solar capacity due to 
passing clouds, and 100% of wind capacity on calm days, is much greater than the 
somewhat expected variations of a few per cent in demand that system operators 
handle. This has been discussed. It necessitates a more complicated voltage and 
frequency regulation. The larger the RE entrant, the more complicated (sometimes 
unattainable) is the management of this challenge.

Spatial aggregation of RES greatly lessens forecast errors, just as it lessens 
variability. This may be due to spatial smoothening effect. The forecast error rises 
further as the time range of the forecast is expanded. Forecasting techniques are 
improving constantly. But this requires better weather model and better data collec-
tion and processing.
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but the DC system has higher energy efficiency with improvement up to 10% [96] 
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communication system, not less than the brain makes it all possible in a coordinated 
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big wind and solar generation demand huge spending of money in improving the 
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Many researchers feel till date that there is a growing gap between the grid 
system and control technologies and power electronics equipment design capability.
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In contrast to the convention fossil fuel power sources, selecting a site to exploit 
certain RES has few or no degrees of freedom. In other words, RE such as wind and 
PV, are site-constrained. Transmission needs to be extended to these sources, not 
the other way around. Future distribution systems will contain MGs and hence it is 
necessary to understand the steady-state and transient operating conditions of such 
systems to appraise their effects on the present grid.

Control system is the key element for flexible operation, high efficiency and 
superior power quality in RE integration. In this regard, the control system fetches 
real-time states through local measures and via the communication, takes actions 
to attain the control objectives (for instance, maximum power extraction, output 
voltage and frequency regulation, reactive power compensation, etc.), and at last 
send commands to the actuators, usually power electronic converters. Challenges 
in control design and realization, energy management strategies, communication 
layout and protocols, and topologies for power electronics-based distributed RES 
are all addressed in brief here.

The value of energy storage by batteries in grid-level applications that guides 
both transmission and generation services to the grid. It mitigates the unpredict-
ability of generation. It has been emphasized to conduct a review of the technologi-
cal potential for a range of battery chemistries.

Lastly, it is reiterated again that because of some demerits and irrevocable 
externalities in conventional energy production, it has become essential to go for 
and uphold technologies and insist for RES. Power generation using RES should be 
enhanced in order to reduce the per unit price of generation.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Chapter 7

Solar Thermochemical Fuel
Generation
Hongsheng Wang

Abstract

Solar energy is one of the most abundant, clean, and widespread energy in the
world, which has the potential to address the issues of environmental pollution,
global warming, and energy crisis, while the intermittent distribution of solar
energy in time and space limits its utilization. Among various approaches of solar
energy utilization, converting solar energy into chemical fuel (e.g., hydrogen) by
thermochemical approach could maintain the steady and high-efficient energy sup-
ply and can make use of the full-spectrum solar energy. The research about solar
thermochemical fuel generation lasts more than 40 years, and lots of reaction
system and reactors have been proposed. This chapter reviews the state-of-the-art
progress of solar thermochemical fuel generation, and the characteristics of differ-
ent systems have been compared and discussed, which may give systematical
insight into the development and improvement of solar fuel generation by
thermochemical approach in the future.

Keywords: solar energy, solar fuel, solar thermochemistry, thermochemical fuel,
solar membrane reactor

1. Introduction

1.1 Energy and environmental problems and solutions

Due to population growth and rapid industrial development, world energy
demand has increased significantly. Compared with the previous generation, the
world’s population has increased rapidly by 2 billion [1], and this mainly comes
from the population growth of developing countries, and rapid population growth
poses more severe challenges to increasingly scarce energy and resource supplies.
The importance of energy for social development is self-evident. In order to ensure
the supply of energy, a large amount of fossil energy is used, which at the same time
has a serious impact on the environment, leading to increasingly serious problems
of atmospheric pollution and the greenhouse effect. Therefore, improving energy
efficiency and using more clean energy and exploring a sustainable development
path compatible with energy use and the environment have become one of the
important topics in energy science research.

The efficient use of renewable energy is of great significance. Among the many
renewable energy sources, solar energy has become one of the best choices for
future energy sources with its unique advantages, which is the most abundant
renewable energy source and widely distributed.
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1.2 Advantages of solar thermochemical fuel generation

Solar energy is a huge amount of clean energy. It is of great significance to
develop and utilize solar energy reasonably and efficiently. However, the efficient
use of solar energy also faces limitations, such as the low energy density of solar
energy, the unstable energy supply, the discontinuous time and spatial distribution
of solar radiation, and the difficulty of direct storage [2, 3]. Therefore, solar energy
is converted into chemical energy stored in fuels, which is generally considered to
be an effective solution to make up for solar defects [2–6].

There are mainly four approaches for converting solar energy into chemical
energy to generate solar fuel, which is illustrated in Figure 1. The photobiological
process is limited by the low energy conversion efficiency now, and it is still at a
very early stage of the development [7]. The other three methods have their own
properties and have attracted lots of attention. Photo-electrolysis approach is most
convenient, but it is also limited by the conversion rate, and researchers are seeking
for the catalysts which have better performance. The electrolysis using photovoltaic
(PV) materials and electrolyzer is the most mature approach for producing solar
fuel. However, the PV materials can only utilize the light with a certain range of
wavelength (usually short wavelength light), and the other part of sunlight
absorbed is converted into thermal energy, which is wasted as residual heat, leading
to a limited PV cell efficiency (the commercial PV cell efficiency is about 15%; the
highest multiple-junction PV cell efficiency in lab is higher than 40% with high
cost). The total energy efficiency from solar energy to chemical energy is the
product of solar power efficiency (e.g., PV cell efficiency) and electrolysis effi-
ciency, so the total efficiency has potential to be further improved. Compared with
electrolysis, solar fuel generation by thermochemistry can utilize the sunlight with
whole solar spectrum, which has a high theoretical energy efficiency. So the solar
thermochemical fuel generation is a promising method and will be discussed in this
chapter in details.

Figure 2 is a schematic diagram of the solar thermochemical energy conversion
process. Solar energy with lower energy density is received by solar collectors and
converted into solar thermal energy. Solar thermal energy enters the absorber
through heat transfer and drives the chemical reaction, so that low-energy-density
solar energy is stored in the form of solar fuel as chemical energy with high energy
density, which is relatively easy for storage and transportation. The sustainable and
stable use of solar energy is achieved by transporting solar fuel to remote and
needed places for power generation and chemical processes, etc., and solving the

Figure 1.
Illustration of solar fuel via various approaches.
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discontinuity of solar distributed in time and space by means of chemical energy
storage.

There are many researches about the reaction and system for solar thermo-
chemical fuel generation published, and some of the significant parts have been
classified in Figure 3. The two main fuels from solar energy are hydrogen and
carbon monoxide, which both have great higher heating values and are potential to
be utilized in the future, especially hydrogen, as hydrogen has the following char-
acteristics:

1.Rich hydrogen energy reserves. On the earth, hydrogen mainly exists in the
form of hydrocarbons and water, and more than 70% of the earth’s surface is
covered by water. Therefore, the earth contains a huge amount of hydrogen
and has great potential for development.

2.The energy density of hydrogen is large. The higher heating value of hydrogen
is much higher than that of hydrocarbons and alcohol compounds, and the
consumption of hydrogen energy is increasing every year.

Figure 2.
Illustration of solar thermochemical energy conversion process.

Figure 3.
Classification of solar thermochemical fuel generation.
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3.Hydrogen is renewable. Hydrogen can be obtained from water, and the
oxidation of hydrogen produces water. Therefore, the hydrogen combustion
and energy release cycle does not consume other substances.

4.Hydrogen energy is clean energy. Whether hydrogen is consumed by direct
combustion or fuel cell power generation, the only product is water, without
any waste pollution, which is clean and environmentally friendly.

5.Hydrogen is relatively easy to be converted and stored. Compared with other
energy sources such as solar energy, wind energy, electrical energy, and
thermal energy, hydrogen is a chemical raw material and is easily to be
converted into hydrocarbons for storage, thereby expanding the scope of
hydrogen energy in time and space.

1.3 Thermodynamic of solar thermochemical process

Different chemical reaction processes require different temperatures, so it is
necessary to match the solar thermal energy temperature with the chemical reaction
temperature for efficient energy utilization. Different solar thermal temperatures
need to be achieved with different forms of solar collectors for matching various
chemical reactions.

The heat collection temperature of solar collectors depends on many factors, but
the most important factor is the concentration ratio, which is the ratio of the total
area of the opening of the collector mirror field to the spot area on the focal plane.
Concentration ratio is an important parameter for designing concentrating solar
thermal utilization. Under the same conditions, the higher the concentration ratio,
the higher the heat collection temperature. In a unit of time, the energy emitted by a
black body per unit area is proportional to the fourth power of its temperature, and
solar energy is close to a 6000 K black body, so the radiant energy it emits is:

Q s ¼ 4πr2σTs
4 (1)

Among them,Ts is the absolute surface temperature of the sun and σ is the Stefan-
Boltzmann constant. If the orbit of the earth is regarded as a circle with a radius R, as
shown in Figure 4, the energy that Qs throws on the absorber of area A is:

QS!A ¼ A � Qs

4πR2 (2)

After the absorber absorbs energy, the temperature will rise. Assuming the
temperature rises to Ta, if the conduction and convection losses are ignored, the
absorber will radiate energy, given as:

Qa ¼ aσTa
4 (3)

According to the second law of thermodynamics, heat can only be transferred
spontaneously from a high-temperature object to a low-temperature object, so the
temperature Ta of the absorber is always less than or equal to the solar surface
temperature. In the limit, the two temperatures are equal, that is,Ta = Ts, and the
amount of heat absorbed by the device is equal to the amount of radiation:

QS!A � Qa ¼ A � Qs

4πR2 � aσTa
4 ¼ 0 (4)
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According to the definition of the concentration ratio, it is:

C ¼ A
a
¼ R2

r2
¼ 1

sin 2 θ
2

(5)

Among them, θ is the opening angle of the sun, and the value is 320, so the
theoretical limiting concentration ratio is 45,000. In practical applications, the light
ratio is much lower than the theoretical condenser ratio, due to manufacturing
errors (misfocus, specular errors, etc.), structural disturbances, unsatisfactory opti-
cal properties (specular reflectance, glass absorptivity, etc.), shadows and sun
tracking, etc.

In the actual application process, there are two types of common solar concen-
trating forms: linear focusing and point focusing. Among them, linear focusing solar
collectors include parabolic trough solar collectors and linear Fresnel solar collec-
tors. Because the collectors have different heat collection methods, they also have
different light collection ratios and heat collection temperatures. Because point-
focused solar collector focuses in two dimensions and line-focused solar collector
focuses in one-dimensional directions, point-focused solar collectors usually have a
larger concentration ratio, which could approach a greater temperature. However,
high temperature usually means higher requirements for materials and processing
industries, higher radiation losses, and heat costs of the collector. Table 1 lists the
typical solar thermal power generation mirror field parameters. In thermal power
plants, a higher temperature for power generation will allow the Rankine cycle to
have a higher Carnot efficiency, leading to a greater power generation efficiency.

In the process of collecting solar energy by using a solar collector, energy is
dissipated due to radiation. The absorption efficiency is defined as the ratio of the
solar energy absorbed by the absorption cavity to the total solar energy projected by
the collector into the absorption cavity, given as [18]:

ηabs ¼
IAηAα� aεσT4

IA
(6)

ηabs is the absorption efficiency; I is the solar radiation intensity; A is the area of
the condenser; ηA is the optical efficiency; α and ε are the absorptance and emissiv-
ity of the absorption cavity; a is the area of the absorber; σ is the Stefan-Boltzmann

Figure 4.
Illustration of solar radiation trajectory.
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constant (5:67 � 10�8W= m2 � K4� �
); and T is the set thermal temperature. If it is

assumed that the absorption cavity is black body, then ηA, α, and ε are all 1, the
above formula can be simplified as:

ηabs ¼ 1� σT4

IC
(7)

where C is the concentration ratio. If I ¼ 1000W=m2, the relationship curve
between the ideal absorption efficiency of the collector, the concentration ratio,
and heat collection temperature can be obtained through calculation, as shown in
Figure 5. When the heat collection temperature is fixed, the heat collection effi-
ciency increases with the increase of the concentration ratio; when the concentration
ratio is determined, the heat collection efficiency is a decreasing function of the heat
collection temperature, mainly because as the heat collection temperature increases,
the temperature difference between reactor and environment rises up, leading to an
increase in radiation loss, which reduces the efficiency of heat collection.

With multiplying the obtained absorption efficiency by the Carnot cycle efficiency,
the system efficiency can be obtained, which is the maximum theoretical conversion
efficiency from the solar thermal energy obtained to work or electricity [18]:

ηs ¼
TH � T0

TH

� �
1� σTH

4

IC

� �
(8)

Type Annual power
generation

efficiency (%)

Peak
efficiency

(%)

Operating
temperature

(°C)

Concentration
ratio

Parabolic trough
collector power plant

14 25 400 30–100

Linear Fresnel
collector power plant

13 18 300–400 30

Disc collector power
plant

20 32 550–750 1000–10,000

Tower collector power
plant

16 22 400–600 500–5000

Table 1.
Performance parameters of typical solar collector fields [8–17].

Figure 5.
The relationship among the ideal absorption efficiency of the collector, the concentration ratio, and the heat
collection temperature.
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where TH is the heat collection temperature of the solar collector and T0 is the
ambient temperature. The calculation results are shown in Figure 6.

When decomposing water to produce hydrogen without relying on fossil energy,
the temperature required for thermochemical reactions is about 1300–1800°C.
According to Figures 5 and 6, it can be seen that a tower or dish collector with a
concentration ratio of 5000 should be selected. When using fossil fuel (e.g., meth-
ane) to split water for hydrogen generation, the reaction temperature could be
decreased to 700–1000°C. A tower or dish solar concentrator with a concentration
ratio of 1000 should be used. The reaction temperature of the novel solar hydrogen
permeation membrane alternating cycle methane reforming system introduced
later in this chapter is about 350–400°C, and a trough solar concentrator with a
concentration ratio of 80–100 is enough for it, which has a much lower cost com-
pared with tower or the dish-type solar concentrating collector.

According to Eq. (8), when the concentration ratio C is given, the first-order
derivative function of can be obtained, shown as Eq. (9):
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constant (5:67 � 10�8W= m2 � K4� �
); and T is the set thermal temperature. If it is
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Type Annual power
generation

efficiency (%)

Peak
efficiency

(%)

Operating
temperature

(°C)

Concentration
ratio

Parabolic trough
collector power plant

14 25 400 30–100

Linear Fresnel
collector power plant

13 18 300–400 30

Disc collector power
plant

20 32 550–750 1000–10,000

Tower collector power
plant

16 22 400–600 500–5000

Table 1.
Performance parameters of typical solar collector fields [8–17].

Figure 5.
The relationship among the ideal absorption efficiency of the collector, the concentration ratio, and the heat
collection temperature.
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where TH is the heat collection temperature of the solar collector and T0 is the
ambient temperature. The calculation results are shown in Figure 6.
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temperature can be substituted into Eq. (8) to obtain the sun at the best heat
collection temperature. The maximum theoretical efficiency from solar energy to
work is shown in Figure 7.

From Figure 7, as the concentration ratio increases, the intensity of radiation
received per unit area of the collector increases, so both the optimal heat collection
temperature and the maximum theoretical efficiency increase. Because the solar
collector has a fixed concentration ratio in practical applications, Figure 7 has
guiding significance for determining the optimal heat-collecting temperature for a
solar heat collector with a specific concentration ratio. The solar thermal energy of
the system has the maximum work efficiency at the best concentration ratio.

2. Thermochemical cycle

The existing thermochemical cycle for hydrogen production mainly includes
metal oxide system thermochemical cycle, sulfur-containing system, sulfuric acid
decomposition method, metal-halide system, and reformed methane hydrogen
production. All of the thermochemical cycles could be classified as multi-step ther-
mochemical cycles and two-step thermochemical cycles.

2.1 Multi-step thermochemical cycles

2.1.1 Hydrogen generation system containing sulfur

There are four main types of hydrogen production in sulfur-containing systems:
iodine-sulfur cycle, H2SO4-H2S cycle, sulfuric acid-methanol cycle, and sulfate
cycle. Among them, the iodine-sulfur cycle is the most famous. It was invented by
the United States GA company in the 1970s, so it is also called the GA cycle. The
process is shown in Figure 8. The main reaction process is as follows:

SO2 þ I2 þ 2H2O ! 2HIþH2SO4 (10)

H2SO4 ! H2Oþ SO2 þ 1
2
O2 (11)

2HI ! H2 þ I2 (12)

H2O ! H2 þ 1
2
O2 (13)

GA company found [19] that the excess I2 exists, and HI and H2SO4 can be
separated into two liquid phases, which is the basis for the development of the IS
cycle. The advantages of the IS cycle are using of thermal energy below 1000°C for
hydrogen generation, closed circuit, only water being needed to be added in the
circulation process, and the expected efficiency which can reach 52%. The disad-
vantages are concentrated sulfuric acid being highly corrosive when heated at high
temperature; the equilibrium decomposition ratio of HI being low (20%); and the
reaction intermediate products sulfur dioxide and iodine being easy to cause pollu-
tion and liable to have side reactions.

2.1.2 Sulfuric acid decomposition method

This type of method is best known as the Westinghouse cycle [20], and its main
process is shown in Figure 9. The highest temperature in the process needs to be
above 800°C, and the efficiency of the cycle can reach 40%. If multi-stage electrol-
ysis is used, it can reach 46%. However, the disadvantage is that concentrated
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sulfuric acid is highly corrosive at high temperatures and has high requirements for
material selection.

2.1.3 Metal-halide system

The most famous in this system is the UT-3 cycle proposed by the University of
Tokyo. The main process is as follows:

CaBr2 þH2O ��!1033K
CaOþ 2HBr (14)

CaOþ Br2 ��!845K
CaBr2 þ 1

2
O2 (15)

Fe3O4 þ 8HBr ��!493K
3FeBr2 þ 4H2Oþ Br2 (16)

3FeBr2 þ 4H2O ��!833K
Fe3O4 þ 6HBrþH2 (17)

Sakurai [21] found that the hydrolysis of calcium bromide was the slowest
during this cycle, because the calcium oxide agglomerated, reducing the reaction
interface area. The addition of lauric acid as a foaming agent for dispersing
the calcium oxide aggregates can improve the performance of the reaction.
The Argonne National Laboratory in the United States has also researched and
developed this process [22]. Its main feature is the decomposition or formation of

Figure 9.
Westinghouse cycle diagram.

Figure 8.
Illustration of iodine-sulfur cycle.
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HBr by electrolytic method or “cold” plasma method. This reaction has the follow-
ing advantages: its expected thermal efficiency is 35–40%, and if the power is
generated at the same time, the overall efficiency can be improved by 10%; the
two-step key reaction is a gas-solid reaction, which significantly simplifies the
separation of products and reactants; the elements used are cheap and readily
available; the process involves only solid and gaseous reactants and products.
However, the separation of intermediate products in the reaction process is also a
problem and challenge in the process.

2.2 Two-step thermochemical cycles

The common two-step thermochemical cycle hydrogen production process is
mainly metal oxide thermochemical cycle, which has the following three forms:

Oxide:

XO ! Xþ 0:5O2 (18a)

XþH2O ! XOþH2 (19a)

or

1
δ
XO2 ! 1

δ
XO2�δ þ 1

2
O2 (18b)

1
δ
XO2�δ þH2O ! 1

δ
XO2 þH2 (19b)

Hydride:

XH2 ! XþH2 (20)

XþH2O ! XH2 þ 0:5O2 (21)

Hydroxide:

2XOH ! 2XþH2Oþ 0:5O2 (22)

2Xþ 2H2O ! 2XOHþH2 (23)

Among them, metal oxide thermochemical hydrogen production is the most
common. The process is shown in Figure 10.

As shown in Figure 10, metal oxides are reduced by releasing oxygen at high
temperatures, and oxidized with water at low temperatures, taking away oxygen

Figure 10.
Metal oxide thermochemical cycle for hydrogen production.
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atoms from water molecules to generate hydrogen. During the thermochemical
cycle, metal oxides can be reduced to simple metals, such as:

ZnO ! Znþ 1
2
O2 (24)

ZnþH2O ! ZnOþH2 (25)

Metal oxides may also be reduced from higher valence to lower valence oxides,
such as:

Fe3O4 ! 3FeOþ 1
2
O2 (26)

H2Oþ 3FeO ! Fe3O4 þH2 (27)

Among them, metal Zn is easy to form a dense oxide film, which is wrapped on
the metal surface to prevent the reaction from proceeding. Wegner et al. [23]
designed a spray reactor for solving this problem. By increasing the specific surface
area of metal Zn to increase the contact area in the reaction, the experiment proves
that the chemical conversion of Zn can reach 83%. The disadvantage of this method
is that the metal Zn needs to be gasified and atomized, which requires large energy
consumption; Zn, Sn, and other metals are also easily oxidized again during the
decomposition process, affecting the reaction efficiency. The oxidation rate of iron
oxide is easily reduced due to sintering, and ferrite has strong reducing ability. It
can reduce CO2 to C solid element and cover the surface of ferrite to prevent the
reaction from proceeding. One of the materials currently considered to be the most
suitable for the thermochemical cycle of metal oxides is cerium oxide (CeO2),
because cerium oxide can efficiently reduce water or carbon dioxide to hydrogen or
carbon monoxide [24], and cerium oxide also has good anti-coking properties. The
specific reaction equations are:

High temperature (reduction step):

1
δred � δox

CeO2�δox !
1

δred � δox
CeO2�δred þ

1
2
O2 (28)

Low temperature (oxidation step):

H2Oþ 1
δred � δox

CeO2�δred !
1

δred � δox
CeO2�δox þH2 (29)

In the two-step thermochemical cycle hydrogen production process, because
there is a large heat transfer temperature difference between the “oxidation step” and
“reduction step” (e.g., the temperature difference between cerium oxide heat trans-
fer is about 700°C), the thermal energy recovery of solid materials has always been a
very difficult problem. Hao et al. [25] proposed an “isothermal” thermochemical
cycle, that is, the “oxidation step” and “reduction step” reactions are performed at the
same temperature. The “isothermal” thermochemical cycle effectively overcomes the
defect that a large amount of solid sensible heat in the “dual-temperature” thermo-
chemical cycle cannot be efficiently recovered and does not generate thermal stress,
which can maintain high energy utilization efficiency at high temperatures. How-
ever, the isothermal thermochemical cycle also has certain limitations that need to be
resolved, such as the requirement of maintaining a quite low oxygen partial pressure,
less hydrogen production in a single cycle, etc. The thermochemical cycle with metal
oxide can also be utilized for CO generation from CO2, and the thermodynamics is
similar to that of H2 generation from H2O, which will not be discussed here.
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atoms from water molecules to generate hydrogen. During the thermochemical
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3. Carbon feed-based solar thermochemistry

3.1 Methane reforming and decomposition

Nowadays, more than 95% of the hydrogen for refinery use is produced via
hydrocarbon steam reforming [26]. Industrial hydrogen production through meth-
ane steam reforming exceeds 50 million tons annually and accounts for 2–5% of
global energy consumption [27]. Methane steam reforming process for hydrogen
production is usually described by the following reactions:

CH4 gð Þ þH2O gð Þ⇌CO gð Þ þ 3H2 gð Þ,ΔH°25°C ¼ 205:9 kJ=mol (30)

CO gð Þ þH2O gð Þ⇌CO2 gð Þ þH2 gð Þ,ΔH°25°C ¼ �41:1 kJ=mol (31)

where the reversible water-gas shift reaction Eq. (11) is sometimes considered as
superimposed onto the methane reforming reaction Eq. (10) for conveniences of
analysis on methane conversion:

CH4 gð Þ þ 2H2O gð Þ⇌CO2 gð Þ þ 4H2 gð Þ,ΔH°25°C ¼ 164:8 kJ=mol (32)

The methane dry reforming is the reaction between methane and carbon dioxide
for syngas generation, given as:

CH4 gð Þ þ CO2 gð Þ⇌ 2CO gð Þ þ 2H2 gð Þ,ΔH°25°C ¼ 247:0 kJ=mol (33)

The reforming reactions, Eqs. (10), (12), and (13), are highly endothermic, and
a large amount of heat is often provided by burning a supplemental amount of
methane [28], which will decrease the heat value of fuel gas generated by 22% for
the same amount of methane consumed and release large amounts of greenhouse
gas CO2 [29]. In recent years, as the technologies of concentrated solar energy
(CSE) and solar thermal utilization improve rapidly, methane reforming driven by
CSE emerged as a promising method for hydrogen production [30], which derives
heat from solar energy instead of fossil fuels. Besides, solar thermal energy with
relatively low temperatures (compared with methane combustion) is absorbed by
methane reforming reaction and upgraded to the chemical energy with higher
energy level (ratio of exergy change ΔE to enthalpy change ΔH of a process [31]) in
such process. Solar energy thus stored in hydrogen as chemical energy, and it could
be converted into power with significantly greater efficiencies than that of solar-
thermal-only power generation in the same temperature range [32].

In order to achieve the high-efficient progress of the solar methane reforming
reaction, research on solar methane reforming reactors has also continued. Klein
et al. [33] proposed a schematic diagram of a fluidized bed reactor. This experiment
is a methane dry reforming experiment, where gas reactants and carbon particles
are mixed and passed into the reactor together. The reactor can achieve a concen-
tration ratio of 3000 through primary and secondary light concentration, and the
reaction temperature is between 950 and 1450°C with the ratio of carbon dioxide to
methane changes from 1: 1 to 6: 1, which has a maximum methane conversion of
90%. Edwards et al. [34] studied methane steam reforming in a solar tubular
reactor, which is condensed by a 107 m2 dish condenser. The condensing tempera-
ture can reach 850°C, and the pressure can reach 20 bars. The reactor can stably
produce hydrogen, but there is no detailed introduction on the conversion rate in
the literature. The device for hydrogen production by metal oxide thermochemical
cycling was proposed by Steinfeld et al. [35]. The system contains a 51.8 m2 heliostat
to focus the sunlight at first, and then the sunlight passed through a parabolic
surface with an opening area of 2.7 m2 to focus it again. The final focusing ratio was
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3500. During the reaction, ZnO particles with an average particle diameter of
0.4 μm were sent into a cylindrical reaction chamber for reaction by methane. The
products were Zn simple substance and synthesis gas (H2, CO). The reactor can
reach 50% methane conversion at 1030°C.

Methane decomposition is also an endothermic reaction at 600–1200°C,
given as:

CH4 gð Þ⇌Cþ 2H2 gð Þ,ΔH°25°C ¼ 74:6 kJ=mol (34)

Solar methane decomposition has been researched in both indirectly and directly
heated reactors from solar thermal energy. A summary of experimental study has
been listed in Table 2.

3.2 Methanol reforming and decomposition

Methanol reforming and decomposition also attracts lots of attention in the field
of solar thermochemical fuel generation [44], as the reaction temperature is about
150–300°C, which is quite low and easy to be maintained by line-focusing solar
collector (parabolic trough collector or linear Fresnel lens) with low cost. The
reaction equations of methanol reforming and decomposition are given as:

CH3OH gð Þ þH2O gð Þ ! CO2 gð Þ þ 3H2 gð Þ,ΔH°25°C ¼ 49:321 kJ=mol (35)

CH3OH gð Þ ! CO gð Þ þ 2H2 gð Þ,ΔH°25°C ¼ 90:459 kJ=mol (36)

Both of the two reactions are endothermic, which can convert the low-level solar
thermal energy (low temperature) into high-level chemical energy, and have been
researched with combining with other systems, like PV cell module, and combined
cooling heating and power in downstream.

3.3 Biomass gasification

Biomass is widespread and is often perceived as a carbon-neutral source of
energy. Solar biomass gasification is a clean route to obtain fuels, which may also
reach liquid fuel for vehicle or jet utilization. Detailed reviews on solar biomass

Participant Qsolar

(kW)
Pressure
(bar)

T
(K)

Reactor
type

Reactant conversion
(%)

Efficiency
(%)

Ref.

PSI 5 >1 1600 Vortex
flow

64 15.1a, 16.2b [37]

PSI 5 >1 1600 Particle
flow

99 16.1b [38]

PROMES-
CNRS

10 0.4 1773 Tubular 98 4.8b [39, 40]

PROMES-
CNRS

50 0.45 1928 Tubular 100 13.5a, 15.2b [41]

NREL 6 1 2133 Aerosol
flow

90 2b [42]

PROMES-
CNRS

0.8 0.61 1700 Nozzle
type

95 5.9a [43]

aηchemical ¼ ΔHreact@Treactor
Q solar

� accounts for the energy required to drive the reaction.
bηthermal ¼ Xreaction � _mCH4 � ΔHreact@Treactor

Q solar
� accounts for the energy required to heat the reactants and effect the reaction.

Table 2.
Summary of experimental research on solar methane decomposition [36].
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CSE emerged as a promising method for hydrogen production [30], which derives
heat from solar energy instead of fossil fuels. Besides, solar thermal energy with
relatively low temperatures (compared with methane combustion) is absorbed by
methane reforming reaction and upgraded to the chemical energy with higher
energy level (ratio of exergy change ΔE to enthalpy change ΔH of a process [31]) in
such process. Solar energy thus stored in hydrogen as chemical energy, and it could
be converted into power with significantly greater efficiencies than that of solar-
thermal-only power generation in the same temperature range [32].

In order to achieve the high-efficient progress of the solar methane reforming
reaction, research on solar methane reforming reactors has also continued. Klein
et al. [33] proposed a schematic diagram of a fluidized bed reactor. This experiment
is a methane dry reforming experiment, where gas reactants and carbon particles
are mixed and passed into the reactor together. The reactor can achieve a concen-
tration ratio of 3000 through primary and secondary light concentration, and the
reaction temperature is between 950 and 1450°C with the ratio of carbon dioxide to
methane changes from 1: 1 to 6: 1, which has a maximum methane conversion of
90%. Edwards et al. [34] studied methane steam reforming in a solar tubular
reactor, which is condensed by a 107 m2 dish condenser. The condensing tempera-
ture can reach 850°C, and the pressure can reach 20 bars. The reactor can stably
produce hydrogen, but there is no detailed introduction on the conversion rate in
the literature. The device for hydrogen production by metal oxide thermochemical
cycling was proposed by Steinfeld et al. [35]. The system contains a 51.8 m2 heliostat
to focus the sunlight at first, and then the sunlight passed through a parabolic
surface with an opening area of 2.7 m2 to focus it again. The final focusing ratio was

152

Wind Solar Hybrid Renewable Energy System

3500. During the reaction, ZnO particles with an average particle diameter of
0.4 μm were sent into a cylindrical reaction chamber for reaction by methane. The
products were Zn simple substance and synthesis gas (H2, CO). The reactor can
reach 50% methane conversion at 1030°C.

Methane decomposition is also an endothermic reaction at 600–1200°C,
given as:

CH4 gð Þ⇌Cþ 2H2 gð Þ,ΔH°25°C ¼ 74:6 kJ=mol (34)

Solar methane decomposition has been researched in both indirectly and directly
heated reactors from solar thermal energy. A summary of experimental study has
been listed in Table 2.

3.2 Methanol reforming and decomposition

Methanol reforming and decomposition also attracts lots of attention in the field
of solar thermochemical fuel generation [44], as the reaction temperature is about
150–300°C, which is quite low and easy to be maintained by line-focusing solar
collector (parabolic trough collector or linear Fresnel lens) with low cost. The
reaction equations of methanol reforming and decomposition are given as:

CH3OH gð Þ þH2O gð Þ ! CO2 gð Þ þ 3H2 gð Þ,ΔH°25°C ¼ 49:321 kJ=mol (35)

CH3OH gð Þ ! CO gð Þ þ 2H2 gð Þ,ΔH°25°C ¼ 90:459 kJ=mol (36)

Both of the two reactions are endothermic, which can convert the low-level solar
thermal energy (low temperature) into high-level chemical energy, and have been
researched with combining with other systems, like PV cell module, and combined
cooling heating and power in downstream.

3.3 Biomass gasification

Biomass is widespread and is often perceived as a carbon-neutral source of
energy. Solar biomass gasification is a clean route to obtain fuels, which may also
reach liquid fuel for vehicle or jet utilization. Detailed reviews on solar biomass

Participant Qsolar

(kW)
Pressure
(bar)

T
(K)

Reactor
type

Reactant conversion
(%)

Efficiency
(%)

Ref.

PSI 5 >1 1600 Vortex
flow

64 15.1a, 16.2b [37]

PSI 5 >1 1600 Particle
flow

99 16.1b [38]

PROMES-
CNRS

10 0.4 1773 Tubular 98 4.8b [39, 40]

PROMES-
CNRS

50 0.45 1928 Tubular 100 13.5a, 15.2b [41]

NREL 6 1 2133 Aerosol
flow

90 2b [42]

PROMES-
CNRS

0.8 0.61 1700 Nozzle
type

95 5.9a [43]

aηchemical ¼ ΔHreact@Treactor
Q solar

� accounts for the energy required to drive the reaction.
bηthermal ¼ Xreaction � _mCH4 � ΔHreact@Treactor

Q solar
� accounts for the energy required to heat the reactants and effect the reaction.

Table 2.
Summary of experimental research on solar methane decomposition [36].
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gasification have been conducted by Epstein et al. [45], Lédé [46], Nzihou et al.
[47], and Puig-Arnavat et al. [48], which will not be discussed here. A summary of
experimental work published in gasification of solid hydrocarbon feed has been
listed in Table 3.

4. Solar thermochemical fuel generation by membrane reactor

Solar thermochemistry usually requires high temperature (e.g., above 4000°C
for H2O splitting; 3000°C for CO2 splitting; 700–1000°C for methane reforming),

Feed Qsolar

(kW)
T
(K)

Gasifying
agent

Reactor
type

Reactant
conversion

(%)

Product
yield
(%)

Efficiency
(%)

Ref.

Bituminous
coal

1.2 1600 CO2 Fluidized
bed quartz
tubular
reactor

65 — 8a [49]

Pet coke 5 1818 Steam Vortex flow 87 35 (H2),
15 (CO)

9a, 20b [50]

Pet coke—
water slurry

5 1500 Steam Vortex flow 87 65 (H2),
25 (CO)

4.7a, 17.4b [51]

Petroleum
VR

5 1573 Steam Vortex flow 50 68 (H2),
15 (CO)

2c, 19a [52]

Coal coke 0.94 1123 CO2 Internally
circulating

fluidized bed

— — 12a [53]

IS, SS, STP,
fluff, SAC,
beech
charcoal

5 1490 Steam Packed bed 100 H2/
CO = 1.5,
CO2/

CO = 0.2

29d,
U = 1.3e

[54]

Beech
charcoal

3 1523 Steam Particle flow
reactor

30 — 1.53b [55]

Coal coke 1.1 1573 CO2 Fluidized
bed

42 — 14a [56]

Coal coke 3 1773 CO2 Internally
circulating

fluidized bed

73 — 12f [57]

LRK, tire
chips, Fluff,
DSS, IS, SB

150 1350–
1453

Steam Packed bed 36–100 H2/
CO = 2–

5.2

25-35d,
U = 1.03–
1.30e

[58]

aηchemical ¼
_Qchem
_Q solar

.
bηthermal ¼

_Qchemþ _Q sensible
_Q solarþ _Q steam

.

cηprocess ¼
_nH2 LHVH2þ _nCOLHVCOþ

Pspecies

i

Ð Treactor

473K
_niCp,i Tð ÞdT

_Q solarþ _Q steamþ _mVRLHVVR
.

dηsolar‐to‐chemical ¼ msyngasLHVsyngas

mfsLHVfsþQsolar
.

eU ¼ msyngasLHVsyngas

mfsLHVfs
.

fηenergy ¼ ΔH298KRCO

Q inputþ
Qgas

ηreceiver

.

Table 3.
Summary of experimental research published in gasification of solid hydrocarbon feed [36].
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which requires high concentration ratio and large mirror area, and the system will
be more complex and expensive. In situ separation by a permeable membrane for a
target product shifts thermodynamic equilibrium of chemical reactions in favor of
reactants conversion, which equivalently lowers solar collection temperature.
Combination of membrane reactor and solar thermal collection offers unique
advantages in many respects, such as the increment of conversion rate, decrease of
reaction temperature, and emission reduction, which are otherwise unattainable by
either alone. Besides, the all-solid-state feature and isothermal operation enable
compact design of solar fuel reactors with minimized thermal stress. Now, the
selective permeation membrane for gas species in high temperature is mainly oxy-
gen permeation membrane, hydrogen permeation membrane, and carbon dioxide
permeation membrane, which have been researched for solar thermochemical fuel
generation.

4.1 Oxygen permeation membrane for H2O/CO2 splitting

Perovskites, ZrO2 and CeO2 (or doped ZrO2 and CeO2), usually constitute the
selective oxygen permeation membrane utilized in high temperature (>600°C).
Wang et al. [59] proposed a theoretical framework for the thermodynamic analysis
of solar oxygen permeation membrane reactor, and the solar-to-fuel efficiency
(ratio of the higher heating value of products to the total energy input) can reach as
high as 89% in methane-assisted membrane reactor. Zhu et al. [60] brought up a
thermodynamic model of ceria dense membrane for CO2 splitting, and the energy
efficiency is above 10% at 1800 K without heat recovery. Steinfeld et al. [61, 62]
have done a lot of experimental researches about solar CO2 splitting for CO gener-
ation by oxygen permeation membrane with 100% selectivity (e.g., La0.6Sr0.4Co0.2
Fe0.8O3-δ at 1030°C [61], CeO2 at 1600°C [62]), and Ozin [63] said the research of
Steinfeld is an elegant demonstration and an exciting breakthrough for continuous
CO2 splitting in a single step, at a single temperature, in a single reactor.

4.2 Hydrogen permeation membrane for hydrogen generation

The materials of the hydrogen permeation membrane are various, such as metal
(e.g., palladium, nickel), perovskites, pyrochlores, fluorites, polymers, which are
usually used in the reaction of reforming, splitting, partial oxidation of hydrocar-
bon, splitting of other hydrogen carriers (e.g., NH3), and water-gas shift reaction. Li
et al. [30] first presented an innovative solar-assisted hybrid power system inte-
grated with methane steam reforming in membrane reactor, and the simulation
results showed that capture ratio of CO2 is 91% and exergy efficiency and thermal
efficiency are 58 and 51.6% (10.2 and 2.2% points higher than the CO2 capture from
exhaust cycle), respectively. Said et al. [64] simulated a CFD model about solar
molten salt-heated H2-selective membrane reformer for methane upgrading and
hydrogen generation, and the results showed the fuel heating value upgrade of 40%
with methane conversion rate of 99% and hydrogen recovery of 87% at 600°C.
Wang et al. [65] put forward a novel reactor, which realized direct methane steam
reforming in parabolic trough collector integrated with hydrogen permeation
membrane reactor, and the system can perform high and stable efficiency (above
80%) at 400°C. Mallapragada et al. [66] proposed a novel system that consists of
oxygen permeation membrane and hydrogen permeation membrane for solar water
splitting, and the solar-to-H2 efficiency (ratio of the lower heating value of hydro-
gen to the reversible work input for Gibbs free energy change of water splitting) is
72.4–80.1% at the concentration ratios of 2000–10,000. Sui et al. [67] reported an
exploration on an efficient solar thermochemical water-splitting system enhanced
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gasification have been conducted by Epstein et al. [45], Lédé [46], Nzihou et al.
[47], and Puig-Arnavat et al. [48], which will not be discussed here. A summary of
experimental work published in gasification of solid hydrocarbon feed has been
listed in Table 3.

4. Solar thermochemical fuel generation by membrane reactor

Solar thermochemistry usually requires high temperature (e.g., above 4000°C
for H2O splitting; 3000°C for CO2 splitting; 700–1000°C for methane reforming),

Feed Qsolar

(kW)
T
(K)

Gasifying
agent

Reactor
type

Reactant
conversion

(%)

Product
yield
(%)

Efficiency
(%)

Ref.
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reactor

65 — 8a [49]

Pet coke 5 1818 Steam Vortex flow 87 35 (H2),
15 (CO)

9a, 20b [50]
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water slurry

5 1500 Steam Vortex flow 87 65 (H2),
25 (CO)

4.7a, 17.4b [51]

Petroleum
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15 (CO)

2c, 19a [52]

Coal coke 0.94 1123 CO2 Internally
circulating

fluidized bed

— — 12a [53]

IS, SS, STP,
fluff, SAC,
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5 1490 Steam Packed bed 100 H2/
CO = 1.5,
CO2/
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29d,
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[54]
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3 1523 Steam Particle flow
reactor

30 — 1.53b [55]

Coal coke 1.1 1573 CO2 Fluidized
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42 — 14a [56]
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circulating
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chips, Fluff,
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.
bηthermal ¼
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.
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ηreceiver

.

Table 3.
Summary of experimental research published in gasification of solid hydrocarbon feed [36].
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which requires high concentration ratio and large mirror area, and the system will
be more complex and expensive. In situ separation by a permeable membrane for a
target product shifts thermodynamic equilibrium of chemical reactions in favor of
reactants conversion, which equivalently lowers solar collection temperature.
Combination of membrane reactor and solar thermal collection offers unique
advantages in many respects, such as the increment of conversion rate, decrease of
reaction temperature, and emission reduction, which are otherwise unattainable by
either alone. Besides, the all-solid-state feature and isothermal operation enable
compact design of solar fuel reactors with minimized thermal stress. Now, the
selective permeation membrane for gas species in high temperature is mainly oxy-
gen permeation membrane, hydrogen permeation membrane, and carbon dioxide
permeation membrane, which have been researched for solar thermochemical fuel
generation.

4.1 Oxygen permeation membrane for H2O/CO2 splitting

Perovskites, ZrO2 and CeO2 (or doped ZrO2 and CeO2), usually constitute the
selective oxygen permeation membrane utilized in high temperature (>600°C).
Wang et al. [59] proposed a theoretical framework for the thermodynamic analysis
of solar oxygen permeation membrane reactor, and the solar-to-fuel efficiency
(ratio of the higher heating value of products to the total energy input) can reach as
high as 89% in methane-assisted membrane reactor. Zhu et al. [60] brought up a
thermodynamic model of ceria dense membrane for CO2 splitting, and the energy
efficiency is above 10% at 1800 K without heat recovery. Steinfeld et al. [61, 62]
have done a lot of experimental researches about solar CO2 splitting for CO gener-
ation by oxygen permeation membrane with 100% selectivity (e.g., La0.6Sr0.4Co0.2
Fe0.8O3-δ at 1030°C [61], CeO2 at 1600°C [62]), and Ozin [63] said the research of
Steinfeld is an elegant demonstration and an exciting breakthrough for continuous
CO2 splitting in a single step, at a single temperature, in a single reactor.

4.2 Hydrogen permeation membrane for hydrogen generation

The materials of the hydrogen permeation membrane are various, such as metal
(e.g., palladium, nickel), perovskites, pyrochlores, fluorites, polymers, which are
usually used in the reaction of reforming, splitting, partial oxidation of hydrocar-
bon, splitting of other hydrogen carriers (e.g., NH3), and water-gas shift reaction. Li
et al. [30] first presented an innovative solar-assisted hybrid power system inte-
grated with methane steam reforming in membrane reactor, and the simulation
results showed that capture ratio of CO2 is 91% and exergy efficiency and thermal
efficiency are 58 and 51.6% (10.2 and 2.2% points higher than the CO2 capture from
exhaust cycle), respectively. Said et al. [64] simulated a CFD model about solar
molten salt-heated H2-selective membrane reformer for methane upgrading and
hydrogen generation, and the results showed the fuel heating value upgrade of 40%
with methane conversion rate of 99% and hydrogen recovery of 87% at 600°C.
Wang et al. [65] put forward a novel reactor, which realized direct methane steam
reforming in parabolic trough collector integrated with hydrogen permeation
membrane reactor, and the system can perform high and stable efficiency (above
80%) at 400°C. Mallapragada et al. [66] proposed a novel system that consists of
oxygen permeation membrane and hydrogen permeation membrane for solar water
splitting, and the solar-to-H2 efficiency (ratio of the lower heating value of hydro-
gen to the reversible work input for Gibbs free energy change of water splitting) is
72.4–80.1% at the concentration ratios of 2000–10,000. Sui et al. [67] reported an
exploration on an efficient solar thermochemical water-splitting system enhanced
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by hydrogen permeation membrane, which has showed a sharply enhanced con-
version rate of 87.8% at 1500°C and 10�5 bar at permeated side (versus 1.26% with
oxygen permeation membrane or isothermal thermochemical cycle). Recently, a
promising method for hydrogen generation without carbon emitting by ammonia
decomposition in a catalytic palladium membrane reactor for hydrogen separation
driven by solar energy has been theoretically proposed, and the first-law thermo-
dynamic efficiency, net solar-to-hydrogen efficiency, and exergy efficiency can
reach as high as 86.86, 40.08, and 72.07%, respectively [68].

4.3 Carbon dioxide permeation membrane for hydrocarbon reforming

Carbon dioxide permeation membrane includes mixed e�/CO3
2� conducting

membrane, O2�/CO3
2� conducting membrane, OH�/CO3

2� conducting membrane
(hydroxide/ceramic dual-phase membrane), etc. [69, 70]. The combination
between carbon dioxide permeation membrane and solar energy is very limited
now. The combination of hydrogen permeation membrane and carbon dioxide
permeation membrane has been proposed for methane steam reforming by way of
an alternate H2 and CO2 separation driven by solar energy [71]. The carbon dioxide
permeation membrane has great potential to be utilized for the hydrocarbon
reforming or decomposition for CO2 separation and capture in the future.

4.4 Challenges and perspectives

Though the solar membrane reactor has lots of advantages and immense poten-
tial for application mentioned above, the efficient approach to lower the partial
pressure of gas product (or avoid the relatively low pressure) is the main challenge
to maintain a high energy conversion rate, and the improvement of stability and
permeability of membrane material at corresponding reaction temperature is also
significant. These issues have potential areas for big breakthroughs and require
further studies to address. The multiple product separation with membrane reactor
may be a promising method to increase the energy efficiency, due to a relatively
high partial pressure and less separation energy required [71].

5. Conclusions

This chapter has reviewed the state-of-the-art researches about solar thermo-
chemical fuel generation, and the highlighted conclusions are listed:

a. The thermodynamics in solar thermochemical fuel generation has been
analyzed, and the maximum theoretical efficiency from solar energy to work
has been obtained.

b. The most representative solar thermochemical reactions (e.g., H2O/CO2

splitting, hydrocarbon reforming, and decomposition) have been reviewed,
and the advantages and drawbacks have been analyzed and discussed.

c. Thermochemical cycle and membrane reactor driven by solar energy have
been systematically introduced, which could decrease the reaction
temperature and have the potential to be widely utilized in the future,
especially the membrane reactor, which could purify the product with a
continuous operation.
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system was built. Through this arrangement, electricity is supplied to the
community without diesel power generation.

1.1 Hybrid renewable energy system (HRES)

Hybrid renewable energy system (HRES) comprises of multiple sorts of sus-
tainable power sources, for example, sun based and wind. The principle thought
behind the idea of HRES is to give continues and maintainable supply of power to
regions particularly far from primary terrains. A HRES can be associated with
principle grid or it can likewise be an independent power producing unit, having its
very own framework for storing surplus power, depending upon the nearby land
conditions and some other monetary conditions. Figure 1 demonstrates the working
structure of a conventional HRES with pumped hydro storage (PHS) as energy
storage system (ESS).

Recently, many case studies of installing HRES at a remote location have been
conducted around the globe. For instance, Perez-Navarro et al. [1] designed a
hybrid system consisting of wind-biomass in order to compensate and stabilize the
power production of a 40 MW wind power plant in Spain. Apart from the main
equipment, their designed HRES also consisted of other auxiliaries such as stand-by
generators, separate ESS and biomass gasifier as well. The extra power generated by
the biogas generator was used to compensate the low power production of wind
farm. Borhanazad et al. [2] conducted a comprehensive study to investigate the
wind conditions, solar radiations and hydro potential of multiple locations in
Malaysia for rural electrification. Similarly, Zuberi et al. [3] estimated the biomass
potential of Pakistan and concluded that biomass can contribute to generate almost
24% of the total electricity demand of the country. They covered biomasses such
as municipal solid waste (MSW), bagasse and livestock in their study. They also
presented an idea of stand-alone power generation system using biomass as raw
fuel. Bhandari et al. [4] studied a very classic model of HRES for rural electrifica-
tion, consisting of wind-PV-hydro as primary energy sources. They showed that
installing such HRESs at very remote locations can be economically cheaper than
connecting aforementioned areas with main grids. Mazzola et al. [5] designed a PV-
biomass based HRES for a small town in India and conducted its economic feasibil-
ity as well. The authors mentioned that LCOE can be reduced up to 40% if

Figure 1.
Conceptual design of HRES.
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compared with electricity generation from diesel generators. Ahmad et al. [6]
investigated the HRES consisting of wind-PV-biomass as primary energy sources
for electrification of a small town in Pakistan called the Kallar Kahar. The study was
conducted for multiple load conditions and authors recommended the installation
of HRES near aforementioned site on the basis of strong economical conclusions.

1.2 Deokjeokdo island in South Korea as test bed

Deokjeokdo island (latitude: 37.22°, longitude: 126.15°) is the biggest island in
the Ongjin-kun area in South Korea, arranged 50 km far from Incheon ocean port.
At the end of 2013, the total population of Deokjeokdo island was approximately
5000 and its area is 21 km2. The island has a relatively large population engaged in

Figure 2.
Geographical location of Deokjeokdo island in South Korea.
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agriculture and tourism, rather than fishing, and is actively developing tourism
resources as Green Island. This island is excessively long way from primary land of
South Korea, so it is not monetarily suitable to associate it with main framework for
power transmission. Subsequently, this island has its very own power generation
system fueled by diesel. In any case, the local government has demonstrated its
enthusiasm to make Deokjeokdo island, a green island as far as power generation is
concerned. Present study investigates the sustainable power source potential at the
mentioned site and after that recommends an ideal HRES dependent on economic
assessments.

Figure 2 demonstrates geographical details of the Deokjeokdo including the
Urumsil town and test bed of the hybrid renewable energy system.

2. Analysis of experimental HRES installed at Deokjeokdo island

Experimental HRES facility installed at Deokjeokdo island is shown in Figure 3.
The experimental HRES consists of two Darrieus type vertical axis wind turbines
(VAWT) and photovoltaic (PV) panels. The total capacity of this system is 24 kW,
with each wind turbine rated at 1.5 kW and solar panels of 3 kW capacity, respec-
tively. In order to record the wind conditions such as wind speed and wind direc-
tion, a vertical tower called the “wind master” has been installed at the local site, as
shown in Figure 3. Anemometer and anemoscope are attached on wind master to
record wind speed and wind angle, respectively. Solar panels are inclined at 30° to
capture the maximum radiations from sun. This system was being monitored for
two consecutive years, i.e., 2016 and 2018.

2.1 Wind potential estimation

Prior to assessing the power production from HRES, specifically from wind
turbine, it is of immense importance to analyze the wind conditions of local site at
first place. In current case, the wind data used for this purpose come frommeasured
by wind master as mentioned above. Figure 4 shows the season wise plots of wind
characteristics in the form of wind rose. It is clear from the figures that prevailing
wind direction is south-west (180–270°); with most frequent wind speeds are in the
range from 2 to 3 m/s and spring is the “windiest” season. It is to be noted that wind
data were measured at 10 m height.

Weibull probability density function (PDF) and cumulative density function
(CDF) are two classical tools to study the wind characteristics of a region. Both
functions can be defined as follows, respectively:

PDF ¼ f vð Þ ¼ k c=ð Þ v c=ð Þk�1 exp � v c=ð Þk
h i

v >0; k; c >0ð Þ (1)

CDF ¼ F vð Þ ¼ 1� exp � v c=ð Þk
h i

(2)

where k, c and v are Weibull shape parameter, Weibull scale factor and wind
speed, respectively. Shape factor and scale parameters are the defining parameters
for Weibull distribution [7] and they determine the abscissa scale and the width of
wind speed data distribution plot, respectively. There are many mathematical
approaches to calculate k and c like graphical, maximum likelihood, empirical,
power density and moment method [8]. Empirical method and method of Justus
and Mikhail [9] will be used in this present study to estimate k and c.
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Figure 4.
Wind rose at Deokjeokdo island (a) winter (b) spring (c) summer (d) fall.

Figure 3.
Experimental HRES at Deokjeokdo island.
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Figure 5.
Weibull plots at Deokjeokdo island (a) winter (b) spring (c) summer (d) fall.

Angle range [°] Percentage of total wind occurrence

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

[0–30] 0 0 0 0 0 0 0 0 0 0 0 0

[30–60] 0 0 0 0 0 0 0 0 0 0 0 0

[60–90] 0 0 0 0 0 0 0 0 0 0 0 0

[90–120] 2 0 0 0 0 1 1 2 2 1 1 1

[120–150] 8 4 2 3 5 14 12 14 15 8 9 5

[150–180] 23 18 13 23 29 43 43 36 36 24 28 17

[180–210] 32 36 33 47 46 35 36 35 34 37 36 28

[210–240] 26 31 35 24 19 6 7 12 12 24 20 26

[240–270] 8 10 15 3 2 0 0 1 1 6 5 14

[270–300] 1 1 1 0 0 0 0 0 0 0 1 4

[300–330] 0 0 0 0 0 0 0 0 0 0 0 4

[330–360] 0 0 0 0 0 0 0 0 0 0 0 0

Table 1.
Monthly variation in percentages of total wind speed according to wind direction ranges.
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k ¼ σ

vm

� ��1:086

1 ≤ k ≤ 10ð Þ (5)

c ¼ vm
Γ 1þ 1=kð Þ (6)

Figure 5 shows the season wise Weibull plots for Deokjeokdo island prepared
using 2 years measured data (2016 and 2017). These figures also show the curves for
Rayleigh distributions (PDF and CDF), which are essentially Weibull distributions
at k = 2. Figure 5 reveals that the most frequently occurring wind during all the
seasons is 3 m/s and spring has high wind speeds, as it was also concluded above
from Figure 4.

Table 1 explains the distribution of wind coming from different directions on
monthly basis. Table 1 also concludes the same as Figure 4 that prevailing wind
direction is south-west.

Figure 6.
Observed WPD at Deokjeokdo island (a) winter (b) spring (c) summer (d) fall.

169

Evaluation of PV-Wind Hybrid Energy System for a Small Island
DOI: http://dx.doi.org/10.5772/intechopen.85221



vm ¼ 1
n

∑
n

i¼1
vi

� �
(3)

σ2 ¼ 1
n� 1

∑
n

i¼1
vi � vmð Þ2 (4)

Figure 5.
Weibull plots at Deokjeokdo island (a) winter (b) spring (c) summer (d) fall.

Angle range [°] Percentage of total wind occurrence

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

[0–30] 0 0 0 0 0 0 0 0 0 0 0 0

[30–60] 0 0 0 0 0 0 0 0 0 0 0 0

[60–90] 0 0 0 0 0 0 0 0 0 0 0 0

[90–120] 2 0 0 0 0 1 1 2 2 1 1 1

[120–150] 8 4 2 3 5 14 12 14 15 8 9 5

[150–180] 23 18 13 23 29 43 43 36 36 24 28 17

[180–210] 32 36 33 47 46 35 36 35 34 37 36 28

[210–240] 26 31 35 24 19 6 7 12 12 24 20 26

[240–270] 8 10 15 3 2 0 0 1 1 6 5 14

[270–300] 1 1 1 0 0 0 0 0 0 0 1 4

[300–330] 0 0 0 0 0 0 0 0 0 0 0 4

[330–360] 0 0 0 0 0 0 0 0 0 0 0 0

Table 1.
Monthly variation in percentages of total wind speed according to wind direction ranges.

168

Wind Solar Hybrid Renewable Energy System

k ¼ σ

vm

� ��1:086

1 ≤ k ≤ 10ð Þ (5)

c ¼ vm
Γ 1þ 1=kð Þ (6)

Figure 5 shows the season wise Weibull plots for Deokjeokdo island prepared
using 2 years measured data (2016 and 2017). These figures also show the curves for
Rayleigh distributions (PDF and CDF), which are essentially Weibull distributions
at k = 2. Figure 5 reveals that the most frequently occurring wind during all the
seasons is 3 m/s and spring has high wind speeds, as it was also concluded above
from Figure 4.

Table 1 explains the distribution of wind coming from different directions on
monthly basis. Table 1 also concludes the same as Figure 4 that prevailing wind
direction is south-west.

Figure 6.
Observed WPD at Deokjeokdo island (a) winter (b) spring (c) summer (d) fall.

169

Evaluation of PV-Wind Hybrid Energy System for a Small Island
DOI: http://dx.doi.org/10.5772/intechopen.85221



Figure 6 shows the wind power density (WPD) on the basis of seasons.
The patterns being observed in Figure 6 are very much identical to patterns
of Figure 4.

2.2 Solar potential estimation

Figure 7 shows the average solar radiations (W/m2) over different major cities
of South Korea. Daejeon has the highest solar radiations value (175 W/m2) whereas
Seoul has the lowest (145 W/m2).

Similarly, Figure 8 shows the average values of daily solar radiations and clear-
ness index over Deokjeokdo island, on monthly basis.

2.3 Estimation of power production from wind turbine

This section presents the results such as power production from small Darrieus
VAWT. Table 2 summarizes the important details about the wind turbine whereas
Figure 9(a) shows the geometrical dimensions and Figure 9(b) shows the power
curve of wind turbine installed at Deokjeokdo island. The blade height and chord of
the turbine rotor are 3 and 0.2 m, respectively. Design blade section profile is
NACA0015, while the rotational diameter of the turbine rotor is 2 m. Rated wind
speed and rotor rotational speed are 13.5 m/s and 300 rpm, respectively.

Figure 10 shows diagram for data acquisition system to obtain experimental
data from the wind turbine and the wind master. Turbine performance data is
measured between turbine and power transducer, thus contains power generator
loss. Power output is stored in battery bank first, then supplied to users after
converting to AC voltages.

The commercial code, SC/Tetra, has been employed in the present numerical
simulation. It solves the governing fluid dynamics equations, which consist of

Figure 7.
Solar radiations over different cities of South Korea (W/m2) [10].
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Figure 8.
Solar radiations over Deokjeokdo island [10].

Parameter Value

Rated power, kW 1.5

Rated wind speed, m/s 13.5

Rated rotational speed, RPM 300

Cut-in wind speed, m/s 3

Chord length, m 0.2

Blade length (height), m 3

Rotational diameter, m 2

Blade profile NACA0015

Table 2.
Specifications of test Darrieus wind turbine.

Figure 9.
Darrieus wind turbine installed at Deokjeokdo island (a) rotor dimensions (b) power curve.
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The commercial code, SC/Tetra, has been employed in the present numerical
simulation. It solves the governing fluid dynamics equations, which consist of

Figure 7.
Solar radiations over different cities of South Korea (W/m2) [10].
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Figure 8.
Solar radiations over Deokjeokdo island [10].

Parameter Value

Rated power, kW 1.5

Rated wind speed, m/s 13.5

Rated rotational speed, RPM 300

Cut-in wind speed, m/s 3

Chord length, m 0.2

Blade length (height), m 3

Rotational diameter, m 2

Blade profile NACA0015

Table 2.
Specifications of test Darrieus wind turbine.

Figure 9.
Darrieus wind turbine installed at Deokjeokdo island (a) rotor dimensions (b) power curve.
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continuity and unsteady Reynolds averaged Navier-Stokes (URANS) equations.
The computational domain which consists of rotational and stationary domains, is
shown in Figure 11. Tetrahedral, prism and pyramid elements have been used
overall but mostly only tetrahedral element type is employed. The total number of
meshing elements is around 13 million, whereas the total number of nodes is
approximately 3.5 million in complete domain. Shear stress transport (SST) model
with a scalable wall function is employed to estimate eddy viscosity. In terms of the
boundary conditions, a velocity of 5 m/s is specified at the inlet, and natural outflow
condition is imposed at the outlet.

Figure 10.
Diagram for data acquisition system.

Figure 11.
Computational domain (left) and grid system around turbine rotor (right).

Figure 12.
Comparisons of turbine power between numerical simulation and experimental measurement for 10-min
average (left) and 30-min average (right).
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Figure 12 shows the comparisons of turbine power between numerical simula-
tion and experimental measurement for two time averages. In the figure, turbine
power obtained by numerical simulation has similar trend to the experimental
result. Especially turbine power determined by 10-min average is more similar to
the results of numerical simulation compared to 30-min average. This is
considered that 10-min average step having lower SD is more effective to
analyze the performance of a small vertical wind turbine. From the above
comparisons, it can be said that turbine power obtained by numerical simulation
is correctly analyzed.

Figure 13 shows contours of wind speed around turbine rotor at two
different rotation positions, where maximum and minimum values of power coef-
ficient (Cp) occurred, during one complete revolution. Blade having maximum
power surrounded by dashed line in the left side is located at the blade rotation
angle of 240° where maximum wind velocity around the blade is occurred without
large separation flow along the blade surface. An increase in linear speed of the
blade leads to increase the rotational speed of rotor and eventually overall power
output is enhanced. Larger separated flow is observed at the blade having
minimum power because inflow in front of turbine rotor directly interfaces to the
blade surface.

3. Optimal design of HRES

This section describes an optimum HRES for Deokjeokdo island based on lowest
net present cost (NPC) and levelized cost of energy (LCOE) using HOMER pro
software model. Hybrid optimization model for electric renewables (HOMER) pro
software can efficiently model and optimize renewable energy plans for a specific
region. The optimum HRES must fulfill hourly and annual electricity demand of the
island, which corresponds to approximately 7.296 MWh/year without any external
assistance such as grid, etc.

3.1 Input data for HOMER pro

Before starting energy simulations in HOMER pro, one must define pre requi-
sites such as electric load, equipment such as wind turbines, PV panels and other
essential details like interest rate and project life.

Figure 13.
Wind speed around turbine rotor with wind speed of 5m/s (a) Rotor orientation for maximum CP
(b) Rotor orientation for minimum CP.
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3.1.1 Electric load

In order to optimally design a HRES, electric load information such as peak load,
daily average electricity consumption and hourly load profile are of critical impor-
tance. The maximum availability of load information enables designing a more
compact HRES. In the present case, the load data were not collected from any
official government source (because of unavailability of such data), but from a
previous study on Deokjeokdo island [11]. The average daily load was found to be
approximately 24,720 kWh with peak load of 2292 kW typically occurring during
winter season and total annual electricity consumption corresponds to a value of
7.296 GWh. The electricity consumption during winter season is higher than rest of
the seasons due to the extensive use of space heating equipment powered by elec-
tricity. Figure 14 shows the daily and monthly electricity consumption at
Deokjeokdo island.

3.1.2 Equipment selection

Table 3 presents all technical and economic details about the selected
equipment for the study. It is to be noted that all the equipment have been selected
by default by HOMER pro except wind turbine; which has been selected after a
detailed analysis of wind characteristics at Deokjeokdo island by same authors in
Ali et al. [12].

3.1.3 HOMER pro model

Figure 15 shows the HOMER pro model built for current study with two electric
transmission lines, i.e., DC and AC. Basically, the electricity generated from each
energy source is stored in the battery based on the DC line. This is because, in
comparison with AC, small-scale power generation systems can reduce losses due to
electricity conversion. Electric load is used after converting it to AC by using the
converter as shown in the figure.

Table 4 displays the values of all the sensitivity variables considered in current
study. First values of all sensitivity variables in Table 4, makes the default case.

3.2 Optimum HRES solutions

This section presents the characteristics and analysis of the most optimal HRESs
recommended for Deokjeokdo island on the basis of techno-economic evaluations.

Figure 14.
Total AC electric load at Deokjeok island (a) daily load (b) monthly load.
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HOMER simulations generated a total of 551,035 alternatives, out of which only
232,683 solutions were found to be feasible. Figure 16 shows the breakdown of all
the solutions generated and it also specifies the multiple reasons for omitted
solutions.

Out of the 232,683 feasible solutions, only following two HRESs were finalized as
the most suitable options.

Figure 15.
HOMER pro model constructed for current study.

(a) Converter

Model Capital
($/kW)

Replacement
($/kW)

O&M
($/year)

Lifetime
(years)

Inverter
efficiency

(%)

Rectifier
capacity

(%)

Rectifier
efficiency

(%)

Leonics
MTP-413F
25kW

800 800 10 10 96 80 94

(b) Battery

Model Capital
($/battery)

Replacement
($/battery)

O&M
($/year)

Lifetime
(years)

Initial state
of charge

(%)

Nominal
voltage
(V)

Nominal
capacity
(kWh)

Surrette
6CS25P
(kinetic)

250 250 1 20 100 6 6.91

(c) PV panel

Model Capital
($/kW)

Replacement
($/kW)

O&M
($/year)

Lifetime
(years)

Derating
factor (%)

Rated
capacity
(kW)

Efficiency
(%)

CS6X-
325P

1500 1500 30 25 88 50 17

(d) Wind turbine [10]

Model Capital ($/
wind

turbine)

Replacement
($/wind
turbine)

O&M
($/year)

Lifetime
(years)

Hub
height
(m)

Wake
loss
(%)

Other
losses
(%)

Rated
capacity
(kW)

STX
93/2000

2,869,747 2,869,747 110,375 25 80 5 10 1500

Table 3.
Selected equipment.
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solutions.
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the most suitable options.
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(d) Wind turbine [10]
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• System A: HRES with lowest overall net present cost (NPC)

• System B: HRES with lowest overall levelized cost of energy (LCOE)

Table 5 shows the basic characteristics of both of the optimized system solu-
tions. It is to be noted that both systems have batteries as default option for storing
surplus electricity. System A has the lowest overall NPC (11.3 million $) whereas
LCOE is lowest in case of system B ($ 0.123). Table 5 also displays the values of

Average load (kWh/day) Discount rate (%) Project lifetime (years)

24,720 8 25

20,000 6 20

30,000 4 15

Table 4.
Sensitivity variables.

Figure 16.
Breakdown of multiple solutions obtained from HOMER simulations.

Variable Unit System A System B

NPC Million $ 11.3 17.61

LCOE $/kWh 0.158 0.123

Total load scaled average kWh/day 20,000 20,000

Nominal discount rate % 8 4

Project lifetime years 15 25

Table 5.
Basic information about both system solutions.

Component Model Unit Size (system A) Size (system B)

PV panels Canadian Solar Max Power CS6X-
325P

kW 2504 3157

Battery Surrette 6 CS 25P Strings 7197 6269

Wind turbine STX 93/2000 ea. 1 1

System
converter

Leonics MTP-413F 25 kW kW 1006 1009

Dispatch
strategy

HOMER cycle charging N/A N/A N/A

Table 6.
Systems architecture.
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sensitivity variables at which optimal system solutions have been obtained. Project
life of system A (15 years) is less than that of system B (25 years), which is also one
of the reasons for low NPC of system A.

Table 6 displays the selected size of each component for both systems. Both
systems consist of one wind turbine and system converter of almost 1000 kW size.
PV panel size for system B (3,157 kW) is higher than system A (2,504 kW), that is
why NPC of system B is higher than system A. By selecting an appropriate model of
wind turbine according to the wind conditions of Deokjeokdo island, both system
architectures might be different from present cases. But, a right choice of wind

Pollutant Unit Quantity (system A) Quantity (system B)

Carbon dioxide kg/year 795 700

Carbon monoxide kg/year 8.83 7.77

Unburned hydrocarbons kg/year 0 0

Particulate matter kg/year 0 0

Sulfur dioxide kg/year 0 0

Nitrogen oxides kg/year 5.52 4.86

Table 7.
Pollutants emission.

Figure 17.
Daily PV power output for both systems (a) system A (b) system B.
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turbine depends on the detailed wind data analysis of local site, which is beyond the
scope of current study; therefore not performed here.

Finally, Table 7 shows the annual amount of pollutant gases emissions due to
operation of both systems.

Figure 17 displays the graphical representation of power produced by PV panels
in both cases. Both the images of Figure 17 indicate that summer is the ideal season
for harvesting energy from sun in South Korea, as the average day-time is almost
14–15 hours in Deokjeokdo island. The average hourly power generated by PV
panels in case of system A is 425 kWh whereas this value corresponds to 536 kWh
for system B.

3.3 Sensitivity cases

Although the most optimal system solutions have already been explained in
detail in above sections. But it is also of critical importance to briefly explain some

Figure 18.
Multiple system solutions with LCOE superimposed over NPC (a) discount rate = 4% (b) discount rate = 6%
(c) discount rate = 8%.
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of the other alternate system solutions on the basis of economic evaluations. In
order to achieve this goal, Figure 18 has been prepared which shows multiple
system solutions obtained by superimposing NPC over LCOE.

Figure 18 shows a total of 27 optimal system solutions obtained by varying the
values of all sensitivity variables mentioned in Table 4.

4. Conclusions

The present study provides a basic information about the working methodolo-
gies of a hybrid renewable energy system (HRES) consisting of wind and solar as
primary energy resources. Two case studies of HRES have also been included to
further clarify the economic aspects of such energy systems.

First case study deals with the analysis of a small HRES consisting of wind
turbines and PV panels with batteries as energy storage system (ESS). This small
HRES is being installed at Deokjeokdo island in South Korea and its performance
have been monitored for two consecutive years (2016 and 2017). Analysis showed
that the prevailing wind direction at Deokjeokdo island is either north-east or
south-west, with mean wind speed of 3.6 m/s at 10 m height. Similarly, average
value of daily solar radiations was estimated to be 4.13 kWh/m2 with mean clear-
ness index of 0.5. The total capacity of this small HRES is 6 kW; with two Darrieus
VAWTs of 1.5 kW size each and 3 kW size of PV panels.

Second case study finds an optimum HRES to fulfill the yearly electricity
demand of Deokjeokdo island, which corresponds to approximately 7.296 MWh/
year. Over 8760 simulations were performed to find out two optimum HRESs based
on lowest NPC (system A) and lowest LCOE (system B), respectively. The overall
NPC of system A was calculated to be 11.29 million USD, whereas for system B, it
was 17.61 million USD. On the other hand, LCOE for system A was slightly higher
than system B as it was 0.158 $/kWh for system A and 0.123 $/kWh for system B.
Both systems can independently provide electricity to Deokjeokdo island through-
out the year without any external assistance such as grid, etc.
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Chapter 9

Methodology for Sizing Hybrid
Battery-Backed Power Generation
Systems in Off-Grid Areas
Oswaldo A. Arraez-Cancelliere, Nicolás Muñoz-Galeano
and Jesús M. López-Lezama

Abstract

In developing countries, rural electrification in areas with limited or no access to
grid connection is one of the most challenging issues for governments. These areas
are partially integrated with the electrical grid. This poor electricity distribution is
mainly due to geographical inaccessibility, rugged terrains, lack of electrical infra-
structure, and high required economic investment for installing large grid-
connected power lines over long distances to provide electricity for regions with a
low population. On the other hand, rapid depletion of fossil fuel resources on a
global scale and progressive increase of energy demand and fuel price are other
motives to reduce the reliance on fossil fuels. Hybrid renewable energy system
(HRES) can be a suitable option for such remote areas. The objective of this chapter
is to develop a methodology for sizing hybrid power generation systems (solar-
diesel), battery-backed in non-interconnected zones, which minimizes the total cost
and maximizes the reliability of supply using particle swarm optimization (PSO).
The proposed methodology assists the sizing and designing process of an HRES for
an off-grid area minimizing the cost of energy (COE) and maximizing the reliability
of the system. Economic incentives offered by the Colombian government are
considered in the model.

Keywords: hybrid renewable energy system (HRES), stand-alone systems,
off-grid areas, particle swarm optimization (PSO), photovoltaic energy,
power dispatch strategy

1. Introduction

Due to the technological and industrial worldwide progress and the growing
industry and society need of power generation for the development and increment
of life quality, it is of unquestionable importance to increase sustainable access to
electrical energy. In developing countries, there are still many locations without
power supply.

Power generation through fossil generators offers a continuous and reliable
source of energy making it a very popular option for electrification in off-grid areas.
This alternative presents an initial investment cost relatively low compared to other
sources of power generation. However, fossil power generators are sized to meet
peak demand and have a low performance when the load is quite below to its rated
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capacity. Additionally, operating and maintenance costs are high; the cost of energy
(COE) is subject to changes according the national and international fuel markets.
In addition, logistical challenges associated with fuel supply in remote areas can
cause a significant increase in generation costs [1]. A solution for these disadvan-
tages is the implementation of HRES which includes fossil and other energy sources.
For warm and high-average daily radiation levels, photovoltaic solar energy with
battery backup represents an attractive complementary source to diesel generation
systems. This solution allows the reduction of generation costs and increased system
reliability [2, 3].

Hybrid systems have shown lower generation costs and greater reliability than
dependent systems of a single source of energy [1, 2–6]. Each element of the system
has to be properly sized to achieve a techno-economic profitability. Therefore, the
penetration of renewable energy sources in the energy market depends mainly on
the applied sizing methodology to optimize its design [7].

The optimization of these systems could be complex, since many variables are
naturally stochastic and linked to the selected location. Examples of these variables
are temperature, solar resource, and load profile of the location [8]. Moreover, the
optimization technique depends on the selected objective function, which can be
oriented in seeking financial gain, increasing system reliability, and reducing the
environmental impact [9].

Then, it is necessary to develop a methodology for optimizing the design of
HRES that allows the integration of photovoltaic and diesel generation systems,
with or without energy storage, allowing to reduce energy costs and maintaining a
high reliability in energy supply in off-grid areas. The methodology requires a set of
input information linked to the project site, as meteorological and load profile data,
and also technical and economic information of the main equipment of the HRES.
Then, an optimization process is necessary to determine the best combination of
diesel power, PV power, and battery bank capacity. Economic and reliability
parameters that support the solution obtained is expected to be presented with the
solution.

In the last decade, several optimization techniques have been used to obtain an
optimal solution of the sizing of HRES [7, 10–13]. The results among different
approaches may vary depending on the characteristics of the model which permits
to simulate the behavior of different elements of the system and also the economic
and reliability model used as base on the optimization process.

The main objective of this work is to develop an optimization methodology for
sizing HRES in off-grid areas of developing countries. In contrast to other works,
each step of the methodology is described in detail. Also, special condition will be
considered on the development of the economic and reliable model to adjust it to
the reality of Colombia, for example, the national and international physical distri-
bution cost or the incentive proposed by the Act 1715 for electrification using non-
conventional energy sources in Colombia.

2. Proposed methodology

In this methodology, the grid can be formed either from the diesel unit or from a
master inverter. The diesel generation is only required when the energy produced
by the photovoltaic source and the energy backup in the battery bank is lower than
the demanded load. The following items summarize the key characteristics of the
dispatch strategy used in this work to model PV-diesel with battery storage systems:
(1) the system is considered DC-coupled (Figure 1) and (2) the load following
strategy is adopted [1]. The diesel generators are only used to supply the load when
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there is insufficient power from the PV source and the battery bank. Only the
minimum DG unit required operates in every time step; (3) all DG units must
operate over the minimum load ratio (δmin) defined otherwise the DG unit must be
turned off; (4) all DG units have the same nominal power capacity and operate at
the equilibrium point at the same load ratio; (5) when diesel units are operating, the
PV generation prioritizes the charge of the battery bank over the load; (6) only AC
loads are considered; and (7) a maximum number of DG units are considered.

The proposed methodology is composed of the following steps: (1) a dispatch
strategy algorithm, (2) calculation of economic indicators, (3) calculation of reli-
ability indicators, (4) calculation of fiscal incentives, and (5) a PSO optimization
process given an objective function which optimizes the number of components of
the installation and a calculation of economic and reliability indicators for the best
solution. The following subsections detail the steps of the methodology. Figure 2
shows the schematic of the proposed methodology and the optimization process.

2.1 Dispatch strategy algorithm

Figure 3 shows the dispatch strategy flowchart used on the diesel-PV-battery
model for a year which algorithm is described in detail below.

1. Obtain or generate inputs of the system: load profile (PL), irradiance (G), and
temperature (T) for the location in a year. Load profile can be obtained
through a survey considering the uncertainties on the input data (38) and
(39), and also load profile can also be obtained using measurement of the
electrical demand. High-quality solar resource and meteorological data can be
obtained by two approaches: high-accuracy instruments installed at a meteo-
rological station and complex solar meteorological models which are validated
using high-quality ground instruments.

2. Introduce the following technical information of each element of the system
and initialize variables.

2.1. According to the available location and its restrictions, introduce the fol-
lowing technical information: NDG, max (maximum number of DG units),
wDG (rated power of the available diesel generator), δmin (minimum load
ratio [%]), f 0 (fuel Curve intercept coefficient [l=kW]), f 1 (fuel curve slope
coefficient [l=kW]), Npv (number of PV modules), Ppvstc (rated power of the

Figure 1.
Schematic diagram of a hybrid solar/battery/diesel generation system.
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solar module in standard test conditions [Wp]), Gstc (global irradiance in
standard test condition [W=m2]), αp (temperature coefficient of maximum
power [%=°C]), NOCT (nominal operating cell temperature), Tstc (temper-
ature of the cell standard test condition [°C]), T (cell’s temperature), f pv
(derating factor of the solar module), ηinv (efficiency of inverters), Nbp

Figure 2.
Schematic diagram of the proposed methodology.
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(number of batteries in parallel), Ebcell, nom (nominal capacity of one battery
cell [kWh�), Vdcsist (DC voltage system [V]), Emax (maximum flow of energy
to charge or discharge the battery bank [kWh]), Vdcbc (nominal voltage of
each battery cell), ηbat, d (discharge efficiency of the battery), ηbat, c (charge
efficiency of the battery), Crate (capacity rate), DODmax (maximum deep
of discharge of the battery bank [%�), σ (self-discharge coefficient), wDG
(diesel rated power), and δmin (diesel minimum load ratio).

2.2. Initialize the following variables: ΔL1 ¼ 0 (difference between PV energy
generated and the energy demanded by the load), t ¼ 1 (initial time instant,
first hour of the year), SOC 1ð Þ ¼ SOCmax (state of charge (SOC) is initial-
ized considering that the battery is full charged), ENS ¼ 0 (energy not
supplied), PFT ¼ 0 (power time failure, EW ¼ 0 (energy wasted), PDG ¼ 0
(diesel output power), FCDG ¼ 0 (consumption of the diesel generator,
Non ¼ 0 (number of DG on), and δ ¼ 0 (diesel load ratio).

3. Calculate the battery model which expresses the equations in the function of
the energy each hour:

(1) The maximum amount of energy that the battery bank can be discharged in
one time step (Ebat, max , d tð Þ [kWh]) is as follows:

Figure 3.
Dispatch strategy flowchart.
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Ebat, max d tð Þ ¼ max 0, min Emax, SOC tð Þ � SOCminð Þ½ �½ � (1)

(2) The maximum amount of energy that the battery can be charged in one time
step (Ebat, max , c tð Þ [kWh]) is as follows:

Ebat, max c tð Þ ¼ max 0, min Emax, SOCmax � SOC tð Þð Þ½ �½ � (2)

4. Calculate the hourly generated energy of the PV system (Ppv tð Þ [kWh]). The
PV power output for time step t is calculated using [14]:

Ppv tð Þ ¼ Npv � Ppvstc �
G tð Þ
Gstc

� 1þ αp
100

� T tð Þ � Tstcð Þ
� �

� f pv (3)

5. Calculate the difference between PV energy generated and the energy
demanded by the load (ΔL1 tð Þ):

ΔL1 tð Þ ¼ PL tð Þ � Ppv tð Þ � ηinv (4)

6. If ΔL1 tð Þ≤0, then the PV source can supply the load.

6.1. If ΔL1 tð Þj j≤Ebat: max , c tð Þ � ηINV , the excess of PV energy generated (Ebat tð Þ),
if any, is used to charge the battery bank, and the SOC of the battery is
updated:

Ebat tð Þ ¼ Ppv tð Þ � PL tð Þ
ηINV

(5)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ þ Ebat tð Þ � ηbat, c (6)

Go to step 10.

6.2. Else, the battery bank is fully charged; SOC is updated. There is excess of
energy that cannot be used supplying the load or charging the battery, so
energy wasted (EW) is calculated.

Ebat tð Þ ¼ Ebat: max , c tð Þ (7)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ þ Ebat tð Þ � ηbat, c (8)

EW tð Þ ¼ Ppv tð Þ � PL tð Þ
ηINV

� Ebat tð Þ (9)

Go to step 10.

7. If ΔL1 tð Þ>0, the photovoltaic source is insufficient to supply the load.

7.1. If ΔL1 tð Þ<Ebat, max , d tð Þ � ηINV , the battery bank discharge to supply the lack
of energy. SOC of the battery is updated.

Ebat tð Þ ¼ PL tð Þ
ηINV

� Ppv tð Þ (10)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ � Ebat tð Þ � ηbat, d (11)

Go to step 10.

188

Wind Solar Hybrid Renewable Energy System

7.2. Otherwise, diesel generation is required. Go to step 8.

8. Diesel generation is necessary. Photovoltaic energy is used to charge the
battery bank, and the diesel generation is used to supply the load. The energy
stored in the battery bank and energy generated by the diesel unit is used to
supply the load at night.

8.1. Case 1: PL tð Þ< δmin �wDG. Since the DG units cannot operate under the
minimum load ratio, δmin, all DG units must be turned off (Non tð Þ ¼ 0,
δ tð Þ ¼ 0;PDG tð Þ ¼ 0). The generated PV energy and the energy available in
the battery bank are used to supply the load, while the energy not supplied
(ENS) and the power time failure (PTF) are counted:

Ebat tð Þ ¼ Ebat: max , d (12)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ � Ebat tð Þ � ηbat d (13)

ENS tð Þ ¼ PL tð Þ � Ppv tð Þ þ Ebat tð Þ
� �� ηinv (14)

PFT ¼ PFT þ 1 (15)

Go to step 10.

8.2. Case 2: PL tð Þ≥ δmin � wDG && Ppv tð Þ>0. The photovoltaic energy is used to
charge the battery bank. The diesel generation supplies the load.

8.2.1. Case 2.1: Ppv tð Þ≥Ebat: max , c tð Þ. The battery bank charges at its maximum
ratio, and the excess of energy is used to supply the load with the diesel
generation.

Ebat tð Þ ¼ Ebat: max , c tð Þ (16)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ þ Ebat tð Þ � ηbat, c (17)

PDG tð Þ ¼ min Ndg, max ∗wdg, PL tð Þ � Ppv � Ebat tð Þ
� �� ηinv

�
(18)

Non tð Þ ¼ ⌈
PDG tð Þ
wdg

⌉ (19)

δ tð Þ ¼ PDG tð Þ
Non tð Þ �wDG

(20)

Go to step 9.

8.2.1.1. Case 2.1.1: PL tð Þ> Ppv tð Þ � Ebat tð Þ
� �� ηinv � PDG tð Þ. Diesel generation is

not sufficient to supply the load; the energy not supplied is accounted:

ENS tð Þ ¼ PL tð Þ � Ppv tð Þ � Ebat tð Þ
� �� ηinv � PDG tð Þ (21)

PFT ¼ PFT þ 1 (22)

Go to step 9.

8.2.1.2. Case 2.1.2: δ tð Þ< δmin. If the load ratio of the DG unit is lower than the
minimum load ratio allowed, then just one DG unit (Non tð Þ ¼ 1) works
operating at the minimum load ratio (δ tð Þ ¼ δmin), and the excess of PV
energy generated is wasted:
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(5)
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6.2. Else, the battery bank is fully charged; SOC is updated. There is excess of
energy that cannot be used supplying the load or charging the battery, so
energy wasted (EW) is calculated.
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ηINV

� Ebat tð Þ (9)

Go to step 10.
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� Ppv tð Þ (10)
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7.2. Otherwise, diesel generation is required. Go to step 8.

8. Diesel generation is necessary. Photovoltaic energy is used to charge the
battery bank, and the diesel generation is used to supply the load. The energy
stored in the battery bank and energy generated by the diesel unit is used to
supply the load at night.

8.1. Case 1: PL tð Þ< δmin �wDG. Since the DG units cannot operate under the
minimum load ratio, δmin, all DG units must be turned off (Non tð Þ ¼ 0,
δ tð Þ ¼ 0;PDG tð Þ ¼ 0). The generated PV energy and the energy available in
the battery bank are used to supply the load, while the energy not supplied
(ENS) and the power time failure (PTF) are counted:

Ebat tð Þ ¼ Ebat: max , d (12)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ � Ebat tð Þ � ηbat d (13)

ENS tð Þ ¼ PL tð Þ � Ppv tð Þ þ Ebat tð Þ
� �� ηinv (14)

PFT ¼ PFT þ 1 (15)

Go to step 10.

8.2. Case 2: PL tð Þ≥ δmin � wDG && Ppv tð Þ>0. The photovoltaic energy is used to
charge the battery bank. The diesel generation supplies the load.

8.2.1. Case 2.1: Ppv tð Þ≥Ebat: max , c tð Þ. The battery bank charges at its maximum
ratio, and the excess of energy is used to supply the load with the diesel
generation.

Ebat tð Þ ¼ Ebat: max , c tð Þ (16)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ þ Ebat tð Þ � ηbat, c (17)

PDG tð Þ ¼ min Ndg, max ∗wdg, PL tð Þ � Ppv � Ebat tð Þ
� �� ηinv

�
(18)

Non tð Þ ¼ ⌈
PDG tð Þ
wdg

⌉ (19)

δ tð Þ ¼ PDG tð Þ
Non tð Þ �wDG

(20)

Go to step 9.

8.2.1.1. Case 2.1.1: PL tð Þ> Ppv tð Þ � Ebat tð Þ
� �� ηinv � PDG tð Þ. Diesel generation is

not sufficient to supply the load; the energy not supplied is accounted:

ENS tð Þ ¼ PL tð Þ � Ppv tð Þ � Ebat tð Þ
� �� ηinv � PDG tð Þ (21)

PFT ¼ PFT þ 1 (22)

Go to step 9.

8.2.1.2. Case 2.1.2: δ tð Þ< δmin. If the load ratio of the DG unit is lower than the
minimum load ratio allowed, then just one DG unit (Non tð Þ ¼ 1) works
operating at the minimum load ratio (δ tð Þ ¼ δmin), and the excess of PV
energy generated is wasted:
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PDG tð Þ ¼ Non tð Þ � δ tð Þ � wDG (23)

EW tð Þ ¼ Ppv tð Þ � Ebat tð Þ �
PL tð Þ � Pdg tð Þ

ηinv
(24)

Go to step 9.

8.2.2. Case 2.2: Ppv tð Þ≤Ebat: max , c tð Þ. All photovoltaic energy is used to charge
the battery bank:

Ebat tð Þ ¼ Ppv tð Þ (25)

PDG tð Þ ¼ min Ndg, max ∗wdg, PL tð Þ�
(26)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ þ Ebat tð Þ � ηbat, c (27)

Non tð Þ ¼ ⌈
PDG tð Þ
wdg

⌉ (28)

δ tð Þ ¼ PDG tð Þ
Non tð Þ �wDG

(29)

8.2.2.1. Case 2.2.1: PL tð Þ>PDG tð Þ: The DG is insufficient to supply the load; the
energy not supplied is accounted:

ENS tð Þ ¼ PL tð Þ � PDG tð Þ (30)

PFT ¼ PFT þ 1 (31)

8.3. Case 3: (PL tð Þ≥ δmin � wDG && Ppv tð Þ≤0 ). At night, the battery bank and
the DG units are used to supply the load.

8.3.1. Case 3.1: (PL tð Þ � Ebat: max , d tð Þ � ηinv ≥ δmin � wDG). Battery bank is
discharged at maximum rate, and DG units generate the remaining energy
necessary to supply the load.

Ebat tð Þ ¼ Ebat: max , d tð Þ (32)

PDG tð Þ ¼ min Ndg, max ∗wdg, PL tð Þ � Ebat tð Þ � ηinv
�

(33)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ � Ebat tð Þ � ηbat, d (34)

Non tð Þ ¼ ⌈
PDG tð Þ
wdg

⌉ (35)

δ tð Þ ¼ PDG tð Þ
Non tð Þ �wDG

(36)

8.3.1.1. Case 3.1.1: (PL tð Þ≥PDG þ Ebat tð Þ � ηinv). The diesel generation and the
energy provided by the battery bank are not sufficient to supply the
load; the energy not supplied is accounted.

ENS tð Þ ¼ PL tð Þ � PDG tð Þ � Ebat tð Þ � ηinv (37)

PFT ¼ PFT þ 1 (38)

8.3.2. Case 3.2: (PL tð Þ � Ebat: max , d tð Þ � ηinv < δmin �wDG). Just one DG unit
works operating at the minimum load ratio (Non tð Þ ¼ 1, δ tð Þ ¼ δmin). The
battery bank provides the insufficient energy to supply the load.
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PDG tð Þ ¼ Non tð Þ � δ tð Þ � wDG (39)

Ebat tð Þ ¼ PL tð Þ � PDG tð Þ
ηinv

(40)

SOC tþ 1ð Þ ¼ SOC tð Þ � 1� σð Þ � Ebat tð Þ � ηbat, d (41)

9. The fuel consumption FCDG tð Þ is calculated by [15, 16]:

FCDG tð Þ ¼ Non tð Þ �wdg � f 0 þ PDG tð Þ � f 1 (42)

10. Increase the time step (t ¼ tþ 1). If t≤ 8760, and return to step 3. Else END.

After run the previous algorithm; economic and reliability indicators should be
calculated using the following procedure.

2.2 Economic indicators

An economic analysis is required to determine the optimum cost and benefit
ratio of HRES. These systems generally require high capital investment, even
though they have low operation and maintenance (O&M) costs and less fuel costs
in comparison with systems relaying only on fossil fuels. In this study, the annual-
ized cost of the system (ACS) and the cost of energy (COE) are considered as the
economic criteria to evaluate the feasibility of this hybridized system configuration.

The annualized cost of the system (ACS) is the sum of the annualized capital
cost (CCÞ, the annualized replacement cost (RC) and the annualized cost of main-
tenance (OM) [7, 17–19]. In [17], the annualized cost of the system is defined as

ACS ¼
XNc

i¼1

CCi þ RCið Þ � CRF ir, Rð Þ þ O&MiÞ (43)

whereNc is the number of components; in this study there are three components
(PV modules, battery banks, DG units). Subscript i is used to describe the cost of
each component. The capital recovery factor (CRF ir, Rð Þ) can be defined as a ratio
used to calculate the present value of an annuity (a series of equal annual cash
flows) in the function of the real interest rate (ir) and the lifetime of the project (R)
[17]. The capital recovery factor is calculated by

CRF ir, Rð Þ ¼ ir � 1þ irð ÞR
1þ irð ÞR � 1

(44)

The real interest rate is used to convert between one-time costs and annualized
costs. By defining the real discount rate, the inflation rate effect is factored out of
the economic analysis. All costs, therefore, become real costs, which are in defined
in terms of constant dollars. The real interest rate is calculated by

ir ¼
in � if
1þ if

(45)

where in and if are the nominal interest rate and expected annual inflation rate,
respectively.

The capital cost for each component is described as follows:

CCpv ¼ cpv �Npv � Ppvstc (46)
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8.3.1.1. Case 3.1.1: (PL tð Þ≥PDG þ Ebat tð Þ � ηinv). The diesel generation and the
energy provided by the battery bank are not sufficient to supply the
load; the energy not supplied is accounted.
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PFT ¼ PFT þ 1 (38)

8.3.2. Case 3.2: (PL tð Þ � Ebat: max , d tð Þ � ηinv < δmin �wDG). Just one DG unit
works operating at the minimum load ratio (Non tð Þ ¼ 1, δ tð Þ ¼ δmin). The
battery bank provides the insufficient energy to supply the load.
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9. The fuel consumption FCDG tð Þ is calculated by [15, 16]:

FCDG tð Þ ¼ Non tð Þ �wdg � f 0 þ PDG tð Þ � f 1 (42)

10. Increase the time step (t ¼ tþ 1). If t≤ 8760, and return to step 3. Else END.

After run the previous algorithm; economic and reliability indicators should be
calculated using the following procedure.

2.2 Economic indicators

An economic analysis is required to determine the optimum cost and benefit
ratio of HRES. These systems generally require high capital investment, even
though they have low operation and maintenance (O&M) costs and less fuel costs
in comparison with systems relaying only on fossil fuels. In this study, the annual-
ized cost of the system (ACS) and the cost of energy (COE) are considered as the
economic criteria to evaluate the feasibility of this hybridized system configuration.

The annualized cost of the system (ACS) is the sum of the annualized capital
cost (CCÞ, the annualized replacement cost (RC) and the annualized cost of main-
tenance (OM) [7, 17–19]. In [17], the annualized cost of the system is defined as

ACS ¼
XNc

i¼1

CCi þ RCið Þ � CRF ir, Rð Þ þ O&MiÞ (43)

whereNc is the number of components; in this study there are three components
(PV modules, battery banks, DG units). Subscript i is used to describe the cost of
each component. The capital recovery factor (CRF ir, Rð Þ) can be defined as a ratio
used to calculate the present value of an annuity (a series of equal annual cash
flows) in the function of the real interest rate (ir) and the lifetime of the project (R)
[17]. The capital recovery factor is calculated by

CRF ir, Rð Þ ¼ ir � 1þ irð ÞR
1þ irð ÞR � 1

(44)

The real interest rate is used to convert between one-time costs and annualized
costs. By defining the real discount rate, the inflation rate effect is factored out of
the economic analysis. All costs, therefore, become real costs, which are in defined
in terms of constant dollars. The real interest rate is calculated by

ir ¼
in � if
1þ if

(45)

where in and if are the nominal interest rate and expected annual inflation rate,
respectively.

The capital cost for each component is described as follows:

CCpv ¼ cpv �Npv � Ppvstc (46)
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CCbat ¼ cbat �Nbat � Ebcell, nom (47)

CCDG ¼ cDG �NDG � wDG (48)

where cpv is the cost per Watt peak installed of photovoltaic power in [USD/
Wp]; this cost includes the cost of the module, the electronic power equipment
required (charge controller and inverter), and the installation cost (engineering,
transportation, balance of system equipment as cable, mounting rack, electrical
protection, etc.). cpv varies according to the project location and site conditions; it
can range from 3 to 10 USD/Wp. The cost per unit of the battery system, cbat, in
[USD/Wh], includes the average cost of the battery cell and the installation cost of
the battery system. The parameter cDG in [USD/kW] is the cost per unit of diesel
generation installed and also includes the cost of the diesel generator unit and the
associated installation costs.

The replacement cost is calculated for each element. The replacement cost of the
photovoltaic system is assumed null, as the photovoltaic modules have a life cycle
superior to the lifetime of the project and it is assumed in this model that the charge
controllers and inverters do not need replacement during the lifetime of the project.
The replacement cost of the battery system and the DG unit can be calculated as

RCbat ¼ γbat � CCbat � Kbat ir, Lpv, yi
� �

(49)

RCDG ¼ γDG � CCDG � KDG ir, LDG, yi
� �

(50)

where γbat and γDG are derate factors of the initial capital cost invested for the
battery system and the diesel genset, respectively, as some cost necessary during the
installation are no longer needed during the replacement (civil works, battery rack,
electrical protections, fuel tank, etc.). Ki ir, Li, yi

� �
is the single payment present

worth [17], which is defined by

Ki ir, Li, yi
� � ¼

Xyi
n¼1

1

1þ irð Þn�Li
(51)

where L and y are the useful lifetime and the number of replacements of the
component during the lifetime of the project, respectively. The number of replace-
ments of each component is a function of useful lifetime of the component and the
lifetime of the project (yi ¼ ⌊R

Li⌋).
The fixed mount PV systems do not have moving parts, so operating and main-

tenance costs consist of regular cleaning and monitoring of performance, the annual
operation, and maintenance cost can be estimated as a percentage of the PV system
total investment, ρpv, usually between 1 and 2% [20].

O&MPV ¼ ρpv � CCpv (52)

In a similar way, the annual operation and maintenance cost for the battery
system can be calculated as percentage of the total investment cost of the battery
system. This cost can vary according to the technology of the battery bank. For
example, the cost of operation and maintenance for vented lead-acid batteries is
higher than maintenance-free sealed lead-acid batteries or Li-ion batteries. The
percentage of the total investment cost, ρbat, can vary between 1 and 3%.

O&Mbat ¼ ρbat � CCbat (53)

The operation and maintenance cost for the diesel system components is divided
in two values: a fixed cost, expressed as a percentage of the diesel initial investment,
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ρDG, and a variable cost associated to the cost of fuel, f C, in [$/gal], and the annual
fuel consumption. The annual operation and maintenance cost of the diesel system
can be calculated by

O&MDG ¼ ρDG � CCDG þ f C �
X8760
t¼1

FC tð Þ (54)

The cost of energy (COE) can be defined as the average cost per kWh of useful
electrical energy produced by the system [21]. It can be obtained as the ratio
between the annualized cost of the system and the effective load served in 1 year.
The economic model assumes that the yearly effective load served is constant over
the lifetime of the project. COE can be calculated as follows:

COE ¼ ACSP8760
t¼1 EL tð Þ � ENS tð Þð Þ (55)

2.3 Reliability indicators

The dependency on nature and unpredictability of solar resources has a great
impact on energy production which leads to unreliable power supply during cloudy
days. A system is reliable if it can supply the required power to the electrical load
within a specific time period.

The loss of power supply probability (LPSP) is the most widely used method to
evaluate the reliability in hybrid system, therefore is selected, in this work, as
reliability criteria. The LPSP be calculated as the ratio of power supply deficit to the
electric load demand during a certain period of time (normally a year). A ratio equal
to zero means all load demand, during the period of time, is served by system (53).
LPSP is given by

LPSP ¼
P8760

t¼1 ENS tð ÞP8760
t¼1 EL tð Þ (56)

A method that takes into account the weight of reliability in the economic model
includes a component of the cost of electricity interruptions or cost of load (Closs)
[17]. The cost of electricity interruptions can be estimated in different ways, for
example, looking at the customer’s willingness to pay for an expansion or at pro-
duction losses at industries affected, or at the level of compensations, which makes
shortages acceptable. In [17], for 2009, the cost ranges from 5 to 40 USD$/kWh for
industrial users and 2–12 USD$/kWh for domestic users.

The cost of electricity lost for non-interconnected zone can vary with respect the
reference cost and could be difficult to estimate, as depends on the willingness of
users to pay for a more robust system. The cost of electricity not supply (Closs) in
[USD/kWh] is an input parameter in the economic model. The annualized cost of
energy not supplied can be calculated as

ACloss ¼ Closs �
X8760
t¼1

ENS tð Þ (57)

LPSP and ACloss are calculated for each possible combination considered during
the sizing methodology.
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The fixed mount PV systems do not have moving parts, so operating and main-

tenance costs consist of regular cleaning and monitoring of performance, the annual
operation, and maintenance cost can be estimated as a percentage of the PV system
total investment, ρpv, usually between 1 and 2% [20].
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In a similar way, the annual operation and maintenance cost for the battery
system can be calculated as percentage of the total investment cost of the battery
system. This cost can vary according to the technology of the battery bank. For
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percentage of the total investment cost, ρbat, can vary between 1 and 3%.
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The operation and maintenance cost for the diesel system components is divided
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ρDG, and a variable cost associated to the cost of fuel, f C, in [$/gal], and the annual
fuel consumption. The annual operation and maintenance cost of the diesel system
can be calculated by

O&MDG ¼ ρDG � CCDG þ f C �
X8760
t¼1

FC tð Þ (54)

The cost of energy (COE) can be defined as the average cost per kWh of useful
electrical energy produced by the system [21]. It can be obtained as the ratio
between the annualized cost of the system and the effective load served in 1 year.
The economic model assumes that the yearly effective load served is constant over
the lifetime of the project. COE can be calculated as follows:

COE ¼ ACSP8760
t¼1 EL tð Þ � ENS tð Þð Þ (55)

2.3 Reliability indicators

The dependency on nature and unpredictability of solar resources has a great
impact on energy production which leads to unreliable power supply during cloudy
days. A system is reliable if it can supply the required power to the electrical load
within a specific time period.

The loss of power supply probability (LPSP) is the most widely used method to
evaluate the reliability in hybrid system, therefore is selected, in this work, as
reliability criteria. The LPSP be calculated as the ratio of power supply deficit to the
electric load demand during a certain period of time (normally a year). A ratio equal
to zero means all load demand, during the period of time, is served by system (53).
LPSP is given by

LPSP ¼
P8760

t¼1 ENS tð ÞP8760
t¼1 EL tð Þ (56)

A method that takes into account the weight of reliability in the economic model
includes a component of the cost of electricity interruptions or cost of load (Closs)
[17]. The cost of electricity interruptions can be estimated in different ways, for
example, looking at the customer’s willingness to pay for an expansion or at pro-
duction losses at industries affected, or at the level of compensations, which makes
shortages acceptable. In [17], for 2009, the cost ranges from 5 to 40 USD$/kWh for
industrial users and 2–12 USD$/kWh for domestic users.

The cost of electricity lost for non-interconnected zone can vary with respect the
reference cost and could be difficult to estimate, as depends on the willingness of
users to pay for a more robust system. The cost of electricity not supply (Closs) in
[USD/kWh] is an input parameter in the economic model. The annualized cost of
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t¼1
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LPSP and ACloss are calculated for each possible combination considered during
the sizing methodology.
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2.4 Fiscal incentives

Under the Colombian Renewable Energy Law, new clean energy projects will
receive up to 50% tax credits, but they can only be applied during the first 5 years.
In this work, when the fiscal incentives are considered, it is assumed that the
company will receive the 50% of the tax credit equally distributed over the first
5 years of the project. In general, investment tax credits can be calculated as

i ¼
X5
j¼1

ij ¼ 0:5 (58)

i1 ¼ i2 ¼ i3 ¼ i4 ¼ i5 ¼ 0:1 (59)

In a similar way, it is assumed that the effect of depreciation is equally distributed
each year, and the useful life for accelerated depreciation purposes is 5 years; then

d ¼
X5
j¼1

dj ¼ 1 (60)

d1 ¼ d2 ¼ d3 ¼ d4 ¼ d5 ¼ 0:2 (61)

Assuming an effective corporate tax income rate of 33% and under the previous
consideration, the tax reduction factor Δ for the purpose of this work is given by

Δ ¼ 1
1� tð Þ � 1� t�

XT1
j¼1

ij
1þ irð Þj þ

XT2
j¼1

dj
1þ irð Þj

 !" #
(62)

wheret is the effective corporate tax income rate, T1 is the maximum number of
years to apply the investment tax credit, T2 is the useful life of the power-
generating facility for accelerated depreciation purposes (in year) = 5, i is the
investment tax credit, and d is the depreciation factor expressed as percentage of
investment cost over T2 year.

Fiscal incentives granted by the Colombian Act 1715 only apply to not conven-
tional energy source installation and its components. In this way, the incentive tax
factor only applies to the capital cost of photovoltaic and battery components:

ACSadj ¼ CCpv þ CCbat
� �� Δþ CCDG þ RCbat þ RCDG
� �� CRF ir, Rð Þ þ O&Mpv

þ O&Mbat þO&MDG

(63)

2.5 Objective function: optimization process

The objective of this work is sizing hybrid power generation systems (solar-
diesel) battery-backed, in non-interconnected zones, which minimizes the total cost
of the solution and maximize the reliability of supply. To minimize the total cost of
the system, the following objective function is used:

Cost ¼ ACSadj þ AClossP8760
t¼1 EL tð Þ � ENS tð Þð Þ (64)

This work aims to develop an optimization model for sizing an energy system to
supply the energy demand on an off-grid location. The optimization of these
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systems could be complex, since many variables are naturally stochastic depending
mostly on the characteristic of the solar resource and the load profile of the selected
location. The objective is to minimize the total cost of the solution and maximize the
reliability of the supply.

As a result of the optimization problems, the following information are obtained:
(1) amount of photovoltaic modules and therefore the total photovoltaic power in
kWp, (2) amount of diesel generation units and the total diesel energy power in
kWp, (3) amount of battery cell required and total capacity of the energy storage
system in kWh, (4) energy flow in the system showing the different states of the
system according to the dispatch strategy described in this work, (5) discriminated
cost of each technology in terms of initial capital required and O&M cost, (6)
annualized cost of energy of the best solution, and (7) amount and cost of energy
not supplied and LPSP.

3. Case study

“Santa Cruz del Islote” in Bolivar, Colombia, was used as a location for the case
study. This rural community is selected to evaluate the optimization model devel-
oped in this work.

3.1 Meteorological inputs and load profile

The monthly global irradiance over the horizontal and over the plane of the
array was calculated using a MATLAB routine developed in this work and then
compared with results obtained from Solargis. Table 1 shows the results obtained.

Global
horizontal
irradiation
[kWh/m2]
Solargis

Global horizontal
irradiation
[kWh/m2]
calculated

Dev
[%]

Global tilted
irradiation
[kWh/m2]
Solargis

Global tilted
irradiation
[kWh/m2]
calculated

Dev
[%]

Jan 183.6 182.0 �0.88% 201.9 198.6 �1.65%

Feb 175.6 174.2 �0.81% 186.9 184.3 �1.41%

Mar 194.3 193.0 �0.68% 198.5 196.2 �1.14%

Apr 177.2 176.1 �0.65% 175 172.9 �1.17%

May 166.4 165.2 �0.70% 160.1 158.8 �0.83%

Jun 161.9 160.8 �0.71% 153.6 152.6 �0.65%

Jul 173.2 172.0 �0.69% 165.3 163.9 �0.84%

Aug 171.7 170.6 �0.65% 167.8 166.1 �1.03%

Sep 160.9 159.8 �0.70% 162 160.1 �1.17%

Oct 155.8 154.4 �0.91% 162.4 159.5 �1.79%

Nov 149.1 147.7 �0.96% 160.5 157.1 �2.13%

Dec 161.2 159.7 �0.93% 177.8 174.1 �2.09%

Year 2030.9 2015.3 �0.77% 2071.8 2044.1 �1.34%

Table 1.
Meteorological input parameters (monthly).
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2.4 Fiscal incentives
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Cost ¼ ACSadj þ AClossP8760
t¼1 EL tð Þ � ENS tð Þð Þ (64)

This work aims to develop an optimization model for sizing an energy system to
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mostly on the characteristic of the solar resource and the load profile of the selected
location. The objective is to minimize the total cost of the solution and maximize the
reliability of the supply.
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The difference can be accounted to the simplicity of the transposition model used in
our MATLAB routine; nevertheless the results are good enough for the purpose of
this work.

The load profile data was obtained from the National Monitoring Center (CNM)
of the IPSE [22]. Table 2 shows the input data used to generate the daily load profile
curve. Figure 4 shows the daily load profile for a week generated by a MATLAB
routine developed in this work.

3.2 Technical inputs

This subsection describes the technical inputs required by the photovoltaic,
diesel, and battery model employed in the optimization model developed in this
work.

Hour Power [%] Uncertainty factor [%] Hour Power [%] Uncertainty factor [%]

h αpower αunc h αpower αunc

0 7.78 10 12 0.96 10

1 7.68 10 13 2.88 10

2 7.40 10 14 5.67 10

3 7.20 10 15 5.86 10

4 6.34 10 16 3.75 10

5 1.15 10 17 1.54 10

6 0.00 0 18 0.96 10

7 0.00 0 19 6.24 10

8 0.00 0 20 8.65 10

9 0.00 0 21 8.65 10

10 0.00 0 22 8.65 10

11 0.38 10 23 8.26 10

Yearly average daily energy demand [kWh], EAV, day 520.5

Table 2.
Daily load profile for “Santa Cruz del Islote” July 2018.

Figure 4.
Daily load profile for a week generated for “Santa Cruz del Islote.”
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3.2.1 Photovoltaic module technical data

A monocrystalline PV module of 300 Wp, reference JKM300M-60, from the
company JINKO SOLAR, is used. Table 3 shows the technical characteristics of the
PV module selected. The cost per Wp installed presented in Table 3 includes other
costs not related to the price of the PV modules as the cost of charge controller, the
PV inverters, and the mounting structure. Also this price includes indirect cost
associated to the PV installation as engineering study costs, logistic costs, and
certification costs. The cost per Wp presented is taken as reference and is provided
by experts consulted in companies of energy sector.

3.2.2 Diesel genset technical data

The input data required by the diesel generation model is presented in Table 4.
This information is collected from expert opinions on companies in the energy

Symbol Description Value

Ppvstc Maximum power [Wp] 300

Vmpp Maximum power voltage [V] 32.6

Impp Maximum power current [A] 9.21

Voc Open-circuit voltage [V] 40.1

Isc Short-circuit current [A] 9.72

ηpv Module efficiency (%) 18.33

αP Power temperature coefficient [%/°C] �0.39

αV Voc temperature coefficient [%/°C] �0.29

αI Isc temperature coefficient [%/°C] 0.05

NOCT NOCT [°C] 45

cPV Cost per Wp installed [USD/Wp] 2

ρPV Fixed OM factor as ratio of the PV CC 0.01

f PV Photovoltaic derating factor 0.85

ηINV Inverter efficiency 0.9

Table 3.
PV module technical inputs.

Diesel input data

Symbol Description Value

NDG, max Maximum number of DG unit 5

δmin Minimum load ratio allowed 0.3

LDG Lifecycle [years] 10

ρDG Fixed OM value as percentage of the diesel initial investment [%] 0.1

f C Fuel cost [USD/l] 0.8

Table 4.
Diesel model technical inputs.
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sector. This information must be validated each time the optimization model is used
since it can vary depending on the studied case.

Table 5 shows a database of diesel generation units with the cost per kW and the
fuel curve parameters. This table was built using information supplied by the
Colombian Regulation Commission of Energy and Gas (CREG—Comisión de
Regulación de Energía y Gas) in [23]. The cost per kW presented in Table 5
includes the direct and indirect costs related to the installation of a Diesel plant in
non-interconnected zones.

DG
power
[kW]

Cost per kW
installed [USD/

kW]

Derate factors of the
initial capital cost

invested [%]

1/2 load
1 hour in
liters

Full-load
1 hour in
liters

f0 [L/
kWh]

f1 [L/
kWh]

10 2724.09 31.83 1.4 2.6 0.020 0.240

20 1697.26 32.43 3.4 6.05 0.037 0.265

25 1540.12 31.63 3.6 6.4 0.032 0.224

30 1934.44 23.00 6.8 10.96 0.088 0.277

40 1654.09 23.71 8.69 15.12 0.056 0.321

50 1434.92 25.12 9.825 16.63 0.060 0.272

60 1343.75 25.26 10.96 18.14 0.063 0.239

70 1788.83 18.13 11.43 19.77 0.044 0.238

80 1686.08 18.56 11.9 21.4 0.030 0.237

100 1723.40 17.24 12.85 23.06 0.026 0.204

125 1587.11 17.92 18.9 34.4 0.027 0.248

150 1572.63 17.55 22.3 41.2 0.022 0.252

200 1373.73 19.32 29.11 54.43 0.019 0.253

Table 5.
Diesel genset unit database.

Battery bank input data

Symbol Description Value

Vdcbc Battery voltage [V] 2

Vdcsist DC system voltage [V] 48

Crate Capacity rate [h] 5

ηbat_c Charge efficiency 0.9

ηbat_d Discharge efficiency 1

σ Self-discharge rate 0.000083

Lbat Lifecycle [years] 10

δbat Factor of the initial capital cost invested for the battery bank 0.7

ρbat Fixed OM factor as ratio of the battery bank initial investment 0.02

DODmax Maximum depth of discharge 0.5

Table 6.
Battery bank technical inputs.
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3.2.3 Battery bank technical data

In this chapter book, vented lead-acid battery banks only are considered. This
kind of battery cells are often selected for large energy storage banks due the low
cost, low maintenance, and high cycle stability. Table 6 shows the input data
required by the battery bank. The battery bank charge and discharge efficiency and
the self-discharge ratio is taken from [24]. The maximum depth of discharge is set
in 0.5 since the battery bank can accomplish 3000 cycles during its life service

System inputs parameters

Symbol Description Value

R Time of the project [years] 20

ir Real interest rate [%] 8.08

closs Cost of energy loss [USD/kWh] 0.2

Δ Fiscal incentive factor 0.9038

Table 8.
System input parameters.

Battery cell
capacity [Ah] at
C10

Battery cell
capacity [kWh]

at C10

Battery cell
voltage [V]

# of cycles
at 50%
DOD

Price per
unit [USD]

(€)

Price per kWh
[USD/kWh] (€)

280 0.56 2 3000 114.00 203.57

350 0.7 2 3000 135.00 192.86

420 0.84 2 3000 153.00 182.14

520 1.04 2 3000 161.00 154.81

620 1.24 2 3000 186.00 150.00

730 1.46 2 3000 210.00 143.84

910 1.82 2 3000 234.00 128.57

1070 2.14 2 3000 303.00 141.59

1220 2.44 2 3000 330.00 135.25

1370 2.74 2 3000 361.00 131.75

1520 3.04 2 3000 389.00 127.96

1670 3.34 2 3000 426.00 127.54

1820 3.64 2 3000 460.00 126.37

2170 4.34 2 3000 538.00 123.96

2540 5.08 2 3000 664.00 130.71

2900 5.8 2 3000 744.00 128.28

3250 6.5 2 3000 834.00 128.31

3610 7.22 2 3000 906.00 125.48

3980 7.96 2 3000 981.00 123.24

4340 8.68 2 3000 1056.00 121.66

4700 9.4 2 3000 1097.00 116.70

Table 7.
Battery cell database.
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according the datasheet. Other values as maintenance cost, ρbat, and the fraction of
reposition cost, δbat, are set according to the recommendation of experts in the
energy sector.

The main characteristics and price of the battery cells of the reference used in
this work are presented in Table 7. The information was obtained from inquiries to
local companies.

3.2.4 System inputs

The system input parameters are shown in Table 8. The cost of energy lost is
assumed in 0.2 USD/kWh. This value depends on the necessities and characteristics
of the users of the select location. The interest rate considered in this work is 8.08%
taken in [25].

Fiscal incentive factor is calculated applying an effective corporate tax income
rate of 33%. The resulting incentive factor is 0.938.

The parameters for the PSO algorithm and the boundaries for each decision
variable are shown in Table 9.

4. Results of the case study

Table 10 summarized the obtained results after applying the proposed sizing
methodology. The best cost achieved was 0.2090 USD/kWh being the lowest
obtained. The optimization results deliver no only the design (number of compo-
nents) but also economic and reliability indicators.

PSO input parameters

Symbol Description Value

NPV l Lower bound number of PV modules 0

wDGl Lower bound nominal power of diesel 0

NBp l
Lower bound number of battery cell in parallel 0

Ebcell, noml Lower bound nominal capacity of battery cell [kWh] 0

NPVu Upper bound number of PV modules 20,000

wDGu Upper bound nominal power of diesel unit in [kW] 200

NBp u
Upper bound number of battery cell in parallel 10

Ebcell, nomu Upper bound nominal capacity of battery cell [kWh] 9.40

Maxit Maximum number of iterations 50

nPop Population size 200

w Inertia coefficient 1

wmax Inertia coefficient max 0.9

wmin Inertia coefficient min 0.5

c1 Personal acceleration coefficient 2.5

c2 Social acceleration coefficient 1.5

Table 9.
PSO input parameters.

200

Wind Solar Hybrid Renewable Energy System

5. Conclusions

In this work, an optimization methodology was developed and described in
detail to help sizing HRSE integrated by photovoltaic and diesel generation with
energy storage.

The main features of the sizing methodology developed were as follows: (a) it
allows the simulation of hybrid renewable systems and the evaluation of its eco-
nomic and reliability integrated by diesel and photovoltaic generation with energy
storage, (b) the dispatch strategy developed prioritize the use of renewable energy
among other energy sources, and (c) fiscal incentives granted by the Act 1715 of
2014 in Colombia were considered on the calculation of the cost of energy using the
fiscal incentive factor.

The reliability of the system was included in the objective function of the PSO
algorithm through the annual cost of the energy not supplied. Also a fiscal incentive
factor was used to include the financial benefits granted by the Act 1715 of 2014 in
Colombia to non-conventional renewable source of energy. The results were
obtained after simulating the energy flow of the system for 1 year with 1-hour
resolution.

Dispatch strategy was described in detail, prioritizing the use of renewable
resource over diesel generation to supply the load. Also diesel generation cannot be
used to charge the battery bank. This condition was based on the fact that, in off-
grid areas, the complications associated to supply the fuel and the maintenance of
DG units are commonly underestimated.

Component Design Unit Indicator Value Unit

Npv 13 Units CCpv 7800.00 USD

Ppvstc 3.9 [kWp] CCDG 48257.99 USD

wDG 25 [kW] CCbat 3864.00 USD

NDG 2 Units O&Mpv 78.00 USD/year

PDG 50 [kW] O&MDGf 4825.80 USD/year

Nbp 1 Units O&MDGv 26884.74 USD/year

Nbs 24 Units O&MDG 31710.54 USD/year

Nbat 24 Units O&Mbat 77.28 USD/year

Ebcell, nom 1.04 [kWh] RCDG 7019.48 USD

Ebat, n 24.96 [kWh] RCbat 1243.60 USD

FC 38406.77 [l]

ACSadj 38737.05 USD/year

LPSP 1.25 %

COEadj 0.26 USD/kWh

ACloss 475.03 USD/year

LPVG 0.00 %

Cost 0.21 USD/kWh

Table 10.
Results of the case study.
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according the datasheet. Other values as maintenance cost, ρbat, and the fraction of
reposition cost, δbat, are set according to the recommendation of experts in the
energy sector.
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w Inertia coefficient 1

wmax Inertia coefficient max 0.9

wmin Inertia coefficient min 0.5
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c2 Social acceleration coefficient 1.5

Table 9.
PSO input parameters.
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It is expected that this work will help the process of designing HRES in non-
interconnected areas, thus contributing to the development of these locations and
improving the life quality of the population living on these places.
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Chapter 10

Towards Sustainable Rural 
Development in South Africa 
through Passive Solar Housing 
Design
Ochuko K. Overen, Edson L. Meyer and Golden Makaka

Abstract

Rural low-cost housing in South Africa is characterised by poor thermal per-
formance, as these houses are designed with no consideration of utilising ambient 
weather conditions for indoor thermal comfort. Hence, a prototype low-cost energy 
efficiency house was built based on the principle of passive solar design to avert the 
energy burden faced by low-cost house dwellers. Passive solar design in this context 
is the strategic selecting and locating of building envelope components to utilise the 
ambient weather factor of a house to enhance indoor thermal comfort. The aim of 
this study is to analyse the thermal performance of the passive solar house. To this 
effect, the indoor and weather conditions of the house which include air tempera-
ture, relative humidity, and solar radiation were monitored. The thermal contribu-
tion of the windows was determined from the measured data. In summer, 49% of the 
whole building air temperature and approximately 85% of its corresponding relative 
humidity were found within the thermal comfort. Only 23% temperature and 78% 
relative humidity distributions of the whole building were in the thermal comfort 
zone in the winter season. The daily cumulative heat contribution of the clerestory 
windows with no shading material was higher than that of the south-facing windows 
by 1.08 kWh/m2/windows in summer and 4.45 kWh/m2/windows in winter.

Keywords: rural development, housing, passive solar design,  
thermal performance, solar energy

1. Introduction

Over the years, building design, occupants’ behaviour, choice of technology 
usage, and manufacturing and construction processes have resulted in the increas-
ing energy consumption as well as the release of greenhouse gases (GHG) in the 
building sector [1]. Globally the building sector consumes over 30% of total final 
energy, having increased by more than 35% since 1990 and, at the same time, 
accounting for 30% of CO2 gas emission. The building sector also accounts for 
half of the world electricity demand, with some region electricity consumption 
increased by 500% [2]. In the residential sector, energy is consumed for space heat-
ing, cooling, domestic activities, and lighting, among others.
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However, the use of improved thermal building envelope, bioclimatic design, 
and energy-efficient appliance, as well as light fittings, has seen the offset of 
energy demand from floor and population growth in the building sector [3]. Thus, 
final energy demand in the building sector only rose by 5% between 2010 and 
2017. Within the above specified period, a significant decline in space heating was 
observed, while improvement in space heating is not visible [4].

In South Africa, the housing shortage in most rural communities resulted in 
the mass construction of houses (low-cost) in the Reconstruction Development 
Program (RDP) in 1994. Since the inception of low-cost housing (LCH), more than 
4.9 million households have been accommodated with over 2.3 million backlogs 
[5, 6]. According to Klunne, LCH are designed with no consideration of thermal 
energy efficiency, as they cannot utilise solar energy for space heating. He further 
indicated that uncontrollable heat exchange between the inner and outer space 
of the house due to openings and cracks on the building envelope leaves the inner 
space extremely cold in winter [7]. In 2005, Overy also found that the quality of 
LCH is poor with 90% of newly built houses not conforming to the national norms 
and standards. In his report, he also eluded that corruption and the use of unquali-
fied contractors (builders) are at the forefront of the nature of the houses [8]. 
However, LCH dwellers tend to bear the burden as they spend a significant amount 
of their income to achieve thermal comfort indoors [9]. Most households that 
cannot afford electrical energy resort to the use of firewood, coal, paraffin heaters, 
or thick clothing as alternative sources of energy for heating. This results in poor 
indoor air quality, cold-related illness, early child motility, respiratory diseases, 
etc. [10, 11]. Needless to say, the provision of LCH is a positive approach to rural 
development in the country, but incorporating passive solar design will improve 
the welfare of occupants and energy consumed in space heating as well as cooling, 
creating sustainable rural development.

The ambient weather of a house possesses a significant amount of energy 
required to naturally heat or cool the inner space at little or no expense. At the 
same time, the uncomfortable thermal condition indoors is due to the uncontrol-
lable interaction between the indoor and ambient weather factors [12]. Hence, to 
efficiently utilise the ambient weather energy indoors, a selective thermal exchange 
between the inner and outer environment is required; this process is known as pas-
sive solar or bioclimatic design [13]. A passive solar design uses heat movement such 
as conduction, convection, and radiation to admit and distribute heat in the inner 
space of a house.

On a typical sunny day, heat is transmitted through the windows due to radiation 
and conduction. The transmitted heat is stored and distributed by furniture and 
indoor air due to conduction and convection, respectively. Minimum infiltration air 
heat transfer through enhanced airtightness and controlled ventilation components 
are among the strategies of passive solar design. Conductive heat transfer through 
the perimeter walls of a passive solar house is also avoided as it is uncontrollable 
[14]. Regarding cooling, strategic locating and sizing of windows are used to 
achieve various airflow indoors. Windows at the windward and leeward side of the 
house create pressure difference indoors, resulting in a cross-ventilation  
[15, 16]. Also, locating windows or vents at significant height results in another 
form of airflow known as stack effect. Stack effect occurs due to vertical air tem-
perature variation indoor. Therefore, the rate of airflow increases with an increase 
in the height between the upper and lower windows or vents [17].

In both aspects of passive solar design mentioned above, the windows play 
a vital role, considering the building envelope components, whereas the sun 
and wind constitute the ambient weather influencing factors. The windows in 
a passive solar house are strategically located and sized to take advantage of the 
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ambient climate condition effectively. A prototype rural LCH energy-efficient 
house was design and constructed in SolarWatt Park based on the principle of a 
passive solar house. The aim of this study is to analyse the thermal performance 
of the house. In the context of this study, the thermal performance of the house is 
analysed based on the indoor weather condition relative to the outdoor ambient 
weather and the windows.

2. SolarWatt Park and the passive solar house

SolarWatt Park is located at the University of Fort Hare, Alice, in the Eastern 
Cape, South Africa. Alice is classified in the temperate interior (zone 2) climate of 
South Africa [18]. Typical annual season of Alice is characterised by a hot summer 
and mild (no snow) winter, with an average dry bulb temperature of 29 and 15°C, 
respectively. The east wind is predominant in summer, while the winter is domi-
nated by the west wind. An average wind speed of 2.5 m/s is experienced in Alice 
throughout the year [19]. A climatic map of South Africa [20], the Google earth 
map of SolarWatt Park and the passive solar house are presented in Figure 1.

The site was found suitable for the design and construction of the passive solar 
house due to its clear north side with no sunrays’ obstacle such as tall trees, moun-
tains and high-rise buildings. Therefore, the house was designed with its major 
glazing area facing north which is by the energy-efficient building design recom-
mendation in South Africa [18, 20]. A simulated daily sun path of the house with 
respect to its orientation is shown in Figure 2.

In the northern hemisphere, north-orientated housing design guarantees 
optimum sunray penetration in the winter season due to the low-angle sun. The 
penetrated sunrays, therefore, provide heating and daylighting indoors. However, 
the 44-cm long eaves are used to prevent overheating indoors during the sum-
mer season by blocking direct sunrays. To this effect, the two large north-facing 
windows (see Figure 2) distribute solar radiation to the northern floor area of the 
house, while the clerestory windows channel solar radiance to the southern floor 
area. Hence, even solar radiation distribution is achieved indoors.

Meanwhile, the clerestory windows enhance indoor passive cooling due to 
convectional current and various wind effects through effective operations of the 
windows [16].

Figure 1. 
Climatic map of South Africa indicating the location of the SolarWatt Park and a photo of the passive solar house.
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achieve various airflow indoors. Windows at the windward and leeward side of the 
house create pressure difference indoors, resulting in a cross-ventilation  
[15, 16]. Also, locating windows or vents at significant height results in another 
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SolarWatt Park is located at the University of Fort Hare, Alice, in the Eastern 
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South Africa [18]. Typical annual season of Alice is characterised by a hot summer 
and mild (no snow) winter, with an average dry bulb temperature of 29 and 15°C, 
respectively. The east wind is predominant in summer, while the winter is domi-
nated by the west wind. An average wind speed of 2.5 m/s is experienced in Alice 
throughout the year [19]. A climatic map of South Africa [20], the Google earth 
map of SolarWatt Park and the passive solar house are presented in Figure 1.

The site was found suitable for the design and construction of the passive solar 
house due to its clear north side with no sunrays’ obstacle such as tall trees, moun-
tains and high-rise buildings. Therefore, the house was designed with its major 
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respect to its orientation is shown in Figure 2.
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optimum sunray penetration in the winter season due to the low-angle sun. The 
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the 44-cm long eaves are used to prevent overheating indoors during the sum-
mer season by blocking direct sunrays. To this effect, the two large north-facing 
windows (see Figure 2) distribute solar radiation to the northern floor area of the 
house, while the clerestory windows channel solar radiance to the southern floor 
area. Hence, even solar radiation distribution is achieved indoors.

Meanwhile, the clerestory windows enhance indoor passive cooling due to 
convectional current and various wind effects through effective operations of the 
windows [16].
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Furthermore, the house is made up of 10 m × 8 m (80 m2) floor area and consists 
of a bathroom, an open plan living room/kitchen and two north- and south-facing 
bedrooms. The floor area was arranged to ensure optimum and uniform distribu-
tion of solar radiation. The floor plan of the house indicating the floor arrangement 
is shown in Figure 3.

The floor plan was virtually partitioned into three thermal zones. Zone 1 marked 
with blue diagonal cross-hatch lines filled region is the living room/kitchen. The 
red diagonal up lines filled region used to indicate the north-facing bedroom is 
zone 2, while the south-facing bedroom is zone 3, represented by the region filled 
with green vertical lines. The bathroom was not shaded since it is not considered as 
a thermal zone.

In 2009, the construction of the passive solar house was estimated to be $36, 
579.55 with 1.00 USD equivalent to 11.76 ZAR, while its counterpart cost is $8505.62 
[21]. In spite of the cost margin, passive solar house presents a decent home com-
pared to conventional low-cost house [9, 16, 22].

Figure 2. 
A 3D view sun path simulation of the house.

Figure 3. 
The floor layout of the passive solar house indicating the floor arrangement and various zone 1.
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3. Methods and instrumentation

3.1 Indoor and outdoor thermal conditions

The indoor and outdoor thermal condition measurement deals with the air 
temperature and relative humidity in both environments. Therefore, HMP60 
temperature and relative humidity probe were used to measure the indoor as well 
as the outdoor air temperature and relative humidity of all zones in the house. The 
HMP60 probe uses a platinum resistance temperature (PRT) detector to measure air 
temperature, while air relative humidity is measured by capacitive relative humidity 
sensor [23, 24]. The measurement specifications of HMP60 probe temperature and 
relative humidity sensor are given in Table 1 [25].

Three sets of HMP60 probes were used to measure the indoor air temperature 
and relative humidity. In each zone, one HMP60 probe was suspended at the height 
of 0.8 m to ensure that the measured air temperature is nearest to the temperature 
felt by the occupants. At the same time, the probe does not obstruct the activities 
of the occupants. The locations of the HMP60 probe in the house and a set outdoor 
weather station are indicated in Figure 4.

As shown in Figure 4(b), the outdoor air temperature and relative humidity 
measuring probe was housed in a 6-plate naturally aspirated radiation shield. The 
white painted radiation shield enables it to reflect solar radiation. At the same time, 
the louvre allows natural free flow of air through the shield, thereby keeping the 
probe as close as possible to the ambient air temperature (eliminating solar effect) 
and water vapour [26].

3.2 Solar radiation measurements

In this study, solar radiation measurements cover ambient global horizontal irra-
diance (GHI) and global irradiance at the four perimeter walls of the house. Due to 
atmospheric interference, the sum of direct and diffuse solar radiation reaching the 
earth surface, excluding albedo, is called global radiation, and it can be observed 
on vertical and horizontal surfaces. Thus measured global radiation on a horizontal 
plane is called global horizontal irradiance [27, 28].

At the right-hand side of the outdoor weather monitoring setup in  
Figure 4(b), the horizontally levelled Kipp and Zonen CMP-11 pyranometer 
was used to monitor the global horizontal irradiance (GHI). The pyranometer 
uses a 32-junction thermopile to measure solar radiation with a sensitivity of 
8 μV m−2 and a spectral range of 285–2800 nm. Its response time is less than 1.7 s 
(63%) and 5 s (95%) [29]. The outdoor weather setup was elevated by 1 m above 
the roof, to ensure an unobstructed space for the radiometer. The pyranometer’s 
dome was also cleaned twice per week to keep the dome clear of dew, dust,  

Parameters Measurement range Accuracy (±)

Temperature (°C) −40 to +60 0.6

Relative humidity (%) At 0–40°C 0–90 3

90–100 5

At 0–40°C and +40°C to +60°C 0–90 5

90–100 7

Table 1. 
HPM60 temperature and relative humidity sensor specification.
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The indoor and outdoor thermal condition measurement deals with the air 
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of 0.8 m to ensure that the measured air temperature is nearest to the temperature 
felt by the occupants. At the same time, the probe does not obstruct the activities 
of the occupants. The locations of the HMP60 probe in the house and a set outdoor 
weather station are indicated in Figure 4.

As shown in Figure 4(b), the outdoor air temperature and relative humidity 
measuring probe was housed in a 6-plate naturally aspirated radiation shield. The 
white painted radiation shield enables it to reflect solar radiation. At the same time, 
the louvre allows natural free flow of air through the shield, thereby keeping the 
probe as close as possible to the ambient air temperature (eliminating solar effect) 
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In this study, solar radiation measurements cover ambient global horizontal irra-
diance (GHI) and global irradiance at the four perimeter walls of the house. Due to 
atmospheric interference, the sum of direct and diffuse solar radiation reaching the 
earth surface, excluding albedo, is called global radiation, and it can be observed 
on vertical and horizontal surfaces. Thus measured global radiation on a horizontal 
plane is called global horizontal irradiance [27, 28].

At the right-hand side of the outdoor weather monitoring setup in  
Figure 4(b), the horizontally levelled Kipp and Zonen CMP-11 pyranometer 
was used to monitor the global horizontal irradiance (GHI). The pyranometer 
uses a 32-junction thermopile to measure solar radiation with a sensitivity of 
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frost, birds’ excreta, and any substance that may obstruct transmission  
of solar radiation.

Due to the daily sun movement, the solar irradiance at the elevations of a house 
varies. This, however, influences the thermal impact of the windows at various 
elevations. Thus, four Li-Cor 200R pyranometers with one pyranometer at each of 
the house elevation were used to monitor the global irradiance at the various eleva-
tions. Figure 5 shows a Li-Cor 200R pyranometer measuring the global irradiance 
in one of the house’s elevations.

As illustrated in Figure 5, the pyranometers were mounted vertically on the 
outer surface of each of the perimeter wall. They were mounted at an even height 
of 1.8 m. By so doing, the solar radiation falling on the walls was measured. 
Li-Cor pyranometer uses a silicon photovoltaic sensor mounted in a cosine-cor-
rected head to measure solar irradiance. Together, a variable shunt resistor circuit 
in the cable is used to convert the measured current to a voltage signal [30].

Figure 4. 
(a) Floor layout of the house indicating the location of the indoor thermal sensor and (b) setup outdoor 
weather station.

Figure 5. 
Li-Cor 200R pyranometer for monitoring global vertical irradiance on the east elevation of the  
passive solar house.
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4. Results and discussions

4.1 Ambient solar radiation analysis

Thermal monitoring of the house which involves the global horizontal irradi-
ance (GHI), resultant global irradiance at the various elevations, and indoor and 
ambient air temperature was initiated in September 2016 and continued until 
September 2017. Uncontrollably, 944 data entries were missed, amounting to 5% of 
missing data. The missing data occurs in November 2016, December 2016, February 
2017, and March 2017. The periods with missing data in the affected months were 
excluded in the data analysis going forward.

The measured GHI and average irradiance profile are given in Figure 6(a), while 
Figure 6(b) shows the monthly average GHI and total irradiation over the measure-
ment period.

As seen in Figure 6(a), due to the measurement period considered, the winter 
dip, represented by June, July, and August months, was obtained at the right-hand 
side of the profile. This, however, did not affect the measured irradiance during 
the entire period. In agreement with theory [31, 32], the measured GHI as seen in 
Figure 4(a) ranges from 0 to 996.0 W/m2, where periods with the sun absent pro-
duce 0 W/m2 and the maximum irradiance of 996.0 W/m2 was logged in February 
2017 at 12 h30. Furthermore, monthly average irradiance and total irradiation were 
developed to portray a typical sequential distribution of annual GHI at the southern 
hemisphere as shown in Figure 6(b). Also, the solar irradiance and irradiation 
distribution were predicted using a Gaussian function. The trend of the chart tends 
to correspond with the solar radiation distribution in the southern hemisphere [33]. 
In other words, a relatively lower solar irradiance of an average of 140.5 W/m2 was 
observed in June, July, and August, whereas the rest of the months had an average 
of 192.8 W/m2. Due to data loss and sky formation, an irregular distribution of solar 
irradiance was observed in January, February, November, and December. Hence, the 
red and blue band areas were used to indicate the period considered as summer and 
winter seasons, respectively, in the thermal performance evaluation of the house.

Solar irradiance across the north, east, south, and west elevations of a house 
varies due to daily movement of the sun. Consequently, heat transfer through the 
perimeter walls varies across the elevations [34]. The global irradiance at the vari-
ous elevations was measured to depict the received solar irradiance and correspond-
ing heat transfer through the windows. Daily summer and winter average global 

Figure 6. 
(a) Measured and average global horizontal irradiance and (b) monthly average irradiance and total 
irradiance chart.
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irradiance at the north, east, south, and west elevations, as well as their correspond-
ing irradiation, is given in Figure 7.

Practically, the sun travels daily from the east to the west through the north eleva-
tion in the southern hemisphere and the south elevation in the northern hemisphere 
[35, 36]. The measured solar irradiance at the building elevations in Figure 7 concords 
with the above concept. Hence the north elevation receives a significant amount of 
solar radiation during the day, while the south elevation receives minimum daily solar 
radiation. Nevertheless, the solar irradiance at the north and south elevations peaked at 
approximately the same time (mid-day). Also, both irradiance (north and south eleva-
tions) followed the same trend as the GHI. The solar irradiance at the east and west 
elevations was also observed to peak at the early and late hours of the day, respectively.

The sharp dip in the west irradiance distribution was due to deciduous trees 
planted at the west side of the house. The trees were intended to shade the late 
afternoon sun and prevent cold winter wind. Further analysis of the solar radiation 
at the house elevations is given in Table 2.

As observed in Figure 7 as well as Table 1, the daily average winter irradiance 
at the north elevation was higher than the average GHI by 106.27 W/m2. It was also 
observed to be higher than the north elevation average irradiance by 161.27 W/
m2 in the summer season. The relatively high north irradiance during the winter 
season which is due to the low-angle winter sun is the fundamental principle of 
passive solar design for heating concerning the ambient weather conditions. The 
north elevation outperformed the others regarding daily average and maximum 

Building 
elevation

Summer season Winter season

Average 
(W/m2)

Maximum 
(W/m2)

Peak 
time

Daily 
irradiation 
(kWh/m2)

Average 
(W/m2)

Maximum 
(W/m2)

Peak 
time

Daily 
irradiation 
(kWh/m2)

North 215.1 472.4 12 h00 3.23 376.4 741.5 12 h30 4.71

East 188.4 510.7 09 h30 2.83 156.0 490.6 9 h30 1.95

West 123.4 349.6 14 h00 1.85 92.7 311.7 14 h00 1.16

South 76.6 126.7 11 h00 1.15 44.2 78.0 12 h00 0.55

Table 2. 
Typical summer day solar global radiation at the house elevations.

Figure 7. 
Measured solar global irradiance at the elevations of the house and corresponding heat energy on typical 
summer and typical winter days.
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irradiance as well as the daily irradiation, comparing other elevations in Table 1. 
The solar irradiation in Figure 7(a) and (b) serves as the instantaneous (30 min 
interval) heat energy received from the sun at the respective elevation, whereas, 
Table 1 gives the daily cumulative heat energy. Per day, the north elevation had the 
maximum heat energy during the winter season.

4.2 Windows heat transfer and solar heat gain

Heat transfer through the windows of a house is the sum of conductive and 
radiative heat transfer. During the day (present of the sun), both means of heat 
transfer coincide. While at night, conductive heat transfer is dominant. Due to 
the indoor and ambient air temperature difference, conductive heat transfer 
transpires through the windows. Conductive heat transfer through the windows is 
given as [37]

   Q      c𝜃𝜃   = ∑ AU ( T  eo   −  T  i  )   (1)

where  A  is the area of the window including the frame,  U  is the conductive heat 
transfer coefficient, and   T  i    represents indoor air temperature. The ambient air 
temperature was replaced by   T  eo    in Eq. (1). As indicated in Table 1, the daily irradi-
ance varies across the house elevations; it is, however, not viable to quantify the 
conductive heat transfer through each window, assuming a uniform ambient air 
temperature. Thus, a parameter that incorporates the ambient air temperature and 
solar radiation was introduced to evaluate the heat transfer through the windows; 
this parameter is called as sol-air temperature   T  eo   . Sol-air temperature also caters for 
convective and radiative heat transfer between the windows and ambient air film. 
Sol-air temperature is given by [38]:

   T  eo   =  T  o   +   𝛼𝛼I __  h  o  
   −   Δqir ____  h  o  

    (2)

  h  o    represents the surface (convective and radiative) heat transfer coefficient 
(W/m2 K), while  I  is global solar irradiance at a given elevation (W/m2).  Δqir  is the 
correction to infrared radiation transfer between a surface and the environment, if 
the sky temperature is different from   T  o    (W/m2). Furthermore,  α  is the absorptance 
of the surface for solar radiation. Using Eq. (2) and Figure 7, the average summer 
and winter sol-air temperature at the various elevations of the passive solar house 
was computed and given in Figure 8.

In computing the sol-air temperature, longwave radiation factor   (  Δqir ____ 
 h  o  

  )   was 
assumed to be 0°C for the windows, considering that they are vertically inclined to 
the sunrays. Regarding solar absorption  α  of the surfaces, a dark-coloured surface of 
0.053 m2 K/W was assumed [36], since the perimeter walls and the wooden frame 
of the windows were dark in colour. Comparing Figures 9 and 7, the sol-air tem-
perature at each of the house elevation corresponds to their respective global irradi-
ance. Both parameters (sol-air temperature and global irradiance) were observed to 
follow the same trend and peaks at the same time. However, during the absence of 
the sun, the sol-air temperature at the various elevations of the house was found to 
be approximately equal.

The sun is solely responsible for radiative heat transfer. Hence, radiative heat 
transfer only occurs during the period the sun is present, and it is referred to as 
solar heat gain. Equation (1) must be positive to achieve solar heat gain. However, 
the instantaneous radiative or solar heat gain through a window can be evaluated by
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irradiance at the north, east, south, and west elevations, as well as their correspond-
ing irradiation, is given in Figure 7.

Practically, the sun travels daily from the east to the west through the north eleva-
tion in the southern hemisphere and the south elevation in the northern hemisphere 
[35, 36]. The measured solar irradiance at the building elevations in Figure 7 concords 
with the above concept. Hence the north elevation receives a significant amount of 
solar radiation during the day, while the south elevation receives minimum daily solar 
radiation. Nevertheless, the solar irradiance at the north and south elevations peaked at 
approximately the same time (mid-day). Also, both irradiance (north and south eleva-
tions) followed the same trend as the GHI. The solar irradiance at the east and west 
elevations was also observed to peak at the early and late hours of the day, respectively.

The sharp dip in the west irradiance distribution was due to deciduous trees 
planted at the west side of the house. The trees were intended to shade the late 
afternoon sun and prevent cold winter wind. Further analysis of the solar radiation 
at the house elevations is given in Table 2.

As observed in Figure 7 as well as Table 1, the daily average winter irradiance 
at the north elevation was higher than the average GHI by 106.27 W/m2. It was also 
observed to be higher than the north elevation average irradiance by 161.27 W/
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Building 
elevation

Summer season Winter season

Average 
(W/m2)

Maximum 
(W/m2)

Peak 
time

Daily 
irradiation 
(kWh/m2)

Average 
(W/m2)

Maximum 
(W/m2)

Peak 
time

Daily 
irradiation 
(kWh/m2)

North 215.1 472.4 12 h00 3.23 376.4 741.5 12 h30 4.71

East 188.4 510.7 09 h30 2.83 156.0 490.6 9 h30 1.95

West 123.4 349.6 14 h00 1.85 92.7 311.7 14 h00 1.16

South 76.6 126.7 11 h00 1.15 44.2 78.0 12 h00 0.55

Table 2. 
Typical summer day solar global radiation at the house elevations.

Figure 7. 
Measured solar global irradiance at the elevations of the house and corresponding heat energy on typical 
summer and typical winter days.
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irradiance as well as the daily irradiation, comparing other elevations in Table 1. 
The solar irradiation in Figure 7(a) and (b) serves as the instantaneous (30 min 
interval) heat energy received from the sun at the respective elevation, whereas, 
Table 1 gives the daily cumulative heat energy. Per day, the north elevation had the 
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conductive heat transfer through each window, assuming a uniform ambient air 
temperature. Thus, a parameter that incorporates the ambient air temperature and 
solar radiation was introduced to evaluate the heat transfer through the windows; 
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and winter sol-air temperature at the various elevations of the passive solar house 
was computed and given in Figure 8.
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assumed to be 0°C for the windows, considering that they are vertically inclined to 
the sunrays. Regarding solar absorption  α  of the surfaces, a dark-coloured surface of 
0.053 m2 K/W was assumed [36], since the perimeter walls and the wooden frame 
of the windows were dark in colour. Comparing Figures 9 and 7, the sol-air tem-
perature at each of the house elevation corresponds to their respective global irradi-
ance. Both parameters (sol-air temperature and global irradiance) were observed to 
follow the same trend and peaks at the same time. However, during the absence of 
the sun, the sol-air temperature at the various elevations of the house was found to 
be approximately equal.

The sun is solely responsible for radiative heat transfer. Hence, radiative heat 
transfer only occurs during the period the sun is present, and it is referred to as 
solar heat gain. Equation (1) must be positive to achieve solar heat gain. However, 
the instantaneous radiative or solar heat gain through a window can be evaluated by
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   Q    sol   = A × SC × SHGF  (3)

where  SC  is the shading coefficient of the window. It varies with respect to the 
type of glazing and shading device (blind, drape, etc.). Depending on the reflec-
tion, absorption, and transmission of the glazing and shading device, a significant 
amount of solar heat gain is reduced or transferred through the window. An inverse 
function of the  SC  is the solar heat gain factor ( SHGF ).  SHGF  is the fraction of solar 
heat transmitted through a specific window. Hence,  SHGF  takes into consideration 
the geographical location of the window; time of the day, month, and year; as well 
as orientation of the window. The  SHGF  for windows in specific locations on the 
earth with respect to the parameters as mentioned above is given by ASHRAE [38]. 
However, a universal substitute for  SHGF  is the solar heat gain coefficient ( SHGC ). The 
relationship between both parameters are given as

  SHGF = SHGC × I  (4)

Therefore Eq. (3) can be rewritten as

   Q    sol   = A × SC × SHGC × I  (5)

Hence, the instantaneous heat transfer through the house windows at the 
various elevations was computed by combining Eqs. (1) and (5) together with 
Figures 7 and 8. The resultant summer and winter daily heat transfer through the 
house windows is given in Figure 9(a) and (b), respectively.

The following assumptions were made to obtain the profile given in Figure 10. 
The SHGC and U-value of a timber frame window are 0.77 and 5.6 W/m2 K, respec-
tively [18]. In all windows excluding the clerestory windows, semiopen weave and 
medium colour single drapes were used. Hence, the SC of the windows was 0.51. On 
the other hand, no drapes were used in the clerestory windows; thus the SC was 0.95 
[39]. The area of the frame and thermal lag factor of the windows were ignored. In 
terms of operation, all windows were closed at all times.

In both figures, the north-facing windows had the maximum heat gain. This 
includes the clerestory and north perimeter windows. Heat gain through the 
clerestory windows was found to be maximum with 759 W at 14 h00 and 1356.50 W 
at 12 h30, in summer and winter, respectively. The daily average heat gain through 
the same windows was 507.72 W in summer and 896.51 W in winter. The north 

Figure 8. 
Sol-air temperature at various elevations of a passive solar house on average summer and winter days.
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perimeter windows’ heat transfer follows the same trend but 79 and 41% lesser in 
summer and winter, respectively.

The least heat gain was obtained at the south perimeter windows. Their daily 
average heat gain was 76.29 W in summer and 50.85 W in winter. Heat transfer 
through the south windows was 85% lesser than that of the clerestory windows in 
summer and 94% lower in the winter season. The clerestory windows also had the 
maximum heat loss. The daily average heat loss difference between the clerestory 
windows and the other perimeter windows was 15.62 and 14.42 W in summer and 
winter, respectively. Furthermore, the daily cumulative heat energy through the 
windows in summer and winter is given in Figure 10.

The clerestory windows generate 3.10 kWh/m2/window in summer and 4.73 
kWh/m2/window in winter. This results in 9.30 and 18.60 kWh/m2 daily cumulative 
heat energy generated in the living room and south-facing bedroom in summer, 
as well as 14.19 kWh/m2 in the living room and 28.38 kWh/m2 in the south-facing 
bedroom in winter. Once again, the south perimeter windows were the most under-
performing. The daily cumulative heat energy gain through the south windows 
was 82 and 94% lesser than that of the clerestory windows in summer and winter, 
respectively. An average daily cumulative heat energy loss of 0.48 kWh/m2/window 
was obtained in all windows in summer. Also in winter, 0.52 kWh/m2/window was 
obtained. Besides, the east perimeter windows had the maximum heat energy loss 
with 0.45 kWh/m2/window in summer and 0.51 kWh/m2/window in winter.

The clerestory windows show significant heat contribution to the inner space of 
the house. From the findings, it indicates that the clerestory windows were able to 

Figure 10. 
Seasonal daily windows’ cumulative heat energy.

Figure 9. 
Typical summer and winter daily heat transfer through the windows of a passive solar house.
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perimeter windows’ heat transfer follows the same trend but 79 and 41% lesser in 
summer and winter, respectively.

The least heat gain was obtained at the south perimeter windows. Their daily 
average heat gain was 76.29 W in summer and 50.85 W in winter. Heat transfer 
through the south windows was 85% lesser than that of the clerestory windows in 
summer and 94% lower in the winter season. The clerestory windows also had the 
maximum heat loss. The daily average heat loss difference between the clerestory 
windows and the other perimeter windows was 15.62 and 14.42 W in summer and 
winter, respectively. Furthermore, the daily cumulative heat energy through the 
windows in summer and winter is given in Figure 10.

The clerestory windows generate 3.10 kWh/m2/window in summer and 4.73 
kWh/m2/window in winter. This results in 9.30 and 18.60 kWh/m2 daily cumulative 
heat energy generated in the living room and south-facing bedroom in summer, 
as well as 14.19 kWh/m2 in the living room and 28.38 kWh/m2 in the south-facing 
bedroom in winter. Once again, the south perimeter windows were the most under-
performing. The daily cumulative heat energy gain through the south windows 
was 82 and 94% lesser than that of the clerestory windows in summer and winter, 
respectively. An average daily cumulative heat energy loss of 0.48 kWh/m2/window 
was obtained in all windows in summer. Also in winter, 0.52 kWh/m2/window was 
obtained. Besides, the east perimeter windows had the maximum heat energy loss 
with 0.45 kWh/m2/window in summer and 0.51 kWh/m2/window in winter.

The clerestory windows show significant heat contribution to the inner space of 
the house. From the findings, it indicates that the clerestory windows were able to 

Figure 10. 
Seasonal daily windows’ cumulative heat energy.

Figure 9. 
Typical summer and winter daily heat transfer through the windows of a passive solar house.



Wind Solar Hybrid Renewable Energy System

218

offset the underperforming south perimeter windows. Also, irrespective of size (glass 
surface area), the clerestory windows outperformed the other windows in both sea-
sons in terms of heat gain. It can be said that the performance of the windows is a fac-
tor of the orientation of the house rather than the surface area of the windows (glass). 
Additionally, the solar heat gain through the windows was examined. The summer 
and winter daily average solar irradiation on the outer surface of the house windows 
and the resultant heat energy gain are given in Figures 11 and 12, respectively.

From Figure 11, the south perimeter windows had minimum heat energy 
transmission. It was found that 48%/window of solar irradiation was transmitted 
through the south perimeter windows. The clerestory windows, on the other hand, 
had the maximum heat energy transmission with 96%/window. Similar behaviour 
was observed in Figure 12. The south perimeter and clerestory windows heat 
energy transmission with respect to their solar irradiation were 52 and 101%/win-
dow, respectively. Detailed findings of the solar irradiation of the house windows 
and the resultant heat energy transmission are given in Table 3.

As stated earlier, the heat energy transmitted through the windows (glass area) 
is due to simultaneous conductive and radiative heat transfer. Although, the above 
comparative analysis only took into consideration the radiative heat energy gener-
ated on the windows’ outer surface. Also, no shading device (drapes) was used in 
the clerestory windows. Hence, during the winter season, more than 100% of heat 
energy was transmitted through the clerestory windows.

4.3 Indoor weather conditions analysis

The indoor air temperature and relative humidity were the focus of the indoor 
weather conditions analysis. Thus, both parameters of each zone in the house were 
measured separately to establish the thermal influence of the various activities and 
orientation of the rooms (see Figure 4). The seasonal daily indoor air temperature and 
relative humidity profiles of the different zones in the house are given in Figure 13.

In Figure 13, the vertical bar charts below and above represent the air tempera-
ture and relative humidity percentage difference, respectively, of the three zones. A 
minimal summer day air temperature and relative humidity percentage difference 
were observed. However, zone 3 had the maximum air temperature and relative 

Figure 11. 
Typical summer day solar heat gain of the house north, east, south, west, and clerestory windows.
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humidity percentage difference in both days. On a typical summer day, the air 
temperature percentage difference was 4% at 12 h00 and a corresponding relative 
humidity of 3% at 11 h00. The air temperature and relative humidity percentage 
differences were, respectively, 16% and 12% on a typical winter day. Further find-
ings of Figure 13 are summarised in Table 4.

Figure 12. 
Typical winter day solar heat gain of the house north, east, south, west, and clerestory windows.

Windows Summer Winter

Solar 
irradiation 
(kWh/m2)

Transmitted heat 
energy (%/window)

Solar 
irradiation 
(kWh/m2)

Transmitted heat 
energy (%/window)

North 3.23 63 4.71 67

East 2.83 60 1.95 63

South 1.15 48 0.55 52

West 1.85 57 1.16 61

Clerestory 3.23 96 4.71 101

Table 3. 
Seasonal solar heat energy transmitted through the windows.

Figure 13. 
Average summer and winter days’ air temperature and relative humidity distribution in the various zone.
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humidity of 3% at 11 h00. The air temperature and relative humidity percentage 
differences were, respectively, 16% and 12% on a typical winter day. Further find-
ings of Figure 13 are summarised in Table 4.
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Average summer and winter days’ air temperature and relative humidity distribution in the various zone.
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In Tables 4 and 5, the daily swing refers to the difference between the daily 
maximum and minimum air temperature and relative humidity. In Table 4,  
a fairly constant daily air temperature swing with an average of 5.6°C was observed, 
although the relative humidity swing in each zone varies. This was expected given 
that the presence and activities of occupants in a room are an influencing factor of 
relative humidity.

Furthermore, varying air temperature and relative humidity were observed in each 
zone during the typical winter day. This implies that a relatively high diurnal tem-
perature variation was experienced during the winter season. In addition, zone 3 had 
the maximum daily air temperature swing of 9.6°C. This was as a result of the north-
facing clerestory windows. Recall that the house was designed to optimise even air 
temperature indoors. Hence, the clerestory windows were installed to distribute solar 
radiation to the south floor area of the house. The blue dash circles in Figure 13 indi-
cate air temperature increase in zone 3 (south-facing room) due to penetrated solar 
radiation, consequently increasing the day and night air temperature differences in the 
zone. Zone 3 air temperature tends to increase more in winter due to the low-angled 
sun experienced during the season, regarding the blue circled area in both figures.

However, the average indoor air temperature and relative humidity in all zones 
were obtained and used to illustrate the indoor air temperature and relative humid-
ity distribution within the thermal comfort zone. The average air temperature of all 
zones was represented by the whole building air temperature, while whole building 
relative humidity served as the average relative humidity of the three zones. Summer 
season frequency distribution of the whole building and ambient air temperature, as 
well as their corresponding relative humidity, are shown in Figure 14.

Zone 1 2 3

Indoor weather 
parameter

Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%)

Daily swing 6.1 16.3 6.7 20.0 9.6 22.2

Max. per. diff. (%) 
(equiv. temp.)

11.6 
(2.4°C)

6.5 
(2.2%)

4.8 
(0.9°C)

5.7 
(1.9%)

16.2 
(3.4°C)

12.2 
(4.1%)

Peak time 12 h00 12 h00 11 h00 12 h00 12 h00 12 h00

Average per. diff. (%) 
(equiv. temp.)

2.2 
(0.4°C)

3.1 
(1.3%)

2.3 
(0.4°C)

2.5 
(1.0%)

3.9 
(0.7°C)

3.6 
(1.5%)

Table 5. 
Typical winter day indoor air temperature and relative humidity variation in the house zones.

Zone 1 2 3

Indoor weather 
parameter

Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%)

Daily swing 5.4 14.4 5.8 16.1 5.7 13.5

Max. per. diff. (%) 
(equiv. temp.)

4 
(0.9°C)

2.9 
(1.3%)

2 
(0.5°C)

2.7 
(1.2%)

4 
(1.1°C)

3.1 
(1.3%)

Peak time 12 h00 18 h30 16 h00 18 h30 11 h00 11 h00

Average per. diff. (%) 
(equiv. temp.)

2 
(0.4°C)

0.9 
(0.4%)

1 
(0.2°C)

1.7 
(0.8%)

1 
(0.3°C)

1.1 
(0.5%)

Table 4. 
Typical summer day indoor air temperature and relative humidity variation in the house zones.
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A total of 12,607 data entries were used to develop the summer whole building 
and ambient air temperature and relative humidity distribution profile. As seen 
in Figure 14, the whole building and ambient air temperature distributions were 
divided into nine classes of 4.9°C width, and the air relative humidity frequency 
distribution curve is made of 11 classes of 9.99% width. Statistically, the whole 
building and ambient air temperature were not normally distributed. The whole 
building temperature skewness was 0.20 with a standard error (S.E) of 0.02, 
whereas a skewness of 0.41 (S.E 0.02) was obtained for the ambient temperature. 
Although both whole building and ambient air relative humidity in Figure 14 
were also not normally distributed, an opposite skewness was obtained. The whole 
building and ambient relative humidity had a skewness of −23.32 and − 23.68, 
respectively, both with a S.E of 0.02.

This implies that the measured air temperature and relative humidity deviate 
away from their mean towards the positive and negative side, respectively, where 
the whole building and ambient mean values are indicated by the blue broken 
(24°C) and solid (19°C) lines in their respective classes. The broken red line (47%) 
is used to identify the mean value of the whole building relative humidity, while the 
solid red line signifies the mean ambient relative humidity of 68%.

Thermally in Figure 14, the solid grey line and band indicate the indoor air 
temperature (20 and 24°C) and relative humidity (30 and 60%) comfort zones, 
respectively [40]. In this regard, 49% of the whole building air temperature and 
approximately 85% of its corresponding relative humidity were found within the 
thermal comfort, whereas only 21 and 28% of the ambient air temperature and 
relative humidity, respectively, were in the thermal comfort zone.

In the winter season, a total of 4386 data entries were used to develop the whole 
building thermal condition, ambient air temperature, and relative humidity distri-
bution profile. Nonetheless, a similar behaviour of the whole building, ambient air 
temperature, and relative humidity were observed. Figure 15 shows the measured 
ambient and whole building air temperature as well as the resultant relative humid-
ity during the winter season.

From Figure 15, the whole building temperature and relative humidity skew-
ness were 0.22 and −0.21, respectively, with a S.E of 0.04. Meanwhile, a skewness 
of 0.22 was observed for the ambient air temperature, while the relative humidity 
skewness was −0.15, both with a S.E of 0.04. Hence, the whole building, ambient 
air temperature, and relative humidity curves are asymmetric. In other words, the 
mean of the whole building air temperature drifts away from the thermal comfort 
zone, leaving only 23% of the whole building temperature distribution in the 

Figure 14. 
Whole building and ambient air temperature and relative humidity summer season profile.
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In Tables 4 and 5, the daily swing refers to the difference between the daily 
maximum and minimum air temperature and relative humidity. In Table 4,  
a fairly constant daily air temperature swing with an average of 5.6°C was observed, 
although the relative humidity swing in each zone varies. This was expected given 
that the presence and activities of occupants in a room are an influencing factor of 
relative humidity.

Furthermore, varying air temperature and relative humidity were observed in each 
zone during the typical winter day. This implies that a relatively high diurnal tem-
perature variation was experienced during the winter season. In addition, zone 3 had 
the maximum daily air temperature swing of 9.6°C. This was as a result of the north-
facing clerestory windows. Recall that the house was designed to optimise even air 
temperature indoors. Hence, the clerestory windows were installed to distribute solar 
radiation to the south floor area of the house. The blue dash circles in Figure 13 indi-
cate air temperature increase in zone 3 (south-facing room) due to penetrated solar 
radiation, consequently increasing the day and night air temperature differences in the 
zone. Zone 3 air temperature tends to increase more in winter due to the low-angled 
sun experienced during the season, regarding the blue circled area in both figures.

However, the average indoor air temperature and relative humidity in all zones 
were obtained and used to illustrate the indoor air temperature and relative humid-
ity distribution within the thermal comfort zone. The average air temperature of all 
zones was represented by the whole building air temperature, while whole building 
relative humidity served as the average relative humidity of the three zones. Summer 
season frequency distribution of the whole building and ambient air temperature, as 
well as their corresponding relative humidity, are shown in Figure 14.

Zone 1 2 3

Indoor weather 
parameter

Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%)

Daily swing 6.1 16.3 6.7 20.0 9.6 22.2

Max. per. diff. (%) 
(equiv. temp.)

11.6 
(2.4°C)

6.5 
(2.2%)

4.8 
(0.9°C)

5.7 
(1.9%)

16.2 
(3.4°C)

12.2 
(4.1%)

Peak time 12 h00 12 h00 11 h00 12 h00 12 h00 12 h00

Average per. diff. (%) 
(equiv. temp.)

2.2 
(0.4°C)

3.1 
(1.3%)

2.3 
(0.4°C)

2.5 
(1.0%)

3.9 
(0.7°C)

3.6 
(1.5%)

Table 5. 
Typical winter day indoor air temperature and relative humidity variation in the house zones.

Zone 1 2 3

Indoor weather 
parameter

Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%) Temp. 
(°C)

RH (%)

Daily swing 5.4 14.4 5.8 16.1 5.7 13.5

Max. per. diff. (%) 
(equiv. temp.)

4 
(0.9°C)

2.9 
(1.3%)

2 
(0.5°C)

2.7 
(1.2%)

4 
(1.1°C)

3.1 
(1.3%)

Peak time 12 h00 18 h30 16 h00 18 h30 11 h00 11 h00

Average per. diff. (%) 
(equiv. temp.)

2 
(0.4°C)

0.9 
(0.4%)

1 
(0.2°C)

1.7 
(0.8%)

1 
(0.3°C)

1.1 
(0.5%)

Table 4. 
Typical summer day indoor air temperature and relative humidity variation in the house zones.
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A total of 12,607 data entries were used to develop the summer whole building 
and ambient air temperature and relative humidity distribution profile. As seen 
in Figure 14, the whole building and ambient air temperature distributions were 
divided into nine classes of 4.9°C width, and the air relative humidity frequency 
distribution curve is made of 11 classes of 9.99% width. Statistically, the whole 
building and ambient air temperature were not normally distributed. The whole 
building temperature skewness was 0.20 with a standard error (S.E) of 0.02, 
whereas a skewness of 0.41 (S.E 0.02) was obtained for the ambient temperature. 
Although both whole building and ambient air relative humidity in Figure 14 
were also not normally distributed, an opposite skewness was obtained. The whole 
building and ambient relative humidity had a skewness of −23.32 and − 23.68, 
respectively, both with a S.E of 0.02.

This implies that the measured air temperature and relative humidity deviate 
away from their mean towards the positive and negative side, respectively, where 
the whole building and ambient mean values are indicated by the blue broken 
(24°C) and solid (19°C) lines in their respective classes. The broken red line (47%) 
is used to identify the mean value of the whole building relative humidity, while the 
solid red line signifies the mean ambient relative humidity of 68%.

Thermally in Figure 14, the solid grey line and band indicate the indoor air 
temperature (20 and 24°C) and relative humidity (30 and 60%) comfort zones, 
respectively [40]. In this regard, 49% of the whole building air temperature and 
approximately 85% of its corresponding relative humidity were found within the 
thermal comfort, whereas only 21 and 28% of the ambient air temperature and 
relative humidity, respectively, were in the thermal comfort zone.

In the winter season, a total of 4386 data entries were used to develop the whole 
building thermal condition, ambient air temperature, and relative humidity distri-
bution profile. Nonetheless, a similar behaviour of the whole building, ambient air 
temperature, and relative humidity were observed. Figure 15 shows the measured 
ambient and whole building air temperature as well as the resultant relative humid-
ity during the winter season.

From Figure 15, the whole building temperature and relative humidity skew-
ness were 0.22 and −0.21, respectively, with a S.E of 0.04. Meanwhile, a skewness 
of 0.22 was observed for the ambient air temperature, while the relative humidity 
skewness was −0.15, both with a S.E of 0.04. Hence, the whole building, ambient 
air temperature, and relative humidity curves are asymmetric. In other words, the 
mean of the whole building air temperature drifts away from the thermal comfort 
zone, leaving only 23% of the whole building temperature distribution in the 

Figure 14. 
Whole building and ambient air temperature and relative humidity summer season profile.
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thermal comfort zone. However, the percentage of the ambient air temperature in 
the thermal comfort zone deviates by 10%, whereas approximately 78 and 29% of 
the whole building and ambient air relative humidity, respectively, were inside the 
thermal comfort zone.

Based on the findings, it could be said that the whole building air temperature 
to a certain degree is influenced by the ambient air temperature given that both 
distributions follow the same trend in both seasons. Nevertheless, the same cannot 
be said for the whole building and ambient air relative humidity. In both seasons, 
the whole building relative humidity distribution tends to follow the whole building 
air temperature.

Theoretically, relative humidity is a measure in percentage of the amount of 
water vapour in the air compared to the amount of water vapour the air can hold at 
a given temperature. Considering that the amount of water vapour the air can hold 
mainly depends on the air temperature, an increase in air temperature increases the 
capacity of water vapour the air can hold. At a fixed amount of water vapour, an 
increase in air temperature results in a decrease of the air relative humidity and vice 
versa. Therefore, the measured air temperature and relative humidity in Figures 14 
and 15 are in line with theory.

5. Conclusion

The aim of this study is to analyse the thermal performance of a prototype 
low-cost energy-efficient house in South Africa. A passive solar house in SolarWatt 
Park, Alice, was used in the study. The indoor and ambient weather conditions of 
the house were monitored. Indoor and outdoor air temperature, relative humidity, 
as well as global horizontal irradiance and global irradiance at the various elevations 
of the house constitute the weather conditions.

It was found that strategic locating of the windows provides significant day-
lighting and heating for the inner space of the house. Also, the heat contribution 
of the windows was found to be dependent on the house orientation and shading 
materials (blind and drape). The performance of the north-facing clerestory and 
south-facing windows supports this claim. The daily cumulative heat contribution 
of the clerestory windows with no shading material was higher than that of the 
south-facing windows by 1.08 kWh/m2/windows in summer and 4.45 kWh/m2/
windows in winter. Due to conductive and radiative heat transfer which co-occurs 
in the windows, the clerestory windows were found to transmit more than 100% of 
the solar radiative energy generated on the outer surface in winter. The performance 

Figure 15. 
Whole building and ambient air temperature and relative humidity winter season profile.
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Chapter 11

Social, Economic, and 
Environmental Impacts of 
Renewable Energy Resources
Mahesh Kumar

Abstract

Conventional energy source based on coal, gas, and oil are very much helpful 
for the improvement in the economy of a country, but on the other hand, some bad 
impacts of these resources in the environment have bound us to use these resources 
within some limit and turned our thinking toward the renewable energy resources. 
The social, environmental, and economical problems can be omitted by use of 
renewable energy sources, because these resources are considered as environment-
friendly, having no or little emission of exhaust and poisonous gases like carbon 
dioxide, carbon monooxide, sulfur dioxide, etc. Renewable energy is going to be 
an important source for power generation in near future, because we can use these 
resources again and again to produce useful energy. Wind power generation is 
considered as having lowest water consumption, lowest relative greenhouse gas 
emission, and most favorable social impacts. It is considered as one of the most 
sustainable renewable energy sources, followed by hydropower, photovoltaic, and 
then geothermal. As these resources are considered as clean energy resources, they 
can be helpful for the mitigation of greenhouse effect and global warming effect. 
Local employment, better health, job opportunities, job creation, consumer choice, 
improvement of life standard, social bonds creation, income development, demo-
graphic impacts, social bonds creation, and community development can be achieved 
by the proper usage of renewable energy system. Along with the outstanding advan-
tages of these resources, some shortcomings also exist such as the variation of output 
due to seasonal change, which is the common thing for wind and hydroelectric power 
plant; hence, special design and consideration are required, which are fulfilled by the 
hardware and software due to the improvement in computer technology.

Keywords: conventional energy resources, social, environmental, economical, 
hydropower, photovoltaic, geothermal

1. Introduction

Renewable energy is going to be an important source for power generation in the 
near future, because we can use these resources again and again to produce useful 
energy. The energy resources are normally classified as fossil resources, renew-
able, and nuclear energy resources. Different renewable energy resources, like 
hydropower, wind, solar, biomass, ocean energy, biofuel, geothermal, etc., provide 
15–20% of the total world’s energy. The world is going to turn into a global village 
due to more requirement of energy due to fast growing population, which leads to 
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the use the fossil fuels like coal, gas, and oil to fulfill the energy requirement, which 
creates unsustainable situations and many problems like depletion of fossil fuels, 
environmental and geographical conflicts, greenhouse effect, global warming, 
and fluctuation in fuel prices. Due to environment-friendly and less emission of 
gases from renewable energy, it is considered as sustainable energy; also supported 
for the society from each dimensions like economic, social and environmental. 
“Approximately 1.6 billion people have no access to electricity and about 1.1 bil-
lion are without water supply” [1]. Renewable energy resources have an ability to 
complete the world’s energy demand, protect the environment, and provide energy 
security. Along with the outstanding advantages of these resources, some short-
comings also exist like the variation of output due to seasonal change, which is the 
common thing for wind and hydroelectric power plant; hence, special design and 
consideration are required, which are fulfilled by the hardware and software due to 
the improvement in computer technology. The main renewable energy sources with 
their usage in different form are classified in Table 1, and it is expected that renew-
able energy will be one of the important sources for the future; the world’s renew-
able energy sources scenario by 2040 is estimated as given in Table 2.

Energy resource Energy conversion and usage option

Hydropower Power generation

Biomass Heat and power generation, pyrolysis, gasification, digestion

Geothermal Urban heating, power generation, hydrothermal, hot rock

Solar Solar home system, solar dryers, solar cookers

Direct solar Photovoltaic, thermal power generation, water heaters

Wind Power generation, wind generators, windmills

Wave Numerous designs

Tidal Barrage, tidal stream

Table 1. 
Main renewable energy sources with their usage form [2].

2001 2010 2020 2030 2040

Total consumption (million tons equivalent) 10,038 10,549 11,425 12,352 13,310

Biomass 1080 1313 1791 2483 3271

Large hydro 22.7 266 309 341 358

Geothermal 43.7 86 186 333 493

Small hydro 9.5 19 49 106 189

Wind 4.7 44 266 542 688

Solar thermal 4.1 15 66 244 480

Photovoltaic 0.1 2 24 221 784

Solar thermal electricity 0.1 0.4 3 16 68

Marine (tidal/wave/ocean) 0.05 0.1 0.4 3 20

Total RES 1365,5 1745,5 2964,4 4289 6351

Renewable energy contribution source (%) 13.6 16.6 23.6 34.7 47.7

Table 2. 
Global renewable energy scenario by 2040 [3].
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2. Background

The economy of Pakistan has been variable and unstable for a long time, but 
it started to grow somehow since 1990s. Energy demand also increased, as the 
economy of the country increased. To fulfill the energy demand, oil, natural gas, 
and coal are used, but due to limited resources, Pakistan is forced to import oil 
and gases from U.A.E and Saudi Arabia. The location of Pakistan is very good for 
getting benefit from the sun to generate power, and there are also some places 
suitable for wind power generation in Pakistan. However, the main problem 
to generate power is the funding. The energy overview of Pakistan is given in 
Figure 1. Ref. [4] addressed the impacts of renewable energy projects (REP) on 
the community in Australia. The study focused on four major factors impacting 
REP: social, political, economic, and environmental. According to one prediction, 
the world’s energy demand will be increased up to 5 times from that of current 
demand. Currently, three-fourths of that demand is fulfilled by the fossil fuels. 
On the other hand, the more usage of these resources causes environment pollu-
tion and results in more greenhouse effect [5]. For the protection of environment, 
social development and economics benefits can be get by using renewable energy 
sources, because there is no requirement of fuel [6]. These resources avoid the 
fluctuations in prices and importing of fossil fuel. Wind energy has some effects 
like bird strike and noise etc., which can be mitigated by proper placement of 
installation. The hydroelectric power may develop slowly with respect to other 
resources, because a number of people have to leave their homes. But, this may be 
beneficial for the companies to improve flood control [7]. The increasing global 
warming effect can easily be prevented with the proper access of renewable 
energy and by improving the renewable energy technologies [8]. In developing 
countries like Pakistan, our main focus is to create jobs and the financial develop-
ment, than focusing on the environment impacts; with the shift of consumers’ 
attention toward renewable energy, society will be more effective and efficient 
and enhancement in smart gird system [9].

Renewable energy source will be the best option for minimizing pollution, 
increasing economy, energy security, and job opportunities; also, poverty will 
be reduced because mostly poor people rely on the natural resources [10]. It is 
believed that after 2050, 50% of global energy supply will be generated using 
renewable energy resources; the magnitude of renewable energy sources is 140 
times the worldwide annual energy consumption. Renewable energy resources 
as “job motor for Germany,” 55% increase in total number of jobs since 2004, 
reported in a publication from Environmental Ministry (BMU) [11]. Pakistan has 

Figure 1. 
Energy overview of Pakistan [22].
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abundant renewable energy resources and also shows the potential to overcome the 
energy demand gap, but it is inhibited by some factors like policy, institutional, 
regulatory, fiscal, social, economic, technical, industrial, and informational barri-
ers [12]. Globally, around three billion people rely on solid fuel mostly fossil fuel, 
causing health concerns and diseases like pneumonia, chronic respiratory diseases, 
and lung cancer. It is found that with the 1% increment of growth there will be 
an increment in CO2 emission up to 0.84% [13]. Population and GDP per capita 
have positive impacts on increasing CO2 emission. Government of Pakistan should 
initiate, in short run, small dams in the northern area and, in long run, big dams 
and hydro power projects, and for domestic purposes, coal and hydel resources 
can be used in small scale [14]. With the proper and efficient use of energy, the 
culture will be developed [15]. Still most of the northern areas of Pakistan are not 
electrified and we are under the huge crises of electric power; urban and rural 
areas experienced 10–12 and 16–18 h, respectively, of load shedding, which is 
caused direct decrement in the overall economics. With solar cell, electricity can 
be generated but in small amount, which would be useful as backup during load 
shedding time. In Baluchistan, there is no scope of gird system because of scat-
tered villages; 77% of the population lives in villages and 90% of them do not have 
electricity [16]. In Pakistan, big cities produce millions of tons of biomass, but lack 
of technologies to generate electric power from these wastes is one of the biggest 
barriers for the improvement in renewable energy resources in Pakistan. Pakistan 
has potential to produce almost 652 million kg of manure per day, only from cattle 
and buffalo. It can produce 16.6 million m3 biogas daily, and 21 million tons of 
biofertilizer can be generated per year. That means 20% nitrogen and 66% phos-
phorous can be provided to the crop fields. Additionally, 3000 MW energy can be 
generated from sugarcane industries. A 10 m3 biogas unit can save almost 92,062 
PKR per year. Finally, the study concluded that biogas energy system has low initial 
cost, low operating cost, and positive impact on household income. Biogas energy 
can do good for almost 70% of the country’s population living in rural areas [17]. 
Nuclear energy can be useful for the development in the long term to meet global 
increasing demand [18].

Every year, Pakistan spends 3 billion US dollars to import oil to meet the energy 
requirement, and this ratio is increasing 1% yearly. Decreased efficiencies of 
thermal plants, periodic changes in water flow, fuel availability, auxiliary consump-
tion and transmission limitations are main cause that Maximum system capability 
is lower. The main cause of load shedding is the circular debt caused by government 
institutions, poor revenue collection, insufficient tariff, corruption, losses, theft 
of electric power, and dispute on tariff with FATA, AJK, and KESC and also due to 
ignorance of merit, appointments of noneligible employees on political basis, etc. 
Circular debt can only be improved with the introduction of more and more renew-
able energy to the national gird [19]. Nonrenewable consumption increases the real 
GDP rapidly as compared to renewable energy consumption. However, it has 87% 
variation in carbon dioxide emission, which causes deforestation and dangerous 
impacts on the human health and the environment. Finally, it was concluded that 
renewable energy consumption along with nonrenewable energy consumption is 
the better solution for the GDP growth of the country [20]. It is found that econom-
ical, technical, reliability, availability of renewable energy resources, and financial 
risk are the important factors for selection and ranking of renewable energy 
technologies. The study prioritizes the renewable energy resources as wind energy, 
biomass, solar photovoltaic, and solar thermal energy. Further, wind energy and 
biomass were preferred for power generation in Pakistan [21], and energy review of 
Pakistan is shown in Figure 1.
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3. Impacts of renewable energy resources

3.1 Social impacts

These resources also provide social benefits like improvement of health, accord-
ing to choice of consumer, advancement in technologies, and opportunities for the 
work, but some basic considerations should be taken for the benefit of humans, for 
example, climate conditions, level of education and standard of living, and region 
whether urban or rural from agricultural point of view. Social aspects are the basic 
considerations for the development of any country. The following social benefits 
can be achieved by renewable energy systems: local employment, better health, job 
opportunities, and consumer choice. The study concluded that the total emission 
reduction is exponentially increasing in different years after the installation of 
renewable energy projects in remote areas [23]. Social impacts of each resource with 
its magnitude are listed in Table 3.

3.2 Economics

It was discovered that renewable energy projects provide benefits in economic 
point of view because they utilize local labor from rural areas, local material and 
business, local shareholders, and services of local banks. In addition, the renew-
able energy projects have facilitated the communities by establishing a trust 
fund that aims to invest the money earned by selling electricity in local economy. 
This makes it easy for a few communities to invest money on any small business 
of their own choice [4]. Biofuel projects created large number of jobs; however, 
very low jobs were created by solar power plants, as the ratio of people working 
in different companies increase that will create more jobs for others by using the 
part of their economy for entertainment, leisure, restaurant, etc. The consumers 
will be provided with electric power at a low cost as compared to that of conven-
tional energy sources, and overall economy will be enhanced because there will 
be multiple options to generate power using different renewable energy sources 
present in that region [23].

Technology Impact Magnitude

Photovoltaic Toxins Minor-Major

Visual Minor

Wind Bird strike Minor

Noise Minor

Visual Minor

Hydro Displacement Minor-Major

Agricultural Minor-Major

River damage Minor-Major

Geothermal Seismic activity Minor

Odor Minor

Pollution Minor-Major

Noise Minor

Table 3. 
Social impacts assessment for different renewable energy sources [7].
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3.3 Environmental impacts

Renewable energy projects have also contributed in improving environmental 
impacts such as reduction of carbon dioxide gas, awakening community about the 
climate change. The study observed very small impacts on the people living in a 
particular area, tourism, cost of energy supply, and educational impacts. Significant 
impacts were observed in improvement of life standard, social bonds creation, and 
community development. They also observed that the renewable energy projects 
are complex to install and are local environmental and condition sensitive. Their 
forecasting, execution, and planning require more consideration and knowledge as 
compared to other projects [4]. The two main aspects of environment are air and 
water pollution, normally created by the discharged water from houses, industries, 
and polluted rain, and discharge of used oils and liquids contains poisonous chemi-
cals and heavy metals like mercury, lead, etc. Along with water pollution, natural 
resources can be maintained and greenhouse effect and air pollution can be miti-
gated by the proper usage of renewable energy sources [23] as shown in Table 4. 
Carbon dioxide emission with the generation of electric power using different 
energy resources is given in Figure 2.

Various greenhouse gases in atmosphere is being increased by humankind by 
doing many economic activities. The role of greenhouse gases and current situation 
are given in Table 5.

3.4 Sociopolitical impacts

Solar panels are usually installed at the roofs of the buildings that increase the job 
opportunities in the PV system fabrication and installation. This increases the regional 
development and reduces the usage of energy from nonrenewable energy projects. It 
is very useful at the regions where there is no access of electricity. The major problem 

Category of impact Relationship to 
conventional sources

Comment

Exposure to harmful 
chemicals

Emission of Hg, Cd, and other 
toxic elements

Reduced emissions Emission reduced a few hundred 
times.

Emission of particles Reduced emissions Much less emission.

Exposure to harmful gases

CO2 emission Reduced emissions A big advantage.

Acid rain, SO, NOx Reduced emissions Reduced more than 25 times.

Other greenhouse gases Reduced greenhouse gases Big advantage-global warming.

Other

Spouts off fossil fuels Total or partial elimination 
of oil spills

Heavy fuel oil and other petroleum 
product spills.

Water quality Better quality water Reduced water pollution.

Soil erosion Smaller loss of land In most cases, there is no penetration 
deep into earth.

Table 4. 
Summary of environmental effects [24].
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with solar system is the high investment and maintenance cost. Biomass energy 
projects have great contribution in the local job creation and the development of 
rural areas. Such types of power plants have large opportunities of jobs in construc-
tion of plants, management, maintenance of plants, production, and preparation of 
biomass. Only the noise production and unpleasant smell are the negative impacts of 
these plants. Fuel cells have slow implementation because of their high cost of plant 
construction and energy generation. Their construction and operation create jobs in 
almost all technical activities. In hydro power plants, the major sociopolitical problem 
is the shifting of the people from the areas where the plant is going to be constructed. 
These plants provide significant jobs for local community and also play an important 
role in the economic development of the community. The construction of tidal energy 
plants has no effect on humans, and they have better contribution in the local and 
official employment. These plants are very expensive and are not common. Wind 
energy projects do not have any emigration problem, and they create large number 
of job opportunities especially for engineers. Geo thermal energy projects provide 
the following sociopolitical benefits: improvement in the education of local people, 
improvement in living standards, and improvement in the care of health issues [25].

3.5 Impacts on grid

When the solar panels are connected to the distribution system, the cost of 
safety equipment is reduced because their short circuit current is higher than 
the nominal value. Biomass power plants have the same effects on the gird as do 
conventional plants. The integration of wind energy plants, tidal energy, and 
geothermal energy is complex [25].

Figure 2. 
Carbon dioxide equivalent emission during power generation [7].

Substance Ability 
to retain 
infrared 

radiation 
compared 

to CO2

Preindustrial 
concentration

Present 
concentration

Annual 
growth 

rate 
(%)

Share in 
greenhouse 

effect due 
to human 

activity

Share in 
greenhouse 

effect increase 
due to human 

activity

Alpha 1 275 346 0.4 71 50 ± 5

Beta 25 0.75 1.65 1.0 8 15 ± 5

Gamma 250 0.25 0.35 0.2 18 9 ± 5

Delta 17,500 0 0.00023 5.0 1 13 ± 5

Epsilon 20,000 0 0.00040 5.0 2 13 ± 5

Table 5. 
Role of different substances in greenhouse effect [15].
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3.6 Socioeconomic impacts

Three case studies were made to investigate the socioeconomic benefits of 
renewable energy projects, and the three cases were solar, wind, and biofuel energy 
projects; empirical method was used to collect data. The basic aim of study was to 
know the contribution of renewable energy projects to local sustainability, which 
includes social, economic, and environmental, and to identify the socioeconomic 
benefits of REPs through the concerned community. It was done by doing survey 
of the communities. Eleven parameters were used including job creation, impacts 
on education, easy usage of energy, income development, demographic impacts, 
social bonds creation and community development, usage of native resources, and 
tourism. They concluded that the impacts of REPs on employment are positive, and 
indirect employment is high in comparison with the size of community, whereas 
direct employment is moderate [26].

4. Availability and technical limitations

One of the important assessing factors to generate power from renewable 
energy sources is the availability and their technical limitation. Each resource has 
some limitations; photovoltaic has limitation to generate power only because heat 
energy from sun can only be received during the day time, except cloudy season. 
For wind turbine, speed should not increase beyond 25 m/s; otherwise, turbine 
will be damaged. Also, low speed of wind, that is, <3 m/s, will not be sufficient for 
the generation of electric power. Geothermal has good ability to generate power 
throughout the day for 24 h but is geography limited according to the presence of 
resources. Hydro-electric power plants are easy to start, stop, and operate within 
minutes; hence, they are considered as one of the highest available, reliable, and 
flexible renewable energy resources. From efficiency point of view, hydroelectric is 
classified at the top of the list, and then wind energy, photovoltaic, and geothermal 
are lowest efficient renewable energy resources. Because of availability of cells 
in different categories, the efficiency of photovoltaic is very much variable [7]. 
According to the efficiency, different energy sources are categorized in Table 6.

5. Conclusion

The conventional energy resources like oil, gas, and coal are very important 
for the improvement in economics of a country. A country like Pakistan is fully 
dependent on the conventional energy sources in spite of knowing its bad effects for 
health and environment like greenhouse effect, global warming effect, etc. Pakistan 

Technique Efficiency

Photovoltaic 4–22%

Wind 24–54%

Hydro >90%

Geothermal 10–20%

Coal 32–45%

Gas 45–53%

Table 6. 
Efficiency of electricity generation [7].
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is blessed with all the renewable energy sources like hydro, wind, and geothermal, 
and for solar power generation also, it is a suitable country. But, the main problems 
to generate power from renewable energy resources are funds and politics. All the 
factors like emission of greenhouse gases, availability of resources, land require-
ments, water consumption, social impacts, and price of power generated are taken 
into consideration for the classification of renewable energy sources. Wind power 
generation is considered as lowest water consumption, lowest relative greenhouse 
gas emission, and most favorable social impacts. It is considered as one of the most 
sustainable renewable energy sources, followed by hydropower, photovoltaic, 
and then geothermal. Biomass is considered suitable for the small-scale industries 
because of saving of fuel in considerable amount. Local employment, better health, 
job opportunities, job creation, consumer choice, improvement of life standard, 
social bonds creation, income development, demographic impacts, social bonds 
creation, and community development can be achieved by the proper usage of 
renewable energy system. Along with benefits of renewable energy resources, these 
are complex to install and are local environmental and conditions sensitive. Their 
forecasting, execution, and planning require more consideration and knowledge as 
compared to other projects.
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