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Chapter 1

Introductory Chapter: Trends and 
General Information on Energy 
Policies in the World
Tolga Taner

1. Introduction

This book is a comprehensive book of energy policies. It includes the techni-
cal meaning of energy as well as energy policies. In addition to the global scope of 
energy, it also explains what needs to be done in countries. In the studies, the works 
made in terms of energy from countries are also presented. Solutions for the energy 
problem that will continue to form the world of the future are also emphasized. It 
is obvious that the improvements to be made in energy can minimize the problems 
between countries in the future.

2. General evaluation of energy policies

Energy needs to be well described before referring to energy policies. Energy 
includes many phenomena as well as the ability to move. Force creates heat and 
its derivatives, as it forms the basis of energy. The basic phenomena that make 
up energy are the kinetic and potential energies as well as the internal energy of 
the system and/or matter. Energy is a fundamental concept that plays a role in the 
creation of the universe and planets. In fact, energy such as water energy is a needed 
resource and is a resource that humanity will always need.

Energy has been utilized in pre-ages, middle ages, and recent times. Humanity has 
faced many problems and wars in order to secure energy sources. These situations have 
continued for ages and still continue today. Primary energy resources are the leading 
ones, and the most important of these are oil, natural gas, and similar energy sources.

In this chapter, it is suggested to solve the energy crisis and problems in a neutral 
way. Before that, some studies should be mentioned in the literature.

Energy efficiency optimization processes need to be analyzed not only for 
countries but also for industries as well as for energy consumption [1].

Applications of thermodynamics and heat transfer principles from engineering 
knowledge are also essential for energy saving in industry processes, in finding energy 
and exergy efficiencies. Economic analysis should be applied for improvements in 
energy policy, energy and exergy efficiency results, and energy and exergy efficiency 
improvements based on existing and regulated scenarios [2].

Alternative energy options have become a serious source of energy due to deple-
tion of fossil fuels. These energy resource options bring about important experi-
mental and prototype studies in order to realize alternative energy and renewable 
energy systems [3].
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It is also necessary to mention the energy economy of renewable energy sources. 
There are many different studies in the literature on energy economy. In addition 
to the economic analysis of a wind power plant, there have been some previous 
studies on the feasibility of wind power plants [4, 5]. The literature includes proton 
exchange membrane (PEM) fuel cell from other energy systems [6–8]. There is 
a study on solar energy, which is another renewable energy source, and there is a 
feasibility study that also includes techno-economic analysis of solar energy [9].

In addition, the implementation of the energy management program plays a mean-
ingful role in achieving the target of energy policies to ensure efficiency in manage-
ment of renewable energy sources [10]. When determining energy policies, countries 
should implement the energy management program in industries as a solution. In this 
way, countries save energy by controlling energy more efficiently and faster.

3. Overview of world energy and aspect of energy policy

Energy policies are now being developed on a long-term basis in developed and 
developing countries. Globally, the supply of energy to the world is becoming more 
challenging as the population increases. Countries develop many strategies and 
plans considering energy while developing strategies. Many countries are turning to 
alternative and renewable energy sources due to the exhaustion of primary energy 
sources as well as the emission of pollutants in the environment.

Regarding the power sector, renewable energy systems are growing in the energy 
sector. As of 2018, 188 GW were installed globally. However, the new power capac-
ity increases have finally stabilized after years of growth. Global renewable energy 
systems have increased their power capacity to approximately 2378 GW, combining 
fuel and nuclear power systems. In 2018, more than 90 countries had installed at 
least 1 GW. Approximately 30 countries have exceeded 10-GW production capac-
ity. Interest in wind and solar PV systems continues to grow and its share in mixed 
renewable energy systems is growing by approximately 20% in countries [11].

In the transportation sector, the use of renewable energy systems at a lower level 
is a handicap. Biofuels are popular among renewable energy sources and systems as 
well as the energy market for home and industry. In particular, interest in electric 
vehicles with no air pollutants has been increasing worldwide. In addition to the 
63% increase in the number of global electric cars, electric bus fleets are gaining 
importance in cities [11].

In heating and cooling, procurement of energy systems related to renewable 
energy sources is slow due to energy policy problems. Due to integrated policy 
approaches, it increases the demands and purchases of energy efficiency in renewable 
energy sources with the help of advanced technologies [11].

Technological advances in renewable energy sources have seen that the power 
sector has grown further than the heating, cooling, and transport sector. The main 
reason for this is that the costs involved in conventional thermal production have 
become more advantageous compared to renewable energy sources and conse-
quently the tendency toward the power sector increases.

In Table 1, indicators of renewable energy can be seen clearly. Renewable energy 
investment cost was 326 [$ billion] in 2017. In 2018, investment in renewable energy 
fell to 289 [$ billion] annually. The capacity of renewable power with hydropower 
existed 2,197 [GW] for 2017 year and 2,378 [GW] for 2018 year. The capacity of 
renewable power without hydropower became from 1,081 to 1,246 [GW] for a one 
year. The capacity of hydropower was 1,132 [GW], the capacity of wind power was 
591 [GW], the capacity of solar energy with photovoltaic happened 505 [GW], the 
capacity of bioenergy power was 130 [GW] the capacity of geothermal power got 
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13.3 [GW], the capacity of concentrating solar thermal power became 5.5 [GW] and 
the capacity of ocean power was 0.5 [GW] in 2018. The capacity of bioelectricity 
generation for annual became 581 [TWh]. In addition, when comparing biodiesel 
production capacity from renewable energies with others, it is seen that biodiesel 
production is at sufficient levels [11].

Figure 1 presents the renewable energy rate for 2018 [11]. These rates are given 
respectively for: hydroelectric renewable energy capacity, non-hydroelectric renewable 
energy capacity, wind energy capacity, photovoltaic and solar energy capacity, bioen-
ergy capacity, geothermal energy capacity, solar energy capacity, ocean energy capac-
ity, bioelectric energy capacity as can be seen from the figure. Hydroelectric energy has 
the highest renewable energy share in the world and its energy share in 2018 is 40%.

In Table 2, the energy policy objectives of the countries are carefully questioned 
[11]. In general, the target numbers of countries’ renewable energy sources are 
presented in the table.

According to Table 2, the number of targets for countries with renewable 
energy targets (national/state/province) reached 169 in 2018. In countries with 100% 
renewable energy (primary or final energy targets), heating and cooling and trans-
portation targets, the number of targets remains only 1 target. In addition, countries 
with 100% renewable electricity energy targets reached 65 targets in 2018 [11].

Investment of the renewable energy Cost of 
investment

Year 
2017

Year 2018

Annual renewable energy investment related to power [$ billion] 326 289

Power obtained from the renewable energy Unit of power Year 
2017

Year 2018

Capacity of obtaining renewable power with hydropower [GW] 2197 2378

Capacity of obtaining renewable power without 
hydropower

[GW] 1081 1246

Capacity of hydropower [GW] 1112 1132

Capacity of wind power [GW] 540 591

Capacity of obtaining solar energy with photovoltaic 
devices

[GW] 405 505

Capacity of bioenergy power [GW] 121 130

Capacity of geothermal power [GW] 12.8 13.3

Capacity of concentrating solar thermal power [GW] 4.9 5.5

Capacity of ocean power [GW] 0.5 0.5

Capacity of bioelectricity generation annually [TWh] 532 581

Heat of the renewable energy Unit of power Year 
2017

Year 2018

Capacity of solar hot water [GWth] 472 480

Transport of the renewable energy Unit of power Year 
2017

Year 2018

Production of ethanol annually Liters (billion) 104 112

Production of biodiesel (fatty acid methyl esters) annually 33 34

Production of biodiesel (hydrotreated vegetable oil) 
annually

6.2 7.0

Table 1. 
Indicators of renewable energy in the world [11].
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Countries with thermal debt and duty (national/state/province based) happened 
18 targets in 2018. Countries with biofuel duty (national/state/province based) have 
been 18 targets in 2018. In briefly, countries with feeding policies (national/state/
province based), whose targets became 111, was the highest target in the energy 
policy [11].

Figure 2 shows the rate of energy policies regarding renewable energy sources 
for the world in 2018 [11]. These issues can be explained as follows:

Energy policies Year 2017 Year 2018

(Number of 
targets)

(Number of 
targets)

Countries with renewable energy targets (national/state/province 
based)

179 169

Countries with 100% renewable energy (primary or final energy 
targets)

1 1

Countries with 100% renewable heating and cooling targets 1 1

Countries with 100% renewable transport targets 1 1

Countries with 100% renewable electricity target 57 65

Countries with thermal debt and duty (national/state/province 
based)

19 18

Countries with biofuel duty (national/state/province based) 70 70

Countries with feeding policies (national/state/province based) 112 111

Countries with quota policies (national/state/province based) 33 33

Countries participating in the tender held in 2018 29 48

Cumulative tender countries 84 98

Table 2. 
Energy policies of renewable energy in the world [11].

Figure 1. 
The power rate of renewable energy in 2018 [11].
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Countries with renewable energy targets, Countries with 100% renewable 
energy, Countries with 100% renewable heating and cooling targets, Countries with 
100% renewable transport targets, Countries with 100% renewable electricity tar-
get, Countries with thermal debt and duty, Countries with biofuel duty, Countries 
with feeding policies, Countries with quota policies, Countries participating in the 
tender held and Cumulative tender countries. When renewable energy resource 
policies are evaluated, the highest share in renewable energy policies was in the year 
2018 with a rate of 29% in the world.

This study shows how the density trend of the final energy is for the world 
energy policy. Energy density can be explained as the amount of energy per 
activity of the unit energy output. Thus, it can be seen that if less energy is 
consumed, the energy density can also be reduced. It is for this reason that the 
improvement in energy intensity in the world may be brought about by changing 
some energy policies. Accordingly, the distribution of energy density should be 
given by years.

Figure 3 indicates an intensity improvement of final global energy. According 
to the final energy intensity improvement, the ratio between 2000 and 2009 was 
approximately 1.8%. The change between 2010 and 2014 increased slightly and 
reached around 2%. In 2015, the energy intensity improvement ratio increased 
further and exceeded 2%. As of 2016, the trend was downward and approached 
around 1.5% in 2018 [12].

Figure 4 shows the intensity increase of the final country/region energy. 
According to the highest of the final energy intensity improvement, the ratio 
between 2000 and 2009 was occurred approximately 3.0% in the India. The 
change between 2010 and 2014 was happened around 3.8% in the China. In 2015, 
the energy intensity improvement ratio increased further and exceeded 5% in the 
India. China’s energy intensity approached around 5.8% in 2016, 5.6% in 2017 and 
approximately 5.0% in 2018, respectively [12].

Figure 5 shows the global primary energy intensity improvement rate. In case of 
technical efficiency in global energy intensity improvement rate, changes in energy 
intensity improvement rate are observed in Figure 5. Technical efficiency remains 

Figure 2. 
Rate of the energy policies of renewable energy for the world in 2018 [11].
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Figure 2. 
Rate of the energy policies of renewable energy for the world in 2018 [11].
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the main driver of energy density improvements. Global technical efficiency 
improvements between 2015 and 2018 prevented 4% more energy consumption 
in 2018. This technical efficiency has doubled the global primary energy intensity 
improvement rate in 2018 [12].

Figure 4. 
Country/region’s intensity improvement of final energy [12].

Figure 3. 
Global intensity improvement of final energy [12].
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This book discusses the current world situation regarding the existing energy 
policies. The interest in energy sources and energy data for renewable energy 
sources are presented and the energy distribution shares are clearly shown in detail. 
The biggest problem in energy policies is still the investment cost. Currently, mate-
rials and systems of energy systems occupy a significant place in energy conversion. 
Energy costs can be improved with advanced technological systems.

4. Results and discussion

In this section, it is necessary to determine the global energy targets as well as 
the current energy data. Energy policies should be considered in the short-term as 
well as long- and medium-term plans. In short, countries have to take all kinds of 
measures in their energy policies and wars, turmoil, government stabilization, and 
human rights into consideration.

Accordingly, in order to shape the world of, the future, 2050 and beyond, 
arrangements should be made by taking into account the data that can shed light on 
energy policies.

The increase in geopolitical tensions as well as many other uncertainties such 
as the oil crises in the world affect the energy policies [13]. In addition, precau-
tions must be taken urgently for emissions-particles and other key factors released 
during energy production. While energy policies affect these phenomena men-
tioned above, energy investment costs and system installations are other factors. In 
addition, disagreements, unrest and wars between countries directly affect energy 
policies.

Due to key factors, when it is evaluated in terms of countries, it is necessary to 
reveal what should be done in energy policies in the coming years. Laws and objectives 
should be regulated accordingly [13]. Governments should focus on sustainable energy 
resources and sound steps should be taken forward. Stability and order can only be 
achieved through the establishment and implementation of good energy policies.

The energy history chronology and future energy scenario are presented in 
Figure 6. In 1919, energy consumption was only 1500 Mtoe, while in 2018 it was 
14,300 Mtoe. In 1919, only wood, coal, and small amounts of oil were consumed, 

Figure 5. 
Global primary energy intensity improvement rate [12].
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but in 2018 this changed completely. In 2018, petroleum was the first, followed by 
natural gas. Immediately after, coal and natural gas consumption are listed. Interest 
in renewable energy sources has also increased. In the 2040 forecasts, petroleum 
and natural gas are in the forefront, while coal and renewable energy sources are 
visually equalized in terms of consumption. It is foreseen that the consumption in 
nuclear energy may be considerable [13].

5. Conclusion

This book indicates the policy of energy in the world. Energy wars continue to 
occur due to the energy policies of the countries in the world. Energy policies in 
recent years have a direct impact on the development of countries. Countries are 
taking steps towards existence by producing short, medium and long term energy 
strategies. It is also explained in the concluding section on how energy in the 
general context might be in the future.

There are many factors in the decisions and measures taken regarding energy 
policies. It is clear that it will play a key role in global warming, as well as the factors 
that will affect countries’ investment costs, geopolitical locations, emissions, and 
other energy policies.

In Figure 7, the energy efficiency now and future energy scenario in the world 
are emphasized [14]. There has been a decline in the energy consumption curve 
starting from 2010. According to the forecasts of 2050, energy density ratio is 
expected to increase while per capita energy consumption decreases. By 2050, 

Figure 6. 
Energy history chronology and future energy scenario in the world [13]. Notes: * 1,500 [Mtoe] & ** 14,300 [Mtoe].
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energy density and energy consumption are expected to become stable. The 
regression curve shows that the probability is high.

As a result, the energy policies of the countries in the world are causing many 
problems today. In addition to many global stresses and tensions, the extent of 
global warming also raises concerns. Energy strategies should be developed by tak-
ing into account both energy efficiency and global warming, cross-country crises, 
population planning, energy investments and systems, legal regulations on energy 
costs, and many other parameters. Although advances in technologies bring many 
benefits, the future energy crises should be minimized.
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Chapter 2

Towards Energy Security
for the Twenty-First Century
Collins Ayoo

Abstract

Energy security is a goal that many countries are pursuing to ensure that their
economies function without interruption and that their people have access to ade-
quate, reliable and affordable supplies of modern and clean energy. It is a pressing
concern because the demand for energy is growing rapidly due to robust economic
expansion, population growth, new uses of energy and income growth, and yet the
supplies of energy resources required to power these needs are finite and in most
cases non-renewable. Furthermore, the production, transportation and utilization
of energy are a major source of greenhouse gases that cause global warming and
climate change. This chapter examines the multidimensional nature of energy
security, presents some indicators that can be used to assess changes in energy
security and outlines a range of policy measures that can be used to improve energy
security. These include more investments in energy production and transmission;
promotion of energy efficiency in various end-use sectors; modernization of the
grid to enable the integration of renewables such as wind, solar and geothermal
energy into the energy system; undertaking reforms in energy markets to attract
private sector investment in energy production, increase competition, reduce wast-
age and lower costs to energy users and fostering greater international collaboration
on energy issues and regional energy trade.

Keywords: energy security, energy security indicators, energy efficiency,
renewable energy, energy demand, energy market reforms

1. Introduction

Energy is a critical resource that all economies require to produce goods and
services and to enhance human, social, and economic wellbeing [1–4]. It is needed
by various industries as an input into the production of goods and services, for
transportation, and by households for heating, cooking, lighting and powering
domestic appliances. Empirical studies show that energy consumption is positively
correlated with indices of economic growth and wellbeing [3]. This is why the
provision of energy to most of the world’s population has been identified as a
criterion for assessing progress towards sustainable development. Both developed
and developing countries, however, face a myriad of energy challenges that include
inadequate and unsuitable supplies of energy sources, energy supply uncertainties,
high and fluctuating prices of energy, and environmental pollution and degradation
as a result of the production, distribution, and use of energy. For countries that rely
heavily on energy imports from politically unstable regions, additional risks stem
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from the threats of disruption to energy supplies and the destabilizing effects of
such disruptions to their economies and energy markets [5, 6]. Examples of such
disruption include the 1973 and 1979 oil crises, the disruption of world oil supplies
during the Persian Gulf wars, and the disruption of natural gas supplies to Ukraine
in 2014 due to disagreements with Russia [7]. More recently concerns have emerged
from energy supply and storage infrastructure due to natural disasters and terror-
ism. For countries such as the United States, these challenges are intricately linked
to their national security. For poor countries, these challenges have undermined
their prospects of economic development and constrained their efforts to alleviate
poverty and improve the standards of living of their peoples. They have also had an
adverse impact on the balance of payments. Addressing these challenges has there-
fore increasingly become the centrepiece of the energy policies of many countries
where the issue is being framed as one of enhancing energy security. This chapter
examines energy security with a focus on its nature and meaning, its multiple
dimensions, the indicators currently being used to measure energy security, and
some policy measures that can be used to enhance energy security.

2. Meaning of energy security

A clear conceptualization of energy security is essential for an efficient and
effective pursuit of this policy goal. The literature on energy security is however
characterized by widely differing and sometimes inconsistent definitions of the
concept. This is partly because various authors on the subject have tended to focus
on different sources of risk and conducted studies that differ in the scope of the
impacts of the various risks. The International Energy Agency (IEA) that was
formed in the 1970s to coordinate a robust response to disruptions to oil supplies
defines energy security as the uninterrupted availability of energy sources at an
affordable price. Bohi and Toman [8, 9] define energy insecurity as the loss of
welfare that may occur as a result of a change in the price or availability of energy.
Cherp and Jewell [10] assert that energy security is an instance of security in general
and define energy security as “low vulnerability of vital energy systems”. Winzer
[11] notes that energy security is commonly defined by incorporating the context.
Thus, in the United States, the focus of energy security has traditionally been on the
reduction of vulnerability to political extortion following the economic hardships
experienced in the aftermath of the oil embargo by the Organization of Petroleum
Exporting Countries (OPEC) in the 1970s. This is also the reason why policy makers
in the United States strongly support the goals of energy independence and raising
the shares of renewable energy. Winzer [11] further notes that in several developing
countries, the goal of energy security has been to protect the poor against com-
modity price volatility. He defines energy security as continuity of energy supplies
relative to energy demand. According to Andrews [12] and Jun et al. [13], energy
security means assuring adequate, reliable supplies of energy at reasonable prices
and in ways that do not jeopardize major national values and objectives. Intharak
et al. [14] define energy security as the ability of an economy to guarantee the
availability of energy supply in a sustainable and timely manner with the energy
price being at a level that will not adversely affect economic performance. Their
definition thus embodies three fundamental aspects, namely, physical energy secu-
rity which is the availability and accessibility of energy supply sources; economic
energy security which is the affordability of resource acquisition and energy infra-
structure development; and, environmental sustainability which entails using
energy resources in ways that meet the needs of the present without compromising
the ability of future generations to meet their own needs [15]. According to
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Grubb et al. [16] and Kruyt et al. [17], security of supply is a system’s ability to
provide a flow of energy to meet demand in an economy in a manner and price that
does not disrupt the course of the economy. They further point out that non-secure
energy systems are characterized by sharp energy price increases, reduction in
quality, sudden supply interruptions, and long-term disruptions of supply. Sovacool
[18–21], Sovacool and Brown [22], Sovacool and Mukherjee [23], Sovacool et al.
[24], Brown and Sovacool [25], and Badea et al. [26] define energy security as
equitably providing available, affordable, reliable, efficient, and environmentally
benign energy services to end users. Brown et al. [27] opine that energy security has
to do with questions of reliable energy supplies, regional concentration of energy
resources, and the implications of strategic withholding of energy. They point out
specific aspects of energy security such as electricity reliability, natural gas and
petroleum security, and the vulnerability of the entire energy supply chain. They
also maintain that robust global coordination of responses to energy supply shock is
critical to energy security. According to APERC [28], energy security consists of
4A’s namely, availability, accessibility, acceptability, and affordability.

Although the definitions of energy security provided above are not exhaustive,
they all illustrate the importance of energy security, its multi-dimensional nature,
and why many countries regard it as a policy priority. In the short-term, energy
security concerns focus on the ability of the energy system to react promptly to
sudden changes in the supply–demand balance. In the long-term, energy security
concerns have to do with timely investments in energy supply in line with economic
developments and environmental needs. At the multilateral and global levels,
energy security has continued to receive increasing attention as evidenced by Sus-
tainable Development Goal 7 of the United Nations that requires countries to ensure
access to affordable, reliable, sustainable, and modern energy for all.

3. Indicators of energy security

Several indicators have been proposed for assessing the energy security risks that
various countries face, how the energy security situations have been changing over
time, and how energy security is impacted by the energy policies of these countries.
Estimates of these indicators are valuable in developing energy security strategies
that take into account countries’ energy resource endowments, market conditions,
vulnerabilities to energy supply shocks, and technological progress. In what follows
I present some energy security indicators, explain their use in assessing energy
security, and provide energy security metrics for selected countries.

3.1 Energy reserves

Energy reserves refer to the estimated quantity of energy sources (e.g. coal, gas,
or oil) known to exist with reasonable certainty, and which can be recovered with
presently available technology at an economically viable cost. A country’s energy
resources and the extent to which they are developed is an important determinant
of energy security. In general, countries with vast energy resources are more energy
secure compared to those with meagre energy resources. Over time, however,
changes can occur that alter a country’s energy resources and thus improve or
worsen its energy security. For example, the discovery of vast oil and gas resources
in the North Sea had a significant impact on Norway’s economy and energy security
and made Norway a rich oil-exporting country [29]. This is also the case with
countries which have recently discovered new energy reserves. Table 1 presents
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estimates for the proved oil reserves for various geographic regions for selected
years from 1980 to 2017. Estimates for natural gas are presented in Table 2.

Table 1 shows that the Middle East has the greatest quantity of proven oil
reserves followed by North America. Although these two regions account for more
than 50% of the world’s total proven oil reserves, this fact alone own does not confer
on the regions the greatest energy security. Assessing oil security requires a consid-
eration of additional factors such as oil production and consumption and how these
are evolving over time. Table 1 also shows that over time, with the exception of
Europe, several regions of the world have reported an increase in their proven oil
reserves thus suggesting an improvement in oil security. The case of the United
States is particularly significant given that it has in recent years considerably
expanded its production and reduced its dependence on oil imports. This has been
possible through the shale revolution and also through changes to regulations to
permit the drilling and extraction of oil in previously proscribed areas.

Table 2 shows that the Middle East has the largest proven natural gas reserves
followed by the CIS. Like the case of oil, most regions of the world have reported an
increase in proven natural gas reserves from 1980 to 2017. The exception is Europe
whose proven natural gas reserves have declined. The proven reserves of oil and
natural gas are a good indicator of the existence or otherwise of potential that can be
developed to improve the energy security.

Table 3 shows the proven reserves of coal and the reserve-to-production ratios
(R/P ratios) for the various regions at the end of 2017. R/P ratios estimate the time
period remaining for the different regions to exhaust their known coal stocks given
the current rates of extraction, assuming no changes in existing stocks,

1980 1990 2000 2010 2017

North America 123.3 125.4 232.1 221.5 226.1

South and Central America 26.9 71.5 97.9 325.2 330.1

CIS 67.0 58.4 120.5 144.5 144.9

Europe 16.6 17.5 20.6 13.4 13.4

Middle East 362.4 659.6 696.7 765.9 807.7

Africa 53.4 58.7 93.0 124.5 126.5

Asia Pacific 33.9 36.3 40.1 48.0 48.0

World 683.5 1027.5 1300.9 1643.1 1696.6

Table 1.
Proved oil reserves in thousand million barrels 1980–2017 [30].

1980 1990 2000 2010 2017

North America 9.6 9.2 7.2 10.5 10.8

South and Central America 2.8 5.5 7.3 8.1 8.2

CIS 20.5 34.9 40.3 50.0 59.2

Europe 4.2 5.2 4.7 4.4 3.0

Middle East 24.2 37.2 58.3 78.2 79.1

Africa 5.7 9.0 11.9 14.0 13.8

Asia Pacific 4.5 9.0 11.1 14.9 19.3

World 71.6 109.3 140.9 180.1 193.5

Table 2.
Proved natural gas reserves in trillions of cubic metres [30].
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technologies, or other policies. At the world level, the existing coal reserves can last
for about 134 years. The existing coal stocks can last for periods ranging from 53 years
for the Middle East and Africa to about 335 years for North America. Based on these
results it can be inferred that in the short to medium term, there will be continued
energy security with respect to coal availability and utilization. Although concerted
efforts are currently being made to reduce the use of coal as part of measures to
mitigate climate change, the use of coal will continue to be significant for certain
regions of the world. It however implies that coal will play an increasingly smaller
role in energy security in the coming years. This could change if significant progress
in the carbon capture and storage technologies results in greater use of coal.

3.2 Energy production and consumption

Being the predominant source of energy in most of the world, the production
and consumption of oil can serve as a valuable indicator of energy security.

End of 2017 R/P ratio

North America 258,709 335

South & Central America 14,016 141

CIS 223,228 397

Europe 100,405 159

Middle East and Africa 14,420 53

Asia Pacific 424,234 79

World 1,035,012 134

Table 3.
Proved coal reserves in millions of tonnes and reserves to production ratio [30].

1980 1990 2000 2010 2017

North America Production 670.7 654.5 642.5 638.6 916.8

Consumption 928.4 923.2 1060.6 1040.5 1056.4

South and Central America Production 194.7 234.0 345.0 378.5 368.3

Consumption 170.9 176.2 235.1 299.4 317.0

Europe Production 143.4 217.9 332.5 196.7 162.6

Consumption 779.2 729.4 762.5 734.2 708.3

CIS Production 603.2 570.3 396.4 663.1 699.6

Consumption 421.5 399.1 169.1 178.6 196.3

Middle East Production 934.0 837.4 1146.9 1220.0 1481.1

Consumption 93.7 166.5 239.0 356.9 404.4

Africa Production 300.5 317.0 371.6 481.5 383.3

Consumption 69.6 95.6 118.4 164.4 189.3

Asia Pacific Production 244.8 325.9 381.3 403.0 375.5

Consumption 515.4 664.2 998.3 1302.1 1598.0

World Production 3091.3 3157.0 3616.2 3981.4 4387.1

Consumption 2978.7 3154.1 3583.1 4076.0 4469.7

Table 4.
Oil production and consumption in millions of tonnes from 1980 to 2017 [30].
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technologies, or other policies. At the world level, the existing coal reserves can last
for about 134 years. The existing coal stocks can last for periods ranging from 53 years
for the Middle East and Africa to about 335 years for North America. Based on these
results it can be inferred that in the short to medium term, there will be continued
energy security with respect to coal availability and utilization. Although concerted
efforts are currently being made to reduce the use of coal as part of measures to
mitigate climate change, the use of coal will continue to be significant for certain
regions of the world. It however implies that coal will play an increasingly smaller
role in energy security in the coming years. This could change if significant progress
in the carbon capture and storage technologies results in greater use of coal.

3.2 Energy production and consumption

Being the predominant source of energy in most of the world, the production
and consumption of oil can serve as a valuable indicator of energy security.
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The production and consumption of oil for various regions from 1980 to 2017 is
shown in Table 4 and depicted in Figures 1–8. At the global scale, both the pro-
duction and consumption of oil have been growing over time with the oil produc-
tion consistently matching the oil consumption. This implies that the world has the
potential to be energy secure if robust mechanisms are implemented to facilitate the
flow of oil from regions with oil surpluses to those with oil deficits. For North
America, Europe and Asia Pacific, the oil consumption has consistently exceeded
the oil production while for Africa, the Middle East, the CIS, and Central and South
America, the oil production has over time been greater than the oil consumption.
The United States has for several decades been the largest consumer of oil in the
world and has relied considerably on oil imports to bridge the gap between its
production and consumption of oil. This has been a major policy concern in the US

Figure 1.
Oil production and consumption for the world in millions of tonnes from 1980 to 2017 [30].

Figure 2.
Oil production and consumption for North America in millions of tonnes from 1980 to 2017 [30].
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Figure 3.
Oil production and consumption for South and Central America in millions of tonnes from 1980 to 2017 [30].

Figure 4.
Oil production and consumption for Europe in millions of tonnes from 1980 to 2017 [30].

Figure 5.
Oil production and consumption for CIS in millions of tonnes from 1980 to 2017 [30].
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and partly explains the country’s preoccupation with the goal of energy indepen-
dence since the oil crises of the 1970s.

The data in Table 4 also shows that the Middle East and the CIS have had the
greatest oil surpluses while Europe has had the greatest oil deficit. From this broad
picture that is based on aggregated regional data, we can infer that relative to other
regions, Europe and Asia Pacific have the greatest oil insecurity, while the Middle
East, Africa, and the CIS are the least oil insecure. In the recent past, the oil
consumption in the Asia Pacific has grown rapidly due to its high population and
economic growth rates.

Natural gas constitutes a significant share of the energy mix of several countries
and contributes critically to their energy security. It is used for heating buildings
and water, to cook, to operate refrigeration and cooling equipment, to dry clothes,

Figure 6.
Oil production and consumption for the Middle East in millions of tonnes from 1980 to 2017 [30].

Figure 7.
Oil production and consumption for Africa in millions of tonnes from 1980 to 2017 [30].

22

Energy Policy

to provide outdoor lighting, as a fuel in combined heat and power systems, as a fuel
to operate compressors that move natural gas through pipelines, to generate elec-
tricity, and as a vehicle fuel in the form of compressed natural gas and liquified
natural gas. Natural gas is also used as a raw material to produce chemicals, fertil-
izers and hydrogen.

Table 5 presents data on the production and consumption of natural gas in
various world regions from 1970 to 2017. Figure 9 depicts the global production and
consumption of natural gas over the same period. Overall, both the production and

Figure 8.
Oil production and consumption for Asia Pacific in millions of tonnes from 1980 to 2017 [30].

1970 1980 1990 2000 2010 2017

North America Production 636.5 621.4 613.2 728.3 775.9 951.5

Consumption 619.5 605.8 607.6 753.5 803.0 942.8

South & Central America Production 18.7 35.3 60.3 103.1 163.8 179.0

Consumption 18.8 36.1 59.6 97.8 150.1 173.4

Europe Production 104.5 229.5 215.5 293.5 289.5 241.9

Consumption 108.5 280.7 360.8 484.0 567.7 531.7

CIS Production 187.5 412.2 764.1 661.6 755.9 815.5

Consumption 189.5 377.1 632.1 527.2 588.7 574.6

Middle East Production 10.5 34.4 101.8 206.5 481.6 659.9

Consumption 9.4 31.9 96.7 185.6 385.6 536.5

Africa Production 3.0 24.8 72.2 135.1 206.1 225.0

Consumption 1.6 18.7 39.9 55.7 102.5 141.8

Asia Pacific Production 15.1 71.9 149.3 277.4 496.5 607.5

Consumption 14.2 73.6 152.0 298.2 578.3 769.6

World Production 975.8 1429.6 1976.3 2405.5 3169.3 3680.4

Consumption 961.4 1423.8 1948.7 2402.0 3175.9 3670.4

Table 5.
Natural gas production and consumption in billions of cubic metres from 1970 to 2017 [30].
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consumption of natural gas have been increasing over time with the production
increasing to match the consumption.

According to the data in Table 5 and Figures 10 and 11, North America, the CIS,
the Middle East and Africa produced at least as much natural gas as they consumed
in 2017. For the Middle East and the CIS, the natural gas production was signifi-
cantly higher than the consumption making these regions important global
exporters of natural gas. For Europe and Asia Pacific, the production of natural gas
has tended to be significantly less than the consumption necessitating the heavy
reliance of these regions on large natural gas imports to meet their demands. For the
Asia Pacific region, the consumption of natural gas has in recent years been rising
rapidly due to robust economic growth and the high population in the region. The

Figure 9.
Global natural gas production and consumption in billions of cubic metres from 1970 to 2017 [30].

Figure 10.
Regional shares of natural gas production in 2017 [30].
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situation in Europe is considerably tighter as evidenced by the fact that in 2017 the
production of natural gas was less than half the amount consumed in the region thus
implying a high dependence on natural gas imports. In the foreseeable future,
natural gas security in Europe and the Asia Pacific region will depend on stable,
well-integrated efficient natural gas markets that can ensure adequate, reliable and
affordable supplies.

The shortage of natural gas in China in the winter of 2017 is a recent example of
how the demand and supply of natural gas can impact energy security. The primary
cause of the shortage was China’s decision to curb reliance on dirty coal so as to
reduce urban air pollution and improve the overall quality of the environment. This
shift in policy triggered an increase in the demand for natural gas and a rise in its
price not only to consumers in China but also for other natural gas importers
[31, 32]. The shortage of natural gas in China and the spike in its price occurred
despite a glut in global supply and was due to infrastructure and logistical con-
straints. Achieving natural gas security therefore requires not only initiatives aimed
at boosting natural gas production, but also complementary measures such as
increased investments in distribution infrastructure and improving LNG shipping
capacity.

Electricity is critically important to most economies around the world and its
role is expected to increase in the future as countries pursue the goal of
decarbonizing their power sectors. Electricity is also important in efforts to elimi-
nate poverty and transform the world into a safe, equitable and environmentally
sustainable place [33]. Today, however, many countries are facing massive chal-
lenges in electricity security due to rapidly increasing demand and supply con-
straints. Table 6 shows the production and consumption of electricity for various
regions from 1990 to 2017. With the exception of the CIS where the electricity
production fell by about 7% between 1990 and 2017, in all other regions electricity
production increased with the greatest percentage increase being in Asia (400%)
and the Middle East (387.7%).

The consumption of electricity has been increasing rapidly in most part of the
world with the main drivers being industrial and economic growth, and population
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increase. Figure 12 depicts the consumption of electricity for the various regions in
1990 and 2017. It is evident from Figure 12 that the greatest absolute increase in
electricity consumption over this period occurred in Asia where electricity con-
sumption increased by 408.4% from 1923 TWH to 9777 TWH. Most of the growth
in electricity consumption in Asia occurred in China, India, and Japan. Over the
1990–2017 period, the electricity consumption in China increased from 534 TWH to
5683 TWH; that in India increased from 215 TWH to 1156 TWH; and, that in Japan
increased from 781 TWH to 1019 TWH. These increases in electricity consumption
occurred despite strong energy efficiency improvements.

The electricity production and consumption data for the various regions for 2017
that is plotted in Figure 13, shows that although both electricity production and
consumption have been increasing over time, the production of electricity exceeded
its consumption. Therefore, the inference can be made that at the regional level,
potential exists for achieving electricity security in the short to medium term. The
broad picture presented in Figure 13 masks the electricity supply and demand
conditions in specific countries and how the electricity is produced and consumed
in those countries. It also masks the fact that due to grid and storage losses, not all of
the electricity produced is available for consumption.

3.3 Energy trade balances

At particular times, specific countries or regions often have imbalances in their
demand and supply of energy that are met through imports and exports. Whether a
country is a net importer or exporter of energy is indicated by their energy trade
balance that is computed as the difference between energy imports and exports.
Countries that are net energy exporters have negative energy trade balances while
net energy importers have positive energy trade balances. Based on energy trade

1990 2000 2010 2017 % Change

North America Production 3701 4658 4982 4963 34.1

Consumption 3146 4093 4415 4379 39.2

Latin America Production 605 982 1375 1590 162.8

Consumption 506 788 1129 1312 159.3

Europe Production 2900 3438 3865 3886 34.0

Consumption 2516 2952 3377 3377 34.2

CIS Production 1676 1250 1483 1566 �6.6

Consumption 1417 1000 1203 1257 �11.3

Middle East Production 244 472 892 1190 387.7

Consumption 213 400 742 977 358.7

Africa Production 319 446 675 818 156.4

Consumption 263 379 554 663 152.1

Asia Production 2259 4024 7983 11,274 399.1

Consumption 1923 3369 6869 9777 408.4

Pacific Production 190 253 302 304 60.0

Consumption 165 218 265 273 65.5

Table 6.
Electricity production and consumption in terawatt Hours (TWH) from 1970 to 2017 [30].
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balances, it can be inferred that regions with positive energy trade balances are
more energy insecure compared to those with negative energy trade balances.
Figure 14 depicts the energy trade balances for various regions for 2017 and shows
that the largest energy net importers were Asia and Europe and the largest net
exporters were the Middle East and the CIS. Europe’s energy security situation is
precarious because of dwindling energy supplies that have necessitated increasing
reliance on energy imports. Importation of less expensive energy into Europe from
regions such as the Middle East is a more attractive option compared to more costly
efforts to develop the region’s own energy resources. As producers of large quanti-
ties of cheap energy, the Middle East and the CIS will continue to play a significant
role in the global energy scene in the short to medium term. It is worth noting that
several major changes are currently occurring in global energy markets and that
these changes will have profound implications on energy security in the coming
years. An example of such a change is the increase in energy production in the
United States that has changed the country’s status from a net energy importer to a
net energy exporter.

Figure 12.
Electricity consumption in terawatt hours (TWH) for 1990 and 2017 [30].

Figure 13.
Electricity production and consumption in terawatt hours (TWH) for 2017 [30].
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precarious because of dwindling energy supplies that have necessitated increasing
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ties of cheap energy, the Middle East and the CIS will continue to play a significant
role in the global energy scene in the short to medium term. It is worth noting that
several major changes are currently occurring in global energy markets and that
these changes will have profound implications on energy security in the coming
years. An example of such a change is the increase in energy production in the
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3.4 Energy prices

In general, energy prices are determined by the supply and demand conditions
in energy markets and also by the policies and regulations such as taxes and subsi-
dies that governments may make to regulate these markets and achieve particular
outcomes. Energy prices are an important indicator of energy security to the extent
that they embody information about energy scarcity and energy affordability and
also play a central role in energy investment decisions. The crude oil prices from
1970 to 2017 are depicted in Figure 15. Although the crude oil prices have fluctuated
widely over this period, the general trend has been upward. In 1973 the world oil
market was significantly impacted by the oil embargo by the Organization of
Petroleum Exporting Arab Countries (OPEC) that drastically reduced the supply of
oil at a time when the demand for oil was increasing. This action resulted in the
price of oil rising from US$ 3 to US$ 12 globally. World oil supplies were again
adversely affected in 1979 in the aftermath of the Iranian Revolution and oil prices

Figure 14.
Energy trade balance in megatons of oil equivalent (Mtoe) in 2017 [30].

Figure 15.
Crude oil prices from 1970 to 2017 in $ 2017 [30].
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increased rapidly from $13 per barrel in mid-1979 to about $34 per barrel in mid-
1980. Both these oil shocks threated the energy security of oil-importing countries,
reduced economic activity, and increased inflation.

In several developing countries, a significant fraction of the population cannot
access modern energy due to the high energy prices. In Kenya, for example, where
the majority of the population use Kerosene for cooking and lighting, the price of
kerosene has recently risen rapidly thus inducing low income households to
reduce their use of kerosene and shift towards wood fuel. Although liquefied
natural gas is available, its high price has limited its use to medium and high-
income households. Further energy price increases can be expected as energy
markets are increasingly deregulated and energy subsidies eliminated. To the
extent that these measures reduce energy affordability, they have an adverse
effect on household energy security. This brief discussion of energy prices under-
scores the fact that a strong correlation exists between energy prices and energy
security and that, in general, energy security will be compromised when energy
prices are rising rapidly. These broad conclusions can be extended to other energy
sources such as electricity and natural gas.

3.5 Energy diversity

All else equal, economies that depend on a limited portfolio of non-renewable
energy sources are less energy secure compared to those endowed with an abun-
dance of diverse energy supplies [34]. Energy systems that are diverse are more
resilient and adaptable to shocks in energy supplies. The Russian-Ukrainian gas
crisis is an example of the vulnerability that can result from dependence on a single
supplier of energy. In January 2006 following disagreements about the price of
natural gas and the cost of transit, Russia cut off all gas supplies passing through
Ukraine thus adversely affecting several European nations. In January 2009, dis-
agreements about natural gas price again resulted in the disruption of natural gas
supplies from Russia to 18 European nations. The severity of this threat to Europe’s
energy security stems from the fact that Russia provides about 25% of the natural
gas consumed in the European Union and that approximately 80% of natural gas
exports from Russia to the European Union are through pipelines across Ukraine.
The Southern Gas Corridor (SGC) was started as a response to the overdependence
of many countries in Central and South East Europe on Russia to meet most or all of
their natural gas requirements. The overarching goal of the SGC was to enhance
EU’s energy security by diversifying the routes and sources of gas supplies to the EU
[35, 36]. This strategic objective has been achieved through the construction of a
system of pipelines that can bring natural gas from the Caspian Basin, Central Asia,
the Middle East, and the Eastern Mediterranean Basin into Europe thus reducing the
dependence on Russian natural gas supplies [35].

The contribution of diversity to energy security also applies to other domains
such as transportation fuels and the generation of electricity. In the transportation
sector, the fuels that are mostly used are gasoline and diesel due to their high energy
content. Some measures that are currently being undertaken to enhance transpor-
tation energy security are developing and promoting the use of alternative fuels
such as ethanol, natural gas, biodiesel, hydrogen, propane, methanol and electricity
(as in the case of battery-powered electric and fuel-cell vehicles). In addition to
reducing dependence on fossil fuels, the use of these alternative fuels has been cited
as having the potential to drastically lower the emissions of greenhouse gases and
thus mitigate the risk climate change. There are however several controversies
associated with the increased use of alternative transportation fuels as a strategy for
diversifying the energy mix. For example, the simulation model developed by
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reduce their use of kerosene and shift towards wood fuel. Although liquefied
natural gas is available, its high price has limited its use to medium and high-
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Chen et al. [37] shows that although promoting greater production of food-based
biofuels reduces overall fossil fuel use, it leads to a marginal reduction in the global
greenhouse emissions, and a large increase in food prices. Flynn [38] noted that the
adoption of compressed natural gas as an alternative transportation fuel in Canada
and the United States had been slow and below the critical level which would enable
suppliers to survive in a competitive market. The reasons for this outcome include
the high cost of hybrid cars relative to conventional cars, the lack of infrastructure
to support converted vehicles, lack of refuelling facilities, and the failure of existing
refuelling stations to achieve profitability.

Diversifying electric power generation is an area that several countries are
increasingly focusing on to enhance their overall energy security. It is driven by the
increase in the demand for electricity due to factors such as population growth,
greater use of electrical appliances and equipment, and the need reduce emissions of
greenhouse gases. In a country such as the United States, the main energy sources
for electric power generation are coal, natural gas, nuclear power and hydro. The
amounts of electricity produced from these sources are shown in Figure 16.
Although coal and nuclear power have dominated electricity production, a signifi-
cant change has occurred leading to reduced use of these fuels for electricity pro-
duction and greater use of natural gas that is cheaper, cleaner, and more abundant.

3.6 Share of renewable energy

In general, economies that depend on a limited portfolio of non-renewable
energy sources are less energy secure than those that are endowed with abundant
renewable energy sources. Renewable energy resources are attractive because their
supplies are unlimited and inexhaustible so that, unlike non-renewable sources,
their consumption today does not reduce the flows available in the future. If ade-
quately developed, they can substitute for non-renewable energy and underpin the
transition needed in the energy system to sustainably power economic growth and
ameliorate the threat of climate change. Some of the common renewable energy
resources that can be harnessed to improve energy security are biomass, hydro-
power, solar, wind, and geothermal energy. Presently, increasing the share of

Figure 16.
Electricity generation in US by energy source [30].
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renewables in the final energy consumption is a policy priority of many countries as
evidenced by the European Union’s goal of generating 20% of its electricity from
renewables by 2020 [39]. Similarly, the United States has regulations (known as the
renewable portfolio standard or renewable electricity standard) obligating electric-
ity supply companies to produce a specific fraction of their electricity from renew-
able energy sources [40]. In Germany, the Renewable Energy Act mandates that
35% of electricity be produced from renewable sources in 2020 and that this share
be increased to 80% by 2050. Table 7 presents data on the consumption of renew-
ables in the US electric power sector from 1984 to 2018. Over this period, the US
electric power sector experienced a significant increase in the use of renewables
with wind and solar playing a dominant role. The data in Table 7, shows that in
2000, the share of wind and solar in the renewables used to produce electricity was
only 2% and that this increased to 49% in 2018. The combined use of wind and solar
in electricity production in the US is shown in Figure 17 and the combined share of
wind and solar in the total renewable energy used in the electric power sector is
shown in Figure 18. The increased use of wind and solar energy has been facilitated
by technological innovation and has not only contributed to the diversification of
the energy system but also provided several other benefits such improvement in
health, savings from reduced fossil use, reduced emissions of greenhouse gases,
industrial growth, and the creation of thousands of clean manufacturing jobs.

Hydro Geothermal Solar Wind Wood Waste Biomass Total renewable

1984 3352.81 80.81 0.06 0.07 4.82 4.43 9.25 3442.99

1990 3014.01 160.55 3.82 29.01 128.52 187.99 316.51 3523.89

1995 3149.39 137.96 5.12 32.63 125.41 296.25 421.66 3746.77

2000 2767.92 143.76 5.03 57.06 134.32 318.43 452.75 3426.52

2005 2670.13 146.90 5.50 178.09 184.97 220.72 405.70 3406.32

2010 2521.49 148.48 11.76 923.27 195.60 263.78 459.37 4064.37

2015 2307.72 148.34 227.90 1775.71 243.86 281.02 524.88 4984.54

2018 2672.51 153.81 606.97 2530.41 215.11 280.03 495.14 6458.83

Table 7.
Renewable energy use in US electric power sector in trillion of Btu [30].

Figure 17.
Combined wind and solar consumption in US electric power sector from 1980 to 2018 (Trillions Btu) [30].
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Further growth in the use of wind and solar power can be expected in the future as
the market costs of these technologies continue to fall and as progress is made to
overcome the challenges of intermittency.

4. Policy instruments for improving long-term energy security

Energy resources are indispensable to all economies where they are used to
power economic growth and to provide households with critical services such as
heating, lighting, cooking, and operating equipment and appliances. A secure
energy system is vital in averting the economic, social, and political disruptions that
can occur if supplies are interrupted [41]. Energy insecurity can precipitate a loss in
welfare as a result of the physical unavailability of energy or prices that are volatile
and not competitive [41, 42]. Due to the interdependence that characterizes today’s
energy markets, considerable scope exists for countries to coordinate their energy
strategies to reduce their vulnerabilities to energy shocks and improve their overall
energy security. Some measures that are currently being used to improve energy
security include:

i. Investments in energy resources and infrastructure: Countries and/or regions
can improve their energy security by undertaking investments that
promote exploration, extraction, processing, transportation, and marketing
of energy resources. One of the objectives of these initiatives is to upgrade
existing energy infrastructure and develop new transmission infrastructure
that is crucial to energy security. This is occurring in several regions such as
the United States, Africa, and the Caspian Basin. In the United States, for
example, previously restrictive regulations have been amended to allow
offshore drilling in the Gulf of Mexico, horizontal drilling, hydraulic
fracturing, and the drilling for oil and natural gas in the Arctic National
Wildlife Refuge in Alaska. These measures have resulted in a substantial
increase in oil and natural gas production in the United States and reduced
the country’s dependence on energy imports. Pipeline projects from the
Caspian Basin have also contributed to increasing the supply of oil and
natural gas to Europe and Asia. In Africa, the energy infrastructure projects
that have recently been commissioned include the Grand Inga Dam in the
Democratic Republic of Congo that will produce about 40,000 MW of
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electricity when completed; the Rusumo Falls Hydroelectric Project in
Rwanda that aims to supply about 80 MW of power to Rwanda, Tanzania
and Burundi; the Lake Turkana wind power project in Kenya that will
provide the country’s national grid with about 300 MW of clean power;
and, the Jasper Power project in the Northern Cape of South Africa that
aims to generate 18 GW of clean energy by 2030. The successful
completion of these and similar projects will increase the overall energy
supply and enhance energy security.

ii. Investments in energy efficiency: Energy efficiency is an important instrument
for stemming the growth in energy demand, providing households and
firms with cost savings due to reduced energy use, and reducing the
emissions of greenhouse gases [43, 44]. According to the International
Energy Agency, energy efficiency is the world’s most available, secure and
affordable energy resource that every government has the power to exploit
for widespread benefit [44]. To the extent that energy efficiency actions
such as retrofitting homes, adopting more stringent building codes,
increasing the fuel economy of vehicles, and adopting more productive
technologies in industries reduce energy demand and consumption, they
contribute towards the goal of energy security [45]. It is estimated that
between 2000 and 2017, improvements in energy efficiency saved an
additional 37 exajoules of final energy use in the IEA countries and other
major economies and that globally, over this period, efficiency
improvements prevented about 12% more energy use [46]. The fact that
energy efficiency potential is vast and has not been fully utilized in many
countries implies that it is a strategy that can be cost-effectively used to
improve energy security. This will entail identifying the barriers to the
implementation of energy efficiency programs and addressing these
barriers through appropriate policy actions [43].

iii. Energy diversification: Countries can enhance their energy security by
diversifying the types of energy carriers that their economies depend on
and also the sources of their energy supply. Kruyt et al. [17] regard
diversification as critical to energy security because the increasing global
demand for energy can over time lead to the depletion of currently known
energy resources. Yergin [6] notes that energy diversification enhances
energy security by allowing societies to absorb shocks in one energy input
by increasing the use of other energy inputs. Li [47] asserts that
diversifying a country’s energy system is vital not only for mitigating the
risks that arise from over-reliance on fossil fuels, but also for achieving the
goal of sustainable development. Trinidad and Tobago are an example of a
country whose primary energy supply is not diverse and consists of 72.3%
natural gas and 27.7% crude oil. Canada, in contrast, has a diverse energy
mix consisting of natural gas, oil, coal, hydropower, nuclear and others and
is therefore much less prone to shortages and price shocks because it is
unlikely that these systems would all fail at the same time. Having multiple
sources of energy enables countries to continue without disruption if one of
the energy sources failed. Over the medium to long-term, Trinidad and
Tobago can diversify their energy mix by developing and harnessing their
vast potential for wind and solar power.

iv. Technological innovation: Technological innovation, like energy efficiency,
is a valuable instrument that countries can use to mitigate climate change
and enhance their overall energy security. Kim [48] cites Germany and
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Japan as examples of countries that are not well endowed with vast oil
reserves, but which have invested heavily in alternative energy
technologies especially in the transportation sector. These technologies
include fuel cells and electric and hybrid vehicles that are increasingly
being adopted as a response to the high gasoline prices. Lin and Chen [49]
and Lin and Zhu [50] argue that technological innovation is key in
developing renewable energy and promoting the transition to a low-carbon
economy. Denholm and Hand [51] advance a similar argument and assert
that increased grid flexibility and energy storage are critical innovations
that are required to achieve high penetration of wind and solar energy.
They further claim that in the United States, the limits of wind and solar
energy are not resource based; that wind and solar resources are
significantly greater than the total electric demand; and, that the primary
technical challenge is the resource intermittency that can be addressed
through technical innovations that enable energy storage.

The availability of vast supplies of fossil energy resources implies that their
increased utilization is a viable strategy that can be used to meet the rising
demand for energy and enhance energy security. This option is however not
favoured by policy makers who claim that it is likely to increase emissions of
carbon dioxide and undermine efforts to mitigate climate change [52].
Carbon capture and storage is a technological innovation that can permit an
increase in the use of fossil fuels but curtail the release of stationary carbon
dioxide emissions into the atmosphere [53]. According to the IEA [54], more
investment needs to be made in carbon capture and storage that has been
demonstrated to be a low-cost technological pathway that can help achieve
deep decarbonization, promote greater energy security, support diversity of
power generation and enhance economic prosperity and employment.

v. Market and institutional reforms: Several countries are currently reforming
their energy markets to improve security of supply by incentivising
investments in secure, low-carbon energy sources; improving efficiency
and productivity; supporting cost-effective integration of renewable
energy sources; and, improving affordability for consumers [55–57]. Some
of the issues that these reforms aim to address are: inadequate electricity
generation and distribution infrastructure when electricity demand is
growing rapidly [55, 57]; underutilization of cheap resources and
overutilization of expensive resources; unnecessary curtailment of
renewable energy; existence of barriers to minimizing the cost of power
due to inability of energy distribution companies to access all available
power generation and the associated marginal costs; lack of flexibility in the
energy system; heavy and restrictive regulations that impose costs and
hinder innovation; and distortions in energy markets. Examples of reforms
that various countries have implemented to address these issues include:
liberalization of the downstream gas market in Egypt to end government
monopoly, increase competition, and attract foreign direct investment to
the energy sector [58]; deregulation of energy prices in China to optimize
energy allocation, improve energy efficiency, promote the penetration of
renewable energy, and induce energy-saving technologies and innovations
[59]; and, expansion of cross-border electricity cooperation and trade
through establishment of regional electricity grids in South Asia [60].
Where reforms have been properly designed and implemented, they have
increased competition in energy markets, reduced energy prices to
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consumers, stimulated technological and structural change, increased the
share of renewable energy in the energy mix, increased the reliability of the
energy system, reduced power outages, increased investment in the energy
sector, and improved energy security [16].

5. Conclusions and implications

Energy resources play a critical role in economic growth and human wellbeing
and will continue to be a key concern to policy makers in both developed and
developing countries. How energy is produced and used will also continue to be of
national and global concern because greenhouse gas emissions from these processes
are the primary cause of global warming and climate change. The rapid growth in
the demand for energy in recent years due to robust economic expansion, popula-
tion growth, and new uses of energy is a major challenge that requires policy actions
to ensure that energy users have access to reliable, affordable, and secure energy
supplies. It is a problematic situation to countries that are not endowed with abun-
dant energy resources and must rely on energy imports. There are however several
strategies that countries can implement individually or jointly to improve their
energy security. First, agricultural by-products and crop residues such as maize
stalks, rice straw, cattle dung, molasses and bagasse can be harnessed and used to
produce energy products such as methane which can be used for cooking, heating
and lighting [61]. These processes can also be used to produce alcohol which can be
used to blend automotive fossil fuels. Energy security can be positively impacted by
these measures because they expand the supplies of available energy resources and
reduce the demand for conventional energy. Second, countries can increase their
energy security by harnessing renewable energy such as wind, solar, and geother-
mal energy and integrating them into the energy system. This alternative holds
considerable promise particularly in regions such as North Africa and the Middle
East. Third, through investments in energy efficiency, countries can reduce their
demand for energy and enhance their energy security. This can be accomplished
through more stringent building codes, market penetration of hybrid and electric
cars that have greater fuel economy, and real-time pricing of electricity. Fourth,
energy security can be greatly enhanced by improving the performance of energy
markets through deep reforms and institutional changes. If properly designed and
implemented, the reforms can reduce wastage, incentivise private sector invest-
ment in energy generation, increase competition in energy markets reducing the
prices to consumers, and improve overall efficiency. Fifth, global energy security
can be enhanced through international cooperation on energy issues and the pro-
motion of regional energy trade. Such trade will be a win-win outcome for both
exporters and importers of energy.
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Chapter 3

Energy Savings Analysis of a
Recommended Residential Air
Conditioning Incentive Program
in Saudi Arabia
Faisal Fahad Al-Musa

Abstract

Over the past couple of decades, the kingdom’s annual per capita electricity
consumption has been steadily growing by around 7%. One of the key causes for such
a high growth is the intensive use of non-energy-efficient equipment, which was
dominating the Saudi market. In 2017, the residential sector consumed around 143
TWh, which represents around 48% of the country’s total electricity consumption.
The aim of this study is to assess the feasibility of an air conditioning incentive
program for citizens from energy and economic sides. This chapter is a detailed study
where program gains from energy and economic standpoints were based on
substituting participants’ old air conditioning units with new units that are better in
performance. The proposed program was designed over an 8-year period with three
scenarios where the government will take care of all the capital cost, 75%, and none of
the capital cost in these scenarios. The results of this study indicated that an accumu-
lated savings of up to 17.11 TWh by 2025 with NPVs above $13 billion can be achieved
in all scenarios. Moreover, it was estimated that the program will add an average of
$0.5 billion per year to the kingdom’s GDP over the duration of the program.

Keywords: energy efficiency, energy savings, air conditioning, HVAC,
subsidy program, incentive program, residential, Saudi Arabia, KSA

1. Introduction

The Kingdom of Saudi Arabia is one of the nations that are blessed with plenty of
energy resources, specifically fossil fuels in the form of oil and gas. In addition, it
has a huge potential for renewable application which has not been leashed at full
capacity yet. This wealth of energy resource was one of the main factors to have and
maintain low energy prices for decades in all the sectors, namely, industrial, trans-
portation, or buildings. For instance, the average electricity price was around
$0.03/KWh for long time which is considered one of the lowest worldwide. Over
the past years, the kingdom’s per capita electricity consumption was rising swiftly
with an average annual rise of 7% where the year 2000 electricity consumption
was 5640 KWh per capita compared to a world’s average of 2384 and the 2014
numbers were 9444 KWh per capita compared to the global average of 3127 as per
the World Bank statistics.

43



Chapter 3

Energy Savings Analysis of a
Recommended Residential Air
Conditioning Incentive Program
in Saudi Arabia
Faisal Fahad Al-Musa

Abstract

Over the past couple of decades, the kingdom’s annual per capita electricity
consumption has been steadily growing by around 7%. One of the key causes for such
a high growth is the intensive use of non-energy-efficient equipment, which was
dominating the Saudi market. In 2017, the residential sector consumed around 143
TWh, which represents around 48% of the country’s total electricity consumption.
The aim of this study is to assess the feasibility of an air conditioning incentive
program for citizens from energy and economic sides. This chapter is a detailed study
where program gains from energy and economic standpoints were based on
substituting participants’ old air conditioning units with new units that are better in
performance. The proposed program was designed over an 8-year period with three
scenarios where the government will take care of all the capital cost, 75%, and none of
the capital cost in these scenarios. The results of this study indicated that an accumu-
lated savings of up to 17.11 TWh by 2025 with NPVs above $13 billion can be achieved
in all scenarios. Moreover, it was estimated that the program will add an average of
$0.5 billion per year to the kingdom’s GDP over the duration of the program.

Keywords: energy efficiency, energy savings, air conditioning, HVAC,
subsidy program, incentive program, residential, Saudi Arabia, KSA

1. Introduction

The Kingdom of Saudi Arabia is one of the nations that are blessed with plenty of
energy resources, specifically fossil fuels in the form of oil and gas. In addition, it
has a huge potential for renewable application which has not been leashed at full
capacity yet. This wealth of energy resource was one of the main factors to have and
maintain low energy prices for decades in all the sectors, namely, industrial, trans-
portation, or buildings. For instance, the average electricity price was around
$0.03/KWh for long time which is considered one of the lowest worldwide. Over
the past years, the kingdom’s per capita electricity consumption was rising swiftly
with an average annual rise of 7% where the year 2000 electricity consumption
was 5640 KWh per capita compared to a world’s average of 2384 and the 2014
numbers were 9444 KWh per capita compared to the global average of 3127 as per
the World Bank statistics.

43



The buildings sector is considered one of the main energy consumers in the
kingdom with a total of nearly 9 million electrically connected customers in 2017,
with the bulk, 7.1 million, being residential customers. As per the Saudi Electricity
and Cogeneration Regulatory Authority (ECRA), the residential sector consumed
nearly 143 TWh, which represents 48% of the country’s electricity consumption.
The high residential energy consumption is projected to keep rising in the future
attributing to a number of factors among which are the expected population
increase, the low energy prices despite of the recent rise, and the vibrant infra-
structure expansion under the kingdom’s 2030 vision.

Such existence of low energy prices coupledwith the absence of stringent standards,
building code enforcement, and standards and labeling (S&L) programs led towasteful
pattern of energy consumption among citizens which resulted in depleting the king-
dom’s natural resource at higher rates than normal compared to international records.

The Saudi government realized this fact and decided to change the existing
situation. Hence, Saudi policy makers acknowledged the fact that energy efficiency
and conservation shall be set as one of the nation’s top priorities for the national
energy security. This was apparent via inaugurating the Saudi Energy Efficiency
Program (SEEP) activities to help in jump-starting the energy efficiency efforts
within the kingdom by designing a comprehensive integrated framework consisting
of several key pillars and enablers. In order to ensure sustainability, the Saudi
Energy Efficiency Center (SEEC) was established in 2010 aiming for rationalizing
the production and consumption of energy in all sectors in order to ensure the
kingdom’s efficiency along with unifying efforts in this field among governmental
bodies and nongovernmental entities as well. The center’s mission is to preserve the
national wealth of energy sources in a manner that promotes development and the
national economy and achieves the lowest possible levels of consumptions. The
efforts made by the government since the inception of the energy efficiency pro-
gram had a great and clear impact from different aspects in each and every sector.
Zooming into the buildings sector, the efforts were obvious by completing several
milestones including updating the Saudi Building Code along with introducing
several Minimum Energy Performance Standards (MEPS) for a number of equip-
ment, enforcement of insulation standards for new buildings, introducing S&L
programs for different appliances, and much more.

The aforementioned efforts helped themarket to be in a better situation by slowly
getting rid of less efficient equipment alongwith changing themindset of citizens to be
mindful of their energy consumption patterns. Nevertheless, in order to further nor-
malize the uncontrolled demand for building energy, it is vital thatmore energy-
efficient improvement opportunities be assessed and progressively executed. One of
these opportunities is to introduce an incentive program for the existing fleet of air
conditionerswith low energy efficiency ratings especially in the residential sector as the
main consumerwithin the buildings sector of Saudi Arabiawhich is the topic of this
chapter. However, before going into the details of the proposal, some light need to be
shed on the purpose of such programs, the appropriate time for their introduction in a
market, their implementationmechanism, and finally themain challenges or barriers
thatmight face such programs. This will be detailed in the literature review section.

With regard to air conditioning in SaudiArabia, The Saudi Standards,Metrology and
Quality Organization (SASO) have done great efforts in developing the SASO 2663
standard for Energy Labeling andMinimumEnergy Performance Requirements for
Air-Conditioners (phase 1, 2013; and phase 2, 2015). Now it is time to start developing
an incentive program that would help not only in reducing electric consumption and
summer peak demand but would correspondingly avoid pricey power outages in peak
hot summermonthsandcut greenhousegases (GHG)emissions.Moreover, itwould aid
in supporting SASO 2663 for a further shift in efficiency levels.
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2. Literature review

This section will provide an overview of the policy frameworks and program
designs that will be helpful as a preparation to the reader into the proposed subject
of residential air conditioning incentive program for the kingdom of Saudi Arabia.
In addition, some light will be shed on energy analysis approaches. Finally, techno-
economic assessment will be reviewed with focus on net present value.

Incentive programs usually complement standards and labeling procedures by
speeding up market permeation of more energy-efficient products than required by
current standards in place and by also preparing the market for further stringent
future standards requirements. Incentives can be focused at several points in the
appliance’s supply chain; a precise point may be more effective than another subject
to different factors including, but not limited to, the maturity of the technology and
market permeation. Financial incentive packages have larger impact when they are
focused toward highly efficient technologies that have a smaller market share, and
those program designs will be going to depend on market barriers addressed,
targeted equipment, and local market situation. Therefore, it is safe to say that there
is no specific one program design that is inherently better than the other. The key
here is to design an effective program by implementing a comprehensive under-
standing of the market and the identification of the vital local complications to the
penetration of energy-efficient technologies [1].

Several barriers contribute in discouraging consumers from investing in energy-
efficient equipment. These barriers may include absence of information, split incen-
tives (between landlords and renters), and lack of energy-efficient equipment on the
market [2–4]. One of the most major barriers that policy makers detect is the fairly
higher up-front prices of efficient products. Usually these costs discourage potential
buyers even when investments seem to be in consumers’ interest (i.e., cost-effective
over the lifetime of the equipment). Consumers set great value on instant savings and
profoundly discount future savings [5, 6]. Additionally and as they might not be able
to simply evaluate future savings, consumers tend to have less confidence in expected
paybacks. Consequently, consumers regularly purchase the cheapest available
options. Many incentive programs have been established worldwide to address these
barriers and speed up the penetration of efficient equipment [6].

2.1 Policy frameworks

The classical policy frameworks in which incentive programs are developed are
either (1) government rollouts with fund raised through taxes or (2) compulsory
savings goals agreed for energy providers (i.e., utilities) to decrease their customers’
energy consumption. Incentive programs, over the history, have been implemented
by different governments for one main purpose, and that is to support long-run
growing domestic clean product market [7].

Examples of compulsory savings goal schemes include those exist in Brazil, some
Australian states, South Korea, China, India, and South Africa [8, 9]. In Australia,
New South Wales State implemented the world’s first obligatory GHG emissions
exchange scheme in 2003, in which electricity GHG emissions are capped each year
[7]. Since 1998, the Brazilian power regulatory authority, ANEEL, mandated utili-
ties to invest at least 0.5 percent of the net revenues in energy efficiency programs.
The Brazilian Congress necessitates that around half of these funds must be spent
on energy efficiency measures targeting low-income households [10].

In India, the Maharashtra Electricity Regulatory Commission (MERC) intro-
duced a public benefit type of electricity charge on utilities where funds are used to
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finance energy efficiency and renewable energy programs. In 2005, MERC
requested utility companies to use these resources to start compact fluorescent light
(CFL) programs in Mumbai’s residential sector [11]. As can be seen from such
examples, governments are developing policy frameworks in order to increase the
role of energy efficiency.

2.2 Funding sources

Financial incentive programs are capital-intensive in nature, involving not only
administration costs but costs of financial incentives for every participating appli-
ance unit. In general, government-sponsored incentive programs are financed
through government budgets funded by taxpayers. Developing countries govern-
ments can pursue monetary support from international financial institutions such as
the World Bank. For example, India’s Super-Efficient Equipment Program for elec-
tric fans is supported by the Clean Technology Fund, which is administered by
World Bank [12].

Earmarked taxes can also finance energy efficiency programs. For instance,
South Korea introduced a 5 to 6.5 percent tax on energy consuming appliances
where the revenues from the tax were used to subsidize the procurement of effi-
cient products by low-income households [13]. These types of policies are known as
a feebate (a portmanteau of “fee” and “rebate”) which is basically a fee on products
with low energy efficiencies that is utilized in order to be directed as rebates on
better-performing products [1].

Under the current budget limitations that the government of Saudi Arabia is
facing nowadays, the feebate policy could be an appropriate vehicle to implement
the proposed air conditioning incentive program.

2.3 Program designs

The major challenge of incentive program design is to accomplish robust
market transformation [14, 15]. Programs need to be customized to address diffe-
rent stages of energy-efficient products’ market diffusion to increase the products’
penetration through a sustainable manner. In general, the diffusion of efficient
technologies follows an S curve [16]. At the beginning, limited early participants
will be willing to take risk in purchasing expensive new technologies, thus market
diffusion is considered small at this stage. After the technology has been proven, the
technology’s market penetration rates rise faster. After that market penetration
of technology levels off, only “idlers” will remain unwilling to implement new
technologies [1].

Standard and labeling (S&L) programs are normally considered the first of policy
intrusions to alter the market of a specific product. S&L programs approve technol-
ogies based on their energy performance and hence take out energy intensive tech-
nologies from a specific market, which ultimately results in raising efficiency levels.
Incentive programs are better implemented if S&L programs are in place. A typical
cycle of market conversion starts with energy-intensive products which are removed
from a market by minimum energy performance standards (MEPS). Then, existing
equipment efficiency is elevated utilizing energy inducement programs. Those
inducement programs focus on highly efficient products with best-in-class identified
equipment by the S&L programs. It is worth mentioning that programs focusing on
consumers are called “downstream” programs, programs focusing on distributors and
retailers are often called “midstream,” and finally those focusing on manufacturers of
products are usually called “upstream” [1].
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In Saudi Arabia, the standard for air conditioners (ACs) was already issued and
enforced since September 2013, and now it is time for incentive programs. The
standard is SASO 2663: 2104 titled “Energy Labeling and Minimum Energy Perfor-
mance Requirements for Air-Conditioners” and has the requirements presented in
the table below:

Air
conditioner
appliance
type

Cooling
capacity (CC)
limit (Btu/h)

Mandatory EER
phase 1: 7

September 2013

Mandatory EER
phase 1: 7

September 2013

Mandatory
EER phase 2: 1
January 2015

Mandatory
EER phase 2: 1
January 2015

At testing
conditions T1

(35°C)

T1 (35°C) T3 (46°C) T1 (35°C) T3 (46°C)

Window
type

CC <18,000 8.5 6.12 9.8 7.06

18,000 ≤ CC
< 24,000

8.5 6.12 9.7 6.98

CC ≥ 24,000 8.5 6.12 8.5 6.12

Split type
and other
types

All capacities 9.5 6.84 11.5 8.28

Incentives raise equipment desire and consequently market a shift toward more
efficient equipment which leads to price reduction over time and hence more
production of such equipment by manufacturers. The increase in fleets’ energy
efficiency, realized through inducement programs, will be then paved by applying
more stringent standards which will lead to endless sequence of improvements. This
twirl can be continual as technology advances in developing more energy-efficient
products. To further advance the penetration rate, further programs can be intro-
duced such as awareness programs and awards [1].

In other countries which have weaker standards and S&L programs in place,
incentive programs can aid to push for more efficient product penetration. Incen-
tive programs can also be used as a vehicle to make more stringent standards
acceptable to the public as well as manufacturers in a specific country. Further-
more, inducement programs affect people’s buying choices, and if implemented
with the existence of an S&L program, they will both definitely work in harmony to
aid in enlightening citizens about the advantages of the more energy-efficient
equipment. The availability of a consumer partial refund program is by itself a sign
of the great value of the labeling program in place. Partial refund programs are
usually connected with better energy-efficient units. Caution: when designing an
incentive program, the program should address the issue of free ridership. Free
riders are those who take advantage of incentives yet would have purchased effi-
cient technologies even without the incentives [1].

Gold and Nadel settled that incentive programs should last for a limited time,
typically around 5 years, since incentives become less effective over time [17].
Rosenberg and Hoefgen concluded that various harmonized market interventions
over an extended period of time are more likely to affect the behavior of market
actors than programs that include a single intervention during a short period of time
[14]. With time, a program can raise the overall efficiency of the units on the
market. Gold and Nadel found that the refrigerator tax credit upstream program in
the USA has been essentially successful as each extension of the program pressed the
efficiency standard higher so that next set of incentives would further increase
the energy saved. One of the main reasons for the program’s success was vigorous
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requested utility companies to use these resources to start compact fluorescent light
(CFL) programs in Mumbai’s residential sector [11]. As can be seen from such
examples, governments are developing policy frameworks in order to increase the
role of energy efficiency.

2.2 Funding sources

Financial incentive programs are capital-intensive in nature, involving not only
administration costs but costs of financial incentives for every participating appli-
ance unit. In general, government-sponsored incentive programs are financed
through government budgets funded by taxpayers. Developing countries govern-
ments can pursue monetary support from international financial institutions such as
the World Bank. For example, India’s Super-Efficient Equipment Program for elec-
tric fans is supported by the Clean Technology Fund, which is administered by
World Bank [12].

Earmarked taxes can also finance energy efficiency programs. For instance,
South Korea introduced a 5 to 6.5 percent tax on energy consuming appliances
where the revenues from the tax were used to subsidize the procurement of effi-
cient products by low-income households [13]. These types of policies are known as
a feebate (a portmanteau of “fee” and “rebate”) which is basically a fee on products
with low energy efficiencies that is utilized in order to be directed as rebates on
better-performing products [1].

Under the current budget limitations that the government of Saudi Arabia is
facing nowadays, the feebate policy could be an appropriate vehicle to implement
the proposed air conditioning incentive program.

2.3 Program designs

The major challenge of incentive program design is to accomplish robust
market transformation [14, 15]. Programs need to be customized to address diffe-
rent stages of energy-efficient products’ market diffusion to increase the products’
penetration through a sustainable manner. In general, the diffusion of efficient
technologies follows an S curve [16]. At the beginning, limited early participants
will be willing to take risk in purchasing expensive new technologies, thus market
diffusion is considered small at this stage. After the technology has been proven, the
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Standard and labeling (S&L) programs are normally considered the first of policy
intrusions to alter the market of a specific product. S&L programs approve technol-
ogies based on their energy performance and hence take out energy intensive tech-
nologies from a specific market, which ultimately results in raising efficiency levels.
Incentive programs are better implemented if S&L programs are in place. A typical
cycle of market conversion starts with energy-intensive products which are removed
from a market by minimum energy performance standards (MEPS). Then, existing
equipment efficiency is elevated utilizing energy inducement programs. Those
inducement programs focus on highly efficient products with best-in-class identified
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stakeholder engagement and education with regard to how to participate in the
program [17].

2.4 Incentive beneficiary

Partial refunds can be delivered in any point in the equipment supply chain, but
typically they are provided to end consumers. The decision shall be made based on
specific market’s characteristics and obstacles. For example, product manufacturers
will be targeted if the production of more energy-efficient products is needed, while
distributors might be targeted if efficient equipment accessibility is the main obsta-
cle in that specific market [1]. In this chapter’s proposal, end customers are
targeted, and hence it is of a downstream-type program.

Downstream inducements have the benefit of increasing buyers’ acceptance
of energy-efficient units, which has helpful spillover effects (i.e., the purchase of
energy-efficient units by nonparticipants in the program due to the enhanced know-
ledge about the benefits of energy efficiency). The presence of a refund by itself is a
signal and could in some cases have greater impact than the cash amount. Further-
more, downstream-type programs have a unique feature where they can be easily
directed to a particular group of the society such as low-income households.
However, a drawback of such programs could be the massive operation costs required
in delivering refunds to big numbers of beneficiaries on individual basis [1].

2.5 Evaluation

Programs and policies are not usually thoroughly evaluated. Governments do
not at all times allocate money and time to assess their programs in details. More-
over, a certain program could have various goals, which can be wide-ranging,
especially when they incorporate research and development elements; this compli-
cates evaluation of the program’s success. Evaluation of rate-funded programs is
more likely to be performed more scientifically as a necessary input to plan for
upcoming resource investment, and impact evaluations are normally part of the
development of these programs [18].

2.6 Examples of downstream programs

The typical fiscal tools used for downstream programs along with consumer
reward points and replacement programs are briefly described below.

2.6.1 Downstream fiscal instruments

Fiscal instruments that include income/sales tax reduction are popular incen-
tives applied by governments. Since 2005, France has had an effective tax credit
(tax credits reduce the taxes the consumer pays, whereas tax deductions lower the
consumer’s taxable income). As of 2010, more than 6.2 million households had
benefited from this French tax credit [19]. Tax credits can be applied for the
purchase of efficient boilers, windows, heat pumps, and even renewable energy
equipment. Since 2007, the Italian government has offered a tax deduction of 55
percent for the replacement of heating, ventilation, and air conditioning (HVAC)
systems with more efficient units and for the cost of other home efficiency
improvements as well. Until December 2010, the program included a tax deduction
of 20 percent for the replacement of old refrigerators. A tax deduction of 50 percent
was newly added for the replacement of white goods including refrigerators,
dryers, washers, ovens, freezers, and gas cookers [20].
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2.6.2 Consumer reward points

South Korea and Japan have applied subsidies in the form of reward points to
incentivize consumers to select efficient technologies. This approach aims at promot-
ing low-carbon lifestyles by encouraging consumer responsibility and awareness [1].

2.6.3 Replacement programs

Replacement programs (i.e., premature retirement and direct install) replace
wasteful products before their useful estimated life is ended with more energy-
efficient ones. Such programs help in decreasing energy use by inspiring the place-
ment of efficient products and confirming that non-efficient ones are taken away
from the market [1]. Mexico’s PNSEE has replaced large numbers of old appliances.
The program offers government-funded subsidies to households in order to replace
their old refrigerators and air conditioners with more efficient ones. The subsidies
cover a percentage of the price of the new equipment and the costs for removing the
old one. To receive the subsidy, households must surrender working refrigerators and
air conditioners that must be 10 years old or older [21].

2.7 Energy analysis

Approaches of energy savings vary between countries, and they have a major
effect on results. For instance, in Europe the savings are commonly based on
lifetime energy saving which covers accumulated savings over the life of the equip-
ment over the program duration, while the California Public Utilities Commission
objective is based on yearly energy savings gathered over a period of 3 years [1].

Also, diverse methods are utilized to estimate net savings from incentive pro-
grams. An inducement program’s net energy savings are usually the percentage of
savings related only to the program itself. Those gross savings do not include the
savings coming from the freerides who are contributors that will purchase efficient
equipment without the availability of the program. Yet, it includes savings from
participants who were encouraged to purchase efficient products as a result from the
program’s impact on that market that are usually referred to as spillovers. Further-
more, gross savings does not include savings resulting from other programs such as
existing standards/codes, S&L programs, other monetary inducement programs, and
of course external events such as economic recessions/growths. Usually gross savings
calculation is not easy considering the existence of different bodies within the coun-
try offering several other different monetary programs for the same equipment. A
final concern that should be accounted for is the increase in energy consumption that
happens within the program participants as a result of the decrease of their energy
bills which is a phenomenon typically referred to as rebound effect. Continuous
evaluation and assessments are important and shall be performed regularly by gov-
ernments to keep program administrators up to speed and aware of possible draw-
backs that incentive programs might face and how they can be fixed [1].

Moreover and before going into energy analysis and savings quantification in
this chapter, it is vital to understand what an energy system is. Scott wrote a paper
about “the energy system” and defined it from sources to services where services
are basically what people wants and sources are what nature provides as can be seen
in the figure below [22].
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South Korea and Japan have applied subsidies in the form of reward points to
incentivize consumers to select efficient technologies. This approach aims at promot-
ing low-carbon lifestyles by encouraging consumer responsibility and awareness [1].

2.6.3 Replacement programs

Replacement programs (i.e., premature retirement and direct install) replace
wasteful products before their useful estimated life is ended with more energy-
efficient ones. Such programs help in decreasing energy use by inspiring the place-
ment of efficient products and confirming that non-efficient ones are taken away
from the market [1]. Mexico’s PNSEE has replaced large numbers of old appliances.
The program offers government-funded subsidies to households in order to replace
their old refrigerators and air conditioners with more efficient ones. The subsidies
cover a percentage of the price of the new equipment and the costs for removing the
old one. To receive the subsidy, households must surrender working refrigerators and
air conditioners that must be 10 years old or older [21].

2.7 Energy analysis

Approaches of energy savings vary between countries, and they have a major
effect on results. For instance, in Europe the savings are commonly based on
lifetime energy saving which covers accumulated savings over the life of the equip-
ment over the program duration, while the California Public Utilities Commission
objective is based on yearly energy savings gathered over a period of 3 years [1].

Also, diverse methods are utilized to estimate net savings from incentive pro-
grams. An inducement program’s net energy savings are usually the percentage of
savings related only to the program itself. Those gross savings do not include the
savings coming from the freerides who are contributors that will purchase efficient
equipment without the availability of the program. Yet, it includes savings from
participants who were encouraged to purchase efficient products as a result from the
program’s impact on that market that are usually referred to as spillovers. Further-
more, gross savings does not include savings resulting from other programs such as
existing standards/codes, S&L programs, other monetary inducement programs, and
of course external events such as economic recessions/growths. Usually gross savings
calculation is not easy considering the existence of different bodies within the coun-
try offering several other different monetary programs for the same equipment. A
final concern that should be accounted for is the increase in energy consumption that
happens within the program participants as a result of the decrease of their energy
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about “the energy system” and defined it from sources to services where services
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Sources, transformer technologies, and carriers together identify the energy
sector. Hence, it can be understood that the energy sector is only a part of the
energy system [22]. As we are evaluating air conditioning incentive program in this
study, the below graph describes the energy system, as per Scott, of a space cooling
service in Saudi Arabia.

In this chapter the focus will be on final or site energy savings quantification
mainly not the primary energy saved. This is why it was important for the reader
from a comprehension point of view to be provided with a glimpse of site-to-source
energy systems. Since the proposal is about Saudi Arabia, it would be also useful to
shed some light on Al-Musa et al.’s [23] efforts in implementing Scott’s concept of
energy systems to the Saudi electricity and LPG systems for cooking and water
heating applications where they quantified the efficiency of the system by using the
following formula [23]:

ɳSystem ¼ ɳExtraction∗ɳTransportation∗

ɳTransformer Technology∗ɳT&D∗ɳServiceTechnology: (1)

They found out that the Saudi electric system efficiency from source to service is
around 20 and 23% for cooking and water heating applications, respectively [23]. If
a model to be developed for the space cooling applications is using the same for-
mula, the efficiency of the service technology needs to be changed to consider
window and split units’ efficiencies. However, this is outside the scope of this
chapter.

Another example from a developing nation is the efforts described by McNeil
and Michael (2005) in their research where they studied the possible benefits from
improved energy efficiency of key electrical products in India. The objective of the
project was to assess the benefits which cost-effective enhancements in energy
efficiency may get to developing nations. The project focused on four appliances
among which are the air conditioning units. The life cycle cost analysis methodology
was used in this project along with identifying the country’s energy and environ-
mental impacts in an attempt to offer through estimations of the possible returns of
appliances energy efficiency programs in India [24].

The proposal in this chapter was analyzed with focus on energy efficiency and
energy analysis. However, it is worth mentioning that several other researches focus
also on exergy efficiencies and exergy analysis. Tolga Taner (2105) mentioned in
his paper that energy analysis may be clarified with an exergy analysis where exergy
is defined as the available energy [25]. Also, exergy could be defined as the
available work or quality of energy. It basically quantifies the capability of a source
to create useful work. Hence, exergy is considered a thermodynamic unit that offers
a numerical value to the energy quality [25].

Muller et al. emphasized that exergy analysis is an essential toolwhich canbeutilized
in order to design and also operate an energy system. They also stressed on the impor-
tance of exergy analysis due to its significance forwhole systemexergy destruction [26].
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Although very important, exergy efficiencies and analysis are outside the
scope of this chapter, and it focuses mainly on energy efficiencies and energy
analysis.

2.8 Techno-economic assessment (TEA)

This chapter attempted to quantify the energy savings and the associated eco-
nomic feasibility from a proposed incentive program where several assumptions
and estimations are needed and were utilized. Maximilian Lauer (2008) described
several techno-economic assessment (TEA) methods among which are the net
present value (NPV), annuity method, net cash flow table, and internal rate of
return where he referred to the NPV method as the most common method utilized
by the majority of professional practitioners of techno-economic assessment [27]. In
this chapter the net present value (NPV) (discounted cash flow) will be used as one
of the techno-economic assessment (TEA) methods where the net present value of
each year will be discounted to year zero by the discount rate by means of the
following formula [27]:

NPVn ¼ NFC
1þ dð Þn (2)

Hence, the NPV of the project (i.e., NPVtotal) will be the total of the discounted
cash flow for each year over the project period [27]:

NPVtotal ¼ ∑
n

1
NPVn (3)

Maximilian recommended performing sensitivity analysis to investigate the
effect of input parameters on the results which will be performed in this chapter.
Sensitivity analysis shall be implemented to describe how sensitive any outcome
variable (for this proposal, the NPV in each scenario) to variations of input
parameters. Since there are usually several input parameters, such technique can
help in determining which parameter drives the majority of the deviations in the
outcome [27].

Sensitivity analysis is commonly used in energy efficiency evaluations. For
instance, Dae-HyunChoi and Le Xie (2016) recommend a novel analytical frame-
work to measure the sensitivity of home energy management systems (HEMS) to
fluctuations in input data for HEMS operation [28].

3. Statistical analysis

3.1 Methodology

In order to investigate different aspects of the study, several data collection
methods were used such as questionnaire, interviews (site visits), and published
data (through secondary research). The questionnaire targeted the end users,
while the interviews targeted some major stakeholders in the air conditioning
industry. The majority of the data analyzed in this chapter is coming from the
questionnaire.
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industry. The majority of the data analyzed in this chapter is coming from the
questionnaire.
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3.2 Questionnaire

3.2.1 Structure

The questionnaire had a total of 13 questions with the majority being of
multiple-choice type which made it easier for respondents to respond and easier for
the researcher to analyze. The survey was developed in Arabic using Google Docs
platform.

3.2.2 Sample size

As per the Saudi General Authority of Statistics, the 2017 population of Saudi
Arabia is around 20.4 million that the sample was drawn from. A statistically
representative sample, using 99% confidence level and +/�5% confidence interval,
would be less than 700 respondents (i.e., 666) using Survey System methodology as
described in the below Equations [29]. The number of respondents in the study
exceeded 4000, which is more than six times the needed sample size. The following
formulas were used to calculate the needed sample size:

SS ¼ Z2∗ pð Þ∗ 1� pð Þ
C2 (4)

where SS is the sample size, Z is the Z value (2.58 for 99% confidence level), p is
the percentage picking a choice, expressed as decimal (0.5 used for sample size
needed), and C is the confidence interval, expressed as decimal (0.05 = �5).

The sample size then needs to be corrected for a finite population as follows:

New SS ¼ SS
1þ SS�1

pop

(5)

where pop is the population (i.e., 20.4 million).

3.2.3 Results

The survey was run over a 1-week period. Over that period, the survey link
received more than 7500 clicks. While the total number of responses exceeded
4700, only 4649 were included in the analysis as some of the answers were incon-
sistent and hence excluded. The response rate could not be determined exactly
given the lack of statistics on who really saw the tweet, post, or message. The
response-to-click ratio, yet, is around 63%.

The below figures show the sociodemographic profiles of the 4649 respondents
used in the analysis. The following subgroup contains themajority of respondents
in their respective sociodemographic categories: Income level, 9000–15,000 SR
income group (36%); citizenship, Saudi (99.5%); marital status,married (82.4%); and
age: 30–39 years age group (52.2%). Geographically, the highest representative admi-
nistrated areas (regions) were central (49%), western (25%), and then eastern (15%).

It was noticed that some groups (Saudis, male, married, 30–39 years old) are
over represented in the sample. This is not surprising given the fact that those
groups are the ones who are interested in the topic at hand, which is good for the
survey and its results.
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4. Program design

Before going into the details of the Residential Air Conditioning Incentive Pro-
gram, below are the major assumptions undertaken during the development of the
incentive program:

1. Administration cost of the program is not considered.

2.Units to be replaced are 10 years old or more. Moreover, old units are
surrendered to program administrator when receiving the new unit.

3.Weighted average tonnage of the AC units is 2.0176 TR based on Saudi Label &
Standard (SL&S) registration system.

4.Average annual operating hours is 2741.

5. 2016 existing residential stock of small units is around 23 million units.
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6.Being conservative by assuming that old units to be replaced have EERs
matching 2013 standard (i.e., window 7 and 8.5 for split).

7. Being conservative by not degrading the old units with temperature and only
degrading the new units with temperature.

8.Benefits of installed ACs assumed to last for 20 years.

4.1 Program summary

Covered units Ten-year-old or more residential window and split air conditioning units

Amount replaced 5.75 million units (i.e., 25% of 2016 stock)
Window: 3.45 million unit
Split: 2.3 million unit

Program duration 8 years

Program start/end
years

Start on 2018 all the way to 2025

Replaced units’
EER

Window: 7
Split: 8.5

New units’ EER Match exactly compliance standards at each specific year until 2022 where EERs of new units are
fixed at that level until the year where the program ends (2025)

Based on the survey, by the time the program gets into the implementation
phase, more than 33% of the ACs in the market would be 10 years old or more. The
proposal is to replace 25% of 2016 stock as detailed in the below table.

Type 2018 2019 2020 2021 2022 2023 2024 2025 Total

Window 431,250 431,250 431,250 431,250 431,250 431,250 431,250 431,250 3,450,000

Split 287,500 287,500 287,500 287,500 287,500 287,500 287,500 287,500 2,300,000

Total 718,750 718,750 718,750 718,750 718,750 718,750 718,750 718,750 5,750,000

4.2 Stock estimates

The 2016 estimated stock of small units is composed of around 60 and 40%
share of windows and split units, respectively. These shares are evolving over time
as split units are becoming more favored by Saudi residential consumers, and hence
the future percentage of shares are expected to shift more toward the split units in
lieu of window units.

4.3 Costs

As in every incentive program, this program is capital-intensive. The main
chunk of the capital is needed for the new air conditioning units that shall be
installed. Moreover and in an effort to perform a sanity check of our utilized cost
estimates, numbers were cross-checked through site visits to several retailers in
Al-Khobar city where the average window unit price was around $384, whereas the
price was $870 for split units which are not far away from our initial estimates.
When discussing costs, our cost information may not address the expected increase
in standards and their effects and only considered inflation along with normal
technology evolution. In addition, a meeting with Zamil Air conditioners (the
largest HVAC manufacturer in the Middle East) was held to check the impact of
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standards on the price of the units, and the below tables summarize the price impact
on both manufacturers and end users.

• Impact on manufacturers

AC type Increase in price (%) after the first
increase in efficiency target

Increase in price (%) after the second
increase in efficiency target

Window 7 10

Split 10 20

• Impact on end users

AC type Increase in price (%) after the first
increase in efficiency target

Increase in price (%) after the second
increase in efficiency target

Window 5 10

Split 10 18

4.4 Energy efficiency ratio assumptions

By using compliance standard EER values at each specific year along with
expected EER values at T1 in future years and utilizing the shares of the weighted
average tonnage of small air conditioning units, it was found that the aggregated
EER at T1 are as shown below:

EERs (T1) 2018 2019 2020 2021 2022 2023 2024 2025

Window 10.4 10.6 11.3 11.5 11.8 12 12.2 12.8

Split 12.6 12.8 13.9 14.2 14.5 14.8 15.1 15.5

In order to be conservative and not exaggerate with energy savings estimates,
EER values beyond year 2022 were fixed at year 2022 levels. Hence, the aggregated
EER values became as follows:

EERs (T1) 2018 2019 2020 2021 2022 2023 2024 2025

Window 10.4 10.6 11.3 11.5 11.8 11.8 11.8 11.8

Split 12.6 12.8 13.9 14.2 14.5 14.5 14.5 14.5

However, EER values are specified at T1 levels (i.e., 35 degree Celsius) only. It is
known that the outside air temperature varies from 18 degrees Celsius where
cooling load is required until extreme temperature levels which could occasionally
exceed T3 levels of 46 degree Celsius. For the sake of this study, the analysis will be
capped at T3 levels as beyond T3 levels are rarely reached. As an example, the
average 15 years bin weather data for Dhahran City shows that only .58 of a day in
the year is exceeding the 46 degree Celsius. This can be translated to only less than
0.2% of the years above the T3 level in Dhahran.

Although manufacturers provide EER values of an AC unit at several different
outside air temperatures (OATs) including T1 (i.e., 35°C) and T3 (i.e., 46°C), they
do not provide the EER value at each and every temperature above T1. Therefore,
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the EER value for each temperature point above T1 level needs to be identified first
in order to be able to calculate the EER’s percent reduction at each temperature
value above T1. Hence, a linear regression model was applied for different Al-Zamil
air conditioning window and split units with diverse EER values at T1. Then, the
calculated weighted average value was utilized in energy savings calculations. The
regression analysis was following the below equation:

Y ¼ aþ X � b (6)

where Y is the dependent variable (energy efficiency ratio of the air condi-
tioner), X is the independent variable (outside air temperature), b is the slope of the
line, and a is the y-intercept.

After performing the calculations on the different models, it was found that
the weighted average EER drop for a given temperature above T1 value is
around 2.1% per degree temperature. Thus, new window units’ EER values
(adjusted by taking into account EER degradation factor) were computed as
follows:

Window

Year 2018 2019 2020 2021 2022 2023 2024 2025

Adjusted EER 9.66 9.85 10.51 10.72 10.94 10.94 10.94 10.94

Similarly, new split units’ EER values (adjusted by taking into account EER
degradation factor) were calculated as follows:

Split

Year 2018 2019 2020 2021 2022 2023 2024 2025

Adjusted EER 11.7 11.93 12.94 13.2 13.46 13.46 13.46 13.46

Having said that, the units subject to replacement (10 years old or more) are
assumed to have the below EER values at T1. In order to be conservative with the
calculation, T1 values for old units are used in calculating the corresponding energy
consumption without considering the degradation with temperature:

EER at T1 for units subject to replacement

Year 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

Window 7 7 7 7 7 7 7 7 7 7

Split 8.5 8.5 8.5 8.5 8.5 8.5 8.5 8.5 8.5 8.5

5. Results and discussion

In this section of the chapter, energy savings resulting from the replacement
of existing air conditioning units with new ones will be presented along with
the economic impact from NPV, gross domestic product, and employment
perspectives. The presented results will be also discussed in details in this
section.
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5.1 Energy savings

In order to quantify the overall savings of the program, the calculation started
with quantifying the saved energy per unit going from a low-level EER to the
proposed level at each specific year. Then, the saved energy per unit was multiplied
by the replaced stock at that year in order to get the overall yearly savings. This
approach was applied for both window and split units as can be comprehended
from the below equations and tables:

EER ¼ Desired Output i:e:cooling load in BTU
h

� �
Required Input i:e:electri power in Wð Þ (7)

Knowing that 1 TR equals 12,000 BTU/h and the weighted average tonnage (TR)
of the AC units is 2.0176,

Annual KWh of Air Conditioner ¼ 12� TR� Average Annual Operating Hours
EER

(8)

• Window

Year New
EER

Existing
EER

New unit’s
Kwh

Existing unit’s
Kwh

Savings per
unit

No. of
units

Savings
(TWh)

2018 9.66 7 6870 9480 2611 431,250 1.13

2019 9.85 7 6736 9480 2745 431,250 1.18

2020 10.51 7 6315 9480 3165 431,250 1.37

2021 10.72 7 6189 9480 3291 431,250 1.42

2022 10.94 7 6068 9480 3412 431,250 1.47

2023 10.94 7 6068 9480 3412 431,250 1.47

2024 10.94 7 6068 9480 3412 431,250 1.47

2025 10.94 7 6068 9480 3412 431,250 1.47

• Split

Year New
EER

Existing
EER

New unit’s
Kwh

Existing unit’s
Kwh

Savings per
unit

No. of
units

Savings
(TWh)

2018 11.70 8.5 5673 7807 2134 287,500 0.61

2019 11.93 8.5 5562 7807 2245 287,500 0.65

2020 12.94 8.5 5130 7807 2677 287,500 0.77

2021 13.20 8.5 5029 7807 2778 287,500 0.8

2022 13.46 8.5 4932 7807 2875 287,500 0.83

2023 13.46 8.5 4932 7807 2875 287,500 0.83

2024 13.46 8.5 4932 7807 2875 287,500 0.83

2025 13.46 8.5 4932 7807 2875 287,500 0.83
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As can be seen from the above tables, the energy savings from window units
starts at 1.13 TWh in the first year of the program and reaches 1.47 TWh on year
2022 onward. Similarly for split units, the savings starts from 0.61 TWh in 2018 and
level at 0.83 TWh on year 2022 onward. The savings are higher from window
replacements mainly due to the fact that the number of replaced units is higher than
those of split units on yearly basis.

The savings from window and split units are added together in order to get the
overall yearly savings along with the cumulative savings.

Year Savings in TWh from
windows

Saving in TWh from
splits

TWh
(yearly)

TWh
(cumulative)

2018 1.13 0.61 1.74

2019 1.18 0.65 1.83 3.57

2020 1.37 0.77 2.13 5.7

2021 1.42 0.8 2.22 7.92

2022 1.47 0.83 2.3 10.22

2023 1.47 0.83 2.3 12.52

2024 1.47 0.83 2.3 14.82

2025 1.47 0.83 2.3 17.11

As per Electricity and Cogeneration Regulatory Authority (ECRA) open data,
the kingdom consumed, in 2017, around 298 TWh of electricity, while 143 TWh of
this consumption was in the residential sector alone [30]. Therefore, the cumulative
savings from the program would represent 6% of the 2017 kingdom’s total electric-
ity consumption and 12% of the residential sector. Of course this percent would
reduce over time as the consumption of the kingdom is expected to increase pro-
gressively mainly due to more electrification, population growth, and economic
development, yet still the numbers are considerable. Moreover, this suggested pro-
gram would result in a reduction of a yearly average 7.5 million metric ton of CO2
emissions which is basically equivalent to removing 1.38 million cars from the
streets or planting more than 27 million trees.

Furthermore, and assuming 80% utilization rate, the cumulative saved energy of
17.11 TWh by 2025 is equivalent to a power plant with around 2.5 GW of capacity.
This 2.5 GW represents around 3% of 2017 kingdom’s total capacity. The proposed
program will help basically in shaving peak loads, reducing energy growth rates in
addition to the avoided capital.

It is worth mentioning that the minimum annual SAR savings per AC unit for
residential customer varies from SAR 248 to 324 per window unit and from SAR 203
to 432 per split unit depending on EER levels between new and replaced units.
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5.2 Economic analysis

5.2.1 Net present value (NPV) and sensitivity analysis

Using 5.3% as commercial discount rates over 20-year impact period of new
equipment, the net present value (NPV) summaries are shown below for three
different scenarios.

1. Assuming the government will take the burden of the full cost of the new
units

Type $ Billion

PV cost (i = 5.3%) 2.74

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 13.7

2. Based on the online survey results, a weighted average of 25% of the cost can
be absorbed by the households. Hence, the government will take care of only
75% of the cost, and the results will be as follows

Type $ Billion

PV cost (i = 5.3%) 2.03

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 14.40

3. The capital cost will be transferred solely to non-efficient equipment buyers.
Hence, almost no contribution from the government

Type $ Billion

PV cost (i = 5.3%) 0

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 16.44

The third scenario basically uses the “feebate” system where the government
transfers the whole cost to consumers, and hence the government will not bear the
capital cost of the equipment. They will only need to pay for administration cost
although even the administration cost can be transferred to consumers depending
on the fee rates on non-efficient equipment.

In summary and as can be seen from the above tables, the NPVs in all the three
scenarios are positive with great values, and hence proceeding with the program is
vital for the Saudi government at this stage and with any of the above scenarios.
Thorough assessment of those scenarios and others shall be performed prior to
program deployment and the program administrator shall critically evaluate several
factors including, but not limited to, current market situation, manufacturer will-
ingness, retailer/distributer readiness, government funding availability, etc.

A sensitivity analysis has been applied to the NPVs of all the three scenarios to
check how sensitive the results are to several selected input variables that have been
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As can be seen from the above tables, the energy savings from window units
starts at 1.13 TWh in the first year of the program and reaches 1.47 TWh on year
2022 onward. Similarly for split units, the savings starts from 0.61 TWh in 2018 and
level at 0.83 TWh on year 2022 onward. The savings are higher from window
replacements mainly due to the fact that the number of replaced units is higher than
those of split units on yearly basis.

The savings from window and split units are added together in order to get the
overall yearly savings along with the cumulative savings.

Year Savings in TWh from
windows

Saving in TWh from
splits

TWh
(yearly)

TWh
(cumulative)

2018 1.13 0.61 1.74

2019 1.18 0.65 1.83 3.57

2020 1.37 0.77 2.13 5.7

2021 1.42 0.8 2.22 7.92

2022 1.47 0.83 2.3 10.22

2023 1.47 0.83 2.3 12.52

2024 1.47 0.83 2.3 14.82

2025 1.47 0.83 2.3 17.11

As per Electricity and Cogeneration Regulatory Authority (ECRA) open data,
the kingdom consumed, in 2017, around 298 TWh of electricity, while 143 TWh of
this consumption was in the residential sector alone [30]. Therefore, the cumulative
savings from the program would represent 6% of the 2017 kingdom’s total electric-
ity consumption and 12% of the residential sector. Of course this percent would
reduce over time as the consumption of the kingdom is expected to increase pro-
gressively mainly due to more electrification, population growth, and economic
development, yet still the numbers are considerable. Moreover, this suggested pro-
gram would result in a reduction of a yearly average 7.5 million metric ton of CO2
emissions which is basically equivalent to removing 1.38 million cars from the
streets or planting more than 27 million trees.

Furthermore, and assuming 80% utilization rate, the cumulative saved energy of
17.11 TWh by 2025 is equivalent to a power plant with around 2.5 GW of capacity.
This 2.5 GW represents around 3% of 2017 kingdom’s total capacity. The proposed
program will help basically in shaving peak loads, reducing energy growth rates in
addition to the avoided capital.

It is worth mentioning that the minimum annual SAR savings per AC unit for
residential customer varies from SAR 248 to 324 per window unit and from SAR 203
to 432 per split unit depending on EER levels between new and replaced units.
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5.2 Economic analysis

5.2.1 Net present value (NPV) and sensitivity analysis

Using 5.3% as commercial discount rates over 20-year impact period of new
equipment, the net present value (NPV) summaries are shown below for three
different scenarios.

1. Assuming the government will take the burden of the full cost of the new
units

Type $ Billion

PV cost (i = 5.3%) 2.74

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 13.7

2. Based on the online survey results, a weighted average of 25% of the cost can
be absorbed by the households. Hence, the government will take care of only
75% of the cost, and the results will be as follows

Type $ Billion

PV cost (i = 5.3%) 2.03

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 14.40

3. The capital cost will be transferred solely to non-efficient equipment buyers.
Hence, almost no contribution from the government

Type $ Billion

PV cost (i = 5.3%) 0

PV savings (i = 5.3%) 16.44

NPV (i = 5.3%) 16.44

The third scenario basically uses the “feebate” system where the government
transfers the whole cost to consumers, and hence the government will not bear the
capital cost of the equipment. They will only need to pay for administration cost
although even the administration cost can be transferred to consumers depending
on the fee rates on non-efficient equipment.

In summary and as can be seen from the above tables, the NPVs in all the three
scenarios are positive with great values, and hence proceeding with the program is
vital for the Saudi government at this stage and with any of the above scenarios.
Thorough assessment of those scenarios and others shall be performed prior to
program deployment and the program administrator shall critically evaluate several
factors including, but not limited to, current market situation, manufacturer will-
ingness, retailer/distributer readiness, government funding availability, etc.

A sensitivity analysis has been applied to the NPVs of all the three scenarios to
check how sensitive the results are to several selected input variables that have been
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applied across all the scenarios. Five input variables were selected for the sensitivity
analysis, and they are air conditioner cost, assumed EER values of the existing air
conditioner fleet, assumed EER values of the new air conditioner fleet, utility
discount rate, and the average annual operating hours of air conditioners. The
applied variabilities to the input variables were � 25% for each variable. The below
table summarizes the results of the analysis.

Input variables Scenario 1 (100% gov.) Scenario 2
(75% gov.)

Scenario 3
(0% gov.)

NPV
($ billion)

%
Difference

NPV
($b)

%
Diff.

NPV
($b)

%
Diff.

AC unit cost (+25%) 13.2 3% 14 3% 16.4 0%

AC unit cost (�25%) 14.5 �7% 15 �4% 16.4 0%

Assumed EER values of existing fleet
(+25%)

6.8 50% 7.5 48% 9.6 41%

Assumed EER values of existing fleet
(�25%)

24.8 �82% 25.5 �77% 27.5 �68%

Assumed EER values of new fleet
(+25%)

18.3 �35% 18.9 �31% 21 �28%

Assumed EER values of new fleet
(�25%)

6 56% 6.8 53% 8.8 46%

Utility discount rate (+25%) 11.2 18% 11.9 17% 13.8 16%

Utility discount rate (�25%) 16.9 �24% 17.7 �23% 19.9 �21%

Average annual operating hours of AC
unit (+25%)

16.6 �22% 17.3 �20% 19.3 �18%

Average annual operating hours of AC
unit (�25%)

10.8 21% 11.5 20% 13.5 18%

Current proposal NPV ($ billion) 13.6 14.4 16.4

It can be noticed that varying the EER values whether for the existing or new
fleets has the biggest impact on the results, while the input variable with the least
impact among the five is the air conditioner unit cost. It can be also noticed from
the above table that the AC unit cost variable has no impact on scenario three results
as in this scenario the capital cost is transferred to non-efficient air conditioner
buyers with no contribution from the government. In summary, despite applying
aggressive variabilities to key input variables in all the three scenarios, the results
still show positive net present values for all the scenarios which indicate that this
proposal is valid and also highly recommended for deployment in order to reap such
huge benefits.

5.2.2 GDP and employment contribution

In addition to the savings expected to be realized out of implementing the
incentive program, there are other economic gains. Using input–output analysis
(“I-O”), it was found that the program will add an average of $0.5 billion per year to
the kingdom’s GDP for the duration of the program. It was also estimated that
around 2000 direct and indirect jobs will be created throughout the duration of the
program.
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The input–output analysis (“I-O”) used in the analysis is a form of economic
analysis based on the interdependencies between economic sectors. This method is
most commonly used for estimating the impacts of positive or negative economic
shocks and analyzing the ripple effects throughout an economy.

6. Conclusion

This chapter investigated the savings from a residential air conditioning incen-
tive program rather than detailing the design of the program as this needs special-
ized entities who should evaluate different factors before designing such program.
The proposed 8-year program included residential air conditioning units, namely,
window and split, where participants are provided with efficient AC units as a
substitute to their existing low efficiency AC units. The program was designed to
replace 5.75 million AC units (25% of estimated 2016 stock) over an 8-year period.
The proposal was presented under three different scenarios when it comes to the
capital cost handling where the government will take care of all the capital cost, 75%,
and none of the capital cost in scenarios 1, 2, and 3, respectively. The cumulative
estimated savings from the program adds up to 17.11 TWh by the year 2025. More-
over, this suggested program would result in a reduction of a yearly average of 7.5
million metric ton of CO2 emissions which is basically equivalent to removing 1.38
million cars from the streets or planting more than 27 million trees. Furthermore,
the expected NPVs from the program are substantial, and they are $13.7 billion,
$14.4 billion, and $16.4 billion under the three different scenarios. From the eco-
nomics perspective, the program will add an average of $0.5 billion per year to the
kingdom’s GDP over the duration of the program. It was also estimated that around
2000 direct and indirect jobs will be created throughout the duration of the
program.

As incentive programs regularly take care of the initial investment cost of
energy-efficient products and hence implicate significant capitalization, the pro-
gram administrator shall evaluate different experiences from developed and devel-
oping nations to instigate the development of new funding mechanisms to suit
unique local circumstances such as Saudi Arabia. In addition, such programs will
support the country’s current efforts to improve the permeation of energy-efficient
equipment in the Saudi market. Subsidy programs are essential to balance the
present compulsory standards by increasing market permeation of equipment that
have better energy performance than current standards requirement, therefore
paving the road for further increase in standards stringency in the future. Moreover,
the program administrator shall comprehend the fact that the success of such
program depends heavily on an outstanding plan in place before the program
initiation. The plans shall include monitoring and verification plans along with
continuous evaluation plans in place in which a reserved budget for those purposes
is crucial.
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applied across all the scenarios. Five input variables were selected for the sensitivity
analysis, and they are air conditioner cost, assumed EER values of the existing air
conditioner fleet, assumed EER values of the new air conditioner fleet, utility
discount rate, and the average annual operating hours of air conditioners. The
applied variabilities to the input variables were � 25% for each variable. The below
table summarizes the results of the analysis.

Input variables Scenario 1 (100% gov.) Scenario 2
(75% gov.)

Scenario 3
(0% gov.)

NPV
($ billion)

%
Difference

NPV
($b)

%
Diff.

NPV
($b)

%
Diff.

AC unit cost (+25%) 13.2 3% 14 3% 16.4 0%

AC unit cost (�25%) 14.5 �7% 15 �4% 16.4 0%

Assumed EER values of existing fleet
(+25%)
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Current proposal NPV ($ billion) 13.6 14.4 16.4

It can be noticed that varying the EER values whether for the existing or new
fleets has the biggest impact on the results, while the input variable with the least
impact among the five is the air conditioner unit cost. It can be also noticed from
the above table that the AC unit cost variable has no impact on scenario three results
as in this scenario the capital cost is transferred to non-efficient air conditioner
buyers with no contribution from the government. In summary, despite applying
aggressive variabilities to key input variables in all the three scenarios, the results
still show positive net present values for all the scenarios which indicate that this
proposal is valid and also highly recommended for deployment in order to reap such
huge benefits.

5.2.2 GDP and employment contribution

In addition to the savings expected to be realized out of implementing the
incentive program, there are other economic gains. Using input–output analysis
(“I-O”), it was found that the program will add an average of $0.5 billion per year to
the kingdom’s GDP for the duration of the program. It was also estimated that
around 2000 direct and indirect jobs will be created throughout the duration of the
program.
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The input–output analysis (“I-O”) used in the analysis is a form of economic
analysis based on the interdependencies between economic sectors. This method is
most commonly used for estimating the impacts of positive or negative economic
shocks and analyzing the ripple effects throughout an economy.

6. Conclusion

This chapter investigated the savings from a residential air conditioning incen-
tive program rather than detailing the design of the program as this needs special-
ized entities who should evaluate different factors before designing such program.
The proposed 8-year program included residential air conditioning units, namely,
window and split, where participants are provided with efficient AC units as a
substitute to their existing low efficiency AC units. The program was designed to
replace 5.75 million AC units (25% of estimated 2016 stock) over an 8-year period.
The proposal was presented under three different scenarios when it comes to the
capital cost handling where the government will take care of all the capital cost, 75%,
and none of the capital cost in scenarios 1, 2, and 3, respectively. The cumulative
estimated savings from the program adds up to 17.11 TWh by the year 2025. More-
over, this suggested program would result in a reduction of a yearly average of 7.5
million metric ton of CO2 emissions which is basically equivalent to removing 1.38
million cars from the streets or planting more than 27 million trees. Furthermore,
the expected NPVs from the program are substantial, and they are $13.7 billion,
$14.4 billion, and $16.4 billion under the three different scenarios. From the eco-
nomics perspective, the program will add an average of $0.5 billion per year to the
kingdom’s GDP over the duration of the program. It was also estimated that around
2000 direct and indirect jobs will be created throughout the duration of the
program.

As incentive programs regularly take care of the initial investment cost of
energy-efficient products and hence implicate significant capitalization, the pro-
gram administrator shall evaluate different experiences from developed and devel-
oping nations to instigate the development of new funding mechanisms to suit
unique local circumstances such as Saudi Arabia. In addition, such programs will
support the country’s current efforts to improve the permeation of energy-efficient
equipment in the Saudi market. Subsidy programs are essential to balance the
present compulsory standards by increasing market permeation of equipment that
have better energy performance than current standards requirement, therefore
paving the road for further increase in standards stringency in the future. Moreover,
the program administrator shall comprehend the fact that the success of such
program depends heavily on an outstanding plan in place before the program
initiation. The plans shall include monitoring and verification plans along with
continuous evaluation plans in place in which a reserved budget for those purposes
is crucial.
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Chapter 4

Primary Energy Factor for 
Electricity Mix: The Case of 
Slovenia
Matjaž Prek

Abstract

According to the European energy policy, the energy use of technical systems in 
buildings is given at the level of primary energy. This calculation requires knowledge 
of the primary energy conversion factors according to their source; however, there 
is currently no single European-wide recognized method for their determination. 
The aim of this study is to present and compare three methods for determining 
primary energy factors, namely the method of partial substitution, the physical 
energy method, and calculation according to EN 15603 standard. For the case study, 
the electricity factor for Slovenia was calculated according to the aforementioned 
methods. The results of this study showed that the methods differ in the evaluation 
of individual primary sources, which has a significant impact on the PEF value. We 
found that with the partial substitution method, we do not get representative results 
about the PEF. The method of physical energy defines the efficiency of produc-
tion from renewable energy sources as 100%. The question arises if we can truly 
assume that the use of PE is equal to the actual production of electricity. In the third 
method, defined in the EN 15603 standard, which provides two PEFs, a certain mea-
sure of criticality of the assumed factors for the different sources of energy is used.

Keywords: primary energy, primary energy factor, electricity mix,  
renewable energy sources

1. Introduction

The building sector in Europe is responsible for 40% of energy consumption 
and 36% of CO2 emissions. Due to the high estimated energy saving potential of 
the building sector, the European Union (EU) set up a policy framework focused 
on reducing the energy of buildings which consists of policy actions, i.e., Energy 
Performance of Buildings Directive (EPBD) [1], Energy Efficiency Directive (EED) 
[2], EcoDesign Directive [3], Energy Labelling Regulation [4], and the Renewable 
Energy Directive (RED) [5]. The EED was prepared with the goal to achieve a 20% 
energy consumption reduction target across the EU. It establishes a number of 
important provisions to be implemented by the EU Member States, including the 
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Chapter 4

Primary Energy Factor for 
Electricity Mix: The Case of 
Slovenia
Matjaž Prek

Abstract

According to the European energy policy, the energy use of technical systems in 
buildings is given at the level of primary energy. This calculation requires knowledge 
of the primary energy conversion factors according to their source; however, there 
is currently no single European-wide recognized method for their determination. 
The aim of this study is to present and compare three methods for determining 
primary energy factors, namely the method of partial substitution, the physical 
energy method, and calculation according to EN 15603 standard. For the case study, 
the electricity factor for Slovenia was calculated according to the aforementioned 
methods. The results of this study showed that the methods differ in the evaluation 
of individual primary sources, which has a significant impact on the PEF value. We 
found that with the partial substitution method, we do not get representative results 
about the PEF. The method of physical energy defines the efficiency of produc-
tion from renewable energy sources as 100%. The question arises if we can truly 
assume that the use of PE is equal to the actual production of electricity. In the third 
method, defined in the EN 15603 standard, which provides two PEFs, a certain mea-
sure of criticality of the assumed factors for the different sources of energy is used.

Keywords: primary energy, primary energy factor, electricity mix,  
renewable energy sources

1. Introduction

The building sector in Europe is responsible for 40% of energy consumption 
and 36% of CO2 emissions. Due to the high estimated energy saving potential of 
the building sector, the European Union (EU) set up a policy framework focused 
on reducing the energy of buildings which consists of policy actions, i.e., Energy 
Performance of Buildings Directive (EPBD) [1], Energy Efficiency Directive (EED) 
[2], EcoDesign Directive [3], Energy Labelling Regulation [4], and the Renewable 
Energy Directive (RED) [5]. The EED was prepared with the goal to achieve a 20% 
energy consumption reduction target across the EU. It establishes a number of 
important provisions to be implemented by the EU Member States, including the 
requirement to establish obligatory national energy efficiency targets, national 
building energy efficiency strategies, a requirement to renovate 3% of public sector 
buildings annually, the need to establish energy efficiency obligation schemes, and 
provisions for auditing and metering.
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The evaluation of energy consumption, reduction, or efficiency on the building 
level is somehow problematic since different technical systems use various forms of 
energy to operate. Therefore, energy consumption and efficiency should be evalu-
ated on a common basis. A single metric for combining different sources or types of 
energy is primary energy (PE). As the name indicates, PE evaluates different forms 
of energy based on the conversion of primary energy to useful energy. However, the 
concept does not differentiate between different energy forms. Therefore, exergy 
could be incorporated into the concept as it reflects the energy “quality” in terms 
of its capacity to do work. Although there are currently no requests, for such an 
approach, from energy practitioners, exergy analysis could gain significantly on 
importance in light of future resource scarcity to, for example, penalize the use of 
exergy-rich energy vectors for low-temperature applications.

The task of measuring energy efficiency may seem straightforward, contingent 
only on the choice of indicators for the input and output. In reality, however, both 
can be measured in numerous ways, and choosing one approach over another 
always leads to trade-offs [6–11]. Based on the input and output characteristics, 
three main indicator groups can be distinguished:

• Thermodynamic indicators—inputs and outputs represented in terms of ther-
modynamic quantities (e.g., the thermal efficiency of a heating system)

• Physical-thermodynamic indicators—energy inputs represented by thermo-
dynamic quantities, outputs represented with physical units (e.g., building 
energy use intensity)

• Economic-thermodynamic indicators—products or services represented by 
market prices, energy represented by means of thermodynamic quantities 
(e.g., GDP energy intensity)

Each of these approaches has its advantages and disadvantages and should, thus, 
be defined with regard to the area of application, while considering environmental, 
social, economic, or other aspects of energy efficiency.

PE has become an important policy metric in the EU. Namely, the EPBD pre-
scribes that the energy performance of a building shall also include a numeric indi-
cator of PE, based on primary energy factors (PEF) per energy carrier, which may 
be based on national or regional annual weighted averages or a specific value for 
onsite production. A PEF connects primary and final energy. It indicates how much 
primary energy is used to generate a unit of electricity or a unit of useable thermal 
energy. The PEF describes the efficiency of converting energy from primary sources 
(e.g., coal, crude oil) to a secondary energy carrier (e.g., electricity, natural gas) 
that provides energy services delivered to end users. In the EU, the Member States 
can freely define its value. Consequently, this has become a political decision, with a 
direct impact on the actual energy consumption of a building.

Similar concept of analysis of the impact of building and appliance energy 
consumption is used in the USA. Compared to the more legislative-constrained EU 
approach the US approach is more market oriented. Full-fuel-cycle (FFC) metrics 
are used in building codes and appliance standards to evaluate the energy and 
environmental impact of consumer fuels and appliances [12].

To translate PE into final energy use, the PEF is applied in several EU legisla-
tive documents. In the EED and EPBD, the PEF is used to convert final energy 
consumption into PE consumption to monitor progress against targets. The EPB 
Directive aims at reducing the PE demand for buildings. Since technologies applied 
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in the building and improvements in the building envelope lead to savings in final 
energy, the PEF is applied to convert these savings into primary energy.

The latest version of the EPB Directive [13] claims that “the energy performance 
of a building shall be expressed by a numeric indicator of PE use for the purpose 
of both energy performance certification and compliance with minimum energy 
performance requirements.” In addition, Member States may define additional 
numeric indicators of total nonrenewable and renewable primary energy use and 
of greenhouse gas emission. Member States have some flexibility in defining these 
metrics.

EED requires energy targets expressed in both primary and final energy form. 
PEFs are applied for conversion of final energy savings into primary energy savings. 
EPBD and EED both allow the Member States the option of choosing their own PEF 
values. Within the EcoDesign Directive and Energy Labelling Directive, the PEF 
value of 2.5 for electricity is prescribed to allow a comparison.

From the foregoing, it is evident that the PEF is defined on two different bound-
ary conditions within the EU legislation. For instance, the boundary condition for 
energy-consuming appliances is defined at the appliance level. The next level of 
boundary is the building (or part of it), defined as a sum of all energy used by dif-
ferent appliances considering different energy sources. This boundary condition is 
important when on-site-produced renewable energy is used by building appliances.

The method for calculating the PE for fossil fuels is quite straightforward and 
consistent, while the calculation of PEFs for electricity or heat generated from 
renewable energies or grid-supplied electricity is more complex. First of all, the PEF 
for fossil fuels (also for combustible renewable fuels) does not change significantly 
over time. For electricity, especially grid supplied, the calculation of PEF involves 
different energy sources as well as different electricity generation technologies. The 
combination of various PE sources forms a so-called power generation mix, which 
is the share of different energy sources used to generate electricity. The share of 
energy sources changes over time depending on the availability of energy sources 
and the level of demand. However, evaluating this is a challenge especially in 
renewable energy sources and nuclear energy.

2. Methodology

PE sources are usually defined as inputs into energy systems (or conversion 
processes) which convert them into secondary energy carriers such as electricity, oil 
products, heat, or mechanical work. The EPBD [13] defines primary energy as the 
energy that has not been subjected to any (human induced) conversion or transfor-
mation process.

As mentioned before, PEF connects primary and final energy. It indicates how 
much primary energy is used to generate a unit of electricity or a unit of useable 
thermal energy, according to Eq. (1):

  PEF =   primary energy  _________________ 
final energy

    (1)

PE is divided into renewable and nonrenewable energy [14]. The sum of renew-
able and nonrenewable energy is total energy. Energy extracted from sources that 
are naturally replenished on a human timescale is called renewable energy. The 
definition of renewable energy also includes some forms of energy carrier such as 
biomass and energy recovered from waste. For nonrenewable energy sources, the 
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energy sources changes over time depending on the availability of energy sources 
and the level of demand. However, evaluating this is a challenge especially in 
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products, heat, or mechanical work. The EPBD [13] defines primary energy as the 
energy that has not been subjected to any (human induced) conversion or transfor-
mation process.

As mentioned before, PEF connects primary and final energy. It indicates how 
much primary energy is used to generate a unit of electricity or a unit of useable 
thermal energy, according to Eq. (1):
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    (1)

PE is divided into renewable and nonrenewable energy [14]. The sum of renew-
able and nonrenewable energy is total energy. Energy extracted from sources that 
are naturally replenished on a human timescale is called renewable energy. The 
definition of renewable energy also includes some forms of energy carrier such as 
biomass and energy recovered from waste. For nonrenewable energy sources, the 
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extraction rate is higher than refill rate. Energy obtained from nonrenewable energy 
sources is called nonrenewable energy. This approach enables the determination of 
three primary energy factors for each energy carrier [14, 15]:

• Total primary energy factor (PEFtot) (Eq. (2))

• Nonrenewable primary energy factor (PEFnren) (Eq. (3))

• Renewable primary energy factor (PEFren) (Eq. (4))

   PEF  tot   =   total primary energy   ______________________________________________________    delivered non − renewable + delivered renewable energy    (2)

   PEF  nren   =   non − renewable primary energy   ______________________________________________________    delivered non − renewable + delivered renewable energy    (3)

   PEF  ren   =   renewable primary energy   ______________________________________________________    delivered non − renewable + delivered renewable energy    (4)

Energy sources can be further divided into combustible and noncombustible. 
Where primary energy is used to characterize fossil fuels, the embodied energy of 
the fuel is available as thermal energy, and typically around 70% is lost in conver-
sion to electrical or mechanical energy.

In accordance with the laws of thermodynamics, the renewable PEF can be 
derived from the relevant energy conversion efficiency. For example, the electric-
ity from a PV system with an overall efficiency of 20% can be considered to have a 
renewable PEF of 5. There is a similar 60–80% conversion loss when wind energy is 
converted to electricity. This also applies to nuclear energy, where only around 10% 
of the fuel’s energy content is converted to electricity.

Although primary energy factors are thermodynamically universal, many 
different calculation methods exist. Moreover, there are also national variations. 
In order to calculate the PEFs, two approaches are mainly used, namely the partial 
substitution method and the physical energy method. They differ in the way how to 
calculate the PEFs from nuclear power plants and renewable energy sources such as 
hydroelectric power plants, solar energy, geothermal energy, etc.

The partial substitution method solves the aforementioned problem by concen-
trating on the theoretical energy content in traditional fossil fuels (coal, oil, and 
gas). The PEF for a mixture of electricity is calculated from these sources by divid-
ing the energy content of the fuel as the input energy with the generated electricity. 
In the case of renewable energy and nuclear energy, this means calculating how 
much primary energy would be needed for such an amount of electricity if it were 
produced from fossil fuels.

The physical energy method differs from the partial substitution method in that 
it uses a different approach for the evaluation of primary energy in the production 
of electricity from hydro, wind, and nuclear power plants. The calculation of the 
PEF for the production of electricity from nuclear and geothermal energy is based 
on the thermal energy of the steam boiler that drives the turbine of the power plant. 
The efficiency of nuclear power plants is estimated at 33 and 10% for geothermal. 
For other renewable energy sources, such as hydro, wind, and solar energy, this is 
equal to gross electricity production.
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The calculation of the PEF can also be made using the method described in 
the standard SIST EN 15603:2008 [15]. The standard describes two alternative 
approaches for calculating the factor, namely, the total and nonrenewable PEF. The 
difference between these factors is that the latter does not include the use of renew-
able energy. In addition, the national PEF for the electricity mix is based either on 
the average electricity mix or on the marginal electricity production. The standard 
defines the default PEFs for different energy sources, including electricity. The 
values of the factors are given in Table 1.

We made a calculation of the PEF for the electricity mix in Slovenia, based on 
the three previously described methods, and conducted a temporal comparison. 
Statistical data on the generation of electricity from individual sources were 
obtained from the Statistical Office of Slovenia [16]. Table 2 shows the produced 
electricity by years from various sources of energy.

The electricity mix in Slovenia is mainly composed of five sources of primary 
energy, namely nuclear, fossil, hydro, wind, and solar energy. Since Slovenia is a 
member of the EU, the directives stipulate that, by 2020, as much as 20% of the 
energy used is to be recovered from renewable energy sources as far as electricity 
is concerned. Therefore, in addition to calculating the factor for previous years, we 
have also tried to predict the generation of energy from individual sources, using 
linear regression, and then determine the resulting PEF for the electricity mix and 
the share of renewable sources. Figure 1 presents the sources of energy, the share 
of energy sources in the production of electricity, and the share of energy from 
renewable sources.

Figure 1 shows that electricity generation from fossil fuels is somewhat lower, 
while production from solar energy and hydro resources is increasing. Generally 
speaking, the share of renewable resources is increasing. Wind energy represents a 
very small share; therefore, increasing the share is not noticeable from the figure, 
but if we look at Table 1, we see that production is slowly increasing from 2013 
onward.

2.1 Calculation of primary energy factor by partial substitution method

In this method, the PE equivalent of the sources of electricity generation 
represents the amount of energy that would be necessary to generate an identi-
cal amount of electricity with conventional thermal power plants [17]. The PE 
equivalent is calculated using an average generating efficiency of these plants. This 
method has several shortcomings including the difficulty of choosing an appropri-
ate energy conversion efficiency to determine the energy value of renewable energy 

PEF

Nonrenewable Total

Fuel oil 1.35 1.35

Gas 1.36 1.36

Biomass 0.07 1.07

Hydro power plant (electricity) 0.5 1.5

Nuclear power plant (electricity) 2.8 2.8

Coal power plant (electricity) 4.05 4.05

Table 1. 
Primary energy factors according to the Standard EN 15603:2008.
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and nuclear energy. For example, it may not be possible to quantify the energy 
content in the wind or the sun that serves as a fuel for wind and solar power plants. 
In conventional nuclear power plants, only 10% of the theoretical energy content 
in the fuel is converted to electricity. The partial substitution solves this challenge 
by focusing on the theoretical energy content of traditional fossil fuels (coal, gas, 
and oil). PEF for electricity produced from these sources is calculated by dividing 
the energy content of the fuel with the electricity production. For renewable and 
nuclear power, the partial substitution method calculates how much PE would be 
required if the electricity was generated from fossil fuels. Therefore, a conversion 
efficiency of 40% is assumed for these types of energy [18]. Also the efficiency of 
fossil fuel production is 40%. By means of these set values, we obtained for 2017 the 
results shown in Table 3.

As mentioned above, PE was obtained by dividing the energy produced by the 
production efficiency. This gave us the amount of PE needed to produce a certain 
amount of electricity. PE does not take into account the network losses; there-
fore, we calculated how much the losses are and what is our consumption. From 
this data we could then directly calculate the PEF for the electricity mix. We 
assumed that the amount of losses was 10% of the energy produced [18]. If by 
this method the factors are calculated for all the years, we can see that the factors 
do not change, which is because we have assumed that the efficiency is always 
the same, so the ratio between the energy used and the electricity produced is 
constant.

Figure 1. 
Electricity mix in Slovenia.

Production [GWh] Efficiency Primary energy [GWh]

Nuclear 6285 40% 14,288

Fossil 5610 40% 14,295

Hydro 4141 40% 11,955

Wind 6 40% 15

Solar 283 40% 668

Total 16,325 40,813

Table 3. 
Calculation of PE by partial substitution method for the production of electricity in Slovenia in 2017.
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and nuclear energy. For example, it may not be possible to quantify the energy 
content in the wind or the sun that serves as a fuel for wind and solar power plants. 
In conventional nuclear power plants, only 10% of the theoretical energy content 
in the fuel is converted to electricity. The partial substitution solves this challenge 
by focusing on the theoretical energy content of traditional fossil fuels (coal, gas, 
and oil). PEF for electricity produced from these sources is calculated by dividing 
the energy content of the fuel with the electricity production. For renewable and 
nuclear power, the partial substitution method calculates how much PE would be 
required if the electricity was generated from fossil fuels. Therefore, a conversion 
efficiency of 40% is assumed for these types of energy [18]. Also the efficiency of 
fossil fuel production is 40%. By means of these set values, we obtained for 2017 the 
results shown in Table 3.

As mentioned above, PE was obtained by dividing the energy produced by the 
production efficiency. This gave us the amount of PE needed to produce a certain 
amount of electricity. PE does not take into account the network losses; there-
fore, we calculated how much the losses are and what is our consumption. From 
this data we could then directly calculate the PEF for the electricity mix. We 
assumed that the amount of losses was 10% of the energy produced [18]. If by 
this method the factors are calculated for all the years, we can see that the factors 
do not change, which is because we have assumed that the efficiency is always 
the same, so the ratio between the energy used and the electricity produced is 
constant.

Figure 1. 
Electricity mix in Slovenia.

Production [GWh] Efficiency Primary energy [GWh]

Nuclear 6285 40% 14,288

Fossil 5610 40% 14,295

Hydro 4141 40% 11,955

Wind 6 40% 15

Solar 283 40% 668

Total 16,325 40,813

Table 3. 
Calculation of PE by partial substitution method for the production of electricity in Slovenia in 2017.
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2.2 Calculation of primary energy factor by physical energy content method

The energy content method distinguishes itself in the approach for evaluat-
ing renewable sources and nuclear power plants production [19, 20]. PE in this 
method is considered as the first practically utilizable energy flow. In the case of 
directly combustible energy carriers (e.g., coal, natural gas, oil, biogas, bio liquids, 
solid biomass, combustible municipal/industrial waste), PE is defined as the heat 
generated in the combustion process. For non-directly combustible energy sources, 
PE can be expressed with the produced heat (e.g., nuclear, geothermal and solar 
thermal) or produced electricity (e.g., solar photovoltaic, wind, hydro, tide, wave, 
and ocean).

A PEF value of 1 is assumed for fuels. For noncombustible renewables a conver-
sion efficiency of 100% is assumed. In contrast, a conversion efficiency of 33% is 
assumed for nuclear power stations. For combustible renewables such as biomass, 
the conversion efficiency is calculated from [15]. The resulting PEF for electricity 
from the various sources are 1 for hydro, wind, and solar PV; 3–4 for biomass; and 3 
for solar thermal and nuclear. The results for 2017 are shown in Table 4.

Just like at the partial substitution method, we took into account 10% losses in 
the network to obtain the PE shown in Table 5.

The calculated PEF for the electricity mix using the physical energy method for 
2017 is 2.55. For this year, this value is similar to the value assumed for Slovenia, i.e., 
2.5. In order to observe the temporal variation of PEF, the same calculations were 
also carried out for previous years, based on statistical data for Slovenia. The results 
are illustrated in Figure 2.

Figure 2 shows that the factor is constantly changing, but we can notice that 
from 2011 onward the factor has fallen slightly. The likely reason for this is that the 
share of renewable resources began to increase markedly in the meantime. Since 
this method assumes 100% conversion efficiency for electricity produced from 
renewable sources, the primary energy for production is the same as production 
itself.

2.3 Calculation of the primary energy factor according to the Standard  
EN 15603:2008

The last calculation was carried out by using the default PEFs prescribed by the 
standard SIST EN 15603 [15]. This methodology evaluates separately the nonrenew-
able part and the total part of PE. Solar energy (PV) was evaluated in the same way 
as water and wind energy. Therefore, the default factors are the same in this case. In 
this method, we used the fractions of individual energies which comprise the mix-
ture of electricity from Table 1. The full calculation for 2017 is shown in Table 6.

Production [GWh] Efficiency Primary energy [GWh]

Nuclear 6285 33% 19,045

Fossil 5610 40% 14,025

Hydro 4141 100% 4141

Wind 6 100% 6

Solar (PV) 283 100% 283

Total 16,325 37,500

Table 4. 
Calculation of PE by physical energy content method for the electricity production in Slovenia in 2017.
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Production 
[GWh]

Network loss 
[GWh]

Useful energy 
[GWh]

Primary energy 
[GWh]

PEF

Total 16,325 1632.5 14,692 37,500 2.55

Table 5. 
Calculation of PEF by physical energy content method for the electricity production in Slovenia in 2017.

Figure 2. 
PEFs for the electricity mix in Slovenia using the physical energy method for the years 2000–2018.

2017 PEF [/]

Nonrenewable Total Slovenia (average)

Energy share [%] Nonrenewable Total

Nuclear 2.8 2.8 38.5 1.05 1.08

Fossil 4.05 4.05 34.36 1.39 1.39

Hydro 0.5 1.5 25.37 0.13 0.38

Wind 0.5 1.5 0.04 0.00 0.00

Solar 0.5 1.5 1.73 0.01 0.03

Sum 2.61 2.88

Table 6. 
Calculation of the PEF of electricity mix for Slovenia for 2017, using the reference values from the standard 
SIST EN 15603.

Figure 3. 
Average PEFs for nonrenewable and total PE calculated in accordance with SIST EN 15603.
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as water and wind energy. Therefore, the default factors are the same in this case. In 
this method, we used the fractions of individual energies which comprise the mix-
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Production [GWh] Efficiency Primary energy [GWh]

Nuclear 6285 33% 19,045
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Total 16,325 37,500
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Production 
[GWh]

Network loss 
[GWh]

Useful energy 
[GWh]

Primary energy 
[GWh]

PEF

Total 16,325 1632.5 14,692 37,500 2.55

Table 5. 
Calculation of PEF by physical energy content method for the electricity production in Slovenia in 2017.

Figure 2. 
PEFs for the electricity mix in Slovenia using the physical energy method for the years 2000–2018.

2017 PEF [/]

Nonrenewable Total Slovenia (average)

Energy share [%] Nonrenewable Total

Nuclear 2.8 2.8 38.5 1.05 1.08

Fossil 4.05 4.05 34.36 1.39 1.39

Hydro 0.5 1.5 25.37 0.13 0.38

Wind 0.5 1.5 0.04 0.00 0.00

Solar 0.5 1.5 1.73 0.01 0.03

Sum 2.61 2.88

Table 6. 
Calculation of the PEF of electricity mix for Slovenia for 2017, using the reference values from the standard 
SIST EN 15603.

Figure 3. 
Average PEFs for nonrenewable and total PE calculated in accordance with SIST EN 15603.
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In Table 6, two PEFs for the electric mixture are calculated through the fractions 
of individual energies composing the electricity mix in Slovenia for 2017. We can 
see that the average PEF for nonrenewable is less than the total factor. The reason 
for this is that the default primary factors that take into account only the nonrenew-
able part of primary energy are lower than the total or total factor. The difference 
between the two average factors is almost 0.3, which is not negligible. As with previ-
ous methods, here again, the calculation was also performed for previous years, 
with the same default factors. The results are shown in Figure 3.

3. Results and discussion

By comparing the methods, we can find that the calculation after partial 
substitution yields the same results for each year. This is due to the default effi-
ciency, which is based on certain default values. Since we get the same PEF for the 
electricity mixture in all years, we cannot see changes in individual years. It is also 
impossible to predict what will happen to the factor in the coming years. We can see 
that the factor is 2.78, which represents a higher value than the predicted factor for 
Slovenia, which is 2.5 [21].

In the case of the physical energy method, we can better categorize individual 
years, and from the calculations, we see the PEF fluctuation. Physical energy 
method assumes energy conversion efficiency of 100% for renewable sources (pro-
duced electricity equals primary energy). The highest value of the factor occurred 
in 2003, while the lowest value amounted to 2.23 in 2016. The reason for such a 
change in the last year is in the increased production of electricity from renewable 
sources.

In the last method proposed by the standard SIST EN 15603, which computes 
two factors, we can see that in the case of the total factor, the value is higher than 
the average PEF, which takes into account only the nonrenewable part of energy. 
This is the case for renewable energy sources where PEF values are lower by 
threefold in comparison to nonrenewable energy sources. What is logical is that we 
do not consume any energy for the generation of hydro, wind, and solar energy. 
Likewise, we can also notice here that both factors are the highest in 2003, while 
they are the lowest in 2014. The reason for this is that the share of produced electric-
ity from fossil fuels is the lowest, and the share of water energy is the highest, which 
means that due to the low share of energy from fossil fuels and high energy from 
renewable energy, the factor of PE has decreased.

3.1 Forecast of electricity generation and impact on PEF

By analyzing statistical data and calculating the PEF, we can predict the change 
of PEF for the electricity mix of Slovenia. The total production of electricity for 
the coming years and the annual growth of production were calculated by adding 
the individual quantities of electricity that were calculated by linear regression 
for each source separately. This means that we added the predicted production of 
electricity from nuclear power, fossil fuels, hydroelectric power, wind energy, and 
solar energy. With this simple linear regression, we predicted the amount of energy 
produced from different sources and how it affects the PEF. The predictions were 
made for 2020, 2030, and 2040 (Table 7). The share of individual sources and the 
total share of renewables are shown in Table 8.

In Table 8, we see that the nuclear energy share will decrease over time as well 
as for fossil fuels, whose share will decrease by more than 5% by 2040. In the case 
of hydro energy, the share will increase by just over 7%. Wind energy already 

75

Primary Energy Factor for Electricity Mix: The Case of Slovenia
DOI: http://dx.doi.org/10.5772/intechopen.84570

represents a very small share in electricity, so in the future it is not expected to grow 
significantly. The share of solar energy will also increase; by 2040, we can expect 
an almost 5% increase. As we can see, Slovenia already generates a large share of 
electricity from renewable sources; by 2040, we can expect that this share will grow 
by almost 15%.

3.2 Forecast of the primary energy factor for Slovenia

For the partial substitution method, we used the same production efficiency as 
given in Table 3. The only difference is that in this case we carry out the calculation 
for 2020, 2030, and 2040. In Table 9 we see an example of the calculation for 2020, 
where we used the previously predicted quantity of produced electricity.

The PEF calculated according to the method of partial substitution method does 
not change over the years. The reason why the factor remains the same is that the 
method assumes the same production efficiency for all energy sources.

For the physical energy method, we used the same production efficiency as 
in Chapter 2.2. The predictions for 2020, 2030, and 2040 have been recalculated, 
taking into account the energy production predicted by linear regression. In this 
method we also considered 10% network losses in the network. The forecasts of the 
PEF are listed in Table 10.

Year 2017 2020 2030 2040

Nuclear 6285 6147 6574 7001

Fossil 5610 5592 5524 5455

Hydro 4141 5350 6384 7418

Wind 6 9 14 25

Solar 283 475 894 1312

Total 16,325 17,574 19,392 21,211

Table 7. 
Forecast of total electricity production [GWh].

Year 2017 2020 2030 2040

Nuclear 38.5 35.0 33.9 33.0

Fossil 34.36 31.8 28.5 25.7

Hydro 25.37 30.4 32.9 35.0

Wind 0.04 0.1 0.1 0.1

Solar 1.73 2.7 4.6 6.2

Total share of renewables 27.1 33.2 37.6 41.3

Table 8. 
Prediction of energy shares in the production of electricity.

Production 
[GWh]

Network loss 
[GWh]

Useful energy 
[GWh]

Primary energy 
[GWh]

PEF

Total 17,574 1757.4 15,816 43,934 2.78

Table 9. 
Calculation of predicted PEF by partial substitution method for the production of electricity in Slovenia in 
2020.
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In Table 6, two PEFs for the electric mixture are calculated through the fractions 
of individual energies composing the electricity mix in Slovenia for 2017. We can 
see that the average PEF for nonrenewable is less than the total factor. The reason 
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the coming years and the annual growth of production were calculated by adding 
the individual quantities of electricity that were calculated by linear regression 
for each source separately. This means that we added the predicted production of 
electricity from nuclear power, fossil fuels, hydroelectric power, wind energy, and 
solar energy. With this simple linear regression, we predicted the amount of energy 
produced from different sources and how it affects the PEF. The predictions were 
made for 2020, 2030, and 2040 (Table 7). The share of individual sources and the 
total share of renewables are shown in Table 8.

In Table 8, we see that the nuclear energy share will decrease over time as well 
as for fossil fuels, whose share will decrease by more than 5% by 2040. In the case 
of hydro energy, the share will increase by just over 7%. Wind energy already 
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represents a very small share in electricity, so in the future it is not expected to grow 
significantly. The share of solar energy will also increase; by 2040, we can expect 
an almost 5% increase. As we can see, Slovenia already generates a large share of 
electricity from renewable sources; by 2040, we can expect that this share will grow 
by almost 15%.

3.2 Forecast of the primary energy factor for Slovenia

For the partial substitution method, we used the same production efficiency as 
given in Table 3. The only difference is that in this case we carry out the calculation 
for 2020, 2030, and 2040. In Table 9 we see an example of the calculation for 2020, 
where we used the previously predicted quantity of produced electricity.

The PEF calculated according to the method of partial substitution method does 
not change over the years. The reason why the factor remains the same is that the 
method assumes the same production efficiency for all energy sources.

For the physical energy method, we used the same production efficiency as 
in Chapter 2.2. The predictions for 2020, 2030, and 2040 have been recalculated, 
taking into account the energy production predicted by linear regression. In this 
method we also considered 10% network losses in the network. The forecasts of the 
PEF are listed in Table 10.

Year 2017 2020 2030 2040

Nuclear 6285 6147 6574 7001

Fossil 5610 5592 5524 5455

Hydro 4141 5350 6384 7418

Wind 6 9 14 25

Solar 283 475 894 1312

Total 16,325 17,574 19,392 21,211

Table 7. 
Forecast of total electricity production [GWh].

Year 2017 2020 2030 2040

Nuclear 38.5 35.0 33.9 33.0

Fossil 34.36 31.8 28.5 25.7

Hydro 25.37 30.4 32.9 35.0

Wind 0.04 0.1 0.1 0.1

Solar 1.73 2.7 4.6 6.2

Total share of renewables 27.1 33.2 37.6 41.3

Table 8. 
Prediction of energy shares in the production of electricity.

Production 
[GWh]

Network loss 
[GWh]

Useful energy 
[GWh]

Primary energy 
[GWh]

PEF

Total 17,574 1757.4 15,816 43,934 2.78

Table 9. 
Calculation of predicted PEF by partial substitution method for the production of electricity in Slovenia in 
2020.
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We can see that the PEF will decrease over time. This result is logical, since the 
share of renewable energy sources will increase substantially over time. Hence, 
the PEF is expected to decrease. For better transparency, the PEF calculated by the 
physical energy method is depicted along its forecast in Figure 4.

Calculation of PEF according to the standard SIST EN 15603 was carried out 
as described in Chapter 2.3. In this method we use the proportions of individual 
sources determined by linear regression. Two PEFs are proposed, namely, the 
average PEF-nonrenewable and average PEF-total. The PEFs for 2020 are given in 
Table 11. The average PEF for the electricity mix with predicted values is illustrated 
in Figure 5. It can be noticed that by 2040, the average PEF for nonrenewable 
energy will decrease to a value of 2.17, while the average PEF-total will be 2.58.

According to the conversion factors of PE, discrepancy between nonrenewable 
and total PEFs for the electricity mix can be significant. From Figure 6, we can see 
the annual progress of all the PEFs, calculated with all three evaluated methods, for 
electricity in Slovenia.

With the partial substitution method, we can see that the PEF for electricity 
does not change over the years, i.e., it remains 2.78. The reason for this lies in the 
assumption about the efficiency of production from renewable energy sources 
and nuclear energy, where 40% efficiency is taken into account. Furthermore, the 
same efficiency is also used for fossil fuels. Therefore, the efficiency of production 
from all primary sources is 40%. This is why we get the same PEF for all years. This 
means that according to this method, we do not get the correct representation of   
the PEF for the electricity mix, or the assumptions are not applicable for the case of 
Slovenia. In the event that Slovenia produced part of the electricity from biomass, 
whose production efficiency is estimated with 30% in this method, the PEF would 
be more volatile. However, Slovenia does not use biomass for the production of 
electricity; therefore, this method does not give us the useful values   of the factor. 
We also notice that the factor 2.78 is quite high in terms of other methods.

Figure 4. 
PEF of electricity calculated according to the physical energy method.

Year Production [GWh] Primary energy [GWh] PEF

2020 17,574 38,442 2.43

2030 19,392 41,024 2.35

2040 21,211 43,607 2.23

Table 10. 
Forecast of the PEF for the electricity mix in Slovenia using the physical energy method.
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The other method used to determine the PEF for electricity is the physical 
energy method. With this method we evaluate the efficiency of production from 
renewable energy sources as 100%, while the default efficiency of nuclear power 

2020 PEF

Nonrenewable Total Slovenia (average)

Energy Share [%] Nonrenewable Total

Nuclear 2.8 2.8 34.98 0.98 0.98

Fossil 4.05 4.05 31.82 1.29 1.29

Hydro 0.5 1.5 30.45 0.15 0.46

Wind 0.5 1.5 0.05 0.00 0.00

Solar 0.5 1.5 2.70 0.01 0.04

Sum 2.43 2.77

Table 11. 
Forecast of the PEF for the electricity mix in Slovenia for 2020, using the reference values from the standard 
SIST EN 15603.

Figure 5. 
Average PEF for electricity mix according to the SIST EN 15603 method with predicted values.
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Figure 4. 
PEF of electricity calculated according to the physical energy method.

Year Production [GWh] Primary energy [GWh] PEF
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2040 21,211 43,607 2.23

Table 10. 
Forecast of the PEF for the electricity mix in Slovenia using the physical energy method.
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generation and fossil fuel is 33 and 40%, respectively. The PEF calculated according 
to this method is very low, as shown in Figure 4. The reason is in the assumption 
that the efficiency of production from renewable sources is 100% and Slovenia 
has a large share of renewable sources in its electricity production, mainly from 
hydropower sources. In the previous analyses of individual years and forecasts, we 
also noticed that the share of renewable resources is increasing over time. For this 
reason, from Figure 4 decreasing trend for the future is clear. This means that a 
PEF determined by this method will slowly decrease with respect to the increase in 
renewable energy sources in electricity generation.

With calculation according to the standard SIST EN 15603, we calculated two dif-
ferent primary energy factors: the average PEF for nonrenewables, which takes into 
account only the nonrenewable part of the energy of individual primary sources, and 
the PEF, which takes into account the total share of primary energies. We used the 
default values   of the individual factors determined by the method for each primary 
source separately. We can see that the average PEF for nonrenewable energy is much 
lower than the total. The reason for this is that the default values   of the factors that 
we use to calculate the nonrenewable and total factor are different. The greatest dif-
ferences occur in renewable energy sources. This is because renewable energy sources 
have a very small share of nonrenewable energy. Therefore, the factors for calculat-
ing the individual PE sources are low in the case of hydropower, wind, and solar 
energy. When calculating the total factor, the factor value for these types of energy is 
1.5. Moreover, a different calculation approach is used in this method, i.e., the PEF is 
calculated through the shares of individual energy sources in the total electricity.

4. Conclusions

PEFs are used to describe the conversion efficiency from primary energy sources 
to secondary energy sources, which are supplied to end consumers. PEFs are, there-
fore, used for comparing necessary quantities of primary energy to the final energy 
demands. At EU level as well as national levels, PEFs are used for converting final 
energy to primary energy consumption, for comparing efficiency of devices with 
different energy sources as well as to benchmark building energy performance. As it 
stands, the EU Member States can autonomously determine national PEFs, which in 
turn can skew the evaluation process of primary energy use in buildings.

We analyzed the three most commonly used methods used to determine the PEF 
for the electricity mix. We examined what are the assumptions of the individual 
methods and the individual default values that the method assumes. Then, using 
these methods, the value of the PEF for electricity in Slovenia was determined. We 
also recalculated with all the methods how the PEF changed over time at an annual 
level. All calculations were made using statistical data about produced electricity 
from various primary energy sources and individual assumptions determined by 
the methods. In addition, a statistical analysis using linear regression was carried 
out in order to predict the future PEF values for all three considered methods.

We have found that the methods differ in the evaluation of individual primary 
sources, which has a significant impact on the PEF value. In addition, we observed 
that the factor is also changing in terms of the electricity production from differ-
ent sources, which means that the factor depends on the amount of energy that is 
produced either from nonrenewable sources of energy or from renewable energy 
sources. If the annual production of electricity from renewable energy sources is 
higher, we can expect a lower PEF and vice versa. We also noted that the share of 
renewable resources increases over time, which is also noticeable in the predicted 
values of production from renewable energy sources.

79

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

Primary Energy Factor for Electricity Mix: The Case of Slovenia
DOI: http://dx.doi.org/10.5772/intechopen.84570

We also found that with the partial substitution method, we do not get repre-
sentative results about the PEF, since it remains constant over the years. This means 
that this method does not provide a proper representation of the PEFs and, hence, 
is not applicable for the case in Slovenia. The method of physical energy gives the 
efficiency of production from renewable energy sources as 100%. Here, too, the 
question arises as to whether the evaluation is completely correct and if we can truly 
assume that the use of PE is equal to the actual production of electricity. In the third 
method, defined in the standard SIST EN 15603, which provides two PEFs, a certain 
measure of criticality of the assumed factors for the different sources of energy is 
used.
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Chapter 5

Determinants of Energy Demand 
Efficiency: Evidence from Japan’s 
Industrial Sector
Akihiro Otsuka

Abstract

With the growing demand for energy, improving energy efficiency has become 
a key policy issue in Japan. Therefore, this study estimates the energy demand func-
tion of Japan’s industrial sector using a stochastic frontier model and analyzes the 
level of energy efficiency and its determinants. An empirical analysis based on the 
data of 47 Japanese prefectures presents three main findings. First, installment in 
large production facilities deteriorates energy efficiency and second, it is effective 
in increasing the electrification rate to improve energy efficiency. Finally, improv-
ing productivity leads to an increase in the electrification rate. These results suggest 
that policies aimed at increasing electrification by enhancing the productivity of 
factories and offices significantly contribute to improving energy efficiency.

Keywords: energy efficiency, industrial sector, electrification rate,  
stochastic frontier analysis, Japan

1. Introduction

Technological modernization is one of the key elements of success in improving 
productivity and environmental management [1]. It has advanced in power plants 
and as a result, energy efficiency has increased. Regarding plant efficiency, there 
are numerous findings from the engineering viewpoint [2, 3]. Research on fuel cells 
is also active, Taner [4] measuring the energy efficiency of the proton exchange 
membrane fuel cell. Based on these technical studies, this chapter focuses on the 
efficiency of the overall energy demand in a country and region, not the individual 
efficiencies of plants and technology unit. In other words, this study analyzes the 
energy consumption efficiency from an economic viewpoint. Energy consumption 
is primary and secondary, or final energy consumption. The focus of this study is 
final energy demand efficiency.

Energy consumption is mainly affected by energy efficiency. Given the current 
trend in Japan, the energy saving in the manufacturing sector as a subsector of the 
industrial sector has strengthened, given the drastic improvements in the energy 
efficiency of factory facilities. However, in the commercial sector as another sub-
sector of the industrial sector, energy saving has deteriorated and this, in turn, has 
increased energy consumption. Japan’s industrial sector accounts for a large propor-
tion of the nation’s energy consumption, and thus, increasing the energy efficiency 
of this sector has become a key policy issue.
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of this sector has become a key policy issue.
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There is no clear and accepted definition of energy efficiency, but accord-
ing to Bhattacharyya [5], most definitions are based on a simple ratio of “useful 
output of a process/energy input into a process.” Additionally, Patterson [6] shows 
several ways to quantify the output and input of this ratio. One of the ratios most 
frequently used in energy analysis at the macro level is the energy-GDP ratio, called 
energy intensity, which is in fact the reciprocal of the economic-thermodynamic 
index of energy efficiency identified by Patterson [6]. Energy intensity has been 
traditionally used as an indicator of energy efficiency. However, this approach has 
been disputed by the claims that energy intensity may not reflect the specific factors 
that enable energy intensity to accurately approximate energy efficiency [7–9]. 
An Energy Information Administration (EIA) [7] report first highlighted that 
energy intensity and efficiency are often used interchangeably and discussed the 
use of energy intensity as a measure of energy efficiency. Energy intensity is thus 
susceptible to socioeconomic factors other than energy efficiency, such as energy 
price, income, and production environment. Given this energy intensity problem, 
we need to control other important factors to obtain a pure measure of energy 
efficiency. Therefore, numerous studies attempted to measure the energy efficiency 
indices by conducting stochastic frontier analysis (SFA) and data envelopment 
analysis (DEA).

For instance, Huntington [10] discusses the relationship between energy and 
production efficiency using the framework of production theory. Feijoo et al. [11] 
conduct SFA to measure the energy efficiency of Spanish industries and Buck and 
Young [12] to estimate the energy efficiency of commercial buildings in Canada. 
Similarly, Boyd [13] analyzes the energy efficiency of wet corn milling plants and 
highlights the advantage of not having to define the problem of energy intensity 
in an SFA. Further, Zhou and Ang [14] measure the energy efficiency of 21 OECD 
countries using DEA. On the other hand, Filippini and Hunt measure the energy 
efficiency of 29 OECD countries [15] and calculate the energy efficiency of the US 
household sector using SFA [16]. The authors show that the energy efficiency level 
measured by conducting an SFA is not correlated with energy intensity, thus con-
cluding that energy intensity is not a suitable proxy for energy efficiency. Carvalho 
[17] follows a time frame similar to that of Filippini and Hunt [15] and covers a 
series of non-OECD countries. Aranda-Uson et al. [18] perform an SFA to measure 
the energy efficiency for Spain’s grocery and tobacco manufacturing, textile, chemi-
cal, and nonferrous metal product manufacturing industries. China-based studies 
have also applied SFA to measure the energy efficiency of the thermal power [19], 
iron and steel, and chemical industries [20, 21]. Lin and Du [22] and Filippini and 
Lin [23] compare energy efficiency levels across Chinese provinces using various 
econometric models, including SFA.

In sum, numerous studies support the use of an SFA instead of energy intensity 
as an indicator of energy efficiency. Moreover, SFA is a parametric approach that 
can tackle statistical noise and thus, is more desirable than DEA, a nonparametric 
approach. To this effect, Zhou et al. [24] evaluate the energy efficiency index 
using both approaches and show SFA is more desirable than DEA. A large body of 
research focuses on measuring energy efficiency values using SFA, whereas few 
studies explore the individual factors determining energy efficiency levels, such as 
the empirical works by Otsuka [25, 26]. These studies analyze the energy consump-
tion trends of households and reveal that resident characteristics determine energy 
and electricity efficiency. However, to the best of the author’s knowledge, there is a 
scarcity of research on economic production sectors. Particularly, how mechaniza-
tion and electrification affect the energy efficiency have not been clarified.

This study thus measures the level of energy efficiency by using SFA and clarifies 
the determinants of the improvements in energy efficiency for Japan’s industrial 
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sector. Specifically, it focuses on two factors influencing the energy efficiency of 
the industrial sector. The first is the capital-labor ratio, that is, “mechanization,” 
wherein installing large intensive machinery equipment deteriorates energy effi-
ciency. Conversely, the installation of compact and dispersed production facilities 
is expected to increase the energy efficiency. The second factor is the electrification 
rate. Advancing the electrification of factories and offices is directly linked to greater 
operational productivity and thus, the possibility of increasing energy efficiency.

Porter and van der Linde [27] highlight that improving productivity throughout 
the production process under appropriate environmental regulations could rela-
tively reduce energy usage and, consequently, increase the energy efficiency. Boyd 
and Pang [28] and Otsuka et al. [29] also empirically demonstrate that productivity 
gain improves energy efficiency, that is, energy efficiency serves as a guidepost for 
improving productivity. Drawing on these works, this study verifies the hypothesis 
that productivity improvements under environmental constraints are compatible 
with those in energy efficiency.

The remainder of this study is organized as follows. Section 2 describes the empiri-
cal analysis framework, as well as the models and data. Section 3 presents the empiri-
cal results, followed by an analysis of the findings. Section 4 concludes the study.

2. Materials and methods

2.1 Econometric model for energy efficiency

This study assumes the following aggregated energy demand function, f, exists 
at the Japanese prefectural level. That is,

   E  jt   = f ( P  t  ,  Y  jt  ,  KL  jt  ,  IK  jt  ,  CDD  jt  ,  HDD  jt  ,  EF  jt  )   (1)

where j denotes a region (j = 1, …, J), t is time (t = 1, …, T) and E is the final 
energy consumption for the industrial sector. P is the energy price index for the 
sector and Y income. KL is the capital-labor ratio and represents the degree of 
mechanization in a factory or office. Thompson and Taylor [30] show that capital 
and energy both have short- and long-term relationships. IK is the proportion of 
investment in capital stock and represents the degree of vintage. CDD and HDD 
are the cooling and heating degree days and represent temperature. In regions with 
severe temperatures, energy consumption is more likely to be associated with air 
conditioning. Previous studies have shown that CDD and HDD, as indicators of 
cooling and heating, are related to energy consumption [31, 32]. EF is the level of 
energy efficiency in a region.

It is necessary to estimate energy efficiency, particularly because it is not directly 
observable in an economic system. Therefore, this study estimates energy efficiency 
using a stochastic frontier energy demand function. Stochastic frontier func-
tions generally measure the economic performance of production and operation 
processes and have therefore been applied to production or cost theory using an 
econometric approach. This approach is based on the notion that frontier functions 
produce the maximum output or minimum cost levels achievable by a producer. In 
a production function, the frontier represents the maximum production level for a 
given input. In a cost function, the frontier is the minimum cost for a given output. 
An energy demand function can thus be considered similar to a cost function. In 
other words, the difference between observed energy demand and minimized 
demand is the technical inefficiency observed when the output for a production 
activity is given. In an aggregate energy demand function, the frontier denotes the 
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sector. Specifically, it focuses on two factors influencing the energy efficiency of 
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wherein installing large intensive machinery equipment deteriorates energy effi-
ciency. Conversely, the installation of compact and dispersed production facilities 
is expected to increase the energy efficiency. The second factor is the electrification 
rate. Advancing the electrification of factories and offices is directly linked to greater 
operational productivity and thus, the possibility of increasing energy efficiency.

Porter and van der Linde [27] highlight that improving productivity throughout 
the production process under appropriate environmental regulations could rela-
tively reduce energy usage and, consequently, increase the energy efficiency. Boyd 
and Pang [28] and Otsuka et al. [29] also empirically demonstrate that productivity 
gain improves energy efficiency, that is, energy efficiency serves as a guidepost for 
improving productivity. Drawing on these works, this study verifies the hypothesis 
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The remainder of this study is organized as follows. Section 2 describes the empiri-
cal analysis framework, as well as the models and data. Section 3 presents the empiri-
cal results, followed by an analysis of the findings. Section 4 concludes the study.

2. Materials and methods

2.1 Econometric model for energy efficiency

This study assumes the following aggregated energy demand function, f, exists 
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where j denotes a region (j = 1, …, J), t is time (t = 1, …, T) and E is the final 
energy consumption for the industrial sector. P is the energy price index for the 
sector and Y income. KL is the capital-labor ratio and represents the degree of 
mechanization in a factory or office. Thompson and Taylor [30] show that capital 
and energy both have short- and long-term relationships. IK is the proportion of 
investment in capital stock and represents the degree of vintage. CDD and HDD 
are the cooling and heating degree days and represent temperature. In regions with 
severe temperatures, energy consumption is more likely to be associated with air 
conditioning. Previous studies have shown that CDD and HDD, as indicators of 
cooling and heating, are related to energy consumption [31, 32]. EF is the level of 
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It is necessary to estimate energy efficiency, particularly because it is not directly 
observable in an economic system. Therefore, this study estimates energy efficiency 
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tions generally measure the economic performance of production and operation 
processes and have therefore been applied to production or cost theory using an 
econometric approach. This approach is based on the notion that frontier functions 
produce the maximum output or minimum cost levels achievable by a producer. In 
a production function, the frontier represents the maximum production level for a 
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An energy demand function can thus be considered similar to a cost function. In 
other words, the difference between observed energy demand and minimized 
demand is the technical inefficiency observed when the output for a production 
activity is given. In an aggregate energy demand function, the frontier denotes the 
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minimum energy level needed for the production activities in a region to achieve a 
given production level. In other words, by estimating an energy demand frontier 
function, it is possible to determine the baseline energy demand that reflects the 
energy demand in a region that is efficiently managing energy use through its pro-
duction and operational processes. Additionally, it allows us to ascertain whether 
a region is on the frontier. If a region is not on the frontier, the distance from the 
frontier indicates the rate of energy consumption exceeding baseline demand (i.e., 
energy inefficiency) [33].

The panel SFA in this study follows the premise of Aigner et al. [34]. Further, 
this study adopts the one-step approach of Battese and Coelli [35]. It thus estimates 
the energy frontier function and the determinants of the energy inefficiency term 
simultaneously. Traditionally, a two-step estimation method is adopted, in which 
inefficiency is obtained by estimating the stochastic frontier function, and the 
value is regressed by determinants. In this case, a contradiction arises between the 
assumption of the distribution on the inefficiency term of the frontier function 
and the regression analyzing the inefficiency determinant. As such, the consistency 
of the estimation result is not guaranteed [36]. By adopting the one-step approach, 
we can avoid this problem. An SFA model using this approach approximates an 
economy’s energy efficiency level based on a one-sided non-negative error term. 
That is, this study assumes the log-log function type in Eq. (1) can be specified as 
follows:

  ln  E  jt   = α +  α  P   ln  P  t   +  α  Y   ln  Y  jt   +  α  KL   ln  KL  jt   +  α  IK   ln  IK  jt    
           +  α  CDD   ln  CDD  jt   +  α  HDD   ln  HDD  jt   +  v  jt   +  u  jt  ,  (2)

where α is an estimated parameter. The error term   ( v  jt   +  u  jt  )   consists of two parts, a 
random error term   v  jt    and an error term for inefficiency,   u  jt   . It is assumed that   v  jt    has 
a distribution  N (0,  σ   2 )   and is independent of   u  jt    and all explanatory variables.   u  jt    is 
a non-negative random variable and follows the distribution  N (μ,  σ  u  2  )  .   u  jt    indicates 
that the efficiency energy level EF in Eq. (1) is an energy inefficiency index. Given 
Eq. (2), the energy efficiency level   EF  jt    is estimated using the conditional expecta-
tion  E ( u  jt   |  v  jt   +  u  jt  )   for the efficiency term [37]. Specifically, the energy efficiency 
level   EF  jt    is measured by the ratio of the estimated energy demand frontier   E  jt  F   to the 
observed energy demand   E  jt   . In other words,   EF  jt   ≡  E  jt  F  /  E  jt   =  e   − u  jt   , 0 <  EF  jt   ≤ 1 .

Improvements in energy efficiency can be achieved through social innovation in 
the production and consumption processes of energy services, as well as the techni-
cal and organizational factors of energy demand. Average energy efficiency in this 
study is formulated as:

   μ  jt   = β +  β  KL   ln  KL  jt   +  β  ER   ln  ER  jt  ,  (3)

where β is an estimated parameter, KL is the capital-labor ratio, and ER is the 
electrification rate for the industrial sector. If the factor of the inefficiency term 
improves the efficiency, the sign of β is negative.

Factories and offices with large-scale facilities have high energy consumption 
and low energy efficiency in production. For example, a petrochemical complex, 
the paper pulp manufacturing industry, and the steel industry have large-scale 
production facilities. Therefore, the energy efficiency levels of these industries 
are low. Meanwhile, labor-intensive factories and offices have compact-scale 
production facilities, thus low energy consumption and high energy efficiency. For 
example, labor-intensive process-assembled industries are more energy efficient 
than material-based industries [38]. To control the differences in local production 
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industries, this study considers capital-labor ratio. The coefficient values for KL are 
expected to be positive.

Regions that use coal and kerosene tend to report higher carbon dioxide emis-
sions than those using electricity. Further, areas with a low electrification rate are 
considered wasteful in terms of energy use. Electrification of factories and offices 
enables an efficient use of energy. For example, a factory energy management sys-
tem (FEMS) can be introduced to electrify a factory. A FEMS functions in coordi-
nation with power generation, power storage, and energy saving devices, allowing 
for energy saving that industries have been unable to hitherto realize. Furthermore, 
the implementation of a building energy management system (BEMS) for com-
mercial buildings could reduce energy consumption and control energy-related 
facilities. Consequently, energy efficiency could increase with a rise in electricity 
usage through promoting electrification. Therefore, the coefficient values for ER are 
expected to be negative.

2.2 Determinant model for the electrification rate

Electrification can significantly influence the improvement of energy efficiency 
in a region. Therefore, this study conducts a quantitative analysis as an additional 
regression that account for the characteristics of factories and offices that may be 
electrification determinants.

The variables in the following equation are assumed to be determinants of a 
region’s electrification rate:

  ln  ER  jt   =  δ  LN   ln  LN  jt   +  δ  OR   ln  OR  jt   +  δ  TFP   ln  TFP  jt   +  δ  CDD   ln  CDD  jt    
              +   δ  HDD   ln  HDD  jt   +  δ  j   +  ε  jt  ,  (4)

where j is a region (j = 1, …, J), t is the time (t = 1, …, T), ER is the electrification 
rate in the industrial sector, and LN is the number of employees per establishment, 
comprising offices and factories, and denotes the scale of an establishment. OR is 
the ratio of the number of offices to that of establishments; TFP is the total factor 
productivity and represents an establishment’s productivity level; CDD and HDD 
are cooling and heating degree days, respectively; and δ is an estimated parameter. 
Since this study uses panel data, δj denotes the fixed effect. In estimation of (4), 
it is necessary to consider endogeneity between the productivity and the electri-
fication rate. It would be possible that a higher electrification rate also influences 
productivity. Although these endogeneity effects can be treated with a fixed effect 
model, it is not sufficient. To obtain robust results, this study calculates the esti-
mates by panel GMM using instrumental variables in addition to the fixed effect 
model.

2.3 Data

The data used for the analysis are 1990–2010 panel data for 47 prefectures. Data 
on the final energy consumption (E) of the sectors of each prefecture are taken 
from the Energy Consumption Statistics by Prefecture (Ministry of Economy, 
Trade, and Industry). The energy price index (P) is estimated using the real energy 
price index for the respective sector by the International Energy Agency (IEA). 
Income (Y) is a real gross regional expenditure, data for which are available in the 
Annual Report on Prefectural Accounts (Cabinet Office). The capital-labor ratio 
(KL) is the ratio of capital stock to the number of employees, and data for the num-
ber of employed persons are available in the Annual Report on Prefectural Accounts 
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Panel A

Final energy 
consumption 

(TJ)

Energy 
price index 

(2010 = 100)

Income (JPY, 
millions)

Capital-
labor  
ratio

Vintage Cooling 
degree 

day

Heating 
degree 

day

Region E P Y KL IK CDD HDD

Hokkaido 322,771 100.00 19,199,451 15.09 0.035 124.0 2591.2

Tohoku 84,446 100.00 5,948,899 18.69 0.042 315.4 1907.7

Kita-
Kanto

170,132 100.00 7,908,596 19.67 0.046 450.4 1407.0

Greater 
Tokyo 
area

613,806 100.00 41,983,820 19.21 0.046 492.5 1060.9

Chubu 234,453 100.00 14,956,162 21.40 0.046 511.0 1270.3

Hokuriku 55,461 100.00 4,209,377 20.81 0.043 476.2 1522.8

Kansai 211,767 100.00 13,566,039 20.86 0.047 556.5 1116.0

Chugoku 269,740 100.00 5,900,042 20.52 0.045 539.2 1194.3

Shikoku 75,918 100.00 3,549,752 19.05 0.046 572.4 910.6

Kyushu 138,517 100.00 6,618,666 18.32 0.047 545.1 911.8

Okinawa 38,462 100.00 3,850,416 12.97 0.052 909.0 122.2

Description Variable Mean Std. dev. Maximum Minimum

Final energy 
consumption (TJ)

E 199,829 214,836 1,181,999 24,530

Energy price index 
(2010 = 100)

P 86.5 8.9 111.5 77.7

Income (JPY, millions) Y 10,422,755 14,063,661 100,931,767 1,865,830

Capital-labor ratio KL 15.48 3.51 26.19 7.27

Vintage IK 0.061 0.016 0.118 0.035

Cooling degree day CDD 367.0 175.6 1186.1 0.0

Heating degree day HDD 1106.3 470.9 2769.2 0.2

Electrification rate (%) ER 36.18 12.08 59.29 8.55

Establishment size 
(person)

LN 9.34 0.87 12.12 7.08

Office ratio (%) OR 94.92 1.62 98.20 89.67

TFP index TFP 0.185 0.112 0.662 −0.055

Sources: For final energy consumption, see Energy Consumption Statistics by Prefecture (Ministry of Economy, 
Trade and Industry: http://www.enecho.meti.go.jp/statistics/energy_consumption/ec002/); for energy price index, 
see International Energy Agency databases; for income, see Annual Report on Prefectural Accounts (Cabinet Office: 
http://www.esri.cao.go.jp/jp/sna/sonota/kenmin/kenmin_top.html); for capital-labor ratio, see Central Research 
Institute of Electric Power Industry databases; for vintage, see Central Research Institute of Electric Power Industry 
databases; for electrification rate, see Energy Consumption Statistics by Prefecture (Ministry of Economy, Trade 
and Industry: http://www.enecho.meti.go.jp/statistics/energy_consumption/ec002/); for establishment size and 
office ratio, see Economic Census (Statistics Bureau, Ministry of Internal Affairs and Communications: http://
www.stat.go.jp/data/e-census/index.html); and for TFP index, see Otsuka and Goto [29]: https://link.springer.com/
article/10.1007/s00168-016-0745-x.
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(Cabinet Office). Capital vintage (IK) is the ratio of capital investment to capital 
stock. Data on capital investment and stock are based on the data published by the 
Central Research Institute of Electric Power Industry. Data on CDD and HDD are 
from the prefectural government’s location and weather station—cooling degree 
day is the sum of the difference between average temperature on the days exceeding 
24 and 22°C, while heating degree day is the sum of the difference between average 
temperatures below 14°C and above 14°C. The ER is estimated from the data in the 
Energy Consumption Statistics by Prefecture (Ministry of Economy, Trade, and 
Industry). The estimation for the percentage of offices for all establishments (OR) 
is based on the number of business establishments listed by the Economic Census 
(Ministry of Economy, Trade, and Industry). Data for productivity (TFP) are the 
total factor productivity calculated by Otsuka and Goto [39]. Table 1 presents the 
descriptive statistics.

Table 2 presents the regional characteristics for Japan as of 2010. Particularly, 
large metropolitan areas, such as the Greater Tokyo Area, Kansai, and Chubu, 
report high energy consumption. Moreover, the income scale is large and vintage is 
high in these areas. The capital-labor ratio is relatively high because the manufac-
turing industry is concentrated in the Chubu and Hokuriku regions. The degree of 
air conditioning usage is significant in the warm western Japan, and the number of 
heating days is high in eastern Japan. Further, the Greater Tokyo Area, Kansai, and 
Chubu have several large-scale business establishments and productivity tends to be 
high here.

Panel B

Electrification rate (%) Establishment size 
(person)

Office ratio (%) TFP 
index

Region ER LN OR TFP

Hokkaido 34.69 9.84 97.67 0.25

Tohoku 44.58 9.27 96.33 0.15

Kita-
Kanto

46.78 9.53 95.23 0.27

Greater 
Tokyo 
area

30.67 11.08 96.82 0.40

Chubu 44.25 9.70 94.77 0.26

Hokuriku 51.66 8.84 95.00 0.22

Kansai 40.63 9.34 95.82 0.32

Chugoku 28.35 9.53 96.47 0.19

Shikoku 38.06 8.55 96.59 0.21

Kyushu 38.78 9.53 97.13 0.15

Okinawa 49.24 8.24 98.20 0.14

Notes: the regional classification is as follows: Hokkaido (Hokkaido), Tohoku (Aomori, Iwate, Miyagi, Akita, 
Yamagata, Fukushima, and Niigata), Tokyo (Saitama, Chiba, Tokyo, Kanagawa, Ibaraki, Tochigi, Gunma, and 
Yamanashi), Hokuriku (Toyama, Ishikawa, and Fukui), Chubu (Nagano, Gifu, Shizuoka, Aichi, and Mie), Kansai 
(Shiga, Kyoto, Osaka, Hyogo, Nara, and Wakayama), Chugoku (Tottori, Shimane, Okayama, Hiroshima, and 
Yamaguchi), Shikoku (Tokushima, Kagawa, Ehime, and Kochi), Kyushu (Fukuoka, Saga, Nagasaki, Kumamoto, 
Oita, Miyazaki, and Kagoshima), and Okinawa (Okinawa).

Table 2. 
Regional characteristics for Japan (as of 2010).
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is based on the number of business establishments listed by the Economic Census 
(Ministry of Economy, Trade, and Industry). Data for productivity (TFP) are the 
total factor productivity calculated by Otsuka and Goto [39]. Table 1 presents the 
descriptive statistics.
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large metropolitan areas, such as the Greater Tokyo Area, Kansai, and Chubu, 
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high in these areas. The capital-labor ratio is relatively high because the manufac-
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3. Results and discussion

Table 3 presents the estimation results for the energy demand frontier function. 
Model A shows the estimation results of (2) and (3). Model B shows the estimation 
result of the model considering a nonlinear effect in the inefficiency determinant.

First, let us consider the results of Model A. The estimated coefficients show 
the expected signs, and all variables are statistically significant. Since each variable 
is a logarithmic variable, the estimated parameter can be interpreted as elastic-
ity. Estimated price elasticity is 0.046 and income elasticity 0.707, indicating that 
income elasticity significantly exceeds price elasticity. Price elasticity is inelastic 
and denotes the nature of energy goods as essential goods. The capital-labor ratio 
and the coefficient on vintage are positive and have reasonable signs. This suggests 
that there is more energy demand in areas where industries for which mechaniza-
tion is progressing are located. It also shows that capital investment increases energy 
demand. The coefficients for cooling degree day are slightly significant, but their 
magnitude is small. Additionally, the coefficients for heating degree day are not 
significant. These results show that temperature is a weak determinant of energy 
demand in the industrial sector.

Next, this study evaluates the estimation results for the factors determining 
energy efficiency. The capital-labor ratio is positive and reports the expected 
sign. This indicates that energy efficiency deteriorates with an increase in mecha-
nization. In other words, energy efficiency is lower in regions where numerous 
industries with large-scale facilities are located. The electrification rate is negative, 
reporting the expected sign. The results show that an increase in the electrification 
rate enhances energy efficiency. The coefficient value for the electrification rate is 
considerably larger than that for the capital-labor ratio. That is, the positive impact 

Model A Model B

Coefficient Standard error Coefficient Standard error

 Constant  (α)  −0.584** (0.038) −0.571** (0.040)

  α  P   −0.046** (0.009) −0.039** (0.009)

  α  Y   0.707** (0.010) 0.705** (0.010)

  α  KL   0.10 ** (0.023) 0.109** (0.021)

  α  IK   0.065** (0.010) 0.073** (0.011)

  α  CDD   −0.021* (0.009) −0.021* (0.009)

  α  HDD   −0.005 (0.007) −0.006 (0.007)

 Constant  (β)  0.534** (0.043) 0.556** (0.047)

  β  KL   0.093** (0.025) 0.096** (0.024)

  β  KL  2   −0.028** (0.009)

  β  ER   −0.522** (0.011) −0.556** (0.026)

  β  ER  2   −0.019 (0.011)

  σ  u  2   +  σ  v  2  0.062** (0.004) 0.063** (0.004)

  σ  u  2   /  ( σ  u  2   +  σ  v  2 )  0.692** (0.096) 0.690** (0.092)

Number of observations 987 987

Note: ** and * denote significance at the 1 and 5% levels, respectively.

Table 3. 
Estimation results for 1980–2010.
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of installing power facilities and an increase in the electrification rate from office 
automation are more significant than the negative impact of installing large produc-
tive capital equipment.

Due to these effects, this study estimates Model B, which account for the non-
linear effects of determinants. Statistically, significant values are obtained for the 
quadratic term of the capital-labor ratio. The sign of the quadratic term is negative. 
This shows there is a threshold for the impact of the capital-labor ratio on energy 
efficiency. Specifically, the increase in mechanization improves energy efficiency, 
but it exacerbates energy efficiency when it exceeds a threshold value. On the other 
hand, the quadratic terms for electrification are not statistically significant, and the 
nonlinear effects of electrification are not recognizable.

During the observation period (1990–2010), there was financial crisis in 2008. 
As the economic depression spreads worldwide from the US, Japan’s economic 
growth rate fell greatly in 2008. This economic downturn had a significant influ-
ence on the production system of the regional industry. Hence, when considering 
result stability, this influence must be considered. Therefore, the analysis period is 
reset from 1990 to 2007, and Model A and Model B reestimated. Table 4 shows the 
reestimation results. Model C represents the result of reestimation of Model A and 
Model D of Model B. There is no significant difference in the regression coefficients 
in Table 4. Therefore, the results in Table 3 can be judged as robust.

Table 5 presents the descriptive statistics for the energy efficiency values of 
each prefecture, obtained from the estimation results (Model A). An efficiency 
value of 1 denotes the highest efficiency, while a value below 1 indicates lower 
energy efficiency. The average energy efficiency value is 0.617 and the median 
value 0.685. More importantly, a maximum value of 0.950 and a minimum of 

Model C Model D

Coefficient Standard error Coefficient Standard error

 Constant  (α)  −0.577** (0.044) −0.576** (0.049)

  α  P   −0.063** (0.014) −0.056** (0.014)

  α  Y   0.709** (0.011) 0.706 ** (0.011)

  α  KL   0.121** (0.027) 0.118** (0.027)

  α  IK   0.073** (0.012) 0.079** (0.012)

  α  CDD   −0.018 (0.009) −0.018 (0.009)

  α  HDD   −0.006 (0.008) −0.008 (0.007)

 Constant  (β)  0.520** (0.051) 0.552** (0.058)

  β  KL   0.094** (0.029) 0.091** (0.029)

  β  KL  2   −0.028* (0.010)

  β  ER   −0.522** (0.012) −0.543** (0.028)

  β  ER  2   −0.012 (0.012)

  σ  u  2   +  σ  v  2  0.062 ** (0.004) 0.063** (0.004)

  σ  u  2   /  ( σ  u  2   +  σ  v  2 )  0.648** (0.111) 0.667** (0.106)

Number of 
observations

846 846

Note: ** and * denote significance at the 1 and 5% levels, respectively.

Table 4. 
Estimation results for 1980–2007.
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of installing power facilities and an increase in the electrification rate from office 
automation are more significant than the negative impact of installing large produc-
tive capital equipment.

Due to these effects, this study estimates Model B, which account for the non-
linear effects of determinants. Statistically, significant values are obtained for the 
quadratic term of the capital-labor ratio. The sign of the quadratic term is negative. 
This shows there is a threshold for the impact of the capital-labor ratio on energy 
efficiency. Specifically, the increase in mechanization improves energy efficiency, 
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hand, the quadratic terms for electrification are not statistically significant, and the 
nonlinear effects of electrification are not recognizable.

During the observation period (1990–2010), there was financial crisis in 2008. 
As the economic depression spreads worldwide from the US, Japan’s economic 
growth rate fell greatly in 2008. This economic downturn had a significant influ-
ence on the production system of the regional industry. Hence, when considering 
result stability, this influence must be considered. Therefore, the analysis period is 
reset from 1990 to 2007, and Model A and Model B reestimated. Table 4 shows the 
reestimation results. Model C represents the result of reestimation of Model A and 
Model D of Model B. There is no significant difference in the regression coefficients 
in Table 4. Therefore, the results in Table 3 can be judged as robust.
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0.114 point to a significant difference in energy efficiency levels among regions. 
Figure 1 shows the time-series transition of the national average energy efficiency 
scores. The average energy efficiency score of Japan’s industrial sector has been 
consistently increasing until 2007, after declining from 1990 to 1994. Energy 
conservation progressed from the latter half of the 1990s to the 2000s, and energy 
efficiency thus improved. However, in 2008, energy efficiency worsened and then 
increased slightly.

Table 6 presents the average energy efficiency scores for each prefecture and 
ranks them accordingly. Nara, Tokyo, Yamanashi, Ishikawa, Saga, and Yamagata 
are among the high-ranking areas. The factories and offices located in these areas 
are likely to report an increasing rate of electrification. On the other hand, Oita has 
the lowest energy efficiency. Okayama, Chiba, and Yamaguchi have petrochemical 
complexes and, thus, low energy efficiency, because petrochemical complexes have 
large-scale production facilities and are lagging in electrification, given the large 
demands for coal, kerosene, and gas for production.

Table 6 also shows the change rate of the average scores for the energy efficiency 
between the 1990s and the 2000s. The table highlights two key characteristics. First, 
Mie, Wakayama, and Fukuoka report improved average scores. Specifically, Mie 
has the highest improvement score, and its energy efficiency value shows an annual 
improvement of 1.87%. Wakayama and Fukuoka’s scores improve by 1.36 and 1.12% 

Mean 0.617

Std. dev. 0.234

Minimum 0.114

Maximum 0.950

Median 0.685

Note: The energy efficiency scores in the table are calculated using the estimation results for Model A.

Table 5. 
Descriptive statistics of energy efficiency scores.

Figure 1. 
Time trend of national average energy efficiency scores.
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Rank Prefecture Average efficiency score Change rate of score

1 Nara 0.93 −0.22

2 Tokyo 0.92 −0.10

3 Yamanashi 0.91 −0.10

4 Ishikawa 0.90 −0.20

5 Saga 0.87 −0.06

6 Yamagata 0.86 −0.01

7 Nagano 0.86 0.17

8 Kyoto 0.85 −0.19

9 Okinawa 0.84 −0.07

10 Gunma 0.84 0.00

11 Akita 0.84 −0.46

12 Fukui 0.83 −0.01

13 Kumamoto 0.79 −0.38

14 Fukushima 0.79 0.73

15 Shiga 0.77 0.81

16 Shimane 0.77 0.61

17 Tochigi 0.77 −0.18

18 Nagasaki 0.76 0.79

19 Gifu 0.72 −0.13

20 Saitama 0.72 −0.14

21 Kagoshima 0.72 −0.29

22 Tottori 0.71 −1.07

23 Miyagi 0.71 −0.59

24 Iwate 0.68 0.15

25 Toyama 0.67 0.51

26 Shizuoka 0.65 0.81

27 Tokushima 0.64 1.39

28 Miyazaki 0.63 0.82

29 Osaka 0.61 0.16

30 Niigata 0.60 0.11

31 Aichi 0.53 0.23

32 Aomori 0.53 0.38

33 Hokkaido 0.51 0.10

34 Kochi 0.49 0.43

35 Kagawa 0.47 0.77

36 Hyogo 0.42 0.35

37 Fukuoka 0.42 1.12

38 Ehime 0.40 0.15

39 Kanagawa 0.37 −0.58

40 Wakayama 0.31 1.36

41 Hiroshima 0.29 0.53
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Mean 0.617

Std. dev. 0.234

Minimum 0.114

Maximum 0.950

Median 0.685

Note: The energy efficiency scores in the table are calculated using the estimation results for Model A.

Table 5. 
Descriptive statistics of energy efficiency scores.

Figure 1. 
Time trend of national average energy efficiency scores.
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Rank Prefecture Average efficiency score Change rate of score
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27 Tokushima 0.64 1.39
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31 Aichi 0.53 0.23

32 Aomori 0.53 0.38

33 Hokkaido 0.51 0.10

34 Kochi 0.49 0.43

35 Kagawa 0.47 0.77

36 Hyogo 0.42 0.35

37 Fukuoka 0.42 1.12

38 Ehime 0.40 0.15
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annual rates. These prefectures rank low in average energy efficiency. Therefore, 
it is highly likely these regions have several electrical machineries and equipment 
manufacturing units, and their machinery industry has progressive electrification 
rates, thus contributing to the improvement of energy efficiency. Second, energy 
efficiency is deteriorating in regions with high energy efficiency levels, includ-
ing Nara, Tokyo, Yamanashi, Ishikawa, and Saga. This suggests that the regional 
disparities in energy efficiency are decreasing.

This study verifies the possibility of reducing regional disparities in energy 
efficiency by calculating the rank correlation coefficient between the average 
energy efficiency score and its change rate. Table 7 shows the results of the rank 
correlation coefficient. The Kendall rank correlation coefficient is −0.2396, which 
is statistically significant. Spearman’s rank correlation coefficient is −0.3207, also 
being statistically significant. The sign of any rank correlation coefficient is nega-
tive, and the improvement in energy efficiency is progressing in the region with a 
low energy efficiency.

The energy efficiency level is highly related to electrification. Figure 2 is a 
cross-sectional plot of the average values for the electrification rate and energy effi-
ciency. The figure clearly illustrates an upward trend. In other words, regions with 
advanced electrification have high energy efficiency levels. Specifically, regions 
where offices are concentrated (e.g., Tokyo) are located in the upper right corner, 
while those with petrochemical complexes (e.g., Oita, Okayama, and Chiba) are in 
the lower right.

Furthermore, it is also highly possible that energy efficiency improvements 
have progressed to electrification. Figure 3 plots the time-series relationship 
between the electrification rate and energy efficiency and shows an upward 
trend. In other words, it is highly likely that advanced electrification contributes 
to energy efficiency improvements. As described above, Mie is likely to report 
improved energy efficiency, given its progress in electrification. On the other 
hand, Chiba has lower energy efficiency, given the low energy efficiency of 
petrochemical complexes.

Rank Prefecture Average efficiency score Change rate of score

42 Mie 0.28 1.83

43 Ibaraki 0.25 −0.26

44 Yamaguchi 0.20 −0.25

45 Chiba 0.15 −0.32

46 Okayama 0.14 0.49

47 Oita 0.13 0.95

Note: The energy efficiency scores in the table are calculated using the estimation results for Model A.

Table 6. 
Average energy efficiency scores and change rate of the score.

Rank correlation method Rank correlation coefficient P-value

Kendall’s tau −0.2396 0.0175

Spearman −0.3207 0.0280

Table 7. 
Results of rank correlation.
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Finally, this study analyzes the determinants of the electrification rate, which 
is one of the key factors to improve energy efficiency. Table 8 presents the estima-
tion results for Eq. (4). First, the F-test checks for fixed effects and rejects the null 
hypothesis that there is no fixed effect at the 1% significance level. Additionally, 
the Hausman test rejects the null hypothesis that the fixed effect is a random effect 

Figure 2. 
Static relationship between energy efficiency score and electrification rate.

Figure 3. 
Dynamic relationship between energy efficiency score and electrification rate.
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at the 1% significance level. Therefore, the fixed effect model is appropriate for the 
panel regression analysis. Further, to test the validity of the panel GMM estimation, 
this study performs a Sargan-Hansen test for the exogeneity of the instrumental 
variables. From Hansen J’s statistical results, the number of instrumental variables 
is appropriate and satisfies the condition of heteroskedasticity.

The signs for all the variables are consistent under both models. The sign for 
the establishment size is positive, meaning establishments with a larger number 
of employees have a higher electrification rate. Further, the higher the proportion 
of offices, the greater the electrification rate. It is also noteworthy that the sign of 
an establishment’s productivity is positive. This indicates that an increase in the 
establishment’s productivity is proportional to that in the electrification rate. The 
magnitude of the coefficient on productivity is between 0.475 and 0.676, and it 
significantly influences the electrification rate. Neither cooling nor heating degree 
days are statistically significant.

In sum, the establishment scale and productivity are closely related to the 
electrification rate, which may influence energy efficiency. That is, productivity 
improves energy efficiency through an increase in electrification at factories and 
business establishments. Therefore, the efforts to increase the office productivity 
could improve energy efficiency.

4. Conclusions and policy implications

This study analyzed the energy efficiency levels and their determinants in 
Japan’s industrial sector using an energy demand frontier function. To the best 
of the author’s knowledge, this is the first attempt to do so. Energy intensity has 
been traditionally used as a proxy for energy efficiency and depends on economic 

Method EF Panel GMM

Coefficient Standard 
error

Coefficient Standard error

 Constant  (δ)  −0.434** (0.196) 0.240 (0.264)

  δ  LN   0.215** (0.080) 0.331** (0.084)

  δ  OR   3.751** (0.328) 4.781** (0.368)

  δ  TFP   0.707** (0.008) 0.550** (0.037)

  δ  CDD   0.001 (0.003) 0.000 (0.003)

  δ  HDD   0.000 (0.008) 0.001 (0.008)

Number of observations 987 940

Adjusted R-squared 0.9850 0.9840

Hausman test 17.086**

Prob (Hausman) [0.0043]

J-statistic 0.0122

Prob(J-statistic) [0.9119]

Instrument TFP(−1)

Note: 1. ** and * indicate significance at the 1 and 5% levels, respectively. 2. The values between parentheses are 
p-values.

Table 8. 
Panel estimation results on determinants of the electrification rate.
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variables such as price and income. However, this study specified energy demand 
and controlled for price, income, production environment, and climate factors, 
thus rendering energy efficiency a more accurate index.

This study focused on compact mechanization and electrification as the two 
main determinants of the improvements in the energy efficiency of the industrial 
sector. The analysis presented three key findings. First, an installment in large 
capital facilities deteriorates energy efficiency. Therefore, policies aimed at promot-
ing small- or medium-sized production facility installments lead to improvements 
in energy efficiency. Second, an increase in the electrification rate of a given region 
can improve its energy efficiency. Finally, it is necessary to increase the productivity 
and also the electrification rate, that is, raising the productivity of factories and 
offices promotes electrification, which considerably contributes to increased energy 
efficiency. This finding highlights the relationship between increasing productiv-
ity and improvements in energy efficiency, suggesting the possibility of the Porter 
hypothesis being established.

It can be concluded that the energy efficiency of the industrial sector can be 
improved by developing an appropriately competitive environment and encour-
aging electrification in each region’s energy market. Additionally, electrifica-
tion increases environmental efficiency by reducing carbon dioxide emissions. 
Therefore, the promotion of electrification is critical to the achievement of not only 
energy efficiency but also improving environmental efficiency. Nevertheless, fur-
ther research is needed to verify whether this trend also applies to other countries to 
ensure the effectiveness of electrification.

The future research agenda relates to both the micro and macro viewpoints. The 
former indicates that future studies should examine the energy efficiency of electric 
power as an energy source from a more diversified viewpoint, including power 
saving. An important factor that warrants consideration in power consumption 
efficiency is an appropriate way to account for the efficiency of plant facilities and 
performance of air conditioning. Since this research could not account for the perfor-
mance of each device, quantitatively examining this factor warrants further research.

The research agenda from the macro viewpoint clarifies how the increase in 
urban population density affects energy efficiency, as discussed in Otsuka and 
Goto [40] and Otsuka [41]. In developed countries, urban compactification is 
being promoted from the viewpoint of city sustainability. The rise in urban popula-
tion density exacerbates energy efficiency by causing a heat island phenomenon. 
Meanwhile, population concentration in cities has the merit of promoting the use 
of public transportation. Further, cities have more dwelling units than detached 
houses, and apartments have high thermal insulation and energy efficiency. As 
such, living in the city center may increase the energy efficiency. It seems that 
clarifying these problems would deepen the understanding of energy efficiency.
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and controlled for price, income, production environment, and climate factors, 
thus rendering energy efficiency a more accurate index.

This study focused on compact mechanization and electrification as the two 
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Chapter 6

Nuclear Energy Policy after the 
Fukushima Nuclear Accident: An 
Analysis of “Polarized Debate” in 
Japan
Tatsujiro Suzuki

Abstract

The Tokyo Electric Power’s Fukushima Daiichi nuclear accident in 2011 was 
a turning point for Japan’s nuclear energy and overall energy policy. In reality, 
Japan has reduced its dependence on nuclear energy drastically despite the govern-
ment’s policy to maintain nuclear energy as a major power source. Even with sharp 
drop in production from nuclear energy, Japan could achieve carbon reduction of 
around 60–70% by 2050 even without nuclear power. But the biggest impact of the 
Fukushima accident is the loss of public trust. The policy debate on nuclear energy 
is now divided between “pro” and “anti” of nuclear power. The aim of this study 
is to analyze why such “polarized debate” has not been resolved and find a way 
to restore public trust. This study analyzes three important nuclear energy policy 
issues, i.e., decommissioning of Fukushima Daiichi nuclear plant, spent nuclear 
fuel and waste management, and plutonium stockpile management. The analysis of 
these three cases suggest that lack of independent oversight organizations is a com-
mon cause of impasse of nuclear energy policy debate. The author argues that Japan 
needs to establish independent oversight organizations in order to gain public trust 
and solve important policy issues regardless of the future of nuclear energy.

Keywords: Fukushima accident, polarized debate, public trust,  
independent oversight, nuclear waste, plutonium

1. Introduction

The Tokyo Electric Power Fukushima Daiichi nuclear accident was a turning 
point for Japan’s nuclear energy and overall energy policy.

The biggest impact is the huge drop in the number of reactors operating and 
its share in electricity supply in Japan. Before the Fukushima accident in 2010, the 
share of nuclear energy was about 25%, and it went down to zero in 2012 and still 
only 1.7% in 2016 [1]. It is surprising that despite such sharp reduction in nuclear 
power generation, no serious power shortage has happened in Japan. One of the 
main reasons is sharp reduction in electricity consumption and peak demand. In 
FY 2011, power consumption dropped about 3.8% from FY 2010, and consumption 
continued to decline until FY 2016 and is now about 10% below the level of FY 
2010. Peak demand also declined sharply. Its peak demand in FY 2010 was 178 GWe 
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in August 23, 2010 but declined to 153 GW in FY 2015 on August 7, 2015, which is 
about 14% reduction [1].

Another major impact of the Fukushima accident is loss of public trust and 
dramatic shift in public opinion on nuclear power. Before the Fukushima accident, 
majority of the public was in favor of either maintaining or expansion of nuclear 
power, but now majority of the public was in favor of either immediate shutdown 
of all reactors or gradual phaseout of nuclear power. Based on such shift in public 
opinion, the government under the Democratic Party of Japan in 2012 issued a new 
energy policy to phase out nuclear power by the end of 2030 [2]. But the new gov-
ernment under the Liberal Democratic Party reversed its policy and still maintains 
nuclear power as an important power source [3]. But loss of public trust has not 
been restored, and majority of the public still believes that severe nuclear accident 
could happen despite the new and much tougher nuclear safety regulation stan-
dards and establishment by the newly established, independent Nuclear Regulation 
Authority (NRA) in 2013.

As a result, whenever a reactor is ready for restart up, public debate occurs and 
legal cases follow although the pronuclear government and utility industry insist 
that restart-up of nuclear power is necessary for economy and energy security. In 
short, the country is now divided into “pro” and “anti” nuclear energy, and policy 
debate is often polarized and has led to unproductive discussion, and major policy 
issues remain unsolved. It is important to clarify the issues that need to be addressed 
regardless of the future of nuclear energy. By focusing on these issues and through 
more productive policy discussion, consensus may emerge among the public on 
what to do to solve those important issues.

Meanwhile, new energy policy of Japan should reflect new developments in 
renewable energy and energy efficiency in which the public has strong support. 
Given structural change in energy demand and rapid development of renewable 
energy, Japan could reduce its carbon emission by 60–70% by 2050, based on the 
recent analysis [4, 5].

The aim of this study is to analyze why “polarized debate” has not been resolved 
and find a way to restore public trust by focusing on issues that need to be resolved 
regardless of the future of nuclear energy.

2. Loss of public trust

The loss of public trust is one of the biggest impacts of the Fukushima nuclear 
accident. Public opinion on nuclear power in Japan has changed dramatically since 
the Fukushima accident.

According to the public polling done by Japan Atomic Energy Relations 
Organization [6], the ratio of public who believe that nuclear power is necessary 
was 35.4% in 2010 but dropped to 23.5% in 2011 after the accident and further 
dropped to 17.9% in 2017. At the same time, the ratio of the public who do not trust 
nuclear power (community) jumped from 10.2% in 2010 to 24.3% in 2011 and now 
even increased to 30.2% in 2017.

The public has lost faith in nuclear safety regulation too. Faith has not been 
fully restored even after a new independent Nuclear Regulation Authority was 
established in 2012, and new, much tougher regulatory standards were introduced. 
According to the same JAERO study, the ratio of the public who trust the govern-
ment and nuclear industry is 1.9 and 1.2%, respectively, and the ratio of the public 
who do not trust the government and nuclear industry is 20.5 and 22.0%, respec-
tively. The reasons for “not trustworthy” cited by those are lack of information 
disclosure (nuclear industry 68.3%, government 62.5%), insufficient preparation 
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and management on safety (nuclear industry 60.4%, government 54.1%), and 
not speaking honestly (nuclear industry 59.8%, government 59.2%). As a result, 
the ratio of the public who think that nuclear power should be increased and/or 
maintained before the Fukushima accident continuously dropped to 10.1% in 2014 
and only 6.9% in 2017. On the other hand, the ratio of the public who are in favor of 
phasing out and/or should be abolished now increased to 79.6% in 2017 from 56.2% 
in 2013.

In the latest polling undertaken by Mainichi Shimbun in March 2018 [7], the 
proportion of the public who oppose the restarting of existing reactors rose to 55%, 
an increase of 2% points from previous polling on this question. And the proportion 
of the public who support the restarting of existing reactors was down to 26%, a 
decline of 4% from the previous polling. As a result, its gap between the opposition 
and the support became bigger.

The previous government under the Democratic Party of Japan tried to restore 
public trust by introducing more open decision-making process. Prime Minister 
Naoto Kan announced that it would critically review nuclear energy policy “from 
scratch” and set up new policy-making process to encourage “national public 
debate” on nuclear energy. It set up a new cabinet-level Council on Energy and 
Environment and promoted public participation in policy-making process. As 
a result, a new “Innovative Energy and Environmental Strategy” was issued in 
September 2012, incorporating results of public opinion polls which showed that 
majority of the public was in favor of “phasing out nuclear power.” The new strategy 
aimed at phasing out nuclear power by the end of the 2030s and did not allow for 
new construction of nuclear power plants [2].

But newly elected Shinzo Abe’s government abolished the previous govern-
ment’s “nuclear phaseout” policy and abolished the open policy-making process 
to reflect public opinions to the decision-making. On April 11, 2014, the new 
Strategic Energy Plan was adopted by the cabinet [3]. Although the new plan 
stated that Japan will reduce its dependence on nuclear energy as much as pos-
sible, it still maintains that nuclear power is an important “base-load power 
source” (i.e., essential power source which should be operated 24 hours/day 
without changing its output). As a result, its “dual policy goals” (the goal of 
“decreasing dependence on nuclear power as much as possible” and the goal of 
“using nuclear power as a base-load power source”) send confusing signals to the 
public and energy market. Later the METI published its future energy mix projec-
tion, suggesting that nuclear power’s share in 2030 should be around 20–22% [8]. 
In order to achieve that goal, not only existing reactors should be restarted, but 
Japan may need new reactors replacing old reactors. Since then, the debate over 
nuclear energy—especially the restart of existing reactors—has been polarized as 
the government pushed its pronuclear stance, while the public was still in favor of 
eventual phaseout of nuclear energy.

On July 3, 2018, the Japanese government adopted METI’s new “Strategic Energy 
Plan” as a cabinet decision [9]. The new Strategic Energy Plan has some new fea-
tures compared with the previous 2014 plan, such as stronger emphasis on renew-
able energy and new statement on plutonium stockpile which will be discussed later 
in this paper. But in overall, the plan is not so different from the previous plan. The 
plan still defines nuclear power as an important base-load power, while it aims to 
reduce its dependency on nuclear power as much as possible as was the case in the 
previous strategic plan in 2014.

Although the majority of the public seems to be in favor of phasing out nuclear 
energy, the Japanese government continues to maintain its commitment to nuclear 
power. As of October 26, 2018, only 9 out of 39 existing reactors are operating, 
while 6 received operating licenses but have not yet started operation, and 16 
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reactors have been closed (to be decommissioned) since the accident. But still 
there are 14 reactors that have not applied for re-license, while 3 reactors are under 
construction [10]. It is not certain when and whether those reactors will receive 
operating licenses in the near future.

Political process to restart the nuclear reactors is complex and not straightfor-
ward in Japan. Technically, getting the approval from the NRA is sufficient to start 
up the reactor, but not politically sufficient. Utilities must get local governments’ 
approval under the so-called Safety Agreement, which is a gentlemen agreement 
(not legally binding) between local governments and utilities. In particular, evacu-
ation issue is the major hurdle for restart up, as evacuation plan is not a subject of 
NRA licensing process, and thus it is not clear how and who determines the appro-
priateness of evacuation plans.

Another challenge is legal lawsuits against utilities and/or government on 
nuclear safety. After the Fukushima accident, it is no longer automatic to assume 
that local residents and nuclear opponents lose the case. Uncertainties about 
legal decisions on nuclear safety issues are increasing due to different interpreta-
tion of “safety” by the courts. For example, on December 13, 2017, the high court 
in Hiroshima granted the injunction requested by the residents in Hiroshima 
and opponents for the operating Ikata #3 and #4 reactors. This was the first 
time that the high court granted the injunction against operating reactors [11]. 
However, on September 25, 2018, the same high court in Hiroshima now granted 
the objections from Shikoku Denryoku who is the operator of Ikata reactors and 
allowed the utility to restart the reactor. It turned out the judges who made the 
decision to grant the utilities are different from those who made decision to grant 
the injunction in 2017 [12].

3.  Impact on energy policy of the Fukushima accident and long-term 
prospects on carbon emissions

As noted above, Japan’s energy supply and demand picture has dramatically 
changed after the Fukushima nuclear accident. The sudden reduction of power 
production from nuclear power forced Japan to increase in fossil fuel consump-
tion which led to increase in electricity rates, from 20 yen/kWh (the average of 
consumer electricity rate) in 2010 to more than 25 yen/kWh in 2014. But then, 
due to decrease in fossil fuel prices, it went down to about 20 yen/kWh in 2015 [1]. 
Increased consumption of fossil fuel resulted in increase of CO2 emission of Japan, 
peaking its emission at 1.4 billion tons in 2013, but then declined to 1.3 billion tons 
in 2015 and 2016. The reasons for decline of CO2 emission are increasing produc-
tion of renewable energy and increased energy efficiency which led to reduction of 
energy consumption itself [13].

The energy efficiency improvement rate was almost equal to the one achieved 
after the first oil crisis in 1973. The average improvement rate of energy effi-
ciency was 2.9% per from FY 1973 to 1985, while it was 3.2% per year from FY 
2011 to 2014 [4].

According to a study done by a team at Japan Center for Economic Research 
(JCER) [4, 5], such trends will likely to continue based on the assumption that fossil 
fuel price will continue to increase and Japan’s energy and economic structure will 
shift to more energy efficient nonmanufacturing industries. Furthermore, the study 
assumes expansion of renewable energy up to 60% of total electricity production 
through interviews of experts of renewable energy in Japan. The study also assumes 
that 15% of electricity production will come from nuclear power from 2030, which 
may require construction of new reactors to replace old reactors in Japan.
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Based on such assumptions, Japan could reduce CO2 emissions by 60% by 2030 
or even 70% with introduction of environmental tax. Nuclear power, if it is too 
expensive, could be replaced by carbon capture storage (CCS) fossil power plants 
which are assumed to be commercially competitive by 2030. In fact, the study 
also analyzes the impact of the Fukushima accident on the economics of nuclear 
power. Due to increase in accident associate costs, nuclear power’s commercial 
competitive advantage may disappear, and thus total cost of carbon reduction 
strategy without nuclear may not be so expensive compared with the one with 
nuclear power [4].

The study results suggest that Japan’s carbon reduction strategy may not need 
nuclear power as was expected before. In short, the most important factor in carbon 
reduction strategy is likely to be energy efficiency improvement and expansion of 
renewable energy, and thus dependence on nuclear power can be reduced as much 
as possible. In fact, public trust is essential in solving key policy issues regardless of 
the future of nuclear energy.

4.  Analysis of three issues which need to be resolved regardless of the 
future of nuclear energy

Primarily due to loss of public trust, polarized debate has not led to constructive 
policy debate to solve important policy issues that need to be addressed regardless 
of the future of nuclear power. What would be necessary to avoid polarized debate 
and constructive discussion which could lead to solutions to important policy 
issues? This section deals with three important policy issues and examines the ways 
to overcome the current difficulties of polarized debate.

4.1 The decommissioning of the Fukushima Daiichi reactors

More than 7 years have passed since the earthquake, but the accident is not 
completely over. About 60,000 evacuated residents in Fukushima are still living in 
temporary housing and are still uncertain as to when and whether they can return 
to their original hometowns. Although conditions at the Fukushima power stations 
have improved, it will take more than at least 40 years to decommission the plant, 
but the removal of melted debris is the most challenging task with high risk. It is 
still not clear whether the debris can be removed safely and how to dispose all radio-
active wastes from the decommissioning.

The task of decommissioning of the Fukushima Daiichi reactors is obviously the 
most challenging task that the global nuclear industry has faced. The Tokyo Electric 
Power Co (TEPCO) is still responsible for managing this important and challeng-
ing task, but the government has helped TEPCO by setting up the Inter-Ministerial 
Council for Contaminated Water and Decommissioning Issues which publish 
the “Mid-and-Long-Term Roadmap towards the Decommissioning of TEPCO’s 
Fukushima Daiichi Nuclear Power Station”. The most recent one, published on 
September 26, 2017, again delayed the first phase (removing the spent fuel from 
storage pools of units 1–3) for more than 3 years [14].

There have been concerns about lack of transparency and independent oversight 
on the whole decommissioning process. The Japan Atomic Energy Commission, 
which is an advisory organ under the cabinet office, recommended that the govern-
ment should establish an independent (third party) organization with overseas 
experts as members to assess and audit the entire measures in order to maximize 
transparency [15]. But such independent organization has not been established by 
the government.



Energy Policy

108

reactors have been closed (to be decommissioned) since the accident. But still 
there are 14 reactors that have not applied for re-license, while 3 reactors are under 
construction [10]. It is not certain when and whether those reactors will receive 
operating licenses in the near future.

Political process to restart the nuclear reactors is complex and not straightfor-
ward in Japan. Technically, getting the approval from the NRA is sufficient to start 
up the reactor, but not politically sufficient. Utilities must get local governments’ 
approval under the so-called Safety Agreement, which is a gentlemen agreement 
(not legally binding) between local governments and utilities. In particular, evacu-
ation issue is the major hurdle for restart up, as evacuation plan is not a subject of 
NRA licensing process, and thus it is not clear how and who determines the appro-
priateness of evacuation plans.

Another challenge is legal lawsuits against utilities and/or government on 
nuclear safety. After the Fukushima accident, it is no longer automatic to assume 
that local residents and nuclear opponents lose the case. Uncertainties about 
legal decisions on nuclear safety issues are increasing due to different interpreta-
tion of “safety” by the courts. For example, on December 13, 2017, the high court 
in Hiroshima granted the injunction requested by the residents in Hiroshima 
and opponents for the operating Ikata #3 and #4 reactors. This was the first 
time that the high court granted the injunction against operating reactors [11]. 
However, on September 25, 2018, the same high court in Hiroshima now granted 
the objections from Shikoku Denryoku who is the operator of Ikata reactors and 
allowed the utility to restart the reactor. It turned out the judges who made the 
decision to grant the utilities are different from those who made decision to grant 
the injunction in 2017 [12].

3.  Impact on energy policy of the Fukushima accident and long-term 
prospects on carbon emissions

As noted above, Japan’s energy supply and demand picture has dramatically 
changed after the Fukushima nuclear accident. The sudden reduction of power 
production from nuclear power forced Japan to increase in fossil fuel consump-
tion which led to increase in electricity rates, from 20 yen/kWh (the average of 
consumer electricity rate) in 2010 to more than 25 yen/kWh in 2014. But then, 
due to decrease in fossil fuel prices, it went down to about 20 yen/kWh in 2015 [1]. 
Increased consumption of fossil fuel resulted in increase of CO2 emission of Japan, 
peaking its emission at 1.4 billion tons in 2013, but then declined to 1.3 billion tons 
in 2015 and 2016. The reasons for decline of CO2 emission are increasing produc-
tion of renewable energy and increased energy efficiency which led to reduction of 
energy consumption itself [13].

The energy efficiency improvement rate was almost equal to the one achieved 
after the first oil crisis in 1973. The average improvement rate of energy effi-
ciency was 2.9% per from FY 1973 to 1985, while it was 3.2% per year from FY 
2011 to 2014 [4].

According to a study done by a team at Japan Center for Economic Research 
(JCER) [4, 5], such trends will likely to continue based on the assumption that fossil 
fuel price will continue to increase and Japan’s energy and economic structure will 
shift to more energy efficient nonmanufacturing industries. Furthermore, the study 
assumes expansion of renewable energy up to 60% of total electricity production 
through interviews of experts of renewable energy in Japan. The study also assumes 
that 15% of electricity production will come from nuclear power from 2030, which 
may require construction of new reactors to replace old reactors in Japan.

109

Nuclear Energy Policy after the Fukushima Nuclear Accident: An Analysis of “Polarized Debate”…
DOI: http://dx.doi.org/10.5772/intechopen.83435

Based on such assumptions, Japan could reduce CO2 emissions by 60% by 2030 
or even 70% with introduction of environmental tax. Nuclear power, if it is too 
expensive, could be replaced by carbon capture storage (CCS) fossil power plants 
which are assumed to be commercially competitive by 2030. In fact, the study 
also analyzes the impact of the Fukushima accident on the economics of nuclear 
power. Due to increase in accident associate costs, nuclear power’s commercial 
competitive advantage may disappear, and thus total cost of carbon reduction 
strategy without nuclear may not be so expensive compared with the one with 
nuclear power [4].

The study results suggest that Japan’s carbon reduction strategy may not need 
nuclear power as was expected before. In short, the most important factor in carbon 
reduction strategy is likely to be energy efficiency improvement and expansion of 
renewable energy, and thus dependence on nuclear power can be reduced as much 
as possible. In fact, public trust is essential in solving key policy issues regardless of 
the future of nuclear energy.

4.  Analysis of three issues which need to be resolved regardless of the 
future of nuclear energy

Primarily due to loss of public trust, polarized debate has not led to constructive 
policy debate to solve important policy issues that need to be addressed regardless 
of the future of nuclear power. What would be necessary to avoid polarized debate 
and constructive discussion which could lead to solutions to important policy 
issues? This section deals with three important policy issues and examines the ways 
to overcome the current difficulties of polarized debate.

4.1 The decommissioning of the Fukushima Daiichi reactors

More than 7 years have passed since the earthquake, but the accident is not 
completely over. About 60,000 evacuated residents in Fukushima are still living in 
temporary housing and are still uncertain as to when and whether they can return 
to their original hometowns. Although conditions at the Fukushima power stations 
have improved, it will take more than at least 40 years to decommission the plant, 
but the removal of melted debris is the most challenging task with high risk. It is 
still not clear whether the debris can be removed safely and how to dispose all radio-
active wastes from the decommissioning.

The task of decommissioning of the Fukushima Daiichi reactors is obviously the 
most challenging task that the global nuclear industry has faced. The Tokyo Electric 
Power Co (TEPCO) is still responsible for managing this important and challeng-
ing task, but the government has helped TEPCO by setting up the Inter-Ministerial 
Council for Contaminated Water and Decommissioning Issues which publish 
the “Mid-and-Long-Term Roadmap towards the Decommissioning of TEPCO’s 
Fukushima Daiichi Nuclear Power Station”. The most recent one, published on 
September 26, 2017, again delayed the first phase (removing the spent fuel from 
storage pools of units 1–3) for more than 3 years [14].

There have been concerns about lack of transparency and independent oversight 
on the whole decommissioning process. The Japan Atomic Energy Commission, 
which is an advisory organ under the cabinet office, recommended that the govern-
ment should establish an independent (third party) organization with overseas 
experts as members to assess and audit the entire measures in order to maximize 
transparency [15]. But such independent organization has not been established by 
the government.



Energy Policy

110

After Prime Minister made a speech at the 125th Session of the International 
Olympic Committee (IOC) on September 7, 2013 [16], in which he stressed that the 
situation in Fukushima is “under control,” the government announced that it would 
take more responsibility in contaminated water problems. The government set up 
“Inter-Ministerial Council for Contaminated Water and Decommissioning Issues,” 
and “frozen wall method” was chosen by the Council as the best technology to deal 
with the contaminated water. However, it was not clear why this technology was 
chosen. Many underground water experts raise doubts about the effectiveness of 
the technology which is often used for a small-scale underground water treatment 
but has never been used for such a large-scale operation. Experts suggested that 
there are simpler and cheaper alternative technologies available, but selection was 
made in a closed meeting without full disclosure of its selection process [17]. The 
frozen wall was completed, but NRA gave a license to start operation of the wall on 
August 15, 2017, but its effectiveness is still unclear.

The second example of lack of transparency is the estimate of total cost of 
decommissioning. On December 20, 2016, the Committee for Reforming TEPCO 
and Overcoming 1F Challenges under the METI published new cost estimate for 
decommissioning of Fukushima Daiichi and compensation and decontamination 
of land. The total cost jumped from previous estimate of 11 trillion yen to 22 trillion 
yen [18]. But the foundations of such estimate are very weak. The analysis done by 
an independent economic think tank, Japan Center for Economic Research (JCER), 
did its own cost estimate, and it would be between 50 and 70 trillion yen [19]. JCER 
suggested that METI’s estimates do not include final disposal cost of the waste com-
ing from the decommissioning and decontamination which METI admitted. But 
based on the TEPCO Committee’s estimate, METI made a decision that part of the 
total cost will be paid by other power producers and taxpayers.

According to the recent report published at the public hearing organized by the 
subcommittee on treatment of contaminated water on August 30, 2018, cumulative 
radioactivity in tank storage is now reaching to 1000 tera Becquerel (TBq), and the 
number of storage tank is now 860 units [20]. It is suggested by TEPCO that there 
will be no enough space to build additional storage tanks by 2020.

The subcommittee presented recommended that the water, which still contains 
tritium but no other radioactive materials which will be removed by the processing 
facilities (called “ALPS”), be released to the sea after confirming that the radioactive 
concentration is below the standard agreed beforehand, which is 1500 Bq/l. This 
standard is extremely low compared with drinking water standard of tritium water 
set by the World Health Organization (WHO) which is 10,000 Bq/l. But one of the 
conditions to release the tritium water is that all other radioactive substances are 
removed by the ALPS below detectable limit or regulatory standards. Unfortunately, 
it was reported that some radioactive materials such as strontium-90 (Sr-90) were not 
completely removed and its concentration was above the regulatory standards [21].

It would be fair to conclude that if there is an independent oversight organiza-
tion, all above cases could have been avoided, or at least the public trust might have 
been better by presenting objective assessment of the situation.

4.2 Spent fuel and radioactive waste management

Even before the Fukushima accident, what to do with accumulating spent fuel 
on-site at nuclear power plants was a major policy issue for nuclear utilities and 
the government. The basic policy for spent fuel management in Japan has been 
(and still is) “reprocessing and recycling plutonium” for energy use. As a result, in 
Japan, spent fuel is considered as “resource (asset)” and not as a “waste.” Under the 
Japanese Law on Final Disposal of Specified Radioactive Waste (which is the law 
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for geological disposal of radioactive waste), the “specified waste” is defined as the 
waste coming out of reprocessing plant, i.e., vitrified waste and TRU waste, but 
spent fuel is not included. Like many other countries, Japan has not found a final 
repository site for high-level radioactive waste (HLW).

In Japan, the Law on Final Disposal of Specified Radioactive Waste was passed in 
2000 which established Nuclear Waste Management Organization (NUMO) as the 
principal implementation institution for final disposal. But no single site has been found 
even for literature survey which is the first step of siting of disposal site. Since then, only 
one town (Toyo Town) volunteered to be a candidate for site survey but later canceled 
the request due to strong public opposition. In order to improve public acceptance, in 
2010, JAEC issued a request to the Science Council of Japan for their advice on how 
to improve public communication on HLW. This was the first time that JAEC issued a 
request to an independent third party to review its program. The Science Council of 
Japan (SCJ) recommended “fundamental reform” of Japan’s HLW waste disposal policy. 
In particular, one important recommendation was to secure an open discussion forum 
where “independent, autonomous scientific groups can exchange their opinions” [22].

The JAEC responded with its own policy statement on December 18, 2012 [23]. 
JAEC agreed with SCJ on above point and recommended that the government 
“establish an independent and functionally effective third party organization to 
provide suitable advice to the government and related parties in time.”

Responding to SCJ and JAEC’s recommendation, METI set up two working 
groups, one of which is to look at the siting process including public participa-
tion. That working group also recommended that the government should “set up 
a scheme to conduct independent from a third party’s point of view” [24]. Based 
on its findings, the Japanese government published its new basic policy for HLW 
Disposal in May 2015 which specifies that JAEC is the organization to review the 
METI’s program as an independent organization [25]. But JAEC is not truly an 
independent organization as it is responsible for promoting nuclear energy under 
the basic Atomic Energy Act.

The following incident proved that current scheme is still lacking such indepen-
dent review function. NUMO initiated public consultation process based on this 
map, but the NUMO again lost its public trust in this public consultation process. 
It was reported that NUMO’s contracted organization paid students and others to 
attend the public consultation meetings so that the meetings seemed successful in 
gathering general public [26].

Again, one fundamental issue is public trust. The Science Council of Japan 
recently published a report to follow up its own report published in 2013. In the 
new report, they re-emphasized the importance of a “consensus building process” 
for HLW disposal and proposed the creation of “national people’s conference on 
radioactive waste” [27].

4.3 Plutonium stockpile management

As noted above, Japan’s basic policy is to reprocess all spent fuel and recover 
plutonium and uranium to recycle them for energy use. However, in reality, the 
plutonium usage program (recycling as mixed-oxide (MOX) fuel into existing 
reactors and fast breeder reactors in the future) has been delayed significantly. As a 
result, as of the end of 2017, Japan possessed about 47.3 tons of separated plutonium 
(10.5 tons in Japan and 36.7 tons in France and the United Kingdom where Japan 
had commercial reprocessing contracts) (Table 1) [28]. This is the largest stockpile 
among nonnuclear weapon states and could increase further if the Rokkasho repro-
cessing plant starts operation in 2021 and its recycling program into 16–18 reactors 
as currently planned does not smoothly move ahead [29].
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This plutonium stockpile issue has raised international concern. In 2016, a for-
mer US government official expressed his concern over Japan’s plutonium stockpile 
and its reprocessing policy. Jon Wolfsthal, Senior Director for Arms Control and 
Nonproliferation at the National Security Council said the following in a recent 
interview with Kyodo Press:

“There is no question that plutonium recycling in Japan has been expensive. That 
is a challenging future for Japan. If Japan were to change course, they would find 
the United States to be supportive…. The upcoming renewal in 2018 of a bilateral 
nuclear agreement with Japan has the potential to become a very controversial 
issue…If Japan keeps recycling plutonium, what is to stop other countries from 
thinking the exact same thing?” [30].

As noted above, under the 1988 US-Japan bilateral nuclear energy cooperation 
agreement, Japan has been given a 30-year “programmatic prior consent” on repro-
cessing, i.e., unlike a typical bilateral agreement, Japan does not need a case-by-case 
prior consent on reprocessing. This has been considered as a “special privilege” as 
only the European Atomic Energy Community (EURATOM) and Japan are given 
such special arrangements. The 1988 agreement was extended without any amend-
ment in July 2018, but now the agreement could be canceled if either party notifies 
the other party 6 months in advance.

Concern over reprocessing programs are also spreading in Northeast Asia. The 
ROK government, during bilateral negotiation with the USA, strongly insisted that 
it has a sovereign right to reprocessing as Japan does. China is now planning to build 
a commercial reprocessing plant, imported from France, while criticizing Japan for 
holding a large plutonium stockpile. So, it has become a regional security issue and 
needs to be addressed with serious attention [31].

In order to reduce such international concern, the METI’s new Energy Strategic 
Plan [5] mentions for the first time that Japan aims to “reduce its plutonium stock-
pile”. In addition, on July 31, 2018, JAEC also published its new “Basic Principles on 
Japan’s Utilization of Plutonium,” which says the following:

2016 (kg) 2017 (kg)

Stock in Japan (Pu total)

Reprocessing plants 3913 3863

MOX fuel plant 3805 3854

Stored at reactors 2126 2829

Subtotal (Pu fissile)* 9844 (6605) 10,548 (7050)

Stocks in Europe (Pu total)

The United Kingdom 20,839 21,232

France 16,217 15,486

Subtotal: Pu total (Pu fissile) 37,058 (24,510) 36,718 (24,265)

Total (Pu fissile) 46,902 (31,115) 47,266 (31,315)
*Fissile plutonium (Pu 239 and Pu 241) contents of plutonium which is typically about 60% of total plutonium 
which includes non-fissile isotope of plutonium (Pu 240 and Pu 242).
Source: [23].

Table 1. 
Japan’s plutonium stockpile (as of the end of 2016 and 2017).
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Japan will reduce the size of plutonium stockpile. Based upon realization of the 
following measures, the stockpile is not to increase from the current level. [32].

Although such new policy can be a positive step, that may not be enough. In 
2017, strong policy recommendations were made by experts from the USA and Japan 
who participated in an International Conference on Plutonium Policy (PuPo 2017). 
They recommend to establish a “Joint Commission” between the US and Japanese 
governments to review the issue of nuclear fuel cycle policy and to analyze ways 
to deal with plutonium stockpile owned by both the Japanese and US governments 
[33]. In fact, experts from both inside and outside of Japan recently recommended 
to revise Japan’s nuclear fuel cycle policy and to find specific ways to reduce pluto-
nium stockpile [34, 35].

While all recommendations would be helpful, the recommendation by the 
International Conference (PuPo 2017) is particularly interesting. The participants 
acknowledge the importance of “independent oversight” and recommend to estab-
lish “US-Japan bilateral joint commission” which can play such role.

5.  Results and discussion: lack of independent oversight is the common 
problem

As can be seen from the above three cases, Japan’s policy debate is now polarized 
between “pro” and “anti” which led to unconstructive policy debate over important 
policy issues which need to be resolved regardless of the future of nuclear power. It 
is the lack of independent oversight that needs to be addressed.

In the first case of decommissioning process of the Fukushima Daiichi reactor, 
lack of independent oversight resulted in wrong choice of technology dealing with 
contaminated water and inappropriate treatment of contaminated water. In the 
second case of disposal of radioactive waste, despite recommendations within the 
government, the METI has not established an independent oversight organization. 
Instead it still relies on JAEC which is not truly an independent organization. This led 
to lack of public trust and misconduct by NUMO. The third case dealing with pluto-
nium stockpile also shows that independent oversight organization is recommended 
to solve complex technical/social and even international security issues involved.

In fact, right after the Fukushima accident, JAEC emphasized in its policy state-
ments that having an independent oversight by the third party is essential to restore 
public trust and more constructive policy debate. The proposal to establish such an 
independent oversight organization was made in the context of (1) decommission-
ing process of the Fukushima Daiichi reactors, (2) decision-making process of final 
disposal of radioactive waste, and (3) assessment of nuclear fuel cycle and R&D 
programs. In all these cases, the assessment has been done only by the government 
agencies or the advisory council under the responsible government agencies.

What constitutes the key characteristics of “independent, third” party for 
the oversight process? The author argues that the following four conditions are 
essential:

First, independent funding and secretariat; it is essential that the organization 
must have independent funding and its own secretariat. In fact, JAEC was criticized 
in 2012 that its secretariat staff came from power companies and nuclear industry. 
Later, JAEC released those staff to be more independent. Still their staff come from 
other government agencies and it has no own staff.

Second, independent expertise; unless the organization has its own independent 
expertise, it has to rely on the outside organizations. Their analysis and judgment 
may not be independent if it does not have enough expertise in the organization.
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programs. In all these cases, the assessment has been done only by the government 
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What constitutes the key characteristics of “independent, third” party for 
the oversight process? The author argues that the following four conditions are 
essential:
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must have independent funding and its own secretariat. In fact, JAEC was criticized 
in 2012 that its secretariat staff came from power companies and nuclear industry. 
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Third, legal authority; independency must be institutionalized by legal status, 
and clear statute is needed. Ambiguous status of the organization can lose its influ-
ence and effectiveness.

Finally, complete transparency in its decision-making process. It is essential that 
transparency must be institutionalized backed by legal standard so that it can be 
verified later.

The establishment of independent oversight organization is also recom-
mended by the National Diet of Japan Fukushima Nuclear Accident Independent 
Investigation Commission in 2012. In its recommendation 7, it says the following:

“A system for appointing independent investigation committees, including experts 
largely from the private sector, must be developed to deal with unresolved issues, 
including, but not limited to, the decommissioning process of reactors, dealing with 
spent fuel issues, limiting accident effects and decontamination” [36].

In May 2017, the Diet finally established an advisory board, consisting of eight 
independent experts but has not established the independent investigating com-
mittees recommended above even 7 years after the accident. If the government 
cannot establish such independent oversight organization, the Diet can set up such 
independent organization to overcome Japan’s polarized policy debate over nuclear 
power.

6. Conclusions

The Fukushima nuclear accident has not been over yet. The impacts of the 
Fukushima accident continue and have changed the nature of energy policy debate 
dramatically. The accident also triggered the changes of energy supply/demand 
structure significantly. The following are the main conclusions of this study:

1. Despite large reduction of nuclear energy production, Japan has managed to 
keep supply/demand in balance and reduced both electricity rate and carbon 
emissions primarily due to reduction in power consumption through improved 
energy efficiency.

2. Such trends are likely to continue if fossil fuel prices continue to rise and Japan 
could reduce its carbon emission more than 60% by 2050, with or without 
nuclear power.

3. The loss of public trust is one of the most important impacts of the Fukushima 
accident, and the majority of the public is now in favor of phasing out of 
nuclear power eventually. Still the Japanese government maintains that nuclear 
power is an important energy source and has not changed basic nuclear energy 
policy. As a result, nuclear policy debate in Japan has been polarized.

4. Based on three important policy case studies, it is found that lack of independ-
ent oversight can be a common cause for blocking the constructive debate 
leading to ways to solve important policy issues.

5. Establishment of such independent oversight organization has been recom-
mended by both within and outside of the government, but it has not been 
realized. In order to overcome polarized policy debate, either the government 
or the Diet needs to establish such independent oversight organization.
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Chapter 7

Acoustic Filters for Sensors and 
Transducers: Energy Policy 
Instrument for Monitoring and 
Evaluating Holy Places and Their 
Habitants
Himanshu Dehra

Abstract

The aim of the study is to present a brief overview of energy policy instrument 
for monitoring and evaluating holy places and their habitants with the aid of acous-
tic filters for sensors and transducers. A monitoring protocol for policy instrument 
is presented for noise protection and security from power systems. Methods of 
information and data collection are briefly elaborated. The power systems are clas-
sified as per source signals of solar power, electric power, light power, sound power, 
heat power, fluid power and fire power. The acoustic filters as per source of noise 
signals from power systems are defined. The filters are differentiated as per source 
signal of unwanted frequencies from solar power, electric power, light power, sound 
power, heat power, fluid power and fire power. Some examples of acoustic filters 
are mentioned as per source of noise signal. A slide rule for noise measurement is 
illustrated along with its noise grades and flag colors under limiting conditions. 
Some noise filtering results from various power systems of an outdoor duct are also 
tabulated. An overview of noise systems integration with command and control 
center is described. A brief discussion on management of holy places and their 
habitants through monitoring and evaluation is also mentioned.

Keywords: source, security, power system, signal, acoustic filter, sink, resonance, 
holy place, monitoring

1. Introduction

With increasing demands of worshiping, the world’s holy places are congesting 
at an alarming rate. Many reasons are attributed to this crowding, some of which are 
given below:

• Growing human and worshipers’ population;

• Increased purchasing power, high standard of living, and ease of travel caused 
sprawl at holy places;
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• Increase in spiritual life style and thoughts with diversion from main stream 
of life because of increase in unemployment and dissatisfaction rates;

• Increase in awareness and beliefs about various faiths and religions.

1.1 Pressures on holy places

The growing pressures on holy places are leading to degradation of land and 
water bodies besides causing noise due to unwanted physical agents (heat, fluid, 
electricity, light, sound and fire) at these places [1]. The sprawl and congestion 
at Holy places is narrowing the access to the human resource base, especially for 
rural poor, who are directly dependent on these places of worships for their day 
to day existence. In addition, it has resulted in a serious local shortage of material 
resources, which is affecting the global economy and people in all walks of life.

‘Noise’ is defined as a sensation of unwanted intensity of a wave, is a perception 
of pollutant and a type of environmental stressor [2]. An environmental stressor 
of noise can have detrimental effects on various aspects of health. It is important 
to filter out unwanted intensity of wave from power systems (such as heat, fluid, 
electricity, light, sound, fire and sun) with use of acoustic filters for sensors and 
transducers after proper signal conditioning. This chapter contains basic introduc-
tion on monitoring and its protocol for the policy instrument on noise protection 
and security from power systems at holy places. Lot of noise and discomfort levels 
has been observed due to crowding and unwanted physical agents at holy places. 
The effects of unwanted physical agents from various power systems at holy places 
need to be thoroughly investigated.

The power systems are classified as per source signals of solar power, electric 
power, light power, sound power, heat power, fluid power and fire power [1]. 
The acoustic filters as per source of noise signals are defined [1–12]. The filters 
are differentiated as per source signal of unwanted frequencies from solar power, 
electric power, light power, sound power, heat power, fluid power and fire power. 
Some examples of acoustic filters for sensors and transducers with their energy 
balance for a human brain along with human comfort and health are exemplified 
[1, 2]. A slide rule for noise measurement is illustrated along with noise grades and 
flag colors under limiting conditions [1, 2]. Detail discussions on dynamics of holy 
places are also presented later in the chapter.

1.2 Literature review

There are various aspects of studying power systems. Numerous studies are 
conducted on power systems from energy and economic point of view. Taner and 
Demirci [13] presented energy and economic analysis of the wind turbine plant’s 
draft for the Aksaray city. A 1 MW of the wind turbine plant was calculated for 
energy and economic analysis. Taner [14] conducted scenario analysis for a wind 
power plant in the Cappadocia region. The region was selected due to its high wind 
potential. This study determined that the construction of wind power plant can 
be suitable for the Cappadocia region by using the escalation method of inflation. 
Topal et al. [15] studied the significance of a trigeneration (TG) system. In this 
theoretical study, a trigeneration system converts a single fuel source into three 
useful energy products (i.e. power, heating and cooling), and focuses on the simula-
tion with direct co-combustion of poultry wastes. Taner et al. [16] presented a case 
study of energy management in a sugar factory in Turkey. The study has analyzed 
energy consumption, the quantity of material production, and figure out a suit-
able energy efficiency measures for the sugar factory. Topal et al. [17] performed 
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thermodynamic analysis on Çan Circulating Fluidized Bed Power Plant (CFBPP) 
co-fired with olive pits. Taner and Sivrioglu [18] conducted energy and exergy 
analysis of a model sugar factory in Turkey. The study determines the best energy 
and exergy efficiency with mass and energy balances as per design parameters for 
a sugar factory. Taner [19] studied the optimization processes of energy efficiency 
for a drying plant. The objective of study was to find the optimum energy and 
exergy efficiencies for the drying plant (production of bulgur). Taner [20] studied 
the performance of a proton exchange membrane (PEM) fuel cell with variation of 
its pressure and voltage parameters. The objective of the study was to improve the 
performance, efficiency and development of modeling and simulations of PEM fuel 
cells with aid of experimental optimization. Taner and Sivrioglu [21] developed a 
general model (sugar production processes) based on data provided by a real plant 
through an exergy analysis. The study explored the improvement of performance 
indicators of a turbine power plant through thermoeconomic analysis.

Some studies are also conducted on monitoring of pilgrims of holy places. 
Suryavanshi and Pandita [22] developed Wireless Sensor Network (WSN) based 
parameters for each pilgrim, who is equipped with a mobile unit which consists of 
micro-controller, GPS, GSM module, LCD, heartbeat sensor, temperature sensor, 
keypad and battery. Server unit initiate and transmit the query to mobile unit. 
On receiving the query by Mobile unit, it transmits its UID, latitude, longitude 
and a time stamp as a reply of received query to the server. Rajwade and Gawali 
[23] presented a real-time pilgrim tracking and health monitoring system, which 
was designed and implemented using Arduino in order to help the authority solve 
problem of pilgrim tracking and health monitoring system. A wearable unit was 
provided to each pilgrim for sensing the location and vital health parameters of that 
person. The authority in the control room was connected to the wearable unit using 
global system for mobile communication. The significance of this system is benefits 
to both pilgrims as well as to the authority.

Studies are also conducted on acoustic and other comfort parameters at religious 
places and mosques. Adnan et al. [24] presented a study to assess the acoustic qual-
ity level of three public mosques in Batu Pahat. They presented that good acoustic 
quality is necessary for appreciation in prayers. Karaman and Guzel [25] inves-
tigated the objective parameters of sound for the main prayer hall of the Bedirye 
Tiryaki Mencik Mosque in Manisa (Turkey). Prawirasasra and Mubarok [26] 
studied Syamsul Ulum Mosque (MSU) located at Telkom University, Indonesia for 
its actual acoustic condition and acoustical design. Main hall was considered as pri-
mary venue and is taken as analysis area. Measurements of the mosque covered only 
speech-related objective parameters; reverberation time (RT), Definition (D50), 
Sound Strength (G) and Noise Criteria (NC). Gul and Calıskan [27] discussed the 
design issues of a contemporary mosque, namely, Dogramacızade Ali Pasa Mosque 
in Ankara, Turkey. Architectural design parameters are evaluated supported with 
acoustical parameters with aid of computer simulation. Sezer and Kaymaz [28] 
studied users’ perception of indoor environmental conditions in historical mosques 
in Turkey. The study focused on thermal, visual and acoustical comfort. For this 
purpose, a user’s satisfaction survey was conducted to eight historical mosques’ 
users in Bursa.

Few relevant papers on wind energy conversion and their annoying effects are 
briefed here. The annoying effects of wind energy conversion were investigated 
by Pohl et al. [29]. The study combined the methodology of stress psychology 
with noise measurement with an integrated approach and residents of a wind 
farm in Lower Saxony were interviewed on two occasions (2012, 2014) and given 
the opportunity to use audio equipment to record annoying noise. In another 
study, Krug and Lewke [30] presented a general overview on electromagnetic 
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interference (EMI) with respect to mega-watt wind turbines. Possibilities of mea-
suring all types of electromagnetic interference were explained with emphasis 
on a GSM transmitter mounted on a mega-watt wind turbine. Karpat and Karpat 
[31] reviewed and discussed electromagnetic compatibility (EMC) for a wind 
turbine.

1.3 Possible solutions

The need of the hour is to conserve these holy places and their habitants. This 
however requires long term planning and judicious management, developed on 
the basis of sound scientific knowledge on the status and dynamics of the different 
holy places and their habitants along with their interaction with the environment 
and their physical agents. Such information is few and far apart, resulting in a poor 
understanding of the noise systems at these places.

It is essential therefore to generate a global data base on the present condition of 
the different noise system parameters at these places. Developing such an informa-
tion bank, is not easy task, for at following reasons: (i) the existing diversity in 
noise systems at these places, because of wide variations in climate, topography, 
land use patterns, noise types, life forms and human societies makes this task 
immense; and (ii) this diversity in noise systems and human societies, have resulted 
in very distinct resource use patterns that are area specific.

The data when generated could be used for local specific planning of holy sites, 
participatory management and appropriate conservation strategies.

1.4 Micro-planning

Micro-planning also referred to as local or decentralized planning is probably 
necessary for efficient use, management and conservation of holy places [32]. The 
best source of such information would be the local communities who regularly use 
these holy places for their basic survival needs, though very little has been learnt 
from them. Local specific data is therefore scarce, and collecting them is not easy job.

One method of achieving this goal would be, to promote studies on monitor-
ing noise system data parameters at these holy places. Involving the literate local 
communities, youth and non-governmental organizations, in the task of monitor-
ing, could be one way of solving this problem. Local people with collaboration of 
experts monitoring their own local habitants as well as monitoring their data would 
be more effective.

1.5 Importance of monitoring

• Monitoring is a tool, that could be used for developing a data base for micro 
level planning;

• Monitoring is a process of inventory repeated at regular intervals of time, 
which can be used for building ongoing or continuous data base of noise 
systems parameters at holy places and their habitants;

• The first study on a given parameter may be used as the baseline data or infor-
mation used for comparisons with the periodically monitored information;

• Monitoring gives an in depth understanding of the status and dynamics of the 
noise data resources in the ecosystem;
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• It identifies the needs of the community;

• It helps in evaluating people’s own actions;

• It promotes better resource planning both at the individual level and at the 
community level;

• It gives a continuous feedback during project implementation thus ensuring 
quality;

• It helps in evaluating real-time data base of noise systems;

• It provides an information base for future projects;

• It furnishes information for decision makers;

• Monitoring is therefore an essential aspect of noise systems resource planning 
and management.

1.6 Noise systems monitoring methods: an ecosystem approach

As stated by Odum (1983), the term ecosystem means ‘systems of the environ-
ment’. Thus, the physical environment in a given area or unit, with all the living 
components there, together with the network of interactions among these people 
and with their physical environment constitutes an ecosystem [32].

1.6.1 Collection of essential information on the ecosystem

The first part in noise systems monitoring study is to define a geographical area 
of the holy place where the study is to be conducted. Once the study area is selected, 
some important background information about this region needs to be collected 
in order to plan and conduct a scientific study on noise systems monitoring. This 
information is mainly on two aspects of the chosen study area, namely the socio-
economic features and acoustic filters use patterns.

Given below is a list of background information that may be collected from the 
ecosystem of holy places and their habitants:

• Historical and cultural information about the area (e.g. changes in soil quality, 
water quality and its availability, traditional spiritual practices etc.);

• Information on social, economic, educational, demographic (local and transit 
population), health and development activities;

• Maps of the land;

• Soil conditions;

• Facts on water resources, rainfall, solar and temperature pattern;

• Data on all the households in the noise ecosystem;

• Information on acoustic filters use pattern and their topography.
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2. Monitoring protocol

The theory of ‘Acoustic filters for sensors and transducers’ as proposed by the 
author is used in designing energy policy instrument for monitoring and evaluation 
of holy places and their habitants [1]. The noise data monitoring protocol has to 
be structured with a systematic approach. Depending upon interaction with local 
authorities of the holy places, a specific region specific monitoring protocol can be 
established on a case to case basis.

A monitoring protocol and its questionnaire can be used for survey of noise ecosys-
tem at holy places. These questionnaires are related to the monitoring and assessment of 
noise that has to be abated. These noise monitoring surveys are conducted for variety of 
reasons. These can be: (i) evaluation of current noise levels at holy places; (ii) assess the 
noise exposure of habitants in their dwellings; (iii) identify sources of noise; (iv) estab-
lish a base line data for noise; (v) establish community response through measurement 
and verification of noise data; (vi) establish laws and legislation for setting up permis-
sible noise levels; and (vii) develop and validate noise models for simulation.

In the monitoring survey, for each parameter the following are explained: (i) the 
aim of monitoring; (ii) importance of monitoring; (iii) sampling techniques; 
(iv) the procedure to be followed; and (v) recording and analysis of information. 
Points that can be considered while taking up a monitoring program: (i) visits to 
holy places should be structured and informed well in advance; (ii) appropriate 
 modifications can be adopted for field methods depending on local conditions; 
(iii) developing a good relationship with the local people and organizations is 
necessary for field monitoring; and (iv) certain rules and precautions should be 
adopted during the field work depending upon faith and religion.

2.1 Methods of information collection

The first step in noise monitoring program is to collect scientifically sound 
information or data which can be used for further analysis and interpretation. This 
can be achieved by appropriate procedures to the noise parameter that is to be inves-
tigated. Sampling methods simplify the process of collecting scientifically accurate 
information. Such data can be used for further analysis to reveal reliable patterns 
and features of the parameters of the noise monitoring study.

2.1.1 Data collection

This is the first step for a noise monitoring investigation. Utmost care should be 
taken while collecting the data. A description of data collection methods is briefed 
here. There are two distinct methods of data collection. Primary and Secondary; 
Primary data collection involves data that is directly collected during the process of 
investigation. Secondary data collection involves data that is collected from differ-
ent sources (i.e. data that is already available).

Methods of primary data collection include: (i) tapping the local knowledge; 
and (ii) direct measurements. In tapping the local knowledge, the members of the 
local community are an excellent source of information. They can provide valuable 
information on the local data. Two methods may be employed to collect informa-
tion from the local source: (i) formal interviews; and (ii) informal interviews and 
participant observation. In both the above methods the investigator directly con-
tacts the local inhabitants from whom the information has to be collected. Formal 
interviews are conducted when: (i) the objectives of the study are clearly defined 
prior to the interview; and (ii) the contents of the interview are distinctly listed. 
A structured questionnaire is generally used for this purpose.
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2.1.2 Questionnaire

A questionnaire consists of a list of questions related to the noise monitoring 
investigation [33]. This is prepared by the investigator who collects the information 
in the space provided in the questionnaire.

Preparation of questionnaire requires a great deal of understanding and 
thought about the noise system and its affected ecosystem. Some general prin-
ciples which may assist in drafting the questionnaire may consist of the following 
parameters:

• The number of questions should be kept to the minimum;

• The questions should be relevant to the objectives of the noise monitoring 
program;

• The questions should be short and in simple words. They should be unambigu-
ous and easily understood;

• Questions should be arranged in a logical sequence such that, those pertaining 
to the background of the respondent (i.e. person who is being interviewed) 
should precede questions on the main information. The respondents could 
express their views toward the end of the questionnaire;

• As much as possible, the questions should be framed in such a way so as to 
extract brief, clear answers like ‘yes’ or ‘no’;

It is desirable to pre-test the questionnaire (i.e. try it once in the field) in order to 
check its effectiveness and to eliminate any drawbacks.

Informal interviews and careful observation of the subject often gives better 
information, as this method, does not have the obvious limitations of the formal 
approach. Here, the subject without being self-conscious may offer better infor-
mation. In informal interviews, the number of questions should be limited and 
relevant to the objective so that the interviewer is able to recall the information 
later. The interviewer should document the information and observations as soon as 
possible after the informal interview.

In the direct measurements, the investigator directly measures to find out the 
required information. Direct measurements can give better information on the 
various parameters that will be collected and analyzed. Sampling is an important 
tool which helps in better understanding the quality and quantity of an entire 
noise ecosystem of holy place and its habitants. When the study area is very large, 
an extensive study demands enormous amounts of money and human resources. 
A portion, or sub-set of the entire population referred to as a sample, is therefore 
chosen for a detailed assessment. Such a careful selection of sample is considered to 
be as good as examining the entire population. Sample size may be selected depend-
ing on: (i) degree of accuracy desired; (ii) time availability; (iii) available financial 
and other resources; and (iv) available manpower.

2.1.3 Sampling methods

There are many sampling methods for different kinds of ecological studies. In 
this manual simple random sampling and stratified random sampling are described 
because they are widely used. These methods result in more reliable representative 
distribution of samples.
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be as good as examining the entire population. Sample size may be selected depend-
ing on: (i) degree of accuracy desired; (ii) time availability; (iii) available financial 
and other resources; and (iv) available manpower.

2.1.3 Sampling methods

There are many sampling methods for different kinds of ecological studies. In 
this manual simple random sampling and stratified random sampling are described 
because they are widely used. These methods result in more reliable representative 
distribution of samples.
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The simple random sampling is used for a homogeneous population. In this tech-
nique sample selection is done randomly so that each and every section of the popu-
lation has the same chance of being included in the sample. This process results in 
less chance of bias. There are two methods: (a) Lottery method: This is followed to 
ensure the randomness. In order to use this method for selecting the samples, the 
names of all the items of the entire population are individually written on paper 
slips. The slips are folded and scrambled. The numbers are selected using the lottery 
method. This process is difficult to implement when the population is large. In small 
population, as the paper slips are taken out, the number of paper slips reduces in 
the lottery box. Therefore the chances of each paper slip being picked up increases. 
(b) Random table: To avoid the problems involved in the lottery method the table 
of random numbers is used. The random table has been tested for its randomness 
which is well established. Usually the random table gives the figures in four digits. 
In random sampling the sample size should be large.

Stratified sampling is done if the population is heterogeneous or is made of dis-
tinct groups. The population is first classified or divided into the different groups. 
For example, if a human population study is done in a village the population can be 
divided into sub groups based on the type of acoustic filters in different households. 
Each of these groups is distinct and forms a division. The households in a noise 
ecosystem can be classified according to their socio-economic status (and type of 
acoustic filter being one of the determining criteria). The stratified random sam-
pling method is considered as the most satisfactory and efficient method as it gives 
more representative samples. It should be noted however that, great care should be 
taken while dividing the population into different groups.

Data collection is followed by presentation, analysis and interpretation. After 
the data collection, it is necessary to be aware of methods of organizing data 
and performing basic statistical calculations even before one begins the study. 
Organization involves classifying and tabulating the data collected which is then 
analyzed and presented in an orderly form.

Methods of secondary data collection involve the information which is already 
available from different sources and should be collected prior to the field inves-
tigation and measurements. These can be: (i) recorded information, which are 
published data from governmental and non-governmental agencies, scientific 
institutions and historical records; and (ii) group discussions with the local com-
munity, which involve informal group discussions with members of the local 
community can yield valuable information. This helps in identifying some of the 
salient features of the ecosystem or community to be studied, which in turn helps in 
deciding on the noise system parameters that are important in that ecosystem. This 
also helps in building good rapport with the local community which is essential to 
collect good information. Discussions can also be held with a few key informants. 
Maps are essential tools in the monitoring exercise. They give quantitative informa-
tion on a geographical or spatial scale. Maps are simple, effective and can therefore 
be easily understood. One can visualize vast spatial information at a glance. Maps 
tell us exactly where the selected study area is, and in addition, gives details on the 
physical features of the holy place. This saves considerable amount of time in the 
field. Remote sensing is restricted to methods which use electromagnetic energy, 
to collect information on the different geographical features on the earth’s surface. 
Based on the physical and chemical properties (tone, texture, shape and location), 
the different objects on the surface of earth, reflect, re-radiate or emit varying 
amounts of electromagnetic energy in different wave lengths. The measurements of 
the reflected, re-radiated or emitted electromagnetic radiation, forms the basis for 
understanding the characteristic features on the earth. These typical responses are 
used to distinguish the objects from one another.
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2.2 Data interpretation and report making

Interpretation is making conclusions based on the analyzed data. This is the 
most important part of the investigation. The data is interpreted based on the 
trends, patterns, principles of noise ecosystem and its concepts. The information 
thus analyzed and interpreted requires to be communicated to different groups 
of the community and various stakeholders like, decision makers and planners, 
researchers, students and general population. Report making is one method of 
communicating the findings to these target groups. The language and method used 
in preparing the report should vary depending on the group for whom it is aimed.

2.2.1 Data interpretation

Interpretation helps to take decisions and plan developmental work. The whole 
task of investigation fails if the conclusions drawn are not correct. A wrong or 
incomplete interpretation may mislead the decision making process. While inter-
pretation of data, other associated and related factors should be considered.

In interpretation of data, following points should be considered:

• Bias or preconception must be avoided while interpreting data. Conscious or 
unconscious bias on the part of the investigator leads to false interpretations;

• While making comparisons there should be consistency in defining the noise 
monitoring parameters under study;

• General conclusions should not be made based on inadequate data. 
Conclusions driven based on micro-level data of noise ecosystem should not 
be generalized or extrapolated at the micro-level;

• While interpreting the data, other relevant variables should be considered. 
This is applicable specially to noise ecosystems as the interactions between 
the different factors are too many;

• Smaller differences should not be neglected as these may lead to important 
conclusions;

• Devising of any hypothesis should be supported with sufficient data.

2.2.2 Report making

Report making can be done in different ways. Three forms of report are: (i) a sci-
entific reporting for researchers, students, teachers and other stakeholders who are 
involved in similar investigations; (ii) reporting for planners and decision makers 
and other governance officials; and (iii) reporting for literate local communities.

Scientific reporting gives a detailed account of the investigation and includes 
the methodology, data and a complete view of holy places and their dynamics. It 
should also analyze the findings and give possible reasons for them. Such report 
helps in comparative analysis of various noise ecosystems. A detailed account of the 
material and methods used for investigation should be provided. It is important to 
clearly describe the procedures followed in the investigation. Any noise ecosystem 
study should have a description of the holy site. A description of the holy site should 
include its historical, social and cultural background, weather, soil conditions, 
demographic factors and acoustic filters use pattern. Tables, diagrams, graphs and 
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The simple random sampling is used for a homogeneous population. In this tech-
nique sample selection is done randomly so that each and every section of the popu-
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• While interpreting the data, other relevant variables should be considered. 
This is applicable specially to noise ecosystems as the interactions between 
the different factors are too many;

• Smaller differences should not be neglected as these may lead to important 
conclusions;

• Devising of any hypothesis should be supported with sufficient data.

2.2.2 Report making

Report making can be done in different ways. Three forms of report are: (i) a sci-
entific reporting for researchers, students, teachers and other stakeholders who are 
involved in similar investigations; (ii) reporting for planners and decision makers 
and other governance officials; and (iii) reporting for literate local communities.

Scientific reporting gives a detailed account of the investigation and includes 
the methodology, data and a complete view of holy places and their dynamics. It 
should also analyze the findings and give possible reasons for them. Such report 
helps in comparative analysis of various noise ecosystems. A detailed account of the 
material and methods used for investigation should be provided. It is important to 
clearly describe the procedures followed in the investigation. Any noise ecosystem 
study should have a description of the holy site. A description of the holy site should 
include its historical, social and cultural background, weather, soil conditions, 
demographic factors and acoustic filters use pattern. Tables, diagrams, graphs and 
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photographs should be used to support the description. This is for easy understand-
ing and interpretation of the results of the investigation. The holy site description 
is followed by description of results, discussions, future planning, summary and 
references.

Reporting for planners and decision makers and other governance officials do not 
have much interest in detailed and technical scientific reports. This group is normally 
interested in the planning. Time may also be constraint for this group, therefore a 
report targeted for this group should be brief and clear and may contain brief and 
easy to understand sections of site description, status of noise ecosystem, conclusions 
and future planning. Future planning section is of major importance to the target 
group. The proposed plan for holy place and its noise ecosystem must be explained 
from the ecological, economic, social and cultural points of view with adequate 
figures to support it. Both the benefits and drawbacks of the plan should be discussed.

Reporting for the literate local community should be simple, brief and clear. 
Too many technical details should be avoided. The report should revolve around 
the community’s interest. In the introductory part the importance and objec-
tives of the study with reference to the community should be highlighted. Data 
which is relevant to the welfare of the community should be presented as simple 
as possible. Important conclusions drawn from the study should be emphasized. 
The proposed plan and the projected benefits as well as the possible drawbacks 
associated with it in terms of ecological, economic, social, and cultural con-
siderations should be explained with brief discussions. The role of community 
members in the proposed plan should be mentioned. Any new technological 
information to be presented should be simplified with clarity. It is a good idea to 
provide the brief know how of the technology, with name of the provider and 
contact person.

3. Theory of acoustic filters for sensors and transducers

The displacement for any charged particle is defined by change of its position. 
A displacement has length and direction. The physical quantities that have features 
like displacements are called vectors. Vectors have both magnitude and direction 
and combine as per rules of addition. The physical quantities that are defined by 
number and unit and that only have magnitude are called scalars. The behavior of 
gases over wide range of temperatures is predicted through kinetic theory model by 
average kinetic energy of translation.

In collisions with the source of an energy such as due to firing in air at the 
kinetic velocity of a bullet of a gun, the rotational and vibrational modes of motion 
are excited, which contribute to the internal energy of the air for propagation of 
sound waves. The total energy consists of kinetic energy of translation and kinetic 
energy of vibration of atoms in a molecule and potential energy of vibration of 
the atoms in a molecule. The magnetic energy also contributes to the total energy, 
however the available energy depends only on the temperature and has distribution 
of equal parts to each of the independent ways in which the molecules are able to 
absorb energy. The theorem (mention here, with no proof) is called equipartition 
of energy was deduced by James Clerk Maxwell. Each such independent way of 
absorbing energy is termed as degree of freedom for a molecule of gas.

The acoustic filters are defined based on the model of kinetic theory of gases for 
filtering unwanted frequencies of oscillations from a power system. It is a network 
with selective transmission for currents from a power system of varying frequency. 
A new theory for noise protection and security from power systems is presented. 
An acoustic filter is used to filter unwanted frequencies of oscillations from a power 

131

Acoustic Filters for Sensors and Transducers: Energy Policy Instrument for Monitoring…
DOI: http://dx.doi.org/10.5772/intechopen.81949

system. It is a network with selective transmission for currents from a power system 
of varying frequency. The noise protection and security is a crucial operation for 
obtaining a desired output from a power system.

The unwanted frequencies generated from a power system are removed by using 
an operational amplifier with different combination of filter arrangements. The 
filters are differentiated as per source signal of unwanted frequencies from solar 
power, electric power, light power, sound power, heat power, fluid power and fire 
power. The acoustic filter is an electrical analog circuit of various combinations of 
RC feedback circuit with an operational amplifier [1–7].

3.1 Operational amplifier

An operational amplifier is an integrated circuit that consists of several bipolar 
transistors, resistors, diodes, and capacitors, interconnected so that amplification 
can be achieved over a wide range of frequencies. The open loop configuration of 
an operational amplifier has the highest possible gain when running wide open. In 
the closed loop configuration, it is easy to control the gain due to negative feedback. 
This feedback is obtained by connecting the output to the inverting input through 
a potentiometer. The negative feedback is useful for volume control of a highly 
versatile amplifier. The gain in closed loop configuration is directly proportional to 
the feedback loop resistance.

3.2 Acoustic filters

The action of filtering the frequency from a power system is based on the 
variation in the reactance of an inductance or a capacitance with the frequency. 
The band of frequencies that can be removed from a power system can be at the 
low frequency end of frequency spectrum, at the high frequency end, at both ends, 
or in the middle of the spectrum. The filters to perform each of these operations 
are known respectively as low-pass filters, high-pass filters, band-pass filters and 
band-stop filters. There are many configurations of design of filters. The filters are 
divided into passive and active configurations. The passive filters are less effective 
simple circuits constructed with resistors, capacitors, and inductors. The active 
filters are useful in providing an effective filtering action than passive filters. The 
active filters require a source of operating power.

3.3 Acoustic filter systems

The criteria for definitions of filters for noise filtering is based on areas of energy 
stored in a wave due to noise interference, speed of wave and difference of power 
between two intensities of wave [6]. The filtered noise signals are considered from 
systems of solar power, electric power, light power, sound power, heat power, fluid 
power and fire power. The acoustic filters as per sources of noise are defined [12].

3.3.1 Filter for noise of sol

This filter is used to filter noise due to power intensities difference between two 
solar power systems. Example: window curtain, window blind, wall and sunglasses.

3.3.2 Filter for noise of therm

This filter is used to filter noise due to power intensities difference between two 
heat power systems. Example: house, insulation, clothing and furnace.
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of energy was deduced by James Clerk Maxwell. Each such independent way of 
absorbing energy is termed as degree of freedom for a molecule of gas.

The acoustic filters are defined based on the model of kinetic theory of gases for 
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system. It is a network with selective transmission for currents from a power system 
of varying frequency. The noise protection and security is a crucial operation for 
obtaining a desired output from a power system.

The unwanted frequencies generated from a power system are removed by using 
an operational amplifier with different combination of filter arrangements. The 
filters are differentiated as per source signal of unwanted frequencies from solar 
power, electric power, light power, sound power, heat power, fluid power and fire 
power. The acoustic filter is an electrical analog circuit of various combinations of 
RC feedback circuit with an operational amplifier [1–7].

3.1 Operational amplifier

An operational amplifier is an integrated circuit that consists of several bipolar 
transistors, resistors, diodes, and capacitors, interconnected so that amplification 
can be achieved over a wide range of frequencies. The open loop configuration of 
an operational amplifier has the highest possible gain when running wide open. In 
the closed loop configuration, it is easy to control the gain due to negative feedback. 
This feedback is obtained by connecting the output to the inverting input through 
a potentiometer. The negative feedback is useful for volume control of a highly 
versatile amplifier. The gain in closed loop configuration is directly proportional to 
the feedback loop resistance.

3.2 Acoustic filters

The action of filtering the frequency from a power system is based on the 
variation in the reactance of an inductance or a capacitance with the frequency. 
The band of frequencies that can be removed from a power system can be at the 
low frequency end of frequency spectrum, at the high frequency end, at both ends, 
or in the middle of the spectrum. The filters to perform each of these operations 
are known respectively as low-pass filters, high-pass filters, band-pass filters and 
band-stop filters. There are many configurations of design of filters. The filters are 
divided into passive and active configurations. The passive filters are less effective 
simple circuits constructed with resistors, capacitors, and inductors. The active 
filters are useful in providing an effective filtering action than passive filters. The 
active filters require a source of operating power.

3.3 Acoustic filter systems

The criteria for definitions of filters for noise filtering is based on areas of energy 
stored in a wave due to noise interference, speed of wave and difference of power 
between two intensities of wave [6]. The filtered noise signals are considered from 
systems of solar power, electric power, light power, sound power, heat power, fluid 
power and fire power. The acoustic filters as per sources of noise are defined [12].

3.3.1 Filter for noise of sol

This filter is used to filter noise due to power intensities difference between two 
solar power systems. Example: window curtain, window blind, wall and sunglasses.

3.3.2 Filter for noise of therm

This filter is used to filter noise due to power intensities difference between two 
heat power systems. Example: house, insulation, clothing and furnace.
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3.3.3 Filter for noise of photons

This filter is used to filter noise due to power intensities difference between 
two lighting systems. Example: 3-D vision of any object, cell-phone, electric bulb, 
television, computer and LCD screen laptop.

3.3.4 Filter for noise of electrons

This filter is used to filter noise due to power intensities difference between two 
electrical power systems. Example: AM/FM radio clock with ear phones, telephone 
instrument with ear phones, cell-phone with ear phones and CD audio player with 
ear phones.

3.3.5 Filter for noise of scattering

This filter is used to filter noise due to power intensities difference between 
two fluid power systems. Example: electric fan, pump, motor vehicle, river stream 
and tap water.

3.3.6 Filter for noise of scattering and lightning

This filter is used to filter noise due to power intensities difference between 
two fire power systems. Example: lighter, matchstick, gas stove, locomotive engine 
and thunder-bolt.

3.3.7 Filter for noise of elasticity

This filter is used to filter noise due to power intensities difference between two 
sound power systems. Example: your vocal chords, organ pipe, thunder-bolt and 
drum beats.

4. Sensors and transducers: energy balance for a human brain

Your body has feedback systems that regulate the internal environment of your 
body. The feedback systems make use of storage depots and numerous feedback 
loops. The monitoring of plasma calcium is a good example of negative feedback. 
The bones constitute large storage depots for calcium, for the plasma to withdraw 
these storage supplies in times of need. Our body’s homeostatic regulatory systems 
are represented by feedback loops. The feedback is considered negative, when it is 
compensating or negates any change. The negative feedback is essential to stabilize 
a system. The gastrointestinal tract, the lungs, the kidneys, and skin of your body 
make exchange of materials and energy between the internal and the external 
environments. A steady state is achieved by regulatory mechanisms involving the 
balance between the inflow and outflow of the internal environment that stabilizes 
the composition of the internal environment. The tendency to regulate the internal 
environment so that it is maintained in a steady state is called homeostasis.

The keeping of face beard (facial hair) and wearing of a knitted head cloth (patka) 
and a turban (pag) on your body has a logical and a scientific significance. The daily 
self-making folds of hair knots and making round folds of turban over the head of 
your body with colorful cotton cloths has following historical, medical benefits: (i) it 
indicate, protects and concentrate the disciplinary physical and mental strength of a 
person; (ii) it gives hair tonic to the growth of hairs on your body due to solar energy; 
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(iii) the whole system acts as an acoustic filter and provides immunity to your body; 
and (iv) the folded Patka with style, folded design of hair knots on top of your head is 
your identity in time domain, the face beard on your body is a measuring ration and a 
sign of man, the turban with style, color, design is your identity in space domain.

The energy generated by metabolism rate of your body varies considerably with 
the activity of your body. A unit to express the metabolic rate per unit of area of 
your body is termed as met (1 met = 58.2 W m−2), defined as the metabolic rate 
for your body while seated quite (called sedentary). The variable which affects 
the comfort of your body is the type and amount of clothing that you are wearing. 
The insulation of clothing is defined as a single equivalent uniform layer over your 
whole body. The insulation value for clothing of your body is expressed in terms 
of clo units (1 clo = 0.155 m2-C W−1). A heavy business suit with accessories has 
insulation value of 1 clo, whereas a pair of shorts has 0.05 clo.

5. Results: a slide rule for noise measurement

Table 1 has summarized units of noise and their limiting conditions [8–12]. 
Table 1 has also notated grades and flag colors under limiting conditions.

Figure 1 has presented a double-sided hexagonal slide rule with seven edges 
for noise measurement representing seven sources of noise. Reference value used 
for I2 is −1 W m−2 on positive scale of noise and 1 W m−2 on negative scale of 
noise. Positive scale of noise has 10 positive units and one negative unit. Whereas, 

aReference value of G2 = ±U signifies the limiting condition with areas of noise interference approaching to zero.

Table 1. 
Noise grades and flag colors under limiting conditions.
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This filter is used to filter noise due to power intensities difference between 
two lighting systems. Example: 3-D vision of any object, cell-phone, electric bulb, 
television, computer and LCD screen laptop.
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electrical power systems. Example: AM/FM radio clock with ear phones, telephone 
instrument with ear phones, cell-phone with ear phones and CD audio player with 
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make exchange of materials and energy between the internal and the external 
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balance between the inflow and outflow of the internal environment that stabilizes 
the composition of the internal environment. The tendency to regulate the internal 
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self-making folds of hair knots and making round folds of turban over the head of 
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(iii) the whole system acts as an acoustic filter and provides immunity to your body; 
and (iv) the folded Patka with style, folded design of hair knots on top of your head is 
your identity in time domain, the face beard on your body is a measuring ration and a 
sign of man, the turban with style, color, design is your identity in space domain.

The energy generated by metabolism rate of your body varies considerably with 
the activity of your body. A unit to express the metabolic rate per unit of area of 
your body is termed as met (1 met = 58.2 W m−2), defined as the metabolic rate 
for your body while seated quite (called sedentary). The variable which affects 
the comfort of your body is the type and amount of clothing that you are wearing. 
The insulation of clothing is defined as a single equivalent uniform layer over your 
whole body. The insulation value for clothing of your body is expressed in terms 
of clo units (1 clo = 0.155 m2-C W−1). A heavy business suit with accessories has 
insulation value of 1 clo, whereas a pair of shorts has 0.05 clo.

5. Results: a slide rule for noise measurement

Table 1 has summarized units of noise and their limiting conditions [8–12]. 
Table 1 has also notated grades and flag colors under limiting conditions.

Figure 1 has presented a double-sided hexagonal slide rule with seven edges 
for noise measurement representing seven sources of noise. Reference value used 
for I2 is −1 W m−2 on positive scale of noise and 1 W m−2 on negative scale of 
noise. Positive scale of noise has 10 positive units and one negative unit. Whereas, 

aReference value of G2 = ±U signifies the limiting condition with areas of noise interference approaching to zero.

Table 1. 
Noise grades and flag colors under limiting conditions.
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negative scale of noise has 1 positive unit and 10 negative units. Each unit of sol, sip 
and bel is divided into 11 parts, 1 part is 1/11th unit of noise. The base of logarithm 
used in noise measurement equations is 11.

The results of noise filtering using various noise measurement equations for an 
outdoor duct exposed to solar radiation are tabulated in Tables 2–5 [2].

Air velocity 
(m s−1)

Fluid power 
(W m−2)

Air temperature difference 
(ΔT) °C

Noise of scattering oS 
(oncisip)

1.35 47.62 15.28 17.72

1.05 37.0 18.22 16.50

0.75 26.45 22.40 15.02

0.45 15.87 28.15 12.65

0.15 05.29 29.80 07.64

Table 3. 
Temperature difference and noise of scattering with air velocity (S = 650 W m−2).

Figure 1. 
A double sided hexagonal scales of noise with seven edges (S denotes sun).

Solar irradiation (W m−2) Air temperature difference (ΔT) °C Noise of sol oS (oncisol)

450 15.50 28

550 18.90 28.93

650 22.40 29.7

750 25.90 30.36

850 29.40 30.91

Table 2. 
Temperature difference and noise of sol with solar irradiation (air velocity: 0.75 m s−1).

(ΔT) °C Mass 
flow rate 
(Kg s−1)

Thermal 
power 

(W m−2)

Noise of 
therm

oS (oncisol)

(ΔT) °C Mass flow 
rate (Kg s−1)

Thermal 
power 

(W m−2)

Noise of 
therm

oS (oncisol)

15.50 0.01376 71.09 19.5602 15.28 0.0231 117.65 21.868

18.90 0.01275 80.325 20.119 18.22 0.0171 103.85 21.296

22.40 0.0120 89.6 20.614 22.40 0.0120 89.6 20.614

25.90 0.0115 99.2833 21.043 28.15 8.1 × 10−3 76.0 19.866

29.40 0.0111 108.78 21.505 29.80 6.2 × 10−3 61.59 18.898

Table 4. 
Mass flow rate and noise of therm with (ΔT) °C.

135

Acoustic Filters for Sensors and Transducers: Energy Policy Instrument for Monitoring…
DOI: http://dx.doi.org/10.5772/intechopen.81949

6.  Integration of real-time noise system parameters with command and 
control center

Noise monitoring data of holy places and their habitants can be collected in real-
time domain with aid of computerized monitor and control distributed systems 
at master location. The system is called Supervisory Control and Data Acquisition 
(SCADA). The control may be automatic, or initiated by operator commands. 
The data acquisition is accomplished firstly by the remote terminal units (RTU’s) 
scanning the field inputs connected to the programmable logic controller (PLC). 
This is usually done at the fast rate. The central host will scan the RTU’s usually at 
a slower rate. The data is processed to detect alarm conditions, and if an alarm is 
present, it will be displayed on special alarm lists. Data can be of three main types. 
Analogue data (i.e. real numbers) will be trended on data analytics software  
(i.e. placed in graphs). Digital data (on/off) may have alarms attached to one state 
or the other. Pulse data (e.g. counting revolutions of a meter or counter) is normally 
accumulated or counted.

A typical SCADA system includes remote sensors, controllers, or alarms located 
at facilities of holy places, as well as a central processing system situated in an 
appropriate location. SCADA systems integrate data acquisition systems with data 
transmission systems and graphical software in order to provide a centrally located 
monitor and control system for numerous process inputs and outputs. SCADA 
systems are designed to collect information, transfer it back to a central computer and 
display the information to the operators, thereby allowing the operator to monitor 
and control the entire noise system parameters from a central location in real time.

6.1 Components of SCADA system

SCADA system is composed of the following:

• Central Monitoring Station;

• Remote Terminal Units (RTUs);

• Field Instrumentation;

• Communications Network

The Central Monitoring Station (CMS) refers to the location of the master 
or host computer. Several workstations may be configured on the CMS. It uses a 

Air 
velocity 
(m s−1)

Fluid power 
(W m−2)

Noise of 
scattering oS 

(oncisip)

Sound 
pressure 
(N m−2)

Sound power 
intensity 
(W m−2)

Noise of 
elasticity oB 

(oncibel)

1.35 47.62 17.72 557.5 752.7 30.36

1.05 37.0 16.50 433.65 455.33 28.05

0.75 26.45 15.02 309.75 232.31 24.97

0.45 15.87 12.65 185.85 83.63 20.24

0.15 05.29 07.64 61.94 09.29 10.12

Table 5. 
Noise of elasticity with air particle velocity (Impedance Z0 = 413 N s m−3 at 20°C).
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negative scale of noise has 1 positive unit and 10 negative units. Each unit of sol, sip 
and bel is divided into 11 parts, 1 part is 1/11th unit of noise. The base of logarithm 
used in noise measurement equations is 11.

The results of noise filtering using various noise measurement equations for an 
outdoor duct exposed to solar radiation are tabulated in Tables 2–5 [2].
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6.  Integration of real-time noise system parameters with command and 
control center

Noise monitoring data of holy places and their habitants can be collected in real-
time domain with aid of computerized monitor and control distributed systems 
at master location. The system is called Supervisory Control and Data Acquisition 
(SCADA). The control may be automatic, or initiated by operator commands. 
The data acquisition is accomplished firstly by the remote terminal units (RTU’s) 
scanning the field inputs connected to the programmable logic controller (PLC). 
This is usually done at the fast rate. The central host will scan the RTU’s usually at 
a slower rate. The data is processed to detect alarm conditions, and if an alarm is 
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Man Machine Interface (MMI) program to monitor various types of data needed for 
the operation. The Remote Station is installed at the remote points in the facilities 
being monitored and controlled by the central host computer. This can be a Remote 
Terminal Unit (RTU) or a Programmable Logic Controller. Field instrumentation 
refers to the sensors and actuators that are directly interfaced to the remote loca-
tions in the holy facilities. They generate the analog and digital signals that will be 
monitored by the Remote Station. Signals are also conditioned to make sure they are 
compatible with the inputs/outputs of the RTU or PLC at the Remote Station. The 
Communications Network is the medium for transferring information from one 
location to another. This can be via telephone line, radio or cable.

7. Discussions

A power system is defined as a power station with network of light, sound, heat, 
fluid, electricity, fire and sun, and its consumers living within its natural ecosystem 
vicinity area. Irrespective of the type of station, energy as a rule, produced on a 
centralized basis, which means that individual power stations supply energy to a 
common power grid and therefore, are combined into integrated power systems 
which may cover large territory with a larger number of consumers. Consumers are 
called habitants of the ecosystem vicinity area in the holy place.

Management of habitants through use of acoustic filters at the holy places from 
the perspective of protection from unwanted physical agents of various power 
systems is a need of time and a crucial energy policy tool. Thus management 
becomes the function of getting things done effectively by others. It is not just 
‘doing’ – but ‘doing well’. Management primarily is a function of managing people 
or habitants first and then comes the materials, equipment and systems. If habitants 
work properly, systems perform well automatically. Management is principally a 
task of planning, coordinating, motivating and controlling the efforts and interest 
of others to achieve a specific objective. The functions of management in general 
are: (i) planning; (ii) organizing; (iii) directing; (iv) coordinating; (v) controlling; 
and (vi) decision making.

Planning can be done for holy places and forecasting anticipated growth of habi-
tants. Planning is an activity of anticipating the future and discovering alternative 
courses of action. It involves in-out-lining what, how, where, when and by whom 
a particular job has to be done. It is against random action. Planning is the rational 
and orderly thinking about ways and means of achieving certain goals. It involves 
thought and decision-pertaining to a future course of action. If there is no proper 
planning—rashness, short-sightedness, random-working or haphazard setup in the 
performance of work.

Proper organization of holy places is required so as to cater the mechanism 
for all the necessary things required for their proper monitoring and evaluation. 
Organizing involves: (i) determination of activities; (ii) determining staff and 
their requirements, developing and planning qualified people in various roles and 
responsibilities; (iii) allocation of work; (iv) determination of authority and duty; 
and (v) delegation of power. Organizations calls for the matching of roles and 
responsibilities with individuals in such a way personal contentment and social 
satisfaction of people, is addition to achieving their well-being.

Knowing well that management is the art of getting work done through the 
people, management plans, organizers and staff. Directing involves energizing 
the organizational mechanism, activating it or putting it into action to carry out 
the management plan. Human resources have emotions, aspirations, sentiments, 
capacities of their own, etc. Direction of human resources is through leadership, 
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guidance, supervision, communication and counseling. Human aspect should not 
be overlooked. Workers should be made to carry out their roles and responsibilities 
willingly, wholeheartedly and with good team spirit.

Coordinating is a process of achieving team spirit and unity of action among 
human resources at all levels. Even there are people of different origins, different 
psychologies and interests, and different capacities are engaged in holy places, 
and if there is disharmony, and inefficiency, and if the workers are poorly selected 
or improperly placed at holy places, their performance is greatly weakened. 
Coordination is necessary to achieve and maintain harmony and a sound work-
ing balance. Coordination is the integration, synchronization or orderly pattern 
of group activities. Coordination should not be confused with cooperation. 
Cooperation implies collective efforts put in by a group voluntarily in any work. It 
has no time, quantity, or direction element in its observations. Both coordination 
and cooperation are essential for effective management. The disintegrating forces 
which adversely affect coordination are: (i) diverse and specialized activities; 
(ii) empire building tendencies; (iii) personal rivalries and jealousies; and  
(iv) conflict of interest.

Controlling is the process of measuring the results obtained and measur-
ing the deviation or error between what is realized and what is expected from a 
system or device. If there is deviation, suitable corrections have to be effected 
so that, realized result is in full or close agreement with the targets or expected/
desired results. Control—ensures both qualitative and quantitative performance 
of work. Proper control ensures accuracy. Control also brings to light, any lapses 
in the management, hindering the satisfactory progress of work. Controlling 
at holy places involves: (i) setting up of standards or yardsticks for habitants; 
(ii) assessment of actual performed work; (iii) determination of deviation; and 
(iv) corrective action.

Decision making, basically is the process or means of selecting one alternative 
out of two or more available alternatives. At holy places, decision making covers all 
functions of management. Good management performs its functions with wise, 
conscious, effective and appropriate decision making. Success of decision making 
is with good management, through their workers by sound judgements and quick 
logical divisions. Decision making can be done effectively through: (i) statement 
of problem; (ii) collecting or finding alternative solutions; (iii) through full study 
and management experiments; and (iv) final judicious choice. Aids for making 
decisions consist taking wise and judicious and practical decisions, which are 
highly critical, complicated and also requires deep imagination. The techniques 
which have been developed for decision making are: (i) operations research; 
(ii) linear programming; and (iii) break-even analysis. Computer systems at holy 
places can be used to solve problem of decision making. This is because it involves 
numerous data. Decisions with regard to future course of action are important 
concerning—inventory control, working conditions, cost price volumes, invest-
ments, etc.

7.1 Need for committees

(i) to study complex problems of holy places. These problems are beyond the 
capacity of single specialists. These committees are called investigating and advi-
sory committees; (ii) for achieving control and coordination, so that unity of action 
results. The committees to work for this action are the standing committees, being 
permanent in structure and action; and (iii) to train the new staff, regarding the 
problems, policies of the holy places. Standing committees called education com-
mittees or dissemination committees are appointed for this purpose.
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7.2 Dynamics of holy places

Changes in the structure and operation of holy places and their habitants are 
necessary for the reason that with modern times, the management of holy places 
should move with times. It can be changed in several ways, to keep it in turn with 
the managerial performance so that high quality output is realized. Any holy place 
should be flexible enough to get adjusted to get adapted to ever changing practices 
in operation, from time to time. The structure should be such that conflicts, misun-
derstandings and all forms of friction, inefficiencies, indiscipline and other nega-
tive factors of holy places are avoided and a serene informal atmosphere is created 
in it. One of the important and necessary results of the dynamics of holy places is to 
achieve from the top most level to the bottom most grades so that following short-
comings are totally avoided: (i) delay in decision making; (ii) frequent and serious 
errors in decision; (iii) bottlenecks; (iv) inadequate communication; (v) lack of 
clear-cut-objectives; and (vi) frequent and serious clashes among different groups 
and so on. The presence of any of the above or all the above indicates poor organiza-
tion of holy place. If such anomalies and other negative traits occur, the changes 
are absolutely necessary. But what is called ‘earthquake approach’ to make unneces-
sary drastic changes-should be guarded against. Because of significant growth of 
holy places due to increase of consumerism, modern economy, quite far reaching 
alternations may become absolutely necessary. The main purpose of changes should 
be to minimize the disturbing effects. Long range plan is more productive than the 
earthquake approach. In this long-run plan changes are put into effect over a period 
of years.

7.3 Management systems

The management system at holy places is conceived as a multitude of ele-
ments being integrated and disintegrated in a random fashion. Consequently, it 
is difficult to reveal regularity and to define the system structure at holy places. 
However, for the system to perform its main function, consistent with the objec-
tive for which it has been devised, it is immaterial what the specific complexes will 
be, i.e., which facilities of holy places will be integrated in them. This implies that 
there must exist such a system structure that is sufficiently stable and adequately 
defines the system on hand. Two holy places having the same objective will never 
be exactly identical and consequently will have distinct structures. The differ-
ences occur as a result of different traditions, individual features of personnel 
and managerial staff, regional differences, and many other intangibles. However, 
these too must be embodied into a common framework from which an objec-
tive description may evolve in the form of an abstract structure. The approach 
of representing the management system as a purposeful process can be used at 
holy places. The goal programming method in which purposefulness peculiar to 
management systems is represented as an ordered structure of a tree of goals. 
This isolation of goals into an independent structure corresponds to a stratified 
approach in system theory, i.e., the structure of the goal stratum is evaluated. The 
goal stratum represents the system but from one side. The structure of goals is of 
static nature and gives only an indication of what is to be achieved, saying nothing 
of how this can be done. The functional structure is the one to answer this ques-
tion, i.e., structuring in the functional stratum gives a clue to solve problems of 
evaluation and improvement of system performance. And, last but not the least, 
one should not overlook the physical structure of the system at holy place, which 
describes the relation between the physical objects or elements of the manage-
ment system.
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7.4 Modeling of management systems at holy places

To summarize the discussions, a generalized discussion of modeling of 
management system at holy places is briefed here. The generalized modeling of 
holy places can be pursued with the use of entropy maximization principle [34]. 
The holy places are like a transportation terminal or hub, in which devotees are 
arrived by different modules: (i) maritime; (ii) railroad; and (iii) highway. There 
are also: (iv) storage depots of materials; and (v) environmental interconnections. 
This structure of five modules reflects the actual structure of the holy places. The 
interactions with these different components of holy places are called events. 
Events in turn may be viewed as elements of the functional structure of the holy 
place system. On the one hand, they are induced by other elements, and on the 
other, they generate new elements themselves. In a module, each event is associated 
with a set of integer-valuable variables which have physical meaning owing to 
the simulating nature of the model. At the same time, these variables constitute a 
mechanism of interaction of modules. A variable being written in a module implies 
an event for this module. Variables being read out in a module mean that the events 
which are established for this module by another module are recorded. This pattern 
of simulation modeling requires that the events to be modeled occur at definite time 
instants and be respectively synchronized. This is achieved by imposing control 
on the time of modeling. In this model each module is connected with a timer, 
operating as a synchronizing clock. Modules operate step-wise. At each step of 
module operation all the events established for it by other modules are evaluated 
and the event for which time is right is recorded. As the processing of events goes 
by, the timer changes the current time.

All the modules of holy place system describe the processes of arrival and 
departures of the transportation facilities, operation of servicing of habitants. The 
module of storage of materials deals with the processes of accumulation and storage 
of goods with all transportation facilities. Accordingly, it records the events associ-
ated with the arrival and departure of habitants. The module responsible for the 
impacts of the environment models the probabilistic and independent pattern of 
arrival and departure of vehicles (of habitants and materials). Operating interac-
tively with the model implemented on a computer, the analyst can adjust the values 
of the key variables so as to achieve a satisfactory performance of the entire holy 
place. The maximum entropy principle is realized in that the distribution of arrival 
of vehicles is reduced to a random process, and the rates of service processes and 
the vehicular units are averaged. The degree of generalization may be established by 
the analyst depending on the interpretation of the events and noise systems being 
modeled. Of course management systems at holy places are not thermodynamic 
and their structures are stable away from a thermodynamic equilibrium. Borrowing 
from the non-equilibrium terminology, these systems may be categorized as 
 dissipative structures.

8. Conclusion

The chapter has introduced the energy policy instrument for noise protection 
and security by monitoring and evaluation of holy places and their habitants. A 
theory for noise protection and security with use of acoustic filters is presented. The 
acoustic filters for filtering noise from power systems are defined. The power sys-
tems are classified as per source signals of solar power, electric power, light power, 
sound power, heat power, fluid power and fire power. Some advanced level con-
figurations of acoustic filters for different power systems are described. Sensors and 
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transducers for a human brain are illustrated. The example of turban as an acoustic 
filter is illustrated. Table 1 has presented the noise units under limiting conditions 
along with noise grades and flag colors. Figure 1 has illustrated sketch of a slide rule 
for noise measurement. A brief overview of integration of noise systems parameters 
with command and control center is also presented. Discussions on dynamics and 
modeling of holy places from management perspective are also presented.
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transducers for a human brain are illustrated. The example of turban as an acoustic 
filter is illustrated. Table 1 has presented the noise units under limiting conditions 
along with noise grades and flag colors. Figure 1 has illustrated sketch of a slide rule 
for noise measurement. A brief overview of integration of noise systems parameters 
with command and control center is also presented. Discussions on dynamics and 
modeling of holy places from management perspective are also presented.
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