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Chapter 1

Industrial Silicon Solar Cells
Mehul C. Raval and Sukumar Madugula Reddy

Abstract

The chapter will introduce industrial silicon solar cell manufacturing technolo-
gies with its current status. Commercial p-type and high efficiency n-type solar cell 
structures will be discussed and compared so that the reader can get a head-start in 
industrial solar cells. A brief over-view of various process steps from texturing to 
screen-printed metallization is presented. Texturing processes for mono-crystalline 
and multi-crystalline silicon wafers have been reviewed with the latest processes. 
An over-view of the thermal processes of diffusion and anti-reflective coating 
deposition has been presented. The well-established screen-printing process for 
solar cell metallization is introduced with the fast-firing step for sintering of the 
contacts. I-V testing of solar cells with various parameters for solar cell character-
ization is introduced. Latest developments in various processes and equipment 
manufacturing are also discussed along with the expected future trends.

Keywords: silicon, solar cells, manufacturing, multi-crystalline,  
mono-crystalline, texturing

1. Introduction

Photovoltaics are an important renewable energy source which has grown rap-
idly from 8 GW in 2007 to 400 GW in 2017 [1]. Along with the increasing demand, 
the PV system costing has also dropped significantly from 35.7 $/Wp in 1980 to 
0.34 $/Wp in 2017 accelerating its adoption [2]. Silicon (Si) which is an important 
material of the microelectronics industry has also been the widely used bulk mate-
rial of solar cells since the 1950s with a market share of >90% [2]. The chapter will 
introduce the typical steps for manufacturing commercial silicon solar cells. A brief 
history of solar cells and over-view of the type of silicon substrates along with the 
different solar cell architecture will be introduced in Sections 2 and 3. Subsequently, 
the wet-chemistry and high temperature steps used in fabrication will be described 
in Sections 4 and 5. Section 6 will discuss about the metallization process along 
with typical characterization parameters for commercial solar cells. Finally, future 
roadmap and expected trends will be discussed in the concluding section.

2. Evolution of solar cells

The ‘photovoltaic effect’ literally means generation of a voltage upon exposure 
to light. The phenomenon was first observed by the French physicist Edmund 
Becquerel on an electrochemical cell in 1839, while it was observed by British scien-
tists W.G. Adams and R.E. Day on a solid-state device made of selenium in 1876 [3]. 
From the 1950s onwards, there was rapid progress in the performance of commercial 
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solar cells from <1% to >23% [2] and silicon has been the ‘work-horse’ of the pho-
tovoltaic industry since then. The evolution of silicon solar cells is shown in Figure 1.

The first silicon solar cells demonstrated by Russell Ohl of Bell Laboratories dur-
ing 1940s were based on natural junctions formed from impurity segregation during 
the recrystallization process [3]. The cells had an efficiency of <1% due to lack of 
control over the junction location and the quality of the silicon material. The nomen-
clature for naming the regions (p-type: side which is illumination and n-type: other 
side) given by Ohl are since then being used for the solar cell naming conventions.

During the 1950s, there was rapid development in the high-temperature diffusion 
process for dopants in silicon. Person, Fuller and Chaplin of Bell Laboratories demon-
strated a 4.5% efficient solar cell with lithium-based doping, which improved to 6% 
with boron diffusion. The solar cell had a ‘wrap-up’ around structure (Figure 1(b)) 
with both contacts on back side to avoid shading losses, but led to higher resistive losses 
due to the wrap-around structure. By 1960, the cell structure evolved to as shown in 
Figure 1(c). Since the application was for space explorations, high resistivity substrate 
of 10 Ω cm was used to have maximum radiation resistance. Vacuum evaporated 
contacts were used on both sides, while a silicon monoxide coating was used as an anti-
reflective coating (ARC) on the front-side (FS) [3].

In early 1970s it was found that having sintered aluminum on the rear-side 
improved the cell performance by forming a heavily doped interface known as 
the ‘back-surface field (Al-BSF)’ and gettering of the impurities [3]. The Al-BSF 
reduces recombination of the carriers on the rear-side and hence improves the volt-
age and the long-wavelength spectral response. Implementation of finer and closely 

Figure 1. 
Evolution of silicon solar cells. (a) 1941: Solar cell reported with grown-in junction, (b) 1954: Solar cell p-n 
junction formed with dopant diffusion, (c) 1970: Violet cell with Aluminum back-surface field, (d) 1974: Black 
cell with chemically textured surface [3].
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spaced fingers reduced the requirement on the junction doping and eliminated 
the dead layer. An ARC of titanium dioxide (TiOx) was used and its thickness was 
selected to reduce the reflection for shorter wavelengths and gave a violet appear-
ance to the solar cells. Further improvement was made by texturing the wafers 
using anisotropic etching of (100) wafers to expose the (111) surfaces. The textur-
ing led to improved light-trapping and gave the cells a dark velvet appearance. The 
improved cell architecture is shown in Figure 1(d). In 1976, Rittner and Arndt 
demonstrated terrestrial solar cells with efficiencies approaching 17% [3].

The passivated emitter solar cell (PESC) achieved a milestone of 20% efficiency 
in 1984–1986. The metal/silicon contact area was only 0.3% in PESC cells, while a 
double layer ARC of ZnS/MgF2 was used in both cell structures. In 1994, passivated 
emitter rear locally diffused (PERL) cell with an efficiency of 24% were demon-
strated [3]. As compared to the PESC cell, the PERL cell had inverted pyramids 
on FS for better light-trapping and oxide-based passivation on both sides. Oxide 
passivation layer on the rear-side also improved the internal reflectance of the long 
wavelength and hence the spectrum response.

In addition to the evolving solar cell architectures, there has also been continu-
ous development in the manufacturing domain in terms of increased throughput, 
improved process-steps and reduced costs. A brief over-view of the manufacturing 
of Si substrates and various types of solar cells is given in the next section.

3. Commercial silicon solar cell technologies

Si is the second most abundant material on earth after oxygen and has been 
widely used in the semiconductor industry. Metallurgical grade silicon (Mg-Si) of 
98% purity is obtained by heating quartz (SiO2) with carbon at high temperatures 
of 1,500-2,000 [4]. Mg-Si is further purified to obtain solar grade silicon chunks 
of 99.99% purity. The refined solar grade Si chunks are then processed further to 
obtain mono-crystalline and multi-crystalline forms of Si ingots, which are a large 
mass of silicon. In mono-crystalline Si, the atoms are arranged in the same crystal 
orientation throughout the material. For solar cells, (100) orientation is preferred 
as it can be easily textured to reduce the surface reflection [5]. Multi-crystalline Si, 
as the name suggest has multiple grains of Si material with different orientations, 
unlike the mono-crystalline substrates. Mono-crystalline material have higher 
minority carrier lifetime compared to multi-crystalline Si and hence higher solar 
cell efficiencies for a given solar cell technology.

The Czochralski (Cz) method for making mono-crystalline Si ingots is illus-
trated in Figure 2(a). High purity molten silicon with dopant is maintained above 
the melting point and then a seed crystal is pulled at a very slow rate to obtain an 
ingot of as large as 300 mm in diameter and 2 m in length [6]. The molten silicon 
can be doped with either p-type or n-type dopants to obtain the specific type of 
mono-crystalline Si ingot of up to 200 kg [2]. Wafers sawn from the ingots have 
circular edges and hence the shape is called a ‘psuedo square’. Multi-crystalline 
silicon ingots are made by melting high purity Si and crystallizing them in a large 
crucible by directional solidification process [7] as demonstrated in Figure 2(b). 
The process does not have a reference crystal orientation like the Cz process and 
hence forms silicon material of different orientations. Currently the multi-crystal-
line Si ingots weigh >800 kg [2] which are then cut into bricks and wafers are sawn 
further. Current size of mono-crystalline and multi-crystalline wafers for solar cell 
fabrication is 6 inch × 6 inch. The area of the mono-crystalline wafers will be little 
less due to the pseudo-square shape. The most widely used base material for making 
solar cells is boron doped p-type Si substrates. N-type Si substrates for also used 
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for making high efficiency solar cells, but have additional technical challenges like 
obtaining uniform doping along the ingot compared to p-type substrates.

A broad classification of different types of solar cells along with efficiency 
ranges is shown in Figure 3. The standard aluminum back-surface field (Al-BSF) 
technology is one of the most common solar cell technology given its relatively 
simple manufacturing process. It is based on full rear-side (RS) Al deposition by 
screen-printing process and formation of a p+ BSF which helps repel the electrons 
from the rear-side of p-type substrate and improve the cell performance. The 
manufacturing flow for Al-BSF solar cells is shown in Figure 4. The standard 
design of commercial solar cells is with grid-pattern FS and full area RS contacts.

The passivated emitter rear contact (PERC) solar cell improves on the Al-BSF 
architecture by addition of rear-side passivation layer to improve rear-side passivation 
and internal reflection. Aluminum-oxide is a suitable material for RS passivation with 
average solar cell efficiencies nearing 21% obtained in production [8]. An existing 

Figure 2. 
Illustration of (a) Cz process for mono-crystalline ingots and (b) directional solidification process for multi-
crystalline ingots.

Figure 3. 
Broad classification of different types of solar cell.
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Al-BSF solar cell line can be upgraded to PERC process by two additional tools (RS 
passivation layer deposition and laser for localized contact opening on the RS).

The remaining three cell architectures are mainly higher efficiency technologies 
based on n-type Si substrates. The a-Si heterojunction solar cell has a-Si layers on the 
FS and RS of n-type Si substrate to form ‘heterojunctions’ unlike the conventional 
high temperature diffusion-based p-n junction. Such technology allows processing at 
lower temperatures, but is very sensitive to the quality of the surface interfaces. a-Si-
based heterojunction solar cell was commercially manufactured by Sanyo Electric, 
which is now taken over by Panasonic [9]. In the interdigitated back contact (IBC) 
solar cell design, both contacts are present on the rear-side eliminating the FS contact 
shading losses. Typically for IBC solar cells, the junction will also be located on the 
rear-side. One of the early manufacturers of the high efficiency n-type IBC solar cell 
is SunPower Corporation [10]. Bifacial cells, as the name suggests can capture light 
from both sides of the solar cells. This entails that the rear-side also has a grid-pattern 
contacts to enable light collection. An example of the bifacial technology is the 
BiSON solar cell developed and commercialized by ISC, Konstanz [11]. It should be 
noted that the indicated classification is not an exhaustive list of various other types 
of solar cell architectures which are in R&D phase, close to commercialization or 
already being manufactured. The subsequent sections will give an over-view of the 
process steps for manufacturing of Al-BSF solar cells.

4. Wet-chemistry processes for solar cell fabrication

Wet-chemistry-based treatment is an important step in solar cell processing for 
saw damage removal (SDR) for the as-cut wafers, texturing of the surface to increase 
the absorption of incoming solar radiation and edge isolation after the diffusion 
process. As discussed in the previous section, there are mainly mono-crystalline and 
multi-crystalline silicon wafers used for fabrication of solar cells. The wet-chemistry-
based processing for the respective types of wafers will be discussed ahead.

4.1 Texturing of mono-crystalline silicon wafers

As indicated in Section 2, the development of solar cells started primarily with 
mono-crystalline wafers and hence employed well-established methods from the 
domain of microelectronics. Alkaline anisotropic etching based on KOH/NaOH 

Figure 4. 
Manufacturing flow of Al-BSF solar cells.
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is used for pyramidal texturing of mono-crystalline wafers. An as-cut mono-
crystalline wafer has a weighted average reflectance of >30% (over wavelength 
of 300–1,200 nm) which reduces to 11–12% after the texturing process. Typical 
morphology of an alkaline textured surface is shown in Figure 5. The anisotropic 
etching solution etches the (100) surface of the wafers to expose the (111) faces 
which have a higher density of silicon atoms and hence a slower etch rate compared 
to the (100) faces. This results in formation of random pyramid structures which 
form an angle of 54.7° with respect to the wafer surface.

Typical parameters for the alkaline texturing process are shown in Table 1. It should 
be noted that the values of various parameters are indicative and are not to be taken 
as absolute as there are a variety of additive manufacturers in the market. Isopropyl 
alcohol (IPA) was initially used as an additive in the texturing solution, which is not 
involved in the etching reaction, but acts as a wetting agent to improve the homogene-
ity of texturing process by preventing the H2 bubbles (generated during the reaction) 
adhering to the silicon surface [12]. However by 2010, IPA was gradually replaced with 
alternative additives due to drawbacks like unstable concentration as the bath tempera-
ture is close to the boiling point of IPA (82.4°C), high costs, high consumption, health 
hazards and explosiveness [12]. Many groups have published development work to 
replace IPA with alternate additives to overcome the disadvantages of IPA, increase the 
process window and reduce the surface reflectance [12–16]. Additives also reduce the 
processing time to <10 minutes and increases the bath life to >100 runs.

The texturing process of the mono-crystalline wafers is typically performed in a 
‘batch’ which implies that the wafers are loaded in a carrier with slots to hold the wafers 
(100 slots in a carrier) and then the batch is processed sequentially in baths for textur-
ing, cleaning, treatment steps to remove the organic residue and metal contamination 
and drying the processed wafers. The carriers are typically coated with PVDF which 
has very good resistance to various chemicals, abrasion and mechanical wear and tear. 
Typical carrier for mono-crystalline wafers handling is shown in Figure 6. The batch 
texturing tool has dedicated baths for each step with dosing tanks for chemicals used in 
the bath. The tool processes many carriers simultaneously and can reach a throughput 
of >6,000 wafers/h with processing of four carriers at the same time.

Figure 5. 
Typical surface morphology of an alkaline textured mono-crystalline wafer.
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4.2 Texturing of multi-crystalline silicon wafers

Multi-crystalline wafers offer a cost advantage compared to the mono-crystalline 
wafers and hence have been more widely adopted. However, the alkaline chemistry 
used for texturing mono-crystalline wafers does not work well for multi-crystalline 
wafers due to the presence of different grain orientations. An alternative acidic 
chemistry based on HF and HNO3 was developed to remove the saw damage and tex-
ture the multi-crystalline wafers simultaneously [17, 18]. The acidic solution-based 
texturing operates at temperatures below room temperature and hence leads to 

Process KOH/IPA KOH/additive

KOH (%) 3 <3

IPA (%) 6 —

Additive (%) — <2

Process temperature [°C] >80 70–100

Pyramid size [μm] 5–12 2–7

Process time [min] 30–40 5–10

Organic content [wt%] 4–10 <1.0

Boiling point [°C] 83 >100

Bath lifetimes <15 >100

Table 1. 
Process parameters for IPA-based and additive-based alkaline texturing of mono-crystalline wafers.

Figure 6. 
Carriers for loading wafers in the batch tool. Source: RCT solutions GmbH.
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reduced reaction gas emission, little heat generation, higher stability of the etching 
solution and better control of the etch rate [18]. A comparison of alkaline texturing 
and acidic texturing process for multi-crystalline wafers is shown in Figure 7.

The acidic texturing process of multi-crystalline wafer can be done in signifi-
cantly reduced time compared to the alkaline texturing process and hence can be 
implemented in an ‘inline’ configuration where the wafers are passed through rollers 
immersed in the etching bath. A representative image of an inline process along with 
the typical acidic texturing process is shown in Figure 8. For a five lane configura-
tion, the inline tool can have a throughput of up to 4,000 wafers/h. It is important 
to note that the wafer surface facing down in the etching solution is textured better 
than the top-side and is the ‘sunny-side’ for further processing. The acidic texturing 
process leads to formation of porous silicon on the textured surface which absorbs 
light and also increases the surface recombination [18]. Hence the porous silicon is 
removed using a dilute alkaline solution. Subsequently, an acidic clean (HF + HCl) is 
performed to remove oxides and metal contamination from the wafer surfaces.

It is important to note that the acidic texturing process discussed above is suit-
able for the slurry-wire sawn (SWS) multi-crystalline wafers. In the past few years, 
diamond-wire sawing (DWS) process has replaced the slurry-wire-based cutting 
due to process and economic advantages [19]. The saw damage of the SWS multi-
crystalline wafers is more than the DWS wafers, which have deep straight grooves 
and a much more smoother surface than the slurry-wire sawn wafers [19]. The saw 
damage for the SWS wafers plays an important role for initiating the texturing 
process, which does not occur for the DWS wafers.

Various methods have been proposed to texture DWS multi-crystalline wafers and 
are summarized in Table 2 [20]. By tuning the various methods, reflectance of close 
to 0% can be obtained and hence the term ‘black silicon’ has been used for the textur-
ing process of DWS multi-crystalline wafers. RIE was the first method for making 
black silicon and uses sulfur hexaflouride (SF6) to react with Si and gases like Cl2 and 
O2 for passivating and limiting the reaction [20]. Recently, commercial multi PERC 
solar cells with average efficiency of 21.3% have been demonstrated with RIE-based 

Figure 7. 
Comparison of alkaline and acidic texturing for multi-crystalline wafers. Reflectance curves after deposition of 
SiNx:H are also showed for comparison [17].
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texturing process [21]. However, since RIE is a vacuum-based process the throughput 
is low as compared to a typical inline process and also additional pre-processing and 
post-processing is required to remove the saw damage and damage due to ion-bom-
bardment, respectively. A variant of the RIE method which does not require vacuum 
or plasma has been implemented in a commercial tool [22].

One of the approaches for texturing DWS multi-crystalline wafers is to upgrade 
the existing acidic texturing-based chemistry with additives [23–25]. Such an 
approach can potentially have a lower CoO compared to the MACE-based approach 
[23]. Reflectance of such an additive-based approach has been demonstrated to be 
similar to the conventional isotexturing solution with solar cell efficiency of 18.7% 
for the Al-BSF-based structure [24].

MACE-based texturing is similar to the conventional acidic etching method 
with an additional step of catalytic metal deposition. The process flow consists of 
SDR, catalyst metal deposition, chemical etching and post-treatment. Efficiencies 
of 19.2% have been obtained for commercial multi Al-BSF cells using batch-type 
MACE texturing process [26]. Inline-type MACE-based commercial tool has been 
demonstrated with the possibility to tune the reflectance in the range of 12–23% 
and obtain average efficiency for Al-BSF and PERC structure of 18.8 and 20.2%, 
respectively [27]. Representative images of textured surface based on MACE 
process are shown in Figure 9. The cost of ownership (CoO) of the inline MACE 
process is potentially lower compared to the batch-based MACE process with scope 
to reduce it further by recycling Ag from the texturing bath [27].

Figure 8. 
(a) Representative inline process with five lanes and (b) acidic texturing process flow for multi-crystalline wafers.

Method Reagents Mask Catalyst Minimum 
reflectance (%)

Reactive ion etching (RIE) SF6/O2, SF6/Cl2/O2, SF6/O2/CH4 None None 4.0

Plasma immersion ion 
implantation (PIII)

SF6/O2 None None 1.8

Laser irradiation CCl4, C2Cl3F3, SF6, Cl2, N2, air None None 2.5

Plasma etching SF6 Ag nano 
particles

None 4.2

Metal-assisted chemical 
etching (MACE)

AgNO3/HF/HNO3 None Ag, Au 0.3

Electrochemical etching HF, EtOH,H2O None None <5.0

Table 2. 
Various methods for texturing diamond-wire sawn multi-crystalline wafers [20].
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4.3 Wet-chemistry-based edge isolation

The emitter region in a solar cell is fabricated by a high temperature diffusion 
process (to be discussed in sections ahead). During the diffusion process, phosphor 
silicate glass (PSG) is deposited on the wafer which should be removed before depo-
sition of the ARC layer. As depicted in Figure 10, after the diffusion step, the n-type 
region is also present on the edges and the rear-side of the wafer. The n-type layer 
on edges and the rear-side will short-circuit the emitter with the base substrate and 
hence it is important to etch these regions and isolate the emitter on the FS from the 
base substrate as depicted in Figure 10(c).

The edge isolation process can be performed in an inline manner similar to the 
texturing process discussed in the previous section. The exception in this case is 
that the chemical should etch only the rear-side and edges without interacting with 
the FS. A representative image of the edge isolation process is shown in Figure 11. It 
is important to note that the rollers are present only on the bottom-side to avoid any 
contact of the etching solution with the front-side. The subsequent steps after the 
RS etching are similar to those in the inline texturing machine.

Figure 10. 
Processing of silicon wafer after diffusion and edge isolation (a) Textured silicon wafer, (b) Diffused silicon 
wafer, (c) Diffused silicon wafer after edge-isolation.

Figure 11. 
Representative image of solar cell in an inline edge-isolation bath.

Figure 9. 
MACE textured DWS multi wafers, (a) surface with Ravg = 12% and (b) surface with Ravg = 22% [27].
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5. Thermal processes for solar cell fabrication

High temperature processes form a vital part of solar cell fabrication. Examples 
of such processes are forming the p-n junction by diffusion, firing of screen-printed 
contacts, activating surface passivation layers or annealing process induced defects. 
The section glimpses the basic physics of emitter diffusion process and plasma 
enhanced chemical vapor deposition (PECVD).

5.1 Emitter diffusion

Emitter diffusion is one of the crucial thermal steps in the industrial solar 
cell fabrication. The n-type emitter of the crystalline p-type silicon solar cells 
is formed by phosphorus (P) diffusion. In the diffusion process, the Si wafers 
are sent in a furnace and exposed at 800–900°C to phosphoryl chloride (POCl3) 
and O2 which results in PSG deposition on the Si wafer surfaces. This step is 
called as pre-deposition, where the PSG [28] acts as a source of phosphorus (P) 
dopants to diffuse into the Si wafer. The next step is drive-in, where the supply 
of dopant gases is disconnected and P from the PSG layer diffuses further into 
the Si wafer. Hannes et al. [29] illustrates for the optimum process feasibility for 
photovoltaic applications, three different effects have to be considered. Firstly, 
the in-diffusion of P from the PSG and its presence in electrically active and 
inactive states in the Si wafer, which increases Shockley-Read-Hall (SRH) recom-
bination. Secondly, the gettering of impurities into the Si layer towards the PSG 
layer. Finally, the metal contact formation with the P-doped Si emitter draws out 
the generated power.

The diffusion process is quantified by sheet resistance which depends on the 
depth of p-n junction and P concentration profile. The sheet resistance has units 
of Ω/cm (commonly measured as Ω/□) and is measured using a four-point probe 
system. The definition of sheet resistance is illustrated in Eq. (1).

  R =   𝜌𝜌l __ A   =   𝜌𝜌l ______ W ∗ D   =   ρ __ D   =  ρ  sheet    (1)

where R = resistance of a rectangular section (Ω); ρ = resistivity (Ω cm); 
l = length of the rectangular section (cm); A = area of the rectangular section (cm2); 
W = width of the rectangular section (cm); D = depth of the rectangular section 
(cm) and ρsheet = resistance for given depth (D) when l = W (Ω/□).

The earlier values of emitter sheet resistance were 30–60 Ω/□ with p-n junction 
depths of >400 nm and high P surface concentration. With improvements in the 
front-side silver (Ag) contacting paste, the emitter sheet resistance is now in the 
range of 90–110 Ω/□ with junction depth of around 300 nm and lower P surface 
concentration. Shifting to larger sheet-resistance allows to capture more light in the 
UV and blue spectrum, while also reducing the surface recombination to improve 
the Voc. It should be noted that the diffusion process occurs on the FS (directly 
exposed to the gases) and also on the edges and RS. If the edge isolation process 
is not carried out (as discussed in Section 4.3), the emitter will be short-circuited 
with the substrate.

Figure 12 shows the POCl3 diffusion process in a closed quartz-tube system.
POCl3 is a liquid source supplied to the process tube by bubbling it with a carrier 
gas N2. By mixing   O  2    with the POCl3, there will be an epitaxial growth of PSG layer 
as indicated in Eq. (2) [30].

  4POC  l  3   + 3  O  2   → 2  P  2    O  5   (PSG)  + 6  Cl  2     (2)
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Figure 13. 
Heating zones inside the diffusion tube.

At the Si surface,  2  P  2    O  5    is reduced to elemental phosphorus during the drive-in 
step as shown in Eq. (3) [30].

  2  P  2    O  5   + 5Si → 4P + 5Si  O  2    (3)

Chlorine which is a by-product during the pre-deposition cleans the wafers and 
quartz-tube by forming complexes with metals. PSG is used as source for driving 
in the P atoms into Si surface. During the drive-in process, POCl3 is switched off 
and only O2 is added to build up a thin oxide layer beneath the PSG to enhance the 
diffusion of P atoms into Si surface.

Inside the diffusion tube there are five heating zones as illustrated in Figure 13. 
The zones are:

• Loading zone (LZ)—area from where the wafers are loaded into the tube.

• Center loading zone (CLZ)—area between the loading zone and centre zone.

• Center zone (CZ)—center area of the tube.

• Center gas zone (CGZ)—area between the centre zone and gas zone.

• Gas zone (GZ)—area from where the gases move out through the exhaust.

Typically the temperatures of each heating zone are adjusted to obtain equal 
emitter sheet resistance for all wafers across the boat.

Environment of diffusion process should be very clean and hence quartz mate-
rial is used for the tubes. Cleanliness of the tubes and loading-area maintenance also 
affects the process results. Since in gas-phase diffusion there is no residue in the tube, 
it results in a cleaner process. By half pitch loading in the low pressure (LP) condi-
tions [31], the throughput can be increased. Commonly 1,000 wafers are loaded in a 
single tube and with five diffusion tubes in a batch-type diffusion system, a through-
put of up to 3,800 wafers/h can be achieved for solar cell manufacturing.

Figure 12. 
(a) Schematic representation of the batch-type diffusion process and (b) representative image of a batch-type 
diffusion equipment. Source: centrotherm GmbH.
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An inline diffusion system where the wafers are transported on a belt with phos-
phoric acid as the source of P dopants was also used in commercial production [32]. 
However, compared to the inline process, the batch process is more clean, effective 
and efficient. For n-type solar cells or advanced solar cells concepts like PERT, the 
p-type batch diffusion is based on boron (B) dopant sources like boron tribromide 
(BBr3) [33, 34].

5.2 Anti-reflective coating (ARC) deposition

A bare Si surface reflects >30% of the light incident. As discussed in Section 
4, the texturing process improves the light-capturing. It is desirable to reduce the 
reflectance further which is obtained by depositing an ARC layer. TiOx was one of 
the earliest material to be used as an ARC layer for solar cells, however since it could 
not provide adequate surface passivation it was eventually replaces by SiNx:H [37]. 
Thermally grown silicon oxide (SiO2) was also employed as the passivating material 
in the record breaking passivated emitter rear locally diffused (PERL) cells [37]. 
High thermal budget and long process time made SiO2-based passivation unsuitable 
for mass-production of solar cells [37]. A comprehensive review of various ARC 
and passivating material for solar cell applications is discussed in [37].

The plasma enhanced chemical vapour deposition (PECVD) process is suit-
able for depositing an ARC layer of SiNx:H which not only reduces the reflection 
but also passivates the front-side n-type emitter and the bulk thus improving the 
solar cell efficiency [36, 37]. A schematic of a batch-type PECVD system is shown 
in Figure 14. The wafers are loaded in a graphite boat with the front-sides facing 
each other. An RF plasma based on process gases ammonia (NH3) and silane (SiH4) 
operating at a temperature of 400–450°C deposit the hydrogenated SiNx:H layer 
as per Eq. (4) [35]. The hydrogen incorporated in the SiNx:H film diffuses into the 
bulk during the firing step (discussed in next section) and passivates the dangling 
bonds to improve the solar cell performance [36, 37].

  3Si  H  4   + 2N  H  3   +  N  2   → S  i  3    N  4   + 9  H  2    (4)

The refractive index (RI) of the SiNx:H film is controlled by the ratio of SiH4/
NH3 gas, while the thickness depends on the deposition duration. The SiNx:H-based 
ARC can minimize the reflection for a single wavelength and the wavelength-
thickness is given by [38],

  t =    λ  0   ___ 4  n  1  
    (5)

where t = thickness of the SiNx:H ARC layer, λ0 = wavelength of incoming light 
and n1 = refractive index of the SiNx:H layer.

Based on the relationship, the ARC is also called as a ‘quarter wavelength ARC’. 
For solar cells, the RI and thickness are selected to minimize the reflection at a 
wavelength of 600 nm as it is the peak of the solar spectrum. The thickness and 
RI of the ARC is selected to be the geometric mean of materials on either side, i.e., 
glass/air and Si. The typical thickness of the SiNx:H ARC is 80–85 nm with RI of 
2.0–2.1 giving the solar cell a color of blue to violet blue. A representative image of 
textured multi-crystalline solar cell deposited with SiNx:H is shown in Figure 15(a), 
while the variation of SiNx:H color based on its thickness is shown in Figure 15(b). 
It is important to note that there is a dependence on the surface texture and ARC 
color for given deposition parameters. There is a variety of solar modules where 
the color of the solar cells is darker unlike the typical blue color. A typical ARC 
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deposition stage in a solar cell manufacturing line consists of two PECVD systems, 
each with four tubes and a throughput of up to 3,500 wafers/h.

SiNx:H is not suitable for passivating p-type Si and hence dielectrics like Al2O3 
are used for RS passivation for cell architecture like PERC cells [8] or for p-type 
emitters in n-type solar cells. For PERC solar cells, the Al2O3 passivating layer is 
capped by a SiNx:H to protect it from the Al-paste during the firing process and also 
serve as an internal reflector for the long wavelength light. Commercial PECVD 
and atomic layer deposition (ALD)-based systems are available for depositing Al2O3 
with throughput of up to 4,800 wafers/h [39].

6. Metallization and solar cell characterization

6.1 Screen-printing-based metallization

The last processing step for solar cell fabrication is the FS and RS metallization 
to draw out the power with minimum resistive losses. Ag is a good contact mate-
rial for the n-type emitter, while Al makes a very good contact with the p-type 
substrate. A combination of Ag/Al paste is used to print pads on the RS to facilitate 
interconnection of solar cells in a module. Screen-printing is a simple, fast and 
continuously evolving process for solar cell metallization.

A schematic representation of the screen-printing process is shown in 
Figure 16. The screens have an emulsion coated stainless steel mesh with open-
ings as per the desired metallization pattern as illustrated in Figure 17(a).  

Figure 14. 
(a) Schematic diagram of batch-type PECVD process for SiNx:H deposition and (b) graphite boat for loading 
Si wafers in the PECVD furnace.

Figure 15. 
(a) Representative image of SiNx:H coated multi-crystalline solar cell, (b) variation of SiNx:H layer based on 
its thickness.
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The metal paste is spread over the screen via the flood and the squeegee move-
ment that deposits the paste on the solar cell based on the screen-pattern. Snap-
off is the distance the screen and the solar cell. The squeegee pressure and the 
snap-off distance are the critical parameters that determine the paste lay down 
and geometry of the Ag FS fingers.

Typical paste lay down for Ag/Al RS pads, RS Al and FS Ag are 35–45 mg, 
1.1–1.4 g and 100–120 mg, respectively for a 6 inch Al-BSF multi-crystalline solar 
cell. An illustrative Ag FS metallization pattern is shown in Figure 17(b). The Ag 
finger opening has reduced to below 30 μm, while application of 5 bus-bar is being 
increasingly adopted now. With such screen parameter and good paste lay down, 
consistent FF of >80% should be obtained for the Al-BSF solar cells with an optical 
shading loss of <6%.

6.2 Drying and fast firing of metallization pastes

The metallization pastes consist of metal powder, solvents and organic bind-
ers. In case of FS Ag paste, the paste also contains glass-frit while etches the 
SiNx:H layer and makes contact with the n-type emitter [41]. The metal pastes 

Figure 16. 
Illustration of the screen-printing process for solar cell metallization.

Figure 17. 
(a) Mesh-emulsion screen with finger opening for FS Ag printing [40] and (b) representative FS metallization 
pattern.
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are dried after printing and finally they are sent through a fast-firing furnace 
for sintering and form the RS Al-BSF and FS Ag contact. An example of such 
a fast-firing furnace with the temperature profile is shown in Figure 18. The 
FS Ag finger sintering process is illustrated in Figure 19. When the solar cell 
passes through the fast-firing furnace, the organic binders are burnt, followed 
by melting of the glass frit and finally formation of Ag crystallites contacting the 
n-type emitter. The firing profile needs to be tuned based on the specific types of 
metallization pastes and emitter diffusion profile. As an example, the firing peak 
temperature could be low to not form a good ohmic contact on the FS, while a too 
high temperature can lead to diffusion of Ag through the junction and shunting 
of the p-n junction. Image of a complete multi-crystalline Al-BSF solar cell is 
shown in Figure 20.

6.3 Plating-based front-side metallization

The costing of various factors in solar cell processing have decreased over 
the years, while the contribution of front Ag is still the most significant [42]. 
Significant amount of work has been done to replace Ag by alternate metal like cop-
per (Cu) which has a conductivity value of very close to that of Ag and also offers a 
potential significant cost advantage [43, 44]. Cu has high diffusivity and solubility 
in Si and hence a barrier-layer like nickel (Ni) is deposited on Si prior to Cu plat-
ing [42]. Light-induced plating (LIP) which is derived from conventional plating 
utilizes the photovoltaic effect of light to plate the desired metal and has many 
advantages compared to conventional plating [43, 44].

Figure 19. 
Illustration of the firing process. (a) Burning out of the organic binders, (b) melting of glass frit which etches 
the SiNx:H and (c) Ag crystallite formation at the emitter interface.

Figure 18. 
(a) Example of a firing furnace for sintering metal contacts and (b) illustrative temperature profile of a firing 
furnace. Source: centrotherm GmbH.



17

Industrial Silicon Solar Cells
DOI: http://dx.doi.org/10.5772/intechopen.84817

Ni-Cu-based front-side metallization requires an additional front-side ARC 
patterning step unlike the Ag paste-based metallization and in most cases also an 
additional Ni sintering step to reduce the contact resistance and have good adhesion of 
the metal stack [42]. Commercial DWS cut mc-Si solar cells based on Ni-Cu-Ag plated 
stack have been demonstrated with finger width of 22 μm, aspect-ratio of close to 0.5 
and similar efficiency as that of reference screen-printed Ag-based solar cells [45].

Continuous improvement in the Ag FS pastes along with simplicity, reliability 
and high throughput of the screen-printing process has made it difficult for Ni-Cu-
based metallization to compete with Ag-based FS metallization. However, high 
solar cell efficiency concepts like bifacial heterojunction solar cells, where Cu can 
be directly plated onto the transparent conducting oxide, the plating process is 
simplified and requires only a single tool [39]. Similarly, high efficiency concepts 
which require reduced amount of metal can achieve the same using plating-based 
metallization [42, 46].

6.4 I-V testing and characterization of solar cells

The final step is I-V testing of the complete solar-cells as per the standard 
test conditions (STC), i.e., AM 1.5G, 1000 W/m2 with a Class AAA solar simula-
tor. An example of FS probing of solar cell is shown in Figure 21. The typical 
parameters obtained from the I-V tester are indicated in Table 3. I-V testers have 
many characterization parameters which can be helpful for diagnosis of solar 
cell defects. Representative electroluminescence (EL) and thermal IR image of 
a solar cell with some defects are shown in Figures 22(a)–(c). An EL image of a 
good solar cell with uniform intensity is shown in Figure 22(a), while for a solar 
cell in which the FS fingers are not printed uniformly, a darker contrast can be 
seen in Figure 22(b). Figure 22(c) shows a thermal IR image of a solar cell with 
a localized shunt which has been formed during one of the processing steps. 
In the end, the solar cells are sorted in different efficiency bins based on the 
selected classification.

Figure 20. 
(a) FS of a complete solar cell and (b) RS of a complete solar cell.
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Parameter Comments

Voc (V) Good mc-Si Al-BSF solar cells have a value of >0.635 V

Isc (A) Good mc-Si Al-BSF solar cells have a value of >9.0 A

FF (%) Good mc-Si Al-BSF solar cells have a value of >80%

Efficiency (%) Good mc-Si Al-BSF solar cells have a value of >18.6%

Vmpp (V) Corresponding voltage at the maximum power point

Impp (A) Corresponding current at the maximum power point

Rs (Ω) Good mc-Si Al-BSF solar cells have a value of <1.5 mΩ

Rsh (Ω) Good mc-Si Al-BSF solar cells have a value of >100 Ω

Irev (A) Reverse current at a voltage of −12 V should be <0.5 A for good solar cells

FS BB-BB resistance (Ω) Resistance measured between the BB’s on the FS

RS BB-BB resistance (Ω) Resistance measured between the BB’s on the RS

Table 3. 
Parameters for characterization of a solar cell obtained from I-V measurement.

Figure 21. 
I-V measurement FS probing for solar cell characterization.

Figure 22. 
(a) EL image of a good solar cell, (b) EL image of a solar cell with non-uniformity in Ag finger printing and 
(c) thermal IR image of a solar cell indicating presence of localized shunts.
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7. Future trends

DWS has become the standard for mono-crystalline wafers, while it is 
expected to have a market share of >80% by 2022 for multi-crystalline wafers 
[2]. SWS for multi-crystalline wafers is expected to phase-out by that time. 
With DWS, the kerf loss would also become <80 μm by 2022, which would 
in turn reduce the poly-Si consumption per wafer below 15 g. 3BB design for 
front-contacts are expected to phase-out by 2020 with 50% share for 5BB 
design. With continuous improvements in Ag pastes and screens, the FS fin-
ger width is projected to reduce to 30 μm by 2022. Wet-chemical processing 
tools have crossed throughput of 8,000 wafers/h in 2018 and would touch 
9,000 wafers/h by 2020. Thermal processing equipments have reached through-
put of 5000 wafers/h in 2018 and expected to cross 7,000 wafers/h by 2020. The 
metallization and I-V testing/sorting section is expected to have a throughput 
of >7,000 wafers/h by 2022.

Al-BSF-based cell technology which has a market share of >60% in 2018 is 
expected to reduce to <20% by 2025. With more emphasis on high efficiency 
solar cells concepts, share of PERC technology is expected to be >50% by 2022. 
Production efficiency of Mono PERC is expected to be >22% by 2022, while for 
multi PERC it should touch 21% by the same time. An important aspect related 
to multi-PERC is the mitigation of LeTID-based problem to minimize the loss of 
efficiency after installations of the modules in the field. Si HJ cells with efficien-
cies of >22% in 2018 after expected to reach stable efficiency of 23% by 2020, 
with a market share of around 10% by 2022. High efficiency bifacial cells with an 
additional advantage of tapping the solar radiation from the rear-side is expected to 
have a market share of 20% by 2022. N-type back contact solar cells are expected to 
cross 24% efficiency by 2020.

8. Conclusions

Si solar cells have become an important part of the renewable energy domain 
over past decades with matured manufacturing technologies. P-type multi-
crystalline wafers have become the main-stay for solar cell production. However, 
with higher efficiency and decreasing production costs, mono-crystalline solar 
cells have also gained a significant share and are expected to compete closely with 
multi-crystalline wafers in the near future. For standard Al-BSF technology, 19 
and 20% has become the bench-mark for multi-crystalline and mono-crystalline 
solar cells, respectively. Mono-PERC and multi-PERC cells have reached stabilized 
efficiencies of 21.5 and 20%, respectively. In addition, PERC also provides a simpler 
approach for bifacial solar cells by having a grid pattern on the RS instead of the full 
area contact. High efficiency n-type and bifacial solar cells have a market-share of 
<10% which is expected to increase in the future. The manufacturing technologies 
have matured considerably over the past few years with further improvements to 
increase the throughput.
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Chapter 2

Review on Metallization in 
Crystalline Silicon Solar Cells
Nagarajan Balaji, Mehul C. Raval and S. Saravanan

Abstract

Solar cell market is led by silicon photovoltaics and holds around 92% of the total 
market. Silicon solar cell fabrication process involves several critical steps which 
affects cell efficiency to large extent. This includes surface texturization, diffusion, 
antireflective coatings, and contact metallization. Among the critical processes, 
metallization is more significant. By optimizing contact metallization, electrical 
and optical losses of the solar cells can be reduced or controlled. Conventional and 
advanced silicon solar cell processes are discussed briefly. Subsequently, different 
metallization technologies used for front contacts in conventional silicon solar cells 
such as screen printing and nickel/copper plating are reviewed in detail. Rear metal-
lization is important to improve efficiency in passivated emitter rear contact cells 
and interdigitated back contact cells. Current models on local Al contact formation 
in passivated emitter rear contact (PERC) cells are reviewed, and the influence 
of process parameters on the formation of local Al contacts is discussed. Also, 
the contact mechanism and the influence of metal contacts in interdigitated back 
contact (IBC) cells are reviewed briefly. The research highlights on metallization of 
conventional screen printed solar cells are compared with PERC and IBC cells.

Keywords: silicon solar cells, process flows, metallization, passivated emitter rear 
contact cells, interdigitated back contact cells

1. Introduction

The photovoltaic industry plays a critical part in the global energy scenario [1] 
to compete with the other renewable and conventional energy sources. Crystalline 
silicon (c-Si) wafer-based technologies [2, 3] dominate the photovoltaic market for 
terrestrial application due to its high efficiency, stability, and benefits arising out of 
microelectronic industry. Due to high production cost (i.e., high $/watt), researchers 
are continuously putting their efforts to improve low cost Si solar cell technology. 
Silicon solar cell fabrication process involves various vital steps [4, 5] which includes 
texturing [6], n+ and p+ diffusion [7, 8], antireflection coatings [9], and contact 
metallization [7–15]. Electrical parameters of the solar cell, namely open circuit volt-
age (Voc), short circuit current (Isc), and fill factor (FF) vary with processing condi-
tions. Though the conventional Si processing technology is mature, it is important to 
modify fabrication process and device structure to improve electrical performance. 
Approaches such as nickel/copper metallization in conventional solar cell structure 
[16–18], passivated emitter rear contact (PERC) cells [19] and interdigitated back 
contacts (IBC) cells [20], etc. are being used in lab scale and production. In this chap-
ter, contact mechanism in conventional structure and novel structures is reviewed.
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2. Process flow and current status

Conventional silicon solar cell process and its current status in PV industry 
are discussed in detail. Subsequently, the process steps of advanced process 
techniques such as Ni/Cu plating-based silicon solar cell, PERC, and IBC are also 
discussed.

2.1 Conventional Si solar cell

Currently, most of the PV industries use boron-doped p-type wafers as the 
starting material for c-Si solar cell fabrication. The schematic diagram of con-
ventional fabrication process is shown in Figure 1. As reported in [2, 21], every 
processing step contributes to losses in conventional screen printing solar cell. 
Screen printing metallization is cost-competitive and robust technology used in 
production. Screen printing technology has attracted considerable attention due 
to significant improvement in printing medium and simplicity of the process. 
Also, this technology increases the throughput and decreases the production cost. 
For metallization, several alternatives to screen printing are available to improve 
cell efficiency [22, 23]. However, the existing screen printing technology is the 
matured and cost effective technology [24, 25] compared to recently developed 
technologies such as PERC, IBC, and HIT. Hence, around 85% of Si solar cells are 
manufactured using screen printing of thick film pastes. In a typical solar cell 
process, screen printing has the potential to improve efficiency and lower the 
cost, since metallization pastes are continuously evolving and new generation of 
pastes are available.

In addition to the new generation pastes, the right choice of front grid design 
and screen pattern results in better efficiency with reduced cost. The new genera-
tion paste provided a better aspect ratio (the ratio of line height to line width). The 
improvement in the aspect ratio improves the current carrying capacity of the con-
tacts, as the shadow loss is decreased as well as the series resistance also decreases. 
In addition to the paste rheology, enhancement of the aspect ratio relies on choosing 
the right screen parameters such as mesh count, wire dimension, and emulsion 
thickness. Along with the paste material, optimized screen parameters are also the 
important factors for making the front contact with high aspect ratio and reduced 
shadow loss, which are desired for getting high efficiency solar cells. The silicon 
solar cell researchers or industries have achieved a maximum efficiency of 19% on 
multicrystalline silicon and around 20% on mono crystalline silicon-based solar 
cells by using the conventional process as shown in Figure 1 and are still working to 
enhance the efficiency using advanced materials.

Screen printing-based metallization technology occupies the significant role 
in solar cell manufacturing due to high throughput in cell production with better 
efficiencies. Though it is a mature technology, the finger aspects of the cells were 
limited by screen specifications and paste rheology.

Figure 1. 
Si solar cell process flow.
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2.2 Ni/Cu metallization-based solar cell

The limitations of screen printing and chance of considering alternate materials 
for front contact led many researchers [26] to look for the Ni/Cu metallization-
based cell process. It is observed that it is important to optimize the Ni/Cu metal-
lization to compete with screen printing technology in terms of reliability, cost 
competitiveness, and high throughput production. Ni plating on solar cells started 
in 1959, and the process has been developed in subsequent years and came into the 
present process flow in early 1980s. Interdigitated back contact solar cells by Sun 
Power Corporation integrated metallization scheme of patterned Al followed by 
plated Ni▬Cu▬Ag which was further annealed to realize the contact [27] and its 
world record efficiency is 24% [28].

Table 1 shows the cost and properties comparison of copper (Cu), silver (Ag), 
and nickel (Ni). It can be seen that the resistivity of copper is only more by 3.7% as 
compared to Ag, while the cost being less by around a 100 times, which process to 
be an important factor for cost reduction. Moreover, Cu is widely used as intercon-
nects in ultra-large-scale integrated circuits owing to its low resistivity and good 
resistance to electro migration and has a proven track record in the microelectronics 
industry. Hence, Cu is a possible choice for metallization of solar cells. The main 
drawback of Cu is its high mobility and being a highly reactive recombination cen-
ter in silicon. This necessitates a diffusion barrier like Ni to prevent its diffusion in 
Si. The nickel silicide formed at the interface reduces the contact resistance, which 
will ensure minimum power loss due to series resistance (RS) in a solar cell. Many 
groups have demonstrated cells based on Ni▬Cu front side metallization with 
improved fill factor (FF) and higher efficiency (ƞ) compared to Ag-based cells. The 
laser grooved buried contact (LGBC) technology utilizes Ni-Cu-based front-side 
metallization and has been successfully commercialized by BP Solar. The process 
flow of silicon solar cells with Ni/Cu front contact is shown in Figure 2.

One of the crucial steps in Ni/Cu metallization is opening of ARC to make selec-
tive contact with an emitter. Literatures reported for patterning ARC and subsequent 
metal deposition to make the front contact; however, it is important to choose the 
process which can compete with screen printing technology both in cost and perfor-
mance. It has been found that one such a technique is Ni/Cu metallization which can 
be commercialized with few additional process steps. But in Ni/Cu metallization, it is 

Parameters Ag Cu Ni

Conductivity (106 S/m) 61.4 59.1 13.9

Density (gm/cm3) 10.5 8.9 8.9

Typical cost ($/kg) 431.0 4.5 14.2

Table 1. 
Cost and properties comparison of copper (Cu), silver (Ag), and nickel (Ni).

Figure 2. 
Ni-Cu process flow.
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important to standardize and optimize few critical parameters such as Ni thickness, 
annealing temperature for silicide formation, and Ni/Cu deposition parameters. 
The 80-μm thick stencil printed grid lines were thickened by electroplating of 
Ni▬Cu▬Sn stack with a commercial plating tool, improving the efficiency of the 
solar cells by 0.4% abs [29]. The platform had single side wafer processing and hence 
no chemical attack on the back side Al. Complete solar cell metallization based on 
electrochemical deposition of Ni and Cu has also been demonstrated [30]. Pulsed 
plating was used as compared to direct plating in the work to ensure homogeneous 
and well adhered contacts. LIP-based thickening of screen-printed contacts was 
first reported by Mette et al. [31]. An absolute ƞ gain of 0.4% was obtained for large 
area cells based on standard production process, while an improvement of more 
than 1% absolute was possible for fine line 70-μm printed contacts. For an optimized 
grid design, an absolute ƞ gain of 0.7% was achieved for large area cells as shown in 
Table 2. With an optimized SiNx:H, ƞ of 19.2% has been demonstrated on industrial 
grade Si with Ni and Cu layers deposited by LIP on LDSE cells [32]. pFF nearing 80% 
were possible with Ni▬Cu▬Sn-based contacts deposited by LIP, with no observable 
degradation in the pFF after a stress test at 200°C for 1000 hours.

After plating the conducting Cu layer, an Ag or Sn capping layer is deposited 
to protect the Cu conducting lines from oxidation and facilitate soldering of the 
interconnection tabs. Another important function of the capping layer is to pre-
vent interaction of Cu with the EVA encapsulant. An impulse voltage test failure 
indicated by development of discharge sites was observed due to the presence of 
Cu particles at the Al/EVA interface on the back side [33]. Though the Ni▬Cu 
contact-based LGBC cells were commercialized, low throughput rates and increased 
processing costs led to screen printed contacts becoming the standard for solar 
cell metallization [34]. Other major concern is regarding the chemical waste due 
to the metal baths which can lead to serious environment contamination issues 
[35]. Steady research and advances in plating techniques have enabled transition of 
solar cell with Ni▬Cu-based metallization from labs to commercial scale produc-
tion. Economic factors play vital role when considering an alternative technology 
with the introduction of new equipment in the fabrication line. As per the ITRPV 
roadmap, direct plating and plating on the seed layer are expected to have a share of 
around 15% in 2028 for the front-side metallization [36].

Result 
type

Process 
difference

Substrate 
type

VOC 
(mV)

JSC (mA/
cm2)

FF (%) η (%)

Best Before LIP mc-Si 612.1 34.6 74.9 15.9

Best After LIP mc-Si 613.4 34.1 79.2 16.6

Average Before LIP mc-Si 610.0 ± 2 34.5 ± 0.1 74.3 ± 0.6 15.6 ± 0.2

Average After LIP mc-Si 611.0 ± 2 34.1 ± 0.1 77.9 ± 0.9 16.3 ± 0.2

Best Ni▬Ni▬Cu▬Sn Cz 619.0 35.7 72.7 16.4

Best Ni▬Cu▬Sn Cz 624.0 35.4 69.5 15.4

Best Ni▬Cu▬Sn Cz 623.0 37.3 74.2 17.2

Best Background 
plating present

Cz 639.0 38.7 74.2 18.3

Best No background 
plating

Cz 634.3 38.7 78.3 19.2

Best — Cz 638.3 ± 2 38.4 ± 0.7 78.8 ± 0.5 19.3 ± 0.4

Table 2. 
Solar cell performance data for front contacts with electroplated metal layer(s).
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The Pluto series from Suntech Power is based on Ni▬Cu metallization with 
stabilized efficiencies of 19.0% on large area mono-Si solar cells. There was an 
improvement of over 6% as compared to the screen printed contacts due to reduced 
shading and improvement in VOC. IMEC has demonstrated conversion efficiencies 
of 20.3% on large area i-PERL cells with plated contacts. Using a PERC structure, 
Schott Solar along with Schmid Group demonstrated 20.9% efficient 6″ cells. Schott 
Solar has also demonstrated a median ƞ of 20.8% with a best ƞ of 21.3% on an indus-
trial production line with electroplated contacts. Rena has recently demonstrated 
solar cells based on PERC technology reaching 20.8% with Ni▬Cu metallization. 
Modules made with these cells successfully passed IEC 61215 test three times and 
adhesion of >1 N/mm. The technology can lead to a reduction in the cell production 
cost by $ 0.06.

Ni▬Cu metallization yields the better efficiency compared to the conventional 
screen printing solar cells; however, due to the low throughput rates and increased 
processing costs, standard solar cell metallization dominates the PV industry. Also 
the chemical wastes of the metal baths in Ni▬Cu metallization lead to environment 
disputes.

2.3 Passivated emitter rear contact solar cell

The conventional screen-printed Al-BSF cells suffer from the optical losses 
(front reflectance), transmission losses, and the recombination (rear side). The 
major limitation arises from the rear surface recombination which is due to the low 
solubility of Al in Si (doping concentration 7 × 1018 cm3) during the very short firing 
process employed for alloying of screen printed Al paste. Though the boron co-
doping with Al-BSF improves the doping concentration of Al-BSF [37, 38] owing to 
the higher solubility of boron, only 65% of the internally reflected longer wavelength 
light reaches the rear side, and hence the rear surface recombination is still being 
high [39]. One way to overcome the drawback of Al-BSF is the introduction of a 
dielectric rear side passivation with local contact points, which improves the optical 
properties with less surface recombination. One such cell architecture is the passiv-
ated emitter and rear cell [40]. With this structure, low rear surface recombination 
velocity of 60–200 cm−1 and internal reflectance over 95% have been realized so far. 
The dielectric passivation layer is locally opened for contact formation [40–47] by 
laser [48–50] or by printing etching pastes [51]. About 1% of the total rear surface 
is covered by the local point contacts. The local point contact is realized by photoli-
thography in the laboratory level, and in mass production, the contacts are formed 
either by screen printed Al [38, 46, 47, 51–60] or by physical vapor deposition (PVD) 
of Al [40, 47]. The process flow for the PERC cell is shown in Figure 3. The key chal-
lenge in the local aluminum contact formation is that the Al should not be penetrated 
into the dielectric passivation layer [45]. The local Al-BSFs produced during the 
alloying process create voids below the Al contacts. These voids result in incomplete 
BSF formation and hence the rear surface recombination and contact resistances 

Figure 3. 
PERC process flow.
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are increased [38, 46, 47, 51–60]. An effective local Al-BSF is formed [61, 62] in the 
laser-fired contact process [63]. In this process, the deposition of the passivation 
layer followed by rear metallization (screen printed or evaporated contact) is carried 
out and finally with laser local contacts were formed. As a novel route, the rear Al 
electrode is formed by using commercial Al foil, thus complicated equipment such as 
evaporation or screen printing systems are avoided [64].

The best commercial PERC cell with 20–21% (mc-Si) and 21–22% (mono 
c-Si) has been achieved in the commercial scale [36]. A detailed investigation 
on the various factors involved in the formation of local Al contact formation 
and the influences of process steps have been studied by various authors and are 
described in the following sections. Meemongkolkiat et al. [52] observed that 
voids are created beneath the local Al contacts during the alloying process. Rauer 
et al. [38] avoided these voids by adding Si powder to the Al paste. The various 
factors that influence the contact formation are: (a) dielectric opening method, 
(b) rear-side contact geometry, (c) the amount of Al in the metallization paste, 
and (d) firing process.

2.3.1 Influence of process parameters on local-BSF formation

To form a high-quality localized contact, a deep Al-BSF is required for Al▬Si 
contact interface to minimize the rear surface combination along with shunt free 
rear surface passivation. Urrejola [58] reported a shallow BSF or the presence of 
Kirkendall voids at the Al▬Si interface as shown in Figure 4. Figure 4(a) shows the 
uniform BSF with a thickness of (4 μm). Void formation is due to sub-optimal con-
ditions (Figure 4(b)) or inadequate BSF depth (Figure 4(c and d)). These voids 
reduce the FF as well as act as high recombination centers which affects Jsc and Voc. 
Though the electrical contact is not affected with inadequate BSF depth, a very high 
contact recombination is expected. To minimize Rs with low contact resistivity, a 
very narrow local opening is required, hence high recombination beneath the metal 
contact is reduced. Urejola [56] obtained a lowest contact resistivity of 8 mΩ cm2 
for a shallow dielectric opening which lead to the FF loss minimization. However, 
narrow Al▬Si alloy formation increases the dielectric passivated area under the 
contact, thus reducing Jsc and Voc. The influence of contact size and finger spacing 
was investigated by Urejola [58]. The decrease in contact spacing reduced the over-
lap of Al on each side of the local opening leading to high quality BSF, thus lowering 
the presence of voids. For a contact spacing of 100 μm, the BSF thickness around 
6–7 μm with less void (8%) was obtained. Similarly, Rauer et al. [38] concluded that 
the thickness of the local BSF depends on the contact spacing and obtained a BSF 
thickness up to 4 μm for a contact spacing of 400 μm. Further to increase the local 
BSF thickness and to avoid the void formation, the authors added more Si powder 
to the Al paste. This prevents the contact penetration into the Si bulk with enhanced 
Al-BSF thickness. Moreover, this increase in Si powder diminishes the emitter 
saturation current density (J0e).

Figure 4. 
The Al-Si interface showing (a) a well formed contact with deep BSF and no void formation, (b) a Kirkendall 
void, and (c) & (d) contact with shallow BSF [58].
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2.3.2 Impact of dielectric opening method

A detailed investigation on the influence of formation of BSF using industrially 
screen printable local BSF Al paste and laser processing for removing the dielectric 
barrier was carried by Fang et al. and Bahr et al. [51, 53]. The laser ablation was 
carried out using nanosecond [wavelength (λ) = 1064 nm, pulse duration = 300ns, 
and pulse energy = <1.6 mJ] and femtosecond [wavelength (λ) = 1025 nm, pulse 
duration = 300fs and pulse energy = <36 μJ] laser. The ns laser has a strong influ-
ence on the local removing of the dielectric stack AlOx/SiNx:H, whereas fs showed a 
moderate influence. The strong and moderate influence is attributed to the interac-
tion time between the laser pulse and the silicon substrate. With ns laser, few ten 
micrometer etching depth is achieved depending on the laser power, whereas in fs 
laser with very short interaction, few-micrometer depth is obtained. With screen 
printable local BSF Al etching paste, the passivation stack with 105 nm thick is 
etched off. After firing in an IR furnace with optimum belt speed, the local BSF 
formed with etching paste was more thicker (around 5 μm) and homogeneous with 
less voids. In the case of ns and fs, laser showed more voids with inhomogeneous 
thinner BSF (1–2 μm) due to the increased surface roughness.

2.3.3 Impact of contact resistivity

In recent days, the aluminum pastes are improved in such a way that even for thin 
laser contact opening (LCO), very low surface recombination is achievable. In future, 
decrease in the fraction of metallized area at the rear might is expected, hence Rs plays 
a vital role in the contact resistance of the Al▬Si interface which is given by

   R  c,rear   =  ρ  c   /  f  rear    (1)

where frear is the rear metallization fraction and ρc is the specific contact resistiv-
ity. However, ρc is independent of the contact size [65]. Similarly, Rohatgi et al. 
[66], on 2.3 Ω-cm wafers, obtained a ρc = 10 mΩ cm2. Urrejola et al. [56] carried out 
the contact measurements with a PERC structure. The Al paste is printed on the 
top of the locally opened dielectric, and the transmission line model revealed the 
dependence of the ρc on the contact area. They obtained the ρc of 9–17 mΩ cm2 for 
the dielectric opening width of 80–170 μm. Gatz et al. [67], to determine ρc, varied 
the rear contact pitch of PERC solar cells and obtained a ρc of 40–55 mΩ cm2. The 
contribution of the bulk to the series resistance Rb is acquired either by calculation 
or numerical simulation. Kranz et al. [68] processed PERC-like TLM samples and 
measured the ρc of 3 mΩ cm2, whereas the fit to the solar cell data resulted in ρc of 
0.2–2 mΩ cm2 and is shown in Figure 5.

2.3.4 PVD metallization

In most of the high efficiency solar cell concepts, the metallization is carried 
out using three different physical vapor deposition (PVD) techniques: sputtering, 
electron gun, and thermal evaporation. During the deposition of aluminum layer 
(2 μm), the substrate temperature increases to ~350°C, which mainly arises from 
the recrystallization heat of the aluminum. Comparing with the screen printing 
process, the mechanical and thermal impact on the wafer is substantially reduced. 
After the deposition of PVD aluminum layers, the contacts can be formed using 
laser pulses with different laser parameters which results in a much shallower 
profile. Hoffmann et al., on a 0.5 Ω cm p-type silicon, demonstrated a solar cell 
efficiencies up to 21.7% [69]. Reinwand et.al. [70] investigated PERC cells with 
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sputtered aluminum on the rear side and a Ti▬Ag (50/100 nm) seed layer on top 
prior to the silver plating. With the optimized annealing temperature, the highest 
efficiency η = 21.1 and 19.4% for FZ and CZ wafers, respectively, was determined 
with the lowest contact resistivity ρc = 0.36 mΩ cm2.

2.3.5 Foil metallization

In 2007, researchers from F-ISE introduced the laser-based foil metallization 
technology called “FolMet.” With this technology, the conventional aluminum foil 
is attached to the silicon wafer [71], and thus the laser fired contact process forms 
both the electrical contact at the rear side of PERC cell as well as the mechanical 
contact by locally melting the aluminum through the passivation layer into the 
bulk silicon [72]. The key advantages of this process is its enhanced internal optical 

Figure 6. 
Measurement of the internal reflection R at the rear side, after foil attachment and laser fired contacts 
dependent on the SiNx capping layer thickness. The reflection varies by < 0.5% in the IR regime [74].

Figure 5. 
Rs-Rb vs. inverse metallization fraction 1/f. Reproduced with permission from [68].
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properties obtained due to the air gap between foil and passivation layer [73], cost 
reduction potential by decreasing the capping layer thickness, and ease of cell 
production process [74].

Figure 6 shows the internal reflection R at the rear side, after foil attachment 
and laser fired contacts. Nekarda et al., [73] by using the thick passivation layer 
optimized for the screen printed Al-paste, obtained an efficiency of 20.5%. In order 
to further reduce the cost, Graf et al. [74] adapted the rear side passivation layer 
with thinner capping layer and demonstrated an efficiency of 21.3% with a high 
Jsc due to the improved internal reflectance. Moreover, a low series resistance of 
9 mΩ cm2 of Al foil improved the FF to 80%. Pros and cons of various metallization 
schemes such as screen printing (SP), physical vapor deposition (PVD), and foil are 
tabulated in Table 3.

2.3.6 Metal wrap through PERC

MWT cell (Figure 7) is similar to the conventional solar cell design, and the 
external front contact busbars for interconnection are located at the rear side which 
increases Jsc due to the reduced shading loss. Lohmüller et al. [76], from FhG-ISE, 
combined the MWT concept (Jsc improvement) and passivated emitter rear contact 
(PERC) concept (reduced rear SRV) and reported a conversion efficiency of 18.7% 
with Jsc of 39.9 mA/cm2, Voc of 638 mV, and FF of 80.9% on a boron-doped p-type 
Cz grown silicon. The higher FF is due to the successful implementation of seed and 
plate technology [76]. Thaidigsmann from the same group introduced a simplified 
MWT-PERC cell called HIP-MWT (high performance metal wrap) to improve the 
efficiency by reducing the process complexity. In HIP-MWT structure, the forma-
tion of rear emitter is neglected hence no need of structuring steps. On a p-type 
FZ wafer with 0.5 Ω cm, a substrate thickness of 160 μm, on a cell area of 149 cm2 
resulted in an efficiency of 20.1% with Jsc of 39.1 mA/cm2, Voc of 659 mV, and FF 
of 77.8%, was obtained. The HIP-MWT cell demonstrated an efficiency of 19.6% 

Issues PVD Screen print Foil

Efficiency-potential High High High

Flexibility Medium Low High

Maturity High High Low

Process temperature 300 °C 800–900°C —

Cost Medium High Low

Table 3. 
Advantages and disadvantages of different printing mechanisms [75].

Figure 7. 
Process flow of MWT PERC solar cells.



Solar Cells

34

with Jsc of 40.2 mA/cm2, Voc of 649 mV, and FF of 75.1% on Cz grown wafer with 
2.6 Ω cm for the same substrate thickness and cell area [77].

Passivated emitter rear contact solar cell with dielectric layer at the rear side and 
locally rear aluminum contacts reduces the recombination losses which increases 
the open circuit voltage. Also the rear dielectric layer increases the internal reflec-
tion and thus increases the current of the solar cell. Though the performance of 
PERC cell is better, the efficiency of PERC cell decreases after light-induced degra-
dation which is around 0.5–1.0% absolute.

2.4 Interdigitated back contact solar cell

In IBC solar cells, optical shading loss is eliminated as both polarities of the metal 
contact are placed on the rear surface. In addition, the resistive power loss is reduced 
largely as the rear surface furnishes an opportunity for best design of metal contact 
formation. The other key advantages of IBC cell are (a) module manufacturing cost 
is reduced as the interconnection between the cells is simplified and (b) higher cell 
packing density increases the module power. The process flow of the IBC cell is shown 
in Figure 8. The major challenges present in the metallization of IBC cell includes: 
(i) shunting between the two polarities of metal contacts must be prevented and 
(ii) the metal conductors must be thick enough to ascertain the low resistive power 
loss. To isolate both the contacts, different cell-based metallization techniques can be 
used. One such method is patterning metal seed layer [78, 79], with electroplating to 
reduce resistance [80]. However, this plating up process needs electrical contact to the 
seed metal lines, which may lead to be problem with thinner wafers.

IBC solar cells with a record high efficiency of 25.6% were obtained by Sanyo/
Panasonic [81], and the pioneer SunPower Corporation achieved 25% efficiency 
[82]. For IBC cells, the front surface field (FSF) reduces the surface recombination 
at the front as it acts as an electrical field which pushes back the minority carriers at 
the front surface [83]. The high expensive photolithography process is replaced with 
laser processing or screen printing which leads to a significant reduction in posi-
tion accuracy which increases the pitch. This makes the majority carriers to travel 
from vertical to lateral direction. Depending on the pitch and base resistivity, series 
resistance over 90% contributing to the lateral majority carrier transport reduces 
the cell efficiency. Moreover the lateral majority carrier’s current transport as well 
as the front surface passivation has been enhanced by FSF and finally the series 
resistance also significantly reduced to 0.1 and 1.3 Ω cm2 for the base resistivity of 1 
and 8 Ω cm, respectively, for the pitch of 3.5 mm [84].

The rear metallization of IBC cells is usually done with silver (Ag) and alu-
minum (Al) pastes [85], and Si/Ti/Pd/Ag or Si/Al/Ti/Pd/Ag metal stack and 
Al-deposited by PVD form a good ohmic contact with both n- and p-type silicon 
[86]. In Si/Ti/Pd/Ag or Si/Al/Ti/Pd/Ag metal stack, the Ag layer is used as a conduc-
tive layer because of its low resistivity. To avoid the reaction between Ti and Ag, 
the Pd layer is deposited between Ti and Ag layer. The work function of Ti or Al 
makes it suitable to contact with low contact resistivity [87] on both p- and n-doped 

Figure 8. 
IBC process flow.
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regions. As Ti is a poor reflector, the Si/Al/Ti/Pd/Ag structure is adopted owing to 
the higher reflectance obtained with an Al layer which increases the light trapping. 
Couderca et al. [20] used Si/Ti/Ag stack with a thin Ti layer which has a low contact 
resistivity on both n- and p- doped regions. For n-doped surfaces, the specific 
resistivity is very low, and hence, the resistive losses are negligible. As the p-doped 
surfaces are lowly doped, the specific resistivity is higher though it stays under the 
crucial limit of 0.01 Ω cm2. As a low-cost approach, Chena et al. [88] applied the 
aluminum electrodes deposited by e-beam evaporation using Al contact for high 
performance IBC cells. The specific contact resistivity of the Al contact cell resulted 
in 0.7 and 0.05 mΩ cm2 on an n-doped and p-doped surface, respectively, and the 
final Al-contacted IBC cell resulted in an efficiency of 22.72%.

Recently, carrier selective contacts [TOPcon] using tunnel oxide and amorphous 
(a-Si) layer resulted in Voc values around 720 mV and contact resistivities less than 
10 mΩ cm2 [89]. With poly-Si/SiOx approach, similar values for their passivated 
contact have been achieved by various researchers [90–92]. Young et al. used the 
similar contact for the IBC solar cell patterned with ion implantation. The metal-
lization layer consisting of thin Ti/Pd adhesion layer with 1-μm thick Ag layer and a 
Pd capping layer resulted in the contact resistivities less than 0.1 mΩ cm2 [93].

Electrical shading loss plays a detrimental role as it reduces the collection effi-
ciency of the minority carriers over the BSF regions [94], which compromises Jsc. 
By decreasing the width of the BSF region, this detrimental effect can be resolved. 
In the active cell area, by decreasing the finger pitch and BSF finger width, the 
electrical shading loss is minimized. Nevertheless, the base busbar still enforces 
electrical shading. In addition, as the majority carriers generated over the emitter 
busbar have to traverse over the entire wafer area, result in transport losses. The 
electrical shading loss and the transport loss contribute to the resistive losses and 
FF losses in the busbar metallization. Hence for further efficiency improvement, 
research group from ISFH developed a busbar less metallization which omits the 
busbar and eliminates the resistive losses in metallization with aluminum-based 
mechanical and electrical laser interconnection (AMELI) process for contacting 
aluminum-metalized IBC cells [95] and obtained a conversion efficiency of 22.1% 
with a Voc of 683 mV, Jsc of 41.4 mA/cm2, and FF of 78.1% on a cell area of 132 cm2. 
AMELI process interconnects the solar cell with highly flexible interconnection 
geometry performed by a laser as structuring of the metallization. In addition, 
this AMELI process can interconnect that are as wide as the whole cell edge with a 
lower electrical resistance between the cells [96, 97]. Figure 9 depicts the AMELI 
interconnection scheme for busbar-free solar cells. Woehl et al. introduced a point-
shaped metalized IBC cells interconnected to a printed circuit board. The presence 
of only point-shaped metal contacts, increases the Voc as the recombination area, is 
significantly reduced [98].

The main advantage of interdigitated back contact solar cells over other type of 
solar cells is zero shadow loss due to the absence of complete front contact. Although 
IBC is the high efficiency single junction cells among all other type of silicon solar 
cells, the carrier collection efficiency in front of the back surface field is low.

Figure 9. 
Process flow of AMELI interconnection process.



Solar Cells

36

3. Conclusions

Process flows of conventional silicon solar cell, Ni/Cu plating for silicon solar 
cells, passivated emitter rear contact solar cells, and interdigitated back contact solar 
cells were discussed. Influences of process parameters in electrical parameters were 
analyzed. Though the contact formed by lithography, sputtering, etc. is reliable and 
resulting in good energy conversion efficiency, however, it is expensive due to the 
vacuum evaporation and single wafer type process. In this context, screen printed 
contacts are consistent in reliable and providing the best approach in production 
industry. Screen printing-based metallization is one of the key and crucial processes 
in silicon solar cell fabrication process which was discussed by interpreting the paste 
rheology, screen, and printing parameters. The screen printing paste used for con-
tacting the solar cells is the other expensive element after the silicon wafer, and thus 
it is important to find an alternate technique for silver paste-based printing mecha-
nism. Researchers arrived at a Ni/Cu plating technique for contact mechanism, and 
the technique has proved its capability in manufacturing industry as well. However, 
advanced structures such as PERC and IBC are using either screen printing or evapo-
ration technique for making contacts. By seeing current scenario of metallization in 
different types of solar cells, it has been concluded that screen printing will continue 
to be an important and reliable metallization technique. The current efficiency status 
of different silicon solar cell technologies is depicted in Table 4.
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S/N Technology Efficiency in %

1 Al BSF multi Si cell 19.0

2 Al BSF mono Si cell 20.0

3 Ni/Cu plating Si cell 21.3

4 PERC multi Si cell 22.0

5 PERC mono Si cell 25.0

6 MWT PERC Si cell 19.6

7 IBC Si cell 26.7

Table 4. 
Current efficiency trend of different technology solar cells [36, 77, 99].
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Definitions

Voc open circuit voltage
Isc short circuit current
Jsc short circuit current density
J0e emitter saturation current density
FF fill factor
Rs series resistance
η efficiency
ARC anti-reflective coating
SP screen printing
FSF front surface field
AlBSF aluminum back surface field
PERC passivated emitter rear contact
IBC interdigitated back contact
HIT heterojunction with intrinsic thin layer
LGBC laser grooved buried contacts
LIP light induced plating
LDSE laser-doped selective emitter
EVA ethylene vinyl acetate
ITRPV international technology roadmap for photovoltaic
i-PERL passivated emitter with rear locally diffused
PVD physical vapor deposition
LCO laser contact opening
MWT metal wrap through
HIP MWT high performance metal wrap through
CZ czochralski
FZ float zone
SRV surface recombination velocity
AMELI aluminum based mechanical and electrical laser interconnection
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Chapter 3

Polymers in Solar Cells
Pedro Pablo Zamora and Klaus Bieger

Abstract

Due to the promising properties of semiconducting polymers they have attracted 
wide spread interest. During the last decade we have worked on a smart chemistry 
approach to these substrates and organometallic compounds with special focus on 
design, synthesis and characterization of materials that could be used in photovoltaic 
devices. In these materials, one of the most important aspects is high absorbance in the 
UV-Vis spectrum as a necessary characteristic for high conversion rates of light to elec-
tric energy. We were able to show that this can be achieved introducing certain func-
tional groups as, e.g., NO2-moieties. Another important aspect is the interaction with 
the buffer layers that also form part of the whole photovoltaic device. Here we show 
that a double layer of CuI/MoO3 increased the energy yield for a large variety of organic 
substrates along with related results from other leading groups reported in literature.

Keywords: polymers, photovoltaics, buffer layer

1. Introduction

Organic photovoltaic devices are often seen as the future of solar cells [1] as they 
permit energy conversion with much less consumption of material resources than 
the conventional silicon based semiconductor cells [2]. Additionally they permit the 
development of flexible devices while the traditional cells are rigid and fragile [3].

Even though since the discovery of the photoelectrical effect in organic sub-
strates large progresses have been achieved [4] to increase yield and stability the 
organic devices still are much less efficient and present lower lifetimes than the tra-
ditional solar cell form [5]. There have also been progresses in developing different 
cell types. For practical reasons here we center on heterojunction bulk cells as they 
provide high reproducibility and easy experimental access to poly-layer devices [6].

The construction of heterojunction cells requires several basic elements apart 
of the proper semiconducting polymer. The polymer has to be linked to a layer—
normally fullerene—that accepts the electrons from it. It is also important to count 
with a “buffer layer” that inhibits the recombination of electrons with the “holes” 
formed in the same process. Buffer layers are often made of copper-(I)-iodide 
and molybdenum-(VI) oxide. An appropriate design of this layer can increase the 
electrical yield in up to 10 times in some cases.

As limits for commercialization 10% of efficiency and 10 years of life expectancy 
are considered for organic cells. The yield limit already has been reached in some 
cases due to improvements in the chemical design of donor and acceptor materials 
[7]. Lifetime is still problematic as degradation of the organic substrate can take 
place for several reasons as photochemical reactions, interaction with traces of water, 
encapsulation of the device, thermal instability, etc. Same problems have been found 
also in other applications and strategies to overcome them are developed [8].
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2. Charge transport in polymers

One of the most important aspects in the conversion of light to electrical energy 
is the electron transport in the semiconductor. It permits the separation of posi-
tive and negative charge and prevents the recombination of the exciton known as 
“quenching” [9]. Therefore a high conductivity in the organic phase as well intra- as 
intermolecular is desirable and the contact surface among chains in the same 
layers as well as between layers should be as large as possible to facilitate electron 
movement. Here homojunction cells have a clear advantage due to the large transi-
tion zone between substrates. Anyhow, as mentioned before, it is very difficult to 
produce this gradient transition in a reproducible manner resulting in larger experi-
mental errors and poorer comparability of results for different materials. Some of 
the most important aspects are detailed in the following sections:

2.1 Aspects of the material

The backbone of conducting polymers is generally formed by aromatic ring 
systems with delocalized π-electrons that occupy completely the bonding molecule 
orbitals. Due to the large amount of orbitals with similar energies they form a 
completely occupied valence band similar to the situation in classical inorganic 
semiconductors. The conduction band is made up by the antibonding π*-orbitals 
and is generally empty. As in the inorganic counterpart the organic polymers as well 
can be doped with electron abstracting or electron donating agents leading to p- or 
n-semiconductors. P-dotation withdraws electrons from the valence band while 
n-dotation adds electrons to the conduction band increasing the conductivity of the 
material.

The band gap is defined as the energy gap between valence and conduction 
band. Generally electrons can be promoted by light energy causing π–π*-transitions. 
The electron loss results on the site in a mesomerically stabilized radical cation 
called “polaron” that can be delocalized in the polymer generally over several 
monomeric units.

With another bond theoretical focus the band gap corresponds to the difference 
between HOMO and LUMO as they correspond to the highest occupied bonding 
and the lowest antibonding orbitals (see Figure 1). The electrical conductivity in 
these terms is due to the excitation of an electron from the HOMO passing to the 
LUMO and its increased mobility in the delocalized antibonding orbital.

As molecules have a finite extension electrons can only occupy a finite number 
of discrete energies and normally all bonding orbitals are occupied. Electron 

Figure 1. 
Energy of a simple double bond (center), in a conjugated oligomer (aside) band formation in a polymer and 
the influence of doping.
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mobility is only possible in partly occupied orbitals that can be achieved either by 
doping the material adding or abstracting electrons with chemical or electrochemi-
cal methods. Physically thermal or optical excitation of electrons can be used.

Doping also changes the energies of HOMO and LUMO (or valence-band and 
conduction band respectively), as these energies are no fixed terms. N-doping—this 
is adding electrons to the LUMO-orbitals or reduction of the material—will increase 
the energy level as the electrons will repulse each other while p-doping has the 
opposite effect and decreases the orbital energy. Additionally doping also alters to 
a small but significant amount the positions of the atoms as the introduced charges 
interact with the counter-ions of the doping agent. When the concentration of the 
doping agent is low it results in the formation or small doped “islands of charge” 
that can be classified in three types: solitons, polarons and bipolarons. While 
solitons are wave packets, polaron and bipolaron make reference to quasiparticles.

Polarons and bipolarons can be seen as the polarization of a material due to the 
presence of charges moving through it. A moving electron, for example, will attract 
positive charges of the nuclei and push back the negative charges of the electrons 
in its environment. The polaron is the result of a quantum mechanical treatment 
of this phenomenon. Bipolarons result from the fact that close polarons may lower 
their respective energies similar to what happens in Cooper-pairs in superconduc-
tors. As the polarization of the surroundings stabilizes the electron lowering the 
energy of its fundamental state the presence of polarons will result in the formation 
of new energy bands in the material known as “polaron bands” and new electron 
transitions may be observed corresponding to this new state could be observed, too. 
The effect could also be interpreted as a band gap reduction in the semiconducting 
material [10]. Normally in organic semiconductors polarons and bipolarons are 
formed due to positive charges found in the polymers. A polaron will correspond to 
a radical cation while a bipolaron would be formed by a bi-cation. The correspond-
ing energy scheme can be found in Figure 2. In organic conducting polymers the 
presence of various bipolarons at the same time can even lead to the formation of 
bipolaron bands [11].

The polaron/bipolaron effect has been widely studied on organic semiconduct-
ing polymers of different types [12–14]. The effect on bond length has even been 
confirmed by X-ray diffraction on model substrates with a thiophene backbone 
similar to the motive found in polythiophenes described later on [15].

While charges are bound to islands where linear parts of molecular chains 
located in parallel the electron mobility is still relatively low. Anyhow when increas-
ing the doping concentration the charge islands start to overlap giving rise to partly 

Figure 2. 
Energy scheme without polarons (a), in presence of polarons (b) (the black arrow represents the radical 
electron) and in presence of a bipolaron (c). Blue arrows represent possible electron transitions.
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occupied bands. In these bands charge mobility increases drastically as electrons 
can move freely along the whole macromolecule and it becomes an electrical 
conductor. The overall conductivity depends on the electron mobility in an electri-
cal field within the macromolecular chains as well in their “charge islands” as in the 
intermolecular charge transport. The step that represents the mayor resistance will 
limit the overall charge mobility and therewith the conductivity.

The electron transport between polymer chains is linked directly to the degree 
of order that present molecules. The larger the order the more likely it is that poly-
mer chains are located in parallel and with little distance between each other and 
this favors the electron transfer. When chains enclose an angle or are even located in 
perpendicular the jump of an electron from one molecule to the other is much more 
difficult. In long chain polymers it is not even necessary that a charge is transported 
along the whole molecule but can jump in part to another nearby unity. The shorter 
the polymer chain the more important is ordered chain morphology as here inter-
chain transport has to occur more often. Unfortunately the general tendency of 
this type of polymers is to present more disorder or have the chains disposed in a 
perpendicular manner (see Figure 3).

For these reasons long chain per-conjugated polymers are desirable targets for 
highly conducting materials. The larger the polymer backbone is the larger is the 
probability to find some ordered region with easy inter-chain electron transport. 
This is the case even when the crystalline parts are interrupted by amorphous 
regions. Anyhow chain defects that interrupt the electron delocalization through 
the chain can make it more appropriate to treat this type of material as an accumu-
lation of several short chain structures. These structures form island-like regions 
with high conductivity while electron transport between islands is more difficult.

Reasons for the loss of per-conjugation could be torsion between substructures 
or the formation of neighbored single bonds that do not allow the π-system to 
extend across the affected site.

2.2 Morphology

Morphology describes the form of the material employed in the construction of 
a photovoltaic device. It can make reference to the form in which the molecules are 
present in the substrate or on the physical form of the substrates surface.

Polymer can be present as unordered glass-like phases with the polymer chains 
in random orientations or as crystalline regions where the chains are ordered in 

Figure 3. 
Schematic electron transport in polymers with conductivity islands within the same chain (A), between chains 
(B) and between islands (C).
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parallel. This order or the lack of it will also be related to electronic properties of 
the substrate as polyconjugation is related to co-planar stretched structures that are 
lead more easily to crystalline regions while disorder requires generally more flexible 
structures. These are obtained when the π-system is interrupted due to larger torsion 
angles and the lack of overlap. Conjugation on the other hand is crucial for electron 
mobility and transport. Thus crystalline ordered regions will exhibit lower electrical 
resistance than the glass like zones and are the preferred form for high overall yields.

Morphology reflects to some extend the chemical properties of the molecules. 
Rigid annulated aromatic ring systems are more likely to form rigid rod-like struc-
tures than other open chain backbones. On the other hand, it can be controlled to a 
certain extend by the conditions used in the deposition of the layers. When deposed 
by sublimation slow deposition rates at relatively high temperatures favor that the 
polymer reaches the thermally most stable perconjugated form while fast deposition 
at relatively low temperatures fixes the higher disorder.

In homojunction devices various substrates have to be deposed at the same time 
forming a determined gradient. This adds several new parameters and complica-
tions to the manufacturing process as diffusion rates, inter-material interactions 
with the possibility of phase separation, differences in vapor pressure and different 
requirements for the formation of crystalline phases have to be controlled at the 
same time over the whole substrate surface. For these reasons results obtained are 
very difficult to reproduce.

While in homojunction cells charges can pass from one “layer” to the next along 
the whole gradient that exists between both, in heterojunction cells charges have to 
pass through the layer-layer-interface. This interface acts as an electrical resistance. 
Therefore increasing the contact surface with rough surfaces will help to increase the 
electrical yield. On the other hand, if grooves are too large in comparison with the layer 
thickness, there exists the risk of hole-formation and direct contact formation of layers 
that should be separated by the intermedium layer (see Figure 4). Surface morphology 
also depends on substrate and on deposition conditions. A review on morphology of 
thin film transistors that can be applied in large extend to solar cells can be found in [16].

3. Operational principles of organic photovoltaic cells (OPVCs)

OPVCs use the internal photoelectrical effect that liberates electrons and is used 
to transform light into electrical energy. The energy generation depends on the 

Figure 4. 
Gradual transition in heterojunction cells (left) and hard interphase in heterojunctions (right). Larger contact 
reduces the electrical resistance.
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absorbed light. The higher the absorption rate the more electrical energy is pro-
duced [17] in form of excitons. This makes is clear that the conversion rate is linked 
to the absorption coefficient of the substrate in the UV-Vis spectrum. The maxi-
mum is also indicative for the band gap. The higher the wavelength of the absorp-
tion maximum the lower is the band gap and the higher can be the theoretical 
photovoltaics yield. On the other hand too low band gaps favor the recombination 
of the electrical charges as the substrate becomes a conductor and inhibit the proper 
work of the cell. Therefore values of 1–2 eV are desirable what would correspond 
to an absorption maximum at about 1200–600 nm [18]. Absorbed energy is used to 
promote an electron from the HOMO to the LUMO. In a first moment the electron 
stays close to the positive charge produced in the same process (see Figure 5). The 
electron-hole pair is known as “exciton.” It has to be taken to the polymer—electron 
acceptor interface where it is separated and the electron is guided to the electrode. 
An exciton blocker layer (EBL) between the acceptor layer and the electrode inhib-
its that positive charges migrate to the electrode as this would result in direct charge 
recombination and no electrical current could be obtained from the device.

The distance an exciton could migrate in a layer is of the order of several 100 nm 
[19, 20]. The polymer donor layer should therefore have a thickness that is inferior 
to the migration distance to avoid that excitons recombine on their way to the 
acceptor-layer. Better conductivity of the polymer allows building thicker layers as 
it increases the maximum migration distance. Thicker polymer layers are desirable 
as they lead to higher absorption rates. The same accounts for the acceptor layer.

Typical dimensions found in cells using phtalocyanine-copper as donor and 
fullerene as acceptor, are some 20 nm for the fullerene and some 40 nm for the 
phtalocyanine layer for larges possible negative charge transfer.

For charge transfer also a high contact surface is desirable. Double layer and 
interpenetrated layer devices have been developed. Interpenetrated devices pres-
ent at least theoretically higher conversion rates due to the large contact surface. 
Anyhow their construction is difficult and often cannot be reproduced easily.

Double layer devices on the other hand are easily obtained and their structure 
can be controlled with little effort but have small contact surfaces and herewith 
lower yields. At least for comparison reasons, the benefits of the high reproducibil-
ity compensate the lower yields as they permit detecting promising materials with 
more accuracy. For real world applications the thus found substrate can later still be 
used to produce interpenetrated devices.

The construction of a double layer device starts with a transparent and conduct-
ing substrate. Normally this is glass or poly ethylene terephthalate (PET) with an 

Figure 5. 
Excitons can travel along the organic semiconducting material and are separated to electrons and holes on the 
exciton blocking layer. Long diffusion length favors recombination and efficiency loss [23].
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indium-tin-oxide (ITO) layer as transparent conductor. On this generally commer-
cially available substrate an anode buffer layer (ABL) of some 20 nm is deposed. In 
our work we use molybdenum-(VI)-oxide and copper-(I)-iodide. In spite of their 
high band gap (>3 eV) characteristic for electrical insulators they help to extract 
cations as ITO has a high barrier to hole collection. The ABL reduces the barrier 
matching the energies of the involved bands. In some cases and depending on the 
ABL substrate it also induces higher crystallinity and improved morphology in the 
following polymer layer [21]. In our work with polyaniline and polyaminothio-
phene we observed an increase of the photoelectrical yield of some 10 times due to 
the proper design of the ABL using MoO3/CuI. An explication could be the interac-
tion of copper ions with the nitrogen atoms present in the polymer. Optimization of 
these interactions forces the polymer chains in a parallel direction to the polymer-
ABL-interface and herewith leads to an increased order close to the interface. A 
prove for higher degree of orientation is given by X-ray diffraction where polymer 
deposits on CuI layers show more and sharper peaks than polymers grown on other 
substrates. The higher crystalline degree lowers the electrical resistance and this 
leads to the observed yield improvements. Further investigation shall show if other 
elements known to show high tendency to form interactions with nitrogen as cobalt, 
nickel or zinc have similar or even better effects on the polymer growth. After the 
polymer is deposed as electron donor it follows an electron acceptor layer, normally 
40 nm of fullerene for best electron mobility [22].

It follows a thin layer of bathocuproine (BCP). As in the case of the ABL it is a 
substrate with a relatively high band gap (about 3.5 eV). Its purpose is to avoid the 
pass of the positive holes to the cathode and herewith recombination of holes with 
electrons. Therefore the layer is also known as exciton blocking layer (EBL). On 
the other hand the insulating properties of the material that are necessary for the 
exciton blocking will decrease the yield of the solar cell. Thus it is necessary to find 
a balance that optimizes both effects looking for an improved layer thickness. In 
most applications this is about 4–5 nm.

Finally on the EBL follows aluminum as cathode and selenium as protecting 
material that prevents oxidation of the organic molecules involved in the sandwich 
structure.

As shown above buffer—and blocking layers play an important role in the opti-
mization strategy of organic photovoltaic devices and have to be treated along with 
the organic substrate used as electron donor. The combined tuning of all parameters 
has allowed designing photovoltaic cells that reach already 13% [24].

When looking for improved electron donor materials at least two important 
features should be taken into account:

• A high absorption coefficient in the UV-Vis and the near IR spectrum is essen-
tial. Only the absorbed light can be transformed into electrical energy and 
this is the most intense part of the solar spectrum that permits to reach usable 
electrical tensions by exciton formation.

• For long term stability the material has to be resistant to photochemical 
degradation as well as to high temperatures as in real world applications it will 
be exposed to high UV-light densities and temperatures above 100°C.

Additional optimization can be done in all other involved layers. Thus molecules 
with higher electron acceptor capacities and better stability than fullerene are inves-
tigated [25].

Apart of this more chemical part also the electrical behavior of the solar cell is 
important. Generally it can be seen as a serial circuit. All layers act in this case as 
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serial resistors (RS). The electrical resistance especially of the donor—and acceptor 
layers will diminish the current density (Jsc) in the solar cell. Additionally due to the 
cell construction and its electrical contacts some parallel resistances (Rsh) can be 
observed. The resistances increment also when quenching (coQ ) occurs as it lowers 
the quantity of charges present in the valence- and conduction band.

There also exists a phenomenon known as “dark current.” It consists in the flow 
of electrons that have already passed to the fullerenes as electron acceptors back 
to the HOMO of the electron donor. This effect is increased by the polarization 
observed in the working solar cell as here the negative charge produced in the 
cathode attracts the positive charges still present in the donor material and increases 
its density close to the electrode. The dark current could be seen as an “indirect 
quenching” and also lowers the obtained electrical current. To diminish the dark 
current, an electron blocking layer (EBL) is applied with an Eg sufficiently high as 
to prevent the migration of positive charges to the cathode.

As one can deduct from the previous chapters after the exciton formation charge 
separation is a key step of the whole photo-electrical process. Whatever substrate 
is used as donor- and acceptor, ionization potential (HOMO) and electron affin-
ity (LUMO) have to match in the way that it permits the exciton dissociation. 
The electron affinity of the donor has to be less than that of the acceptor and the 
ionization potential of the acceptor has to be considerably higher than that of the 
donor molecule. Otherwise no exciton separation corresponding to the crossing of 
electrons from the LUMO of the donor to the LUMO of the acceptor will occur [26]. 
The whole construct can be seen in Figure 6.

The already mentioned need for high absorption rates makes it clear that the 
design of solar cell materials and the design of dyes have to be intimately related. 
In fact a part of the here mentioned bulk layer solar cells there exist other designs 
as the “dye-sensitized solar cell” (or Grätzel-cell) where the relation becomes even 
more evident [27]. One of the best known dye-precursor is aniline. Already its 
discoverer Wöhler mentioned that wood treated by aniline turned to several colors 
of a while. Anyhow it was Perkin some years later who patented the first synthetic 
dye also based on aniline—the mauveine [28]. Since then a whole family of colored 
compounds known as “aniline dyes” has been synthesized. It is also known that 
aniline can be polymerized under oxidating conditions forming a green semi-
conductive polymer known as “emeraldine” due to its intense green color. Further 
oxidation would lead to blue-violet pernigraniline. The difference is the presence 
of varying quantities of hydrogen on the nitrogen atoms. Higher hydrogen-content 
is related to a reduced leuco-form with only amino groups while oxidation and 
hydrogen abstraction leads to a large proportion of quinoid structures that allow 
better perconjugation and herewith lowers the energy of the LUMO-orbitals. The 
result is a semiconducting organic material with low band gap and high absorption 
coefficient—perfect for applications in organic solar cells.

Figure 6. 
Typical disposition of the elements that belong to a bulk heterojunction solar cell made of organic polymers as 
electron donor material.
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Another substructure known to lead to good properties as organic semiconduct-
ing material is thiophene. The thienyl-system is in many aspects equivalent to a 
benzene moiety buy has an even higher “aromatic” character. Additionally due to 
the presence of the sulfur heteroatom it undergoes easier oxidation reactions. For 
this reason we became interested in aniline-analog polymers based on thiophene 
systems. The natural precursors in this case are 2- and 3-aminothiophenes. Unlike 
aniline in an amino substituted thienyl system all carbons are different leading to 
a larger amount of possible isomers formed in the polymerization reaction that is 
formally an additional substitution.

3.1  Photoelectrical parameters important for the yield of an organic photovoltaic 
devices

In Figure 7 a classical J/V-diagram is shown. The characteristics of an OPVD 
depend mainly on four factors:

• VOC or open circuit voltage

• JSC or short circuit current density

• ff or form factor/fill factor

• η or photovoltaic yield

Here we explain briefly the meaning of these concepts and how they are related 
to the photoelectrical behavior of the solar cell.

3.1.1 The open circuit voltage VOC

The open circuit voltage is the electrical potential between anode and cathode 
of an OPVD when illuminated and the circuit id left open. This means that no 
electrical current passes between the electrodes. Chemically the VOC is related to 
the energetic difference between the LUMO of the acceptor and the HOMO of the 

Figure 7. 
J/V-diagram with the graphical representation of the form factor ff as relation between the light blue and 
violet areas.
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donor material. The larger the difference between both orbitals the higher is the 
voltage that can be achieved in the solar cell. In Figure 7 you can see that VOC can 
be determined graphically as the point where the curve passes through the x-ax of 
the diagram as here the current displayed on the y-ax is zero.

3.1.2 Short circuit current density JSC

The short circuit current density is the photoelectrical current that can be 
observed when the OPVD is irradiated with light and a direct contact between both 
contacts forces the potential difference to be 0 V. Practically you produce a short 
circuit of the photoelectrical cell.

It has been demonstrated that the current density observed in these conditions 
is related to the interaction between the electron donor and the ABL as well as the 
light absorption by the donor material. In this sense a molecule with a large absorp-
tion rate over large parts of the electromagnetic spectrum contributes to increase 
the photoelectrical yield. Anyhow you also need a large efficiency for passing posi-
tive charges to the anode through the buffer layer. Increase in efficiency will lead 
directly to higher short circuit currents and as consequence to higher photoelectri-
cal yields. As a third factor also the electrical resistance of the organic substrate 
is important here as resistance and electrical current in a DC device are directly 
related by ohms law.

3.1.3 Form factor (or fill factor) ff

The form factor of a solar cell is defined as the relation of the measured maxi-
mum electrical power that is provided by the cell and the product of JSC and VOC. 
Thus you can use the form factor as an indicator of how close the electrical behavior 
of the cell is to an ideal device.

In the figure you can see Jmp and Vmp as current and voltage delivered by the cell 
at maximum power. The product of both will give directly the maximum power that 
can be obtained from the device.

3.1.4 Photovolatic yield η

   η   (%)    =    J  SC   [mAc  m   −2 ]   v  OC   [V] ff  _________________  
 I  0   [mWc  m   −2 ] 

    (1)

The photoelectrical yield η is defined as the relation between the maximum 
electrical power delivered from the photoelectrical device calculated as the product 
of short circuit current JSC, open circuit voltage VOC and form factor ff divided by 
the power it receives in form of light energy I0 by the formula:

As one can see from an electrical point of view JSC, VOC and I0 have to be opti-
mized together in order to obtain high yields. As we have seen before they are 
related to the chemical nature of the substrates that are used to build up the cell. 
This explains why until now improvements of the cell yields always implied the 
design of optimized molecules. The improvement has to imply the donor and accep-
tor molecules as well as the material employed in the ABL as only an optimized hole 
extraction work will lead to a high short circuit current. Thus an intelligent cell 
design will take into account that:

• The electron donor interacts with the anode in that way that allows to extract 
the highest possible percentage of positive charges possible.
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• The donor material has a high absorption coefficient in the part of the spec-
trum important for electrical energy generation (near IR to UV).

• The interaction between donor and acceptor is as large as possible and an EBL 
has to be applied to avoid the recombination of holes with the already sepa-
rated charges (dark current).

On a molecular level these needed photophysical and electrochemical properties 
can be achieved designing molecules with a high degree of order and preferably 
π-stacking interactions that bear functional groups able to optimize the interac-
tion with the anode material and herewith the energy transference. The functional 
group design has to take into account the affinities that exist towards the elements 
involved in the ABLs. When copper is used in ABL—construction good candidates 
will be thio- and nitrogen(-III) containing groups as copper is known for his high 
affinity towards this kind of moieties. For molybdenum-(VI) also oxygen groups 
could be important as the small size of the element in this oxidation state fits well to 
the small orbitals of oxygen.

3.2 Conducting polymers in solar cells

There is a large number of monomers that lead to a variety of conducting poly-
mers. Modifications can lead to an even increased amount of derivatives that could 
be employed in solar cells. Some of them have been used in our investigation group 
as derivatives of aniline, pyrrole, thiophene or furane.

3.2.1 Polypyrroles

Polypyrroles (Figure 8) can be obtained via electrochemical deposition using 
cyclovoltaic techniques [29]. During the synthesis different solvents could be 
employed as THF, acetonitrile chloroform, etc. The solvent is important for the 
morphology of the deposed polymer. Using acetonitrile a product is obtained than 
from chloroform. The solvent is therefore selected according to the needs of the 
desired application and in function of the employed oxidating agent.

Figure 8. 
Polypyrrole in the ideal reduced form (above) is normally obtained as partially oxidized (p-doped) form 
(below). Charges are compensated by anions trapped in the polymeric material.
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This way and controlling current and cycle number the layer thickness can be 
determined. Anyhow the polymer obtained this way has some disadvantages that 
limit its use in photovoltaic devices. First of all doping is only reversible in very 
thin layers. This limits the available charges as well as the mechanical stability of 
the polymer film. Second polypyrrols have shown to be very sensitive to excessive 
oxidation as it leads to chain degradation especially by reactions through positions 
3 and 4 of the pyrrole system [30]. Blocking these positions with substituents or 
forming copolymers with aniline this type of degradation can be prevented leading 
to electrochemical more stable polymers.

These substituents according to their electron donor or acceptor characteristics 
will also alter the color of the polymer as they influence the HOMO and LUMO 
energy levels. There is also an influence due to steric hinderence as this will force the 
rings to present torsion angles and interrupt the perconjugated π-system. Less con-
jugation on the other hand will lead to decreased electron mobility and increased 
electrical resistance. So these effects have to be taken into account when designing a 
polymer more resistant to oxidative degradation.

3.2.2 Polythiophenes

Polythiophenes (Figure 9) are among the best studied and most promis-
ing conducting polymers [31]. Similar to polypyrroles polythiophenes can be 
obtained by electropolymerization from acetonitrile solutions at potentials 
between 0 and +1 V. The polymerization process starts with the generation of a 
cation radical. Due to the high reactivity of this species anhydrous conditions are 
crucial. The larger attention received by polythiophenes compared to polypyr-
roles is due to its higher chemical stability. Additionally it can be more easily 
processed and it is easy to obtain derivatives of the monomer. This allows tun-
ing optical and mechanical properties of the polymeric materials and converts 
thiophenes in one of the most valuable staring materials for tailor made organic 
semiconductors.

The influences of the substituents on the properties of the polymer chain 
depend largely on their positions in the chain. For example, the reduced form 
of poly-3-methyl-thiophene shows a large variety of colors as small changes 
in conjugation will lead to large effects on optical- and redox properties and 
morphologies.

Introducing an electron withdrawing group instead of the methyl moiety will 
help to stabilize the radical anion when n-doping the polymer material.

Figure 9. 
Polythiophene in the “normal” reduced form (above) and in the partially oxidized p-doped form presenting 
two charges in form of a bipolaron (below).
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With copolymers obtained from nitrothiophenes and linked to carbon nano-
tubes yields of about 2% have been obtained [32]. They have an open circuit 
potential superior to polythiophenes without nitro group [33]. Other devices from 
polythiophenes with electron attracting groups equally have shown yields of up to 
3% with an open circuit voltage of close to 1 V [34]. This shows that the groups help 
to stabilize the electron in the LUMO and the band match with the electron acceptor 
entity increases the yield [35].

Alkoxy groups as donor substituents will increase the electron density in the 
polymer chain and help to decrease the HOMO-LUMO-band gap leading to a red 
shift of the corresponding absorption band in the UV-Vis spectrum. Variations in 
the length of the alkyl chains however have little or no influence on the properties 
and no changes in conjugation or band gap values have taken place. When formed 
the alkoxy modified polymers are colorless and do not show absorption in the vis-
ible spectrum but turn dark blue on electrochemical reduction.

As an example 3,4-ethylenedioxithiophene (see Figure 10) and its polymers 
have a low oxidation potential, high chemical stability even at elevated tempera-
tures and high conductivity. The copolymer with polystyrenesulfonate is one of the 
best organic candidates to substitute ITO as electrode material as it is at the same 
time highly transparent and has a very high ductility. It is already used as antistatic 
coating [36].

3.2.3 Polyanilines

Like polythiophenes, polyanilines (PANI) can be obtained by electrochemi-
cal oxydation via cationic radicals in a complex oxidation and reduction process 
as it goes along with protonation and deprotonation reactions. In acid media a 
typical voltamperogram of PANI shows two redox processes that correspond to 
the conversion of two oxidation stages present in this polymer that go along with 
electrocromatism. The completely reduced form is colorless and therefore known as 
leucoemeraldine, from Greek “leucos” = white. In this form only phenylic systems 
are present that are linked by secondary amino groups.

A partially oxidized form, known as emeraldine due to its green color, is formed 
by alternating quinoid and phenylic structures with one quinoid structure every 
four ring systems. The end product of oxidation known as pernigranile, presents 
only quinoid structures and can be distinguished by its dark blue to black color (see 
Figure 11).

Chemically all polyanilines are basic due to the presence of trivalent nitrogen. 
Hydrogen of secondary amino groups can also become slightly acidic, especially 
when the polymer is p-doped and thus positive charges are introduced to the chain. 

Figure 10. 
Motive of poly-3,4-ethylenedioxithiophene.
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Deprotonation will reduce charge density in the polymer and limits its conductivity. 
Otherwise it is of the same magnitude as that of other polymeric aromatic systems.

3.2.4 Aniline copolymers

In previous works we have synthesized aniline-thiophene and aniline-pyrrole 
copolymers to improve conductivity, conductivity and optical properties. The 
obtained materials show—as expected—optical and electrical properties in between 
the pure polymers obtained from aniline and thiophene respectively. Anyhow 
solubility in all cases is higher for the copolymers than for the simple separated 
substrates.

In the UV-Vis spectrum of the aniline-thiophene-copolymer various absorp-
tion maxima could be observed: bencenic π-π* transitions at around 350 nm; π-π* 
transitions of the thiophene systems at 450 nm and quinoid transitions at about 
700 nm. Additionally in the 650–800 nm range n-π* transitions could be detected 
that correspond to the transitions of non-bonding sp2 nitrogen electrons present on 
quinoid ring systems [37].

When photovoltaic devices were built from this copolymer the ABL material 
did not have any influence on the light absorption of the polymer neither in pres-
ence of MO3 nor CuI with no change in absorption rates and position of the peaks 
in the UV-Vis spectra. As consequence the band gap also remains unaltered. On the 
other hand the copolymer had a higher red shift than any of the pure substrates. 
This means that conjugation rate had increased and the band gap diminished when 
compared to polyaniline and polythiophene. Herewith the copolymer is a better can-
didate for photovoltaic devices. Effectively unlike polyaniline it shows photovoltaic 
yield as electron donor when used with MO3, CuI or mixtures of both as ABL layers 
with a modest yield of 0.2–0.5%. A possible explication could be the interaction of 
the polymer with the copper metal centers that only leads to crystallinity close to the 

Figure 11. 
Polyaniline in the completely reduced (leuco) form (above), the partially oxidized (emeraldine) form and the 
completely oxidized (pernigraniline) form (below).
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polymer-buffer layer interface while the rest of the polymer has low crystallinity. The 
polymer has also only a modest conductivity and a medium light absorption coeffi-
cient at about 700 nm. Thus the few polarons generated by light absorption have little 
mobility and most of them recombine before reaching the next layer [18, 38].

Bernède et al. have shown that MO3 helps to increase extraction work achieving 
a match for the band gap between ABL and polymer. When poly-aniline-pyrrole 
is deposed over MO3/CuI as ABL a small red-shift of the absorption maxima in the 
UV-Vis spectrum is observed compared to other ABL substrates. As in other cases 
the red-shift in absorption corresponds to a smaller band gap in the electronic 
characteristics. The photovoltaic behavior is similar to that of aniline-thiophene 
copolymer on any MO3/CuI combination as ABL substrate.

3.2.5 Non polymeric organic and organometalic substrates

As already mentioned the use of different tampon layers changes the photovol-
taic yield and in the right combination it helps to improve it. The effect has been 
studied by us and Bernède et al. not only with polymers but also with monomeric 
species. Copper-phtalocyanines behave similar to polymers when deposed on dif-
ferent buffer layers.

To find out if these or other molecules could be used in organic photovoltaic 
devices their electrochemical properties play a crucial role and herewith the energy 
of the frontier orbitals. When these molecules are deposed on an electrode by 
cyclovoltametry the potentials of oxidation and reduction starts can be determined. 
These values are related to the energies of the frontier orbitals as in oxidation 
an electron is withdrawn from the HOMO while during reduction an electron is 
deposed in the LUMO. Orbital energies are proportional to the corresponding redox 
potentials. Due to the experimental ease these values can be obtained the technique 
is used by an increasing number of workgroups.

3.3 Functional groups modifying electron density

3.3.1 Electron withdrawing groups

Electron withdrawing groups lower the energy of the antibonding LUMOs and 
herewith stabilize charges present in this orbital. For this reason they are used often 
in the design of material for electron accepting layers. They can also help to improve 
the electron transition between accepting and donating molecules. This is not only 
due to the stabilization effect on the LUMO but they also increase the interaction 
between both molecules. In some cases they can directly bind acceptor and donor 
units. The most commonly used electron attracting groups are carboxylic acids and 
their derivatives.

Lately investigations turned to other functional moieties as sulfonates, salicy-
lates pyridine, catechol, etc. that help to fix both parts together [39–41] even so 
their electron attraction capacity is only moderate. All of these groups have proven 
useful in the development of devices with higher overall yield. Another new target 
group is the nitro moiety. It does not only withdraw more electron density, shifts the 
absorption maximum of the modified substrates to farther red but also has higher 
stability than the carboxy-derivatives. Its anchoring abilities could be attributed to 
the formation of π-complexes as these interactions are well known for electron rich 
aromatic systems and others bearing nitro groups. All these effects even increase 
when several nitro groups are present. As mentioned earlier this is caused by the 
fact that the nitro group helps to link to the electron donor and it increases the band 
gap and with it the open circuit voltage [42, 43].
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3.3.2 Electron donating groups

While electron withdrawing groups stabilize electrons in the LUMO or the 
corresponding conduction band electron donor groups have the opposite effect and 
achieve a relative stabilization of holes in the HOMO increasing the energy of this 
orbital. The observed increase is even higher on the LUMO and as a consequence 
the gap between conduction and valence band becomes larger. When charges are 
present in both bands the larger energy difference leads electrically to a higher 
measurable open circuit cell voltage.

Donor groups also diminish the translation energy for holes making positive 
charge transport more effective. Unfortunately at the same time electron transport 
is hindered and slows down. For this reason one has to take care to equilibrate the 
number of electron donor and electron withdrawing groups to guarantee that both 
speeds are comparable and holes and electrons reach their respective electrodes at 
about the same time [44–46].

3.4 Buffer layers

Buffer layers also known as interface layers are crucial in organic photovoltaic 
devices to improve the overall yield. The correct selection and deposition of the 
materials that form this layer are therefore important decisions that could decide if 
a new approach has success or not. Changing the construction of the buffer layers 
up to 10-fold increase in the overall electrical yield has been observed in an extreme 
case [47] due to rise of the open circuit potential, the short circuit current and the 
form factor.

Many materials that could be used in buffer layers are permeable as well for 
electrons as for holes. This lowers the yield as it leads to electron-hole recombina-
tion on the electrodes. MoO3/CuI-layers however let pass selectively positive charges 
and improve their pass to the anode. As during this step they are separated from the 
electrons this prevents recombination and herewith keeps the yield high.

The buffer layer material has also influence on the morphology of the material 
deposed in the next layer. In chemistry the affinity between copper and nitrogen, sul-
fur or other heteroatoms with free electron pairs is well known. When these elements 
are present in the substrate used in the next layer the intermolecular interactions will 
force the molecules in a defined shape and herewith provoke a determined morphol-
ogy. Generally it increases the degree of order and crystallinity at least close to the 
interphase. This helps to increase the charge transport to the anode [47–49]. The effect 
of incorporation of other elements with modified affinities has still to be studied.

4. Conclusions

Photovoltaic devices nowadays represent a fast growing multi-million dollar 
market that has the potential to provide energy to humanity without contributing 
to CO2 emissions. The largest part of it belongs to classical cells based on silicon 
as inorganic semiconductor. These devices however require a large amount of 
prime matter that are themselves highly energy consuming in their fabrication. 
Additionally they are not flexible, a fact that reduces the possible application fields.

A solution can be organic photovoltaic solar cells based on conducting polymers. 
These devices can be built as thin multi-layer constructions on flexible substrates 
as plastics or thin glass plates consuming just a little portion of the resources used 
for silicon devices. Anyhow organic cells still provide much lower conversion yields 
than the inorganic counterparts.
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Organic bulk heterojunction cells are large constructs with various stacked 
layer. In the stack every layer has a dedicated function and the overall yield depends 
on the combination and cooperation of all parts. Strategies to improve the device 
will have to include necessarily not only fine tuning of each of the parts but also 
take into account the interaction of the layers. We present some viable and proven 
strategies to ameliorate the properties and interactions of several of the involved 
materials. These strategies include co-polymerization, the selection of appropriate 
functional groups understanding the influence they have on the polymer and the 
construction and interaction of the layers in direct contact with the semiconducting 
polymer.
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Chapter 4

Impact of Active Layer
Morphology, Density of States,
Charge Carrier Concentration, and
Local Charge Density Fluctuations
on Bimolecular Recombination of
Bulk Heterojunction Solar Cells:
A Theoretical Perspective
Daniel Christiansen and Shafigh Mehraeen

Abstract

We study the merits of a reaction-diffusion model to unravel the effects of
active layer morphology and donor-acceptor interfacial roughness, density of states,
charge carrier concentration, and local charge density fluctuations on the bimolec-
ular recombination kinetics in bulk heterojunction organic semiconductors. We
consider the cases of a single and composite electronic density of states (DoS) that
consists of a superposition of a Gaussian and an exponential DoS. Using kinetic
Monte Carlo (KMC) simulations, we apply the reaction-diffusion model in order to
investigate the factors impacting bimolecular recombination (BMR) kinetics and
rates at short and long time scales. We find that morphology, donor-acceptor
interfacial roughness, and charge carrier concentration only affect BMR time,
whereas DoS characteristics as well as local charge density fluctuations can
significantly impact BMR kinetics and rates.

Keywords: organic photovoltaics, bimolecular recombination, Langevin dynamics,
bulk heterojunction, reaction-diffusion, kinetic Monte Carlo

1. Introduction

Early organic photovoltaic (OPV) devices based on bilayer architectures suf-
fered from limited interfacial area between the donor (D) and acceptor (A) com-
ponents, which resulted in low charge separation efficiency. To overcome this issue,
the bulk heterojunction (BHJ) architecture was introduced in the mid-1990s and
consists of a D/A blend. Compared to the bilayer architecture, the blend structure
provides a much larger D/A interfacial area that is distributed throughout the active
layer, facilitating exciton dissociation and thereby charge separation. Recent data
[1–5] using high-resolution temporal techniques underlie that exciton in
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high-performance devices can readily dissociate within less than 100 fs. In such
cases, exciton formation, diffusion, and dissociation are efficient. However, it is the
competition between charge migration toward the electrodes and bimolecular
charge recombination [6], which appears to play the leading role in decreasing the
performance of OPV devices. Thus, a detailed understanding of the loss mechanism
emerging from BMR is critical.

While the dominant loss mechanism is still a matter of debate [7], there is
increasing evidence [1, 8, 9] that in BHJ-based solar cells, non-geminate
(bimolecular) recombination represents the primary factor limiting device
performance [10–13]. However, establishing the most relevant physical model of
BMR remains a challenge. Previously, a number of experimental data show that,
depending on the mobility of charge carriers [14], recombination evolves from
trap-assisted first-order (monomolecular) dynamics under short-circuit current
conditions to second-order (bimolecular) Langevin dynamics under open-circuit
voltage conditions [1, 15–19]. Though, many recent studies [20–29] indicate that
BMR in organic solar cells significantly deviates from a traditional Langevin
description.

In the case of polymer-fullerene-based devices, the charge decay dynamics at
open-circuit voltage exhibit approximately a third-order dependence on charge
density [24, 25]. Thus, in order to be consistent with experimental data, the
proportionality constant of the Langevin model must depend on charge density.
This third-order dependence of the BMR rate on charge density has been suggested
to arise as a result of either a carrier lifetime dependence on charge density [30],
recombination via an exponential tail of states [31, 32], or carrier trapping in an
inhomogeneous distribution of localized states [20, 21, 26]. Also, it was suggested
that although traps can sometimes enhance the dissociation of geminate pairs into
free carriers [33], they also act as recombination centers leading to a Shockley-
Read-Hall (SRH) recombination dynamics [34–38].

While experimental efforts have been extensive, there are few theoretical
studies to date [26, 39–41] that have been conducted to understand the charge
carrier loss mechanisms in organic solar cells. As a result, the mechanisms underly-
ing BMR in OPV devices remain poorly understood. Thus, it is desirable to develop
a thorough understanding of the BMR loss mechanisms that currently limit the
enhancement of the efficiency of organic solar cells.

The purpose of the present work is to investigate how the kinetics of non-
geminate recombination is affected by (i) the detail of the morphology of the active
layer; (ii) energetic disorder and various distributions of densities of electronic
states, (iii) charge carrier density, and (iv) local charge density fluctuations. Utiliz-
ing KMC simulations, we develop a reaction-diffusion model to explain the role that
abovementioned factors play in BMR of BHJ OPV solar cells.

2. Theoretical model

To study the impact of interfacial roughness, DoS, and charge carrier density on
BMR in a BHJ device at open-circuit voltage, we develop a theoretical three-
dimensional reaction-diffusion lattice model. In this model, we only look at
electron-hole recombination after exciton dissociation.

We represent electrons and holes as particles and antiparticles that can randomly
diffuse through the space, restricted to a cubic lattice, and react (recombine) once
they collide (occupy same lattice site). In our model, we restrict holes and electrons
to move exclusively within the D/A domains of a randomly generated morphology,
which are discussed next in this section. Based on the reaction-diffusion model,
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we perform KMC simulations on a cubic lattice of 100� 100� 100 sites with lattice
spacing equivalent to 1 nm, unless otherwise mentioned. We ignore additional
charge generation or charge extraction processes at the electrodes. Since we are
mainly interested in BMR kinetics at low charge carrier concentrations, we also
neglect the effect of electrostatic interactions.

To evaluate the kinetics of BMR at the device scale, unless otherwise mentioned,
we apply a reflective boundary condition on all sides such that charge carriers
cannot exit from the simulation box until they entirely recombine. We perform
KMC simulations on disordered morphologies. In creating bulk heterojunction OPV
using solution processing, a disordered morphology, also called random morpho-
logy, is formed. This randommorphology is comprised of two organic semiconductors,
intermixed randomly within the active (light-absorbing) layer. We computationally
generate the random morphologies utilizing the potential model [42–45] in which
random morphologies of D/A domains in space are represented by means of a
random potential ψ x; y; zð Þ. ψ is a random scalar function represented as a sum of
several propagating plane waves in random directions given by

ψ x; y; zð Þ ¼ ∑
M

i¼1
sin

2π
λ

ki1xþ ki2yþ ki3z½ � þ θi

� �
, (1)

where ki1 ¼ cos αið Þ sin φið Þ, ki2 ¼ sin αið Þ sin φið Þ, ki3 ¼ cos φið Þ, M ¼ 25, αi and
θi are uniformly distributed random numbers between 0; 2π½ �, and φi is another
uniformly distributed random number between 0; π½ �. λ in Eq. (1) is directly pro-
portional to the average size of D and A domains. ψ , whose value fluctuates between
–M andM, randomly splits the space into D domains wherever ψ ≥0 and A domains
wherever ψ <0. In this way, ψ allows the representation of a random morphology
within the simulation box.

The diffusion and recombination of charge carriers are simulated using the KMC
technique where the charge carrier transfer rate νij from any site i to one of the six
nearest neighboring sites, j, is described by the Miller-Abrahams model [46]:

νij ¼ ν0 exp �2γ rij
� �

exp �β ΔEij þ ΔEij
�� ��� �

=2
� �

, (2)

where rij
!¼ rj

! �ri
!, rij ¼ r!ij

���
���, and ri

! are the position vectors of site i, in our

simulations rij ¼ a ¼ 1 nm represents the lattice site spacing, ν0 ¼ 7 � 1012 s�1

denotes the intrinsic attempt frequency, γ ¼ 3� 107 cm�1 indicates the inverse of
localization radius, β ¼ kBTð Þ�1 is the Boltzmann constant, and ΔEij ¼ Ej � Ei is the
energy level difference between adjacent sites i and j.

We make use of the first reaction method [47, 48] in the KMC simulations. At
each step of the KMC simulations, we compute the hopping rates of all possible
hops of all charge carriers and make a hopping list. The next hop is randomly
selected from the hopping list. We find the hopping time, τk, for the kth step in the
KMC simulation from

τk ¼ �ln Xð Þ
∑N

i, j, i 6¼jνijLi
, (3)

whereN represents the total number of sites, Li is equal to unity if site i is occupied
by a charge carrier and zero otherwise, and X is a random number uniformly distrib-
uted between 0 and 1 (note that the νij values are the rates of possible hops updated at
each time step). We run each simulation until all charge carriers recombine.
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To study the effect of DoS on the kinetics of BMR, we consider the diffusion of
electrons and holes in energetically disordered systems, where we separately
describe the energetic spectrum of the system by (i) a Gaussian distribution of
states, centered at E ¼ 0, with a total DoS concentration NG and a distribution
width δG:

ρG Eð Þ ¼ NGffiffiffiffiffiffiffiffiffiffi
2πδ2G

q exp
�E2

2δ2G

� �
, (4)

and (ii) an exponential distribution of states:

ρE Eð Þ ¼ NE

δE
exp

E
δE

� �
, E≤0, (5)

where the DoS concentration and distribution width are given by NE and δE,
respectively. We also study the BMR kinetics in the presence of a composite DoS for
which we superpose a Gaussian and an exponential distribution. To generate an
energetic disorder in the KMC simulations, a random Gaussian or exponentially
distributed value taken from Eq. (4) or (5), respectively, is assigned to each lattice site
in the beginning of each simulation. We start each simulation with a random distri-
bution of equal numbers of electrons and holes, whose initial densities are given by
ρ0, within the A and D domains. We allow single occupancy on each lattice site only.

3. Results and discussions

It has been shown experimentally that morphology of the active layer is indeed
one of the primary factors affecting bimolecular recombination and so the device
efficiency [49–51]. To demonstrate the role of morphology in BMR kinetics, we
apply our reaction-diffusion model to four different morphologies. Random mor-
phologies are obtained using the potential model according to Eq. (1). These mor-
phologies are depicted in Figure 1A–D where hollow and red regions represent D
and A domains, respectively. Figure 1A and B represents a bilayer solar cell with
flat and rough interfaces, correspondingly. The structures in Figure 1C and D are
representative of BHJs with large and small domain sizes of D and A, generated
using Eq. (1) with λ =100 nm and 20 nm (with domains of size 50 and 10 nm),
respectively. Figure 1E illustrates an initial distribution of 600 electrons and holes
illustrated by red and blue dots, respectively, in the simulation box of
100 � 100 � 100 lattice sites representing a charge density of 6 � 1017 cm�3 in a
BHJ device. In Figure 1E the domain size of D and A is smaller than the lattice size
(1 nm); thus, for this structure, charge carriers are allowed to occupy any lattice
sites during diffusion.

Figure 1F compares the KMC simulation results (solid lines) with analytical
results (color dashed lines) for the decay of the charge density, ρ, with time, t, using
morphologies in Figure 1A–E. Details of the analytical form of charge carrier
density decay are given in Appendix B. In these simulations, we assume an
isoenergetic energy spectrum, where DoS is theoretically a delta function peaked at
E = 0, to consider solely the effect of morphology and the interfacial roughness on
BMR kinetics. According to Figure 1F, density decay is only delayed as the D/A
interfacial area increases from Figure 1A–E. The quantities of interest are the
impact of morphology and interfacial roughness on BMR exponent, α, which is
defined by

70

Solar Cells



ρ tð Þ � t�α, as t ! ∞, (6)

and charge carrier lifetime. Figure 1F suggests that any variation in D/A inter-
facial area via morphological change does not influence BMR exponent. This is
clearly seen from the charge density decay curves in Figure 1F at long time,
exhibiting Langevin dynamics (ρ � t�1) regardless of the morphology.

Details of how to obtain charge carrier lifetime from density decay are given in
Appendix B (Eq. (B7)). As shown in Figure 1F, the time it takes to reach a certain
density decreases from morphology 1A–E, suggesting that charge carrier lifetime
decreases with the D/A interfacial area from Figure 1A–E. Time shifts in the density
decay illustrated in Figure 1F indicate that each sequential increase in the D/A
interfacial area from the morphology in Figure 1A–E, which corresponds to a
decrease in D and A average domain sizes, enhances the charge carrier lifetime.

Figure 2 illustrates the effect of morphology shown in Figure 1A–E on charge
carrier lifetime, τ (see Appendix B for details). Figure 2A illustrates that morphol-
ogy only affects charge carrier lifetime at short time, whereas at long time, charge
carrier lifetime linearly increases with time, independent of the morphology. This
long-time behavior demonstrates the charge carrier diffusion-limited recombina-
tion, which does not depend on the morphology. Figure 2B demonstrates that for a
fixed charge carrier density, charge carrier lifetime always decreases with D/A
interfacial area. This decrease can be as large as two orders of magnitude between
morphologies in Figure 1A and E. Figure 2B also shows that in isoenergetic DoS,
charge carrier lifetime decreases with carrier density, proportional to ρ�1=α, inde-
pendent of the morphology.

We now look at how BMR rate is affected by morphology and D/A interfacial
area. Utilizing the analytical form (see Appendix B) which approximates KMC
simulation results for charge density decay shown in Figure 1F, we find that BMR
rate at short time is intimately correlated with the D/A domain size. As shown in

Figure 1.
Regardless of morphology, in a bilayer with (A) flat interface and (B) rough interface, a BHJ with (C) coarse
and (D) fine donor (hollow regions)-acceptor (red regions) network, and a BHJ with D/A cluster size of less
than 1 nm (E) long-time behavior of charge carriers during BMR follows Langevin dynamics (ρ � t�1), i.e.,
variation in D/A interfacial area does not change BMR exponent. Solid lines are from KMC simulations, and
color dashed lines are analytical form (F).
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Figure 3A, at short time, BMR rate is inversely proportional to the D/A interfacial
area and domain size, i.e., BMR rate is the highest for morphology in Figure 1E and
the lowest for the morphology in Figure 1A. However, at long time, BMR rate
becomes proportional to the D/A interfacial area and domain size, meaning that
BMR rate is the highest for morphology in Figure 1A and the lowest for the
morphology in Figure 1E. Results shown in Figure 3A suggest that BMR rate at long
time in Figure 1A can be two orders of magnitude larger than that in Figure 1E.
Such a difference in BMR rate will be explained in the following paragraphs.

Initially, due to very close proximity of counter charge carriers at short time
when charge carrier density is high, BMR rate is large for morphologies with small
domain size. However, at longer time, when charge carrier density decreases, mor-
phologies with small domain size restrict the motion of charge carriers (holes within
D and electrons within A domains) more than those with large domain size. This
restriction lowers BMR rate in morphologies with smaller domain size, and so
diffusion-limited recombination will be the dominant effect at low charge carrier
density.

The abovementioned BMR kinetics is only observed when we look at the effect
of BMR on BMR rate in time. However, if we express BMR rate in terms of charge
carrier density, as shown in Figure 3B, for a given carrier density, morphologies
with small domain size (large D/A interfacial area shown in Figure 1E) always
exhibit larger BMR rate than those with large domain size (small D/A interfacial

Figure 2.
Variation of charge carrier lifetime with (A) time and (B) charge carrier density for different morphologies
shown in Figure 1A–E.

Figure 3.
Variation of BMR rate with (A) time and (B) charge carrier density for different morphologies shown in
Figuere 1A–E.

72

Solar Cells



area depicted in Figure 1A). This trend in BMR rate is consistently observed
regardless of charge carrier density shown in Figure 3B.

To justify that variation in morphology and D/A interfacial area of an organic
solar cell does not affect BMR rate at long time, we look at charge density decay
using the morphologies in Figure 1A–E but now in the presence of two different
DoS, Gaussian and exponential distributions. Figure 4 compares KMC simulation
results of charge density decay due to BMR in the presence of DoS with energies of
all lattice sites taken from a Gaussian distribution with δG ¼ 3 kBT (Figure 4A) and
an exponential distribution with δE ¼ 3 kBT (Figure 4B). From KMC simulation
results in Figure 4, we observe that for a given DoS distribution and different
morphologies, charge density decay curves stay parallel at long time. Our observa-
tion suggests that morphology impacts the delay in BMR kinetics by shifting the
density decay curves in time as the D/A interfacial area increases, whereas DoS
affects the BMR rate (ρ0�1dρ tð Þ=dt) and BMR exponent in particular.

Figure 5 compares the effect of DoS distribution at low DoS concentration on
the charge carrier density decay during BMR. Figure 5A and B illustrates charge
density decay in the presence of Gaussian DoS distribution with NG ¼ 1019 cm�3

and exponential distribution with NE ¼ 1019 cm, respectively. For these simula-

Figure 4.
Impact of DoS, with (A) Gaussian distribution using NG ¼ 1021 cm�3 and δG ¼ 3 kBT and (B) exponential
distribution using NE ¼ 1021 cm�3 and δE ¼ 3 kBT, on BMR kinetics. Different morphologies in Figure 1A–E,
corresponding to red to blue, only shift the density decay in time, whereas DoS impacts the BMR exponent and thus
rate at long time.

Figure 5.
KMC simulations of density decay due to BMR in 1% DoS (NG ¼ NE ¼ 1019 cm�3) in an otherwise
isoenergetic spectrum with a random morphology generated by potential model (λ ¼ 10 nm, see inset in panel
A) using (A) Gaussian and (B) exponential DoS. For Gaussian DoS, the results manifest a constant BMR
exponent (�1) and thus decay rate at long time regardless of distribution width. However, exponential DoS
exhibits BMR exponent (varying from�1 to�0.25) and decay rates depending on the width of the distribution.
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tions, 1% of lattice site energies are taken from Gaussian or exponential distribu-
tions with different distribution widths ranging from 1 kBT to 4 kBT. The energies
for the rest of lattice sites are set to E ¼ 0 (isoenergetic spectrum). Our KMC
simulation results of BMR illustrated in Figure 5A in the presence of Gaussian
DoS demonstrate that increasing the distribution width, from δG ¼ 1 kBT to 4 kBT,
only delays BMR, while it does not affect BMR exponent. These results suggest
that the behavior of charge carriers at long time within a Gaussian DoS follows
Langevin dynamics, ρ � t�1, as shown by long-time asymptotes in dashed lines.

In contrast to Gaussian DoS, 1% exponential DoS (low concentration) in an
otherwise isoenergetic spectrum not only delays BMR but also decreases BMR
exponent. This is clearly demonstrated in Figure 5B, where KMC simulation results
(solid lines) agree with the theoretical long-time asymptotic predictions, ρ � t� T=T0ð Þ

[52, 53], T0 ¼ δE=kB, illustrated by dashed lines for the same range of distribution
width, δE, and DoS concentration, NE ¼ 1019 cm�3. Comparing Figure 5A and B
suggests that BMR kinetics is highly influenced by exponential DoS compared to
Gaussian DoS. Specifically, 3 kBT variation in distribution width slows BMR by 10
orders of magnitude to reduce carrier density to 0.001 of initial carrier concentra-
tion if exponential DoS is present (compare abscissa in Figure 5B for δE ¼ 1 kBT and
4 kBT). This is comparable to the Gaussian DoS in which BMR is only slowed to
about two orders of magnitude by the same variation in the distribution width
(compare abscissa in Figure 5A for δG ¼ 1 kBT and 4 kBT). It is noteworthy that
results in Figure 5 are rendered when DoS concentration is low. Next, we will
consider cases where DoS concentration is high.

Looking at high DoS concentrations (100% of energies of lattice sites taken
from a DoS distribution) shown in Figure 6 reveals that Gaussian DoS
(NG ¼ 1021 cm�3) does not change BMR exponent, leading to Langevin behavior
of charge carriers at long time (ρ � t�1). However, when exponential DoS with
high concentration (NE ¼ 1021 cm�3) is employed, BMR exponent, BMR rate, and
the long-time kinetics of charge carriers during BMR are highly influenced by
the width of the distribution. Particularly, there is a significant change in the
BMR exponent and thus the rate for δE>1 kBT as shown in Figure 6B. Comparing
Figures 5 and 6 suggest that DoS concentration only delays the BMR, whereas
DoS distribution (Gaussian or exponential) affects the BMR exponent and rate at
long time.

To further study the effect of DoS concentration on the BMR kinetics, we now
look at different DoS concentrations for two cases: a Gaussian and an exponential

Figure 6.
KMC simulation results (solid lines) of density decay of charge carriers in a BHJ with a random morphology
generated by potential model (see Figure 5A inset) using (A) Gaussian and (B) exponential DoS with high
concentration (NG ¼ NE ¼ 1021 cm�3) and different distribution widths varying from 1 kBT to 4 kBT.
Dashed lines indicate asymptotes at long time.
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DoS distribution with fixed distribution width δG ¼ δE ¼ 3 kBT. Figure 7 compares
the impact of DoS concentration on BMR kinetics. For a Gaussian DoS, increasing
the DoS concentration, NG, from 0:1� 1020 to 9� 1020 cm�3 only delays BMR
(shift the density decay curve in time) without any impact on the BMR exponent
and rate as shown in Figure 7A. A similar trend is observed when an exponential
DoS is utilized as shown in Figure 7B. Note that in our KMC simulations, BMR
exponent, which is constant as shown in Figure 7A and B, at long time only
depends on the width of the DoS distribution for exponential DoS but is indepen-
dent of the width for Gaussian DoS. The BMR exponent and thus the rate can be
readily obtained from asymptotic dashed lines shown in Figure 7A and B. These
results indicate that DoS concentration only delays BMR and does not affect BMR
exponent and rate at long time.

We now turn to the effect of initial charge carrier density on the kinetics of
BMR. Figure 8 illustrates the KMC simulation results of charge density decay due
to BMR for different initial charge carrier concentrations, ranging from
ρ0 ¼ 1017 cm�3 to 27 � 1017 cm�3, from red to blue, respectively, for isoenergetic
DoS with E ¼ 0 (Figure 8A), Gaussian DoS (Figure 8B), and exponential DoS
(Figure 8C) with DoS concentration of 1021 cm�3 with 3kBT distribution width.
Results in Figure 8 reveal that charge carrier density at long-time approaches a
unique asymptote regardless of the initial charge concentration. We observe that
the only influence of initial charge carrier concentration is to delay the transition
time at which BMR exponent and rate transition from nearly zero at very
short time to the asymptotic value at long time. We find that this shift strongly
correlates with the DoS distribution, which is larger in exponential (Figure 8C)
than Gaussian (Figure 8B) DoS. Overall, the results illustrated in Figure 8 suggest
that initial charge carrier density does not affect BMR exponent and rate. It also
does not render a delay in BMR, as all charge density decay curves with different
initial charge densities merge at long time.

Thus far, we have looked at the kinetics of BMR in a BHJ device in the presence
of single DoS distribution. In reality, however, DoS distributions may better be
explained by a composite DoS, representing two distributions for band
(conducting) and band-tail (trap) states. To account for the effect of a composite
DoS, we now consider a DoS consisting of Gaussian band states and exponential
band-tail states, illustrated in Figure 9.

Figure 7.
KMC simulations of charge density decay (solid lines) due to BMR for different DoS concentrations with
(A) Gaussian DoS, NG ¼ 0:1� 1020, 1� 1020, 3� 1020, and 9� 1020 cm�3 and (B) exponential DoS,
NE ¼ 0:1� 1018, 1� 1018, 3� 1018, and 9� 1018 cm�3, in an otherwise isoenergetic spectrum. Dashed lines
illustrate long-time asymptotes to the density curves.
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KMC simulation results for BMR and charge density decay in the presence of a
composite DoS shown in Figure 9 are presented in Figure 10. Figure 10A illustrates
the density decay (solid lines) during BMR using Gaussian band states with DoS
concentration of NG ¼ 0:99� 1021 cm�3, for different distribution width of δG ¼ 1,
2, 3, and 4 kBT, corresponding to red to blue, respectively, and exponential
band-tail states with DoS concentration of NE ¼ 0:01� 1021 cm�3 and distribution
width of δE ¼ 3kBT. Results in Figure 10 demonstrate that as the Gaussian distri-
bution of band states broadens, BMR kinetics is delayed, exhibiting the dominance
of Langevin dynamics (ρ � t�1) at intermediate time with BMR exponent of 1.
However, the long-time BMR exponent is always governed by the width of band-tail
state distribution (ρ � t�033), which is 0.33, depicted by dashed line in Figure 10A.

The dependence of long-time BMR density decay on the band-tail state distribu-
tion width can be further justified by Figure 10B, depicting the impact of

Figure 8.
KMC simulation results of charge carrier density decay (solid lines) during BMR for different initial charge
carrier densities ranging from ρ0 ¼ 1017 to 27� 1017 cm�3 with (A) isoenergetic DoS, (B) a Gaussian DoS
with concentration NG ¼ 1021 cm�3, and (C) an exponential DoS with concentration NE ¼ 1021 cm�3 and
fixed 3kBT distribution width. Dashed lines are the long-time asymptotes. These results indicate that initial
charge carrier concentration neither changes BMR exponent or rate nor delays BMR.
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exponential band-tail state distribution width on the BMR density decay. The width
of distribution ranges from δE ¼ 1 to 4 kBT, and its DoS concentration is the same as
that utilized in Figure 10A. Results in Figure 10B suggest that BMR decay rate is
directly correlated with the width of band-tail state distribution. As the band-tail
state distribution broadens (the band-tail state distribution width increases), BMR
exponent and rate decrease. In this case, the charge density decay approaches that
of analytical form for exponential DoS shown by dashed lines (ρ � t� T0=Tð Þ,
T0 ¼ δE=kB). Elevating the DoS concentration of band-tail state distribution
(increasing DoS concentration of exponential distribution in the composite DoS
shown in Figure 9), from NE ¼ 0:05� 1019 to 4� 1019 cm�3, with the total DoS
concentration being constant, NG þNE ¼ 1021 cm�3, only delays the BMR (shifts
charge density decay in time) without changing long-time BMR rate as shown in
Figure 10C.

Overall, Figure 10 indicates that (i) Gaussian band states only widen the inter-
mediate time window at which charge carrier behavior can be described by
Langevin dynamics (ρ � t�1), (ii) long-time behavior of charge carriers is governed
by the distribution of band-tail states, and (iii) the ratio of band to band-tail state
DoS concentrations only induces a time delay to the instant at which initial BMR
regime with small BMR rate transitions to the long-time BMR regime with large
BMR rate. Charge carriers’ behavior during this transition state is governed by band
state DoS distribution.

Thus far, our theoretical treatment provides a detailed prediction of the physical
behavior underlying BMR in bilayer and BHJ solar cells. Specifically, our theoretical
model predicts the effect of morphology, DOS, trap (i.e., band-tail states) concen-
tration on the BMR, and its rate in such devices. We now demonstrate that our
theoretical model reproduces experimental data [25] taken from 170 nm thick 1:1
blend film of P3HT and PCBM at various light-pulse intensities at open-circuit
voltage. Using the potential model in Eq. (1) with λ ¼ 50 nm, we generate random
morphologies reminiscent of BHJs, as shown in the inset of Figure 11. To simulate
various light-pulse intensities as shown in Figure 11, from top to bottom
corresponding to 60, 24, 6, and 3.6 μ J cm�2, respectively, we perform simulations
with various initial charge densities. We utilize our theoretical model with initial
charge densities of n ¼ 6:3� 1017, 4� 1017, 1:3� 1017, and 0:58� 1017 cm�3,
respectively. To match the experimental data, we apply the model to an energeti-
cally disordered D/A network with Gaussian δG ¼ 2kBTð Þ and exponential
δE ¼ 2:2kBTð Þ DOS for band and band-tail states, respectively. We set the density of

Figure 9.
Energetic disorder described by superimposing two distributions, a Gaussian DoS (black), ρG Eð Þ, centered at
E ¼ 0, and an exponential DoS (blue), ρE Eð Þ, positioned below E ¼ 0.
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“conducting” (band) and “trapping” (band-tail) states,NG andNE to 0:97 � 1021 cm�3

and 2:6� 1019 cm�3, respectively.
Figure 11 demonstrates that simulation results (solid lines) for decay of charge

density, ρ, at open-circuit voltage are in reasonably good agreement with experi-
mental data [25] (black dots) taken at various light-pulse intensities. The question
that arises is whether the superposition of two DOS distributions for band and
band-tail states is necessary to reproduce experimental data shown in Figure 11. We
attempted to fit experimental data using only exponential distribution for band-tail
states with parameters ν0 ¼ 5:9� 1011 s–1, NE ¼ 2:3� 1019 cm�3, and δE ¼ 2:2kBT.
Our simulation results (not shown) suggest that using only exponentially

Figure 10.
KMC simulation results of density decay due to BMR for a composite DoS shown in Figure 9, with (A)
different δG varying from 1 kBT to 4kBT, δE ¼ 3kBT, NG ¼ 0:99� 1021 cm�3, NE ¼ 0:01� 1021 cm�3; (B)
different δE varying from 1 kBT to 4kBT, δG ¼ 2kBT, with the same DoS concentration described in
Figure 10A; and (C) band-tail state DoS concentration varying from NE ¼ 0:05� 1019 to 4� 1019 cm�3,
subject to NG þNE ¼ 1021 cm�3, δG ¼ 2kBT, and δE ¼ 3kBT.

78

Solar Cells



distributed band-tail states requires initial charge concentration n ¼ 1018, 6� 1017,
1:4� 1017, and 0:65� 1017 cm�3, from high to low light intensities, respectively,
which seems to be systematically higher than those with two DOS distributions. For
instance, given the simulation results, we suspect that charge concentration at the
highest light-pulse intensity, 1018 cm�3, is beyond the physical values; thus, making
it difficult to justify that only exponential distribution for band-tail states without
the need for band states is enough.

Altogether, our results, illustrating the impact of DoS on BMR exponent and
rate, demonstrate that for narrow exponential distribution of DoS (δE ≤ kBT),
charges move diffusively; therefore, recombination exhibits a Langevin-type
dynamics. As distribution becomes broader, electrons and holes transition
from a diffusive to sub-diffusive motion, leading to a sub-diffusion-limited
reaction process.

Sub-diffusive motion of polarons comes from anomalous diffusion in disordered
media. This is due to long waiting times occurring during diffusion through traps.
There are physical mechanisms of sub-diffusion including random walks in
dynamically disordered medium. Essentially, sub-diffusive motions and thus sub-
diffusive limited reactions (electron-hole collision) arise when the waiting time
between hops follows a power-law distribution with finite variance at long time
[54–57]. This is true provided that reactants are distributed homogenously
throughout the medium. Given this condition, utilizing thermally activated or
Miller-Abrahams hopping mechanisms, one will find (see Appendix A) that
reacting random walkers, such as electrons and holes, in quench disordered expo-
nentially distributed DoS sampled from a power-law hopping time distribution,
exhibit a sub-diffusive motion. Consequently, if electrons and holes move sub-
diffusively in a medium and are allowed to recombine, they manifest a
sub-diffusive limited reaction. This is reminiscent to what is observed in transient
absorption spectroscopy and transient photovoltage experimental data [25] taken
from P3HT/PCBM BHJ device.

Another mechanism by which sub-diffusive limited reactions can occur is where
reactants are inhomogenously dispersed; thus there will be local relative density
fluctuations (density difference) in the medium. The role of local relative density
fluctuations on the charge density decay can be better understood by invoking of
binary reactions with two species. In Langevin dynamics, the relative density is zero
due to the uniform density assumption. However, because of initial fluctuations in
the relative density of the reactants, experimental observations [58–61], theoretical

Figure 11.
Comparison of charge density decay with time from experimental data (black dots) at open-circuit voltage and
various light-pulse intensities and from simulation results (solid lines) at various initial charge densities
utilizing Gaussian band states and exponential band-tail states.
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predictions, numerical simulations [62–68] of reaction-diffusion of two species
with periodic boundary conditions in one and two dimensions [63, 69], and
reflective boundary conditions in three dimensions [65] demonstrate deviation
from Langevin dynamics. These relative density fluctuations lead to the density
decay of species with a power law given by Ref. [69]

ρ � t�
df
2dw , (7)

where df is the fractal dimension of the medium and dw is the fractal dimension
of the random walk. Here, it is assumed that charges diffuse in the medium similar
to a random walk.

Similar to binary reactions, in random distribution of electrons and holes in
BHJs, the uniform charge density assumption may not be valid, especially in a D/A
network, where initial charge separation is indicative of non-zero local relative
density fluctuations. To find the extent of influence of relative density fluctuations
in BHJs on BMR, we perform KMC simulations. We employ our theoretical model
in a cubic cell of size 200� 200� 200 with morphology given in Figure 1D. Our
simulation results (solid lines) shown in Figure 12 indicate deviation from Langevin
dynamics at charge concentration greater than 4� 1018 cm�3. Transition to
Langevin-type behavior occurs at about 10�6 s at which point the density starts to
decay as t�1. Such deviation is not observed for lower initial charge densities. We
also find that our observation is consistent with previous calculations for binary
reactions [64].

4. Conclusions

Developing a reaction-diffusion model, we have studied the effect of morphol-
ogy, DoS, charge carrier density, and local charge density fluctuations on BMR
kinetics in OPV cells at short and long time scales. We have looked at single as well
as composite DoS that consists of a superposition of Gaussian and exponential
distributions. In all of our KMC simulations, we always find two regimes during
BMR: a slow charge density decay (small BMR rate) followed by a fast electron-hole

Figure 12.
KMC simulation results (solid lines) illustrating the effect of local relative density fluctuation on the
dynamics of bimolecular recombination applied to BHJ morphology shown in Figure 1D. At high density
(≥4� 1018 cm�3), deviation from Langevin dynamics is apparent with charge density decay �t�3/4. Effect of
local relative density fluctuations is not present in low initial densities ( < 4� 1018 cm�3).
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annihilation (large BMR rate). Our KMC simulation results obtained from bilayer as
well as BHJs with random morphology indicate that D/A interfacial roughness and
morphology in organic solar cells only affect the total BMR time and do not influ-
ence BMR exponent and rate at short or long time scales. Our simulation results also
illustrate that charge carrier concentrations in BHJ devices neither change BMR rate
nor time. It only shifts the time at which transition from slow to fast BMR occurs.

Furthermore, we find that the effect of morphology, interfacial roughness, and
charge carrier density is in contrast to the effect of DoS, whose characteristics can
completely modify BMR kinetics and rate. We find that kinetics of charge carriers
due to BMR in a Gaussian DoS can be explained by Langevin dynamics, demon-
strating a density decay inversely proportional to time. However, dynamics of
charge carriers in the presence of exponential DoS deviates from Langevin dynam-
ics, illustrating a slower dynamics for distribution width higher than the thermal
energy. Particularly, our KMC simulations show that the BMR rate at long time is
controlled by the width of DoS distribution and that the DoS concentration changes
BMR time without changing the BMR rates at short or long time. Extending our
findings from single to composite DoS indicates that the BMR rate is controlled by
the characteristics of trap state distribution and that the ratio of band to tail state
concentration dictates the BMR time, specifically the transition time from slow to
fast BMR regime.

We also demonstrate that decrease in recombination rate can be due to local
fluctuation in the electron and hole density difference and sub-diffusive motion of
polarons. Sub-diffusivity arises from a power-law distribution of jump time.
Utilizing Miller-Abrahams charge transfer relation, we find that such power-law
distribution is present in the hopping mechanism provided by our theoretical
model. The power-law distribution necessitates an exponentially distributed
dynamically disordered system, to which Miller-Abrahams or thermally activated
hopping is applied. We also find that existence of a quenched material is not
necessary for a sub-diffusive motion of charges. Altogether, we find a very rich
predicted behavior on which bimolecular loss mechanisms can depend.

Future work will address the effect of positional disorder and its coupling effect
with energetic disorder on charge transfer rate and transport properties of OPV
cells using hopping mechanisms and lattice model.
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Appendix A. Bimolecular recombination kinetics at long-time limit

The long-time behavior of charge carriers in bulk heterojunction OPVs is
approximated by the behavior of reacting continuous time random walk (CTRW)
in Euclidean medium, representing a sequence of jump-trap-release events. For
reacting CTRW, ρ tð Þ � R tð Þ, where ρ tð Þ and R tð Þ are the carrier density and survival
probability at time t, respectively. It turns out that for a reacting CTRW,
R tð Þ � 1=S tð Þ for three dimensions [70], where S tð Þ is the number of distinct sites
visited by a CTRW. S tð Þ can be visualized as the volume that a carrier sweeps during
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diffusion. One may also note that in regular lattices, S tð Þ � r!2 tð Þ
D E

[67], where

r!2 tð Þ
D E

is the mean square displacement (MSD) of CTRW at time t. From the

above argument, one concludes that

ρ tð Þ � 1

r!2 tð Þ
D E : (A1)

Without loss of generality, in the one-dimensional analogue of CTRW model,
we describe the transport in terms of succession of jumps of length x, which is
drawn from a probability distribution function (PDF), λ xð Þ, followed by a
trapping event at the same position x for time interval t drawn from the PDF, w xð Þ.
In this model, the probability that a carrier is found at position x in space at time
t is given by propagator W x; tð Þ, whose Fourier-Laplace transform obeys the
relation [54]

W k; uð Þ ¼ 1�w uð Þ
u

W0 kð Þ
1�w uð Þλ kð Þ , (A2)

where k and u represent Fourier and Laplace variables, respectively, W0 kð Þ
indicates the Fourier transform of the initial conditionW0 xð Þ, and w uð Þ and λ kð Þ are
the Laplace and Fourier transform of w tð Þ and λ xð Þ, respectively.

In our KMC simulations, jump length is equal to the lattice spacing; thus for
small k values.

λ xð Þ ¼ δ x� að Þ and λ kð Þ ¼ exp �ikað Þ ¼ 1� a2k2 þO k4
� �

, (A3)

where δ xð Þ is the delta function. Note that in our reaction-diffusion model,
waiting time PDF is governed by the DoS distribution. Here, we consider Gaussian,
uniform, and exponential DoS as follows.

Gaussian DoS. Using Eq. (4), a thermally activated process [53] with hopping
frequency from a site with energy E to any other site is expressed by

ν ¼ ν0 exp
E

kBT

� �
, E≤0, (A4)

where ν0 is the intrinsic attempt frequency. Since the jump time, τ, is inversely
proportional to the hopping frequency; thus,

τ ¼ 1
ν0

exp � E
kBT

� �
(A5)

The randomness in jump time comes from the randomness in energies sampled
from DoS distribution. Thus, finding E from Eq. (A5) and its derivative with respect
to τ, one arrives at the PDF of the jump time

w τð Þdτ ¼ �ρG Eð ÞdE (A6)

with a finite mean jump time τ equal to

82

Solar Cells



τ ¼
ð∞

0

τw τð Þdτ ¼
ð0

�∞

ρG Eð Þ τdE

¼ 1ffiffiffiffiffi
2π

p
δGν0

ð0

�∞

exp
�E2

2δ2G
� E
kBT

� �
dE

¼ 1ffiffiffiffiffi
2π

p
δGν0

exp
2δ2G
kBTð Þ2

" # ð0

�∞

exp � Effiffiffi
2

p
δG

þ
ffiffiffi
2

p
δG

kBT

� �2" #
dE

¼ 1
2ν0

1þ erf

ffiffiffi
2

p
δG

kBT

� �� �
:

(A7)

where w tð Þ ¼ γ exp �γ2 log ν0τð Þ½ �2=2
n o

=
ffiffiffiffiffi
2π

p
τ

� �
and γ ¼ kBT=δG. For any DoS

with finite mean jump time, using Taylor series for small u, one can write

w uð Þ ¼ 1� uτ þ O τ2
� �

(A8)

With initial condition W0 xð Þ ¼ δ xð Þ, Eqs. (A2), (A3), (A7), and (A8) imply

W k; uð Þ ¼ 1

uþDk2
(A9)

where D ¼ a2=τ is the diffusion constant. Taking the inverse Fourier-Laplace
transform from Eq. (A9), we arrive at the diffusion equation

∂W x; tð Þ
∂t

¼ D
∂
2W x; tð Þ
∂x2

(A10)

with initial condition W x;0ð Þ ¼ W0 xð Þ. Solution to Eq. (A10) is the well-known
Gaussian propagator

W x; tð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
4πDt

p exp � x2

4Dt

� �
(A11)

Note that the long-time form of the propagator was considered through the
assumption of k being very small. Recall that for a Gaussian propagator, MSD is
given by

r!2 tð Þ
D E

� t: (A12)

Using Eqs. (A1) and (A12), one finds that for a Gaussian DoS in a thermally
activated process, charge carrier density decays as

ρ tð Þ � t�1, (A13)

which is indicative of Langevin dynamics. This relation holds true for any DoS
distribution, whose jump time distribution has a finite mean value.

Uniform DoS. Plugging the uniform distribution
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ρU Eð Þ ¼ NU

δU
, � EU ≤E≤0, (A14)

into Eq. (A7) renders

τ ¼ 1
EUν0

ð0

�EU

exp � E
kBT

� �
dE ¼ kBT

EUν0
exp

NU

kBT

� �
� 1

� �
, (A15)

where w tð Þ ¼ kBT EUtð Þ�1. Note that τ is a finite value. Thus, following the same
procedure performed for Gaussian DoS, we conclude that ρ tð Þ � t�1.

Exponential DoS. For an exponential DoS given in Eq. (5), one can rewrite
Eq. (A7)

τ ¼ αν0

ð∞

ν�1
0

ν0τð Þ�α dτ (A16)

to yield w tð Þ ¼ αν0 ν0tð Þ� αþ1ð Þ, where α ¼ kBT=δE and 0 < α < 1. Note that τ
diverges which is indicative of a dispersive process. The Laplace transform of w tð Þ
for small u is [71]

w uð Þ≈ 1� u
ν0

� �α

þ O uð Þ: (A17)

Substitution of Eqs. (A3) and (A17) into Eq. (A2) leads to the propagator

W k; uð Þ ¼ 1

u 1þDαu�αk2
� � (A18)

where Dα ¼ a2=να0. From Eq. (A18), MSD is found by inverse Laplace transform
of x2 uð Þ� � ¼ limk!0 �d2W k; uð Þ=dk2� �

, which leads to

x2 tð Þ� � ¼ 2Dα

Γ αþ 1ð Þ t
α, (A19)

where the condition of u being small has been applied. Eq. (A19) can be gener-

alized to three dimensions, illustrating that r!2 tð Þ
D E

� tα. Using this relation and

Eq. (A1), we conclude that ρ tð Þ � t�α.

Appendix B. Charge carrier lifetime in bimolecular recombination

Assuming the general form for non-Langevin dynamics in BMR, we express the
time variation of charge carrier density by

dρ tð Þ
dt

¼ �β tð Þρ tð Þ2 (B1)
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where ρ tð Þ is the charge carrier density and β tð Þ is the time-dependent
rate coefficient [72]. Considering boundary condition ρ ¼ ρ0 at t ¼ 0, one
finds that

ρ tð Þ
ρ0

¼ 1þ ρ0

ðt

0

β tð Þdt
2
4

3
5
�1

: (B2)

The choice of β tð Þ is semiempirical. Note that the charge density decay follows a
power law at long time (ρ tð Þ � t�α), so it has been suggested [72] that
β tð Þ ¼ β0 tα�1,0< α < 1, where β0 is some constant. For this particular choice of β tð Þ,
solving BMR Eq. (B1) leads to

ρ tð Þ
ρ0

¼ 1þ t
τ0

� �α� ��1

, (B3)

where τ0 ¼ α= ρ0β0ð Þ½ �1=α is called the effective bimolecular lifetime [72].
Although charge carrier lifetime can be seen as the mean survival time, which is

directly related to the survival probability S tð Þ [73, 74] via τ ¼ Ð∞
0
S tð Þdt, calculating

carrier lifetime using the concept of survival probability seems to be impractical as
the abovementioned integral is diverging due to long-lived charge carriers trapped
in the band-tail states. However, neglecting those long-lived carriers, we can intui-
tively find carrier lifetime using [75]

τ ¼ ρ tð Þ
� dρ tð Þ

dt

, (B4)

for which substituting Eq. (B3) into Eq. (B4) leads to τ ¼ ρ0β0ð Þ�1 1þ t=τ0ð Þα½ � t1�α.
However, in this equation, as t tends to zero, dρ=dt diverges; thus, carrier lifetime
diminishes, meaning that charge carriers annihilate immediately after charge sepa-
ration. Such a fast recombination mechanism can also be seen for the other choice of
time-dependent rate coefficient, β tð Þ, mentioned before.

To resolve this instantaneous recombination at short time, we modify the above
time-dependent rate coefficient to β tð Þ ¼ β0 1þ t=ηð Þα�1 where η ¼ α= ρ0β0ð Þ is a
time scaling constant. Experimental data [72] shows that η is on the order of μs at
room temperature for MDMO-PPV and PCBM blend. For this choice of β tð Þ, from
Eq. B1, one finds

ρ tð Þ
ρ0

¼ 1þ t
η

� ��α

, (B5)

for which BMR rate can be defined as

1
ρ0

dρ tð Þ
dt

¼ � α

η
1þ t

η

� ��α�1

¼ � α

η

ρ

ρ0

� �1þ1
α

: (B6)

Using Eqs. (B5) and (B6), one can express carrier lifetime in Eq. (B4) in terms of
the carrier density
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τ ¼ η

α
1þ t

η

� �
¼ η

α

ρ tð Þ
ρ0

� ��1
α

, (B7)

which can very well be approximated by τ ≈  t=α at long time. In contrast to the
density decay in Eq. (B3), Eq. (B5) leads to a finite value for dρ=dt in Eq. (B6) as t
tends to zero, giving rise to a non-zero initial carrier lifetime τ ¼ η=α. Eq. (B7) also
demonstrates that carrier lifetime decreases with carrier density (see Figure 2)
which suggests that ultimately, long-lived carriers in the deep band-tail states dom-
inate the carrier lifetime.

Figure B1 illustrates the results taken from analytical form in Eq. (B6), indicat-
ing the impact of BMR exponent on BMR rate for a fixed η ¼ 10�6 s�1. Figure B1A
indicates that there is a transition at t ¼ η where BMR rate transitions from a
constant to a rate decreasing with time. Furthermore, the effect of BMR exponent
on the BMR rate is reversed at this point, suggesting that BMR rate increases with
BMR exponent at short time but decreases at long time. Figure B1B demonstrates
that at a given charge carrier density, as BMR exponent decreases (e.g., band-tail
state distribution becomes deeper), BMR rate also decreases.
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Figure B1.
Impact of BMR exponent, α, on BMR rate with (A) time and (B) charge carrier density utilizing Eq. (B6). In
panel A, vertical dotted line corresponds to t ¼ η ¼ 10�6 s�1 using which these results were obtained.
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Chapter 5

Nanoplasmonic for Solar Energy
Conversion Devices
Samy K.K. Shaat, Hussam Musleh, Jihad Asad,
Nabil Shurrab, Ahmed Issa, Amal AlKahlout and
Naji Al Dahoudi

Abstract

The effect of nanoplasmonic (Ag) on the performance of DSSCs has been stud-
ied in doped and undoped ZnO (DZ and UZ) NPs, which were prepared by the
urea-assisted combustion route. Different techniques were conducted to character-
ize DZ and UZ NPs. XRD patterns were indexed to the hexagonal wurtzite structure
of ZnO NPs (ICSD-52362). The values of average crystalline size of UZ and DZ
(1.0 mol% Ag) NPs were 20.45 and 22.30 nm, respectively. HR-TEM micrograph
revealed good crystallization with an intermediate or poor agglomeration with
distribution of semispherical morphologies of ZnO NPs. The energy bandgap of UZ
and DZ NPs was changed from 3.21 to 3.31 eV. The deconvolution of the PL spectra
recognized eight peaks into near ultraviolet (NUV) and visible regions. The PL
emission of visible region overshadowed NUV transition. The photovoltaic cell with
the doped photoanode DZ:1.0 mol% Ag exhibited the best performance parameters:
Voc = 0.46 V, Jsc = 7.81 mA.cm�2, Pm = 1.91, FF = 51%, and η = 1.91%. A double
exponential function was used as a powerful fitting function for the TOCVD data.
The results revealed that τn in the UZ NPs photoanode was longer than that in the
DZ:1.0 mol% Ag NPs photoanode.

Keywords: combustion synthesis, eosin Y, nanoplasmonic, solar energy
conversion device, renewable energy, defects, lifetime, electron recombination

1. Introduction

The exacerbation of energy worldwide crisis in addition to two bottlenecks:
(i) the inevitable exhaustion of fossil fuel in the coming fifty years and (ii) the
global environmental damage caused by the combustion of large amounts of fossil
fuels [1], spurs us to find a new pollution-free, eco-friendly, renewable, clean and
sustainable energy source [2]. There are many types of renewable energy
resources—such as wind, biomass, and tidal, geothermal, and solar energy [3].
Accordingly, solar energy has been increasingly exploited, which is the most prom-
ising one to meet the future demands as it is in limitless supply [2]. Consequently, it
is imperative to develop solutions to broaden light absorption and suppress charge
recombination toward efficient solar energy conversion (SEC) [2]. Hence, SEC into
a most usable form, i.e., electrical energy, is highly important to fulfill the ever-
increasing demand for energy [1]. Photoelectrical conversion (PEC) is a promising
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and environmentally friendly technology to solve the energy crisis faced because
sunlight gives a power of 106 TW/year continuously [4]. Photovoltaic cells (PVs)
are an essential component in smart grids and mobile commerce or in the develop-
ment of integrated photovoltaics (BIPVs) and vehicles [5]. Dye-sensitized solar cells
(DSSCs) are a class of mesoporous solar device which have evolved as credible
alternative to conventional solid-state p-n junction photovoltaics [6, 7]. The DSSCs
have several advantages, showing higher performance with relatively lower cost,
lower handling expenses, lower strength of optical and incidence angles, higher
mechanical durability, lighter weight, and more aesthetically pleasing and trans-
parent design [1, 5]. With the advantages of being easily manufactured, colored,
and flexible, this type of solar cells has become available and considerable for
reducing the cost of electricity generation [8]. Nevertheless, their low efficiencies
remain a major roadblock to commercialization in DSSCs [5]. In addition, light
absorption, charge recombination, and dye pickup are still a challenge in the field of
DSSC technology [9]. Numerous strategies have been investigated to enhance PCE
of DSSC by improvement of light harvesting, carrier collection and noble metal
NPs, using semiconductor quantum dots, developing new dyes and designing new
morphology [10]. Moreover, different approaches were designed such as large
surface area mesoporous photoanode; hierarchically Nano-structured and scattering
top-layer photoanode; new panchromatic absorbing dyes; photonic crystal
photoanode and plasmonic photoanode [5, 6]. In PEC, semiconductors play an
important role in capturing light to generate electron–hole pairs for subsequent
electricity and chemical fuel production. Also, they generate photocurrent and
produce H2 under visible light illumination [4]. Recent researches on pure and
alloyed metal NPs demonstrated high potential in this field to improve light
absorption/scattering properties of semiconductor network. This is due to their
unique response under particular wavelengths known as plasmonic effect [9].
Newly, ZnO has been used as an alternative n-type semiconducting photoanode
material for DSSCs. This is because ZnO has high electron dynamics, and a versatile
nanostructure morphology relative to others [11]. ZnO plays an important role in
the optoelectronic devices. This is because of its excellent properties of piezoelec-
tric, electron conductivity, and a large exciton binding energy of 60 meV [12]. One
general advantage of incorporating NPs into DSSCs is that they provide far-field
scattering and concomitant enhancement. This is due to longer effective optical
path lengths [13]. Their outstanding light trapping and electromagnetic field con-
centrating properties proved very effective [9]. Further modifications have been
performed by mixing with other nanostructured metal oxides or with metallic NPs.
These metallic NPs include noble metals (NMs) Au, Ag, and Cu, i.e., nanoplasmonic
(NPL) metals), for improving their charge carrier and absorption properties [11].
NMs in nanoscale have widely been applied in various research fields, including
optical sensors, catalysts, and surface-enhanced Raman scattering. This is due to
their characteristic optical and electrical properties, which are not available with
bulk analogues [14]. NPL has unique optical characteristics that can be harnessed
for several technological applications from spectroscopy to nanomedicine to photo-
voltaics [7]. NPL is a rapidly growing research field that exploits enhancement of
concentrated optical energy on the nanoscale in nanostructured metal [11]. Also,
NPL enhanced photocatalytic including water splitting, artificial photosynthesis,
and photodegradation of organic pollutant and photovoltaic systems [2, 4, 13]. On
the other hand, NPL introduction in photoactive layers of DSSC, to trap or confine
light inside the active layer and enhance the absorption in the semiconductor film
could provide superior performances presumably due to their unique electronic,
optical and magnetic properties [15]. Moreover, NPL enhancement in solar cells is
achieved by four possible mechanisms. They are far-field coupling of scattered
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light, which can be trapped in the mesoporous semiconductor, near-field coupling
of electromagnetic fields, plasmon resonance energy transfer from nanostructures
to semiconductor, and hot-electron transfer [4, 7, 14]. As sun light possesses less
energetic photons, the hot electrons cannot be produced just by the solar spectrum.
In DSSC technology, this problem can be solved by the use of exothermic chemical
processes [9]. In another study, quantum capacitance-like effect has been observed
in the device, which accelerates the carrier transport via additional electric field [9].
The enhanced electromagnetic field is highly dependent upon the wavelength of
incident light, also, the shape, size, and aggregation state of the NPs [10]. The
increasing of the light-harvesting efficiency was done by introducing NPL struc-
tures into various types of PVs such as silicon, thin-film, organic solar, and polymer
solar cell [10, 11, 13, 14]. Among the NMs silver, which have the critical advantages
and is considered as one of the most suitable candidates for practical applications
due to its facile easy preparation and lower cost than others [10]. As to the electrical
aspect, Ag NPs could play a role as the electron transport separation center, which
accelerated the electron to move through the photoanode network and reduced the
charge recombination [8]. However, the exact mechanism for the plasmon-induced
charge separation process in plasmonic photovoltaic devices is not clarified yet [14].
In conclusion, the possibility of photosensitization of MOs using plasmonic metal
NPs is tantalizing [7]. While there is increasing evidence for hot-electron injection,
there is no consensus to date. Further research is necessary to establish more firmly
the possibility [4]. More work is also needed to better understand what factors
determine the mechanism of operation. The strength of interaction between the
metal NP and MOs is likely a critical factor, which may in turn depends on the
detailed structures of both constituents down to the molecular or atomic level [4].
The merits designate the implementation of plasmonic nanostructures into
photocatalysis and photovoltaics as a promising strategy for solar energy conversion
[2]. Several methods have been reported to deposit Ag NPs onto DSSC photoanode.
However, none is able to prevent the aggregation of Ag NPs and keep structures
uniform during the deposition process [10]. Until now, there has been strong
controversy regarding the role of plasmonic NPs in DSSCs. In addition, more in-
depth investigation for the enhancement mechanism is still required [14]. Guided
by this principle, in this study, we designed a kind of unique Ag-doped ZnO NPs as
a photoanode in DSSCs, to investigate the plasmonic effects and elucidate the
working principle more systematically. Nevertheless, this method has never been
used for doping metallic particles for plasmon effect in DSSCs. The present work is
the first effort to employ solution combustion method for enhancing plasmon effect
in DSSCs. The plasmonic effect of Ag on the performance of DSSCs has been
studied. A dramatic increase in efficiency is achieved in the device of Ag NPs/ZnO
NPs compared with that of ZnO NPs.

2. Practical and experimental techniques

2.1 Synthesis of ZnO nanoparticles

Doped and undoped (i.e., pristine sample which was used as a control specimen)
ZnO (DZ and UZ) NPs were prepared by the urea-assisted combustion route. The
detailed synthetization of DZ and UZ NPs has been reported elsewhere [16]. Zinc
acetate (ZA) dihydrate, (Zn(CH3COO)2. 2(H2O) assay ≥98.9%, Merck Co.), urea
(U), (CO(NH2)2, assay ≥99.9%, Merck Co.), and silver nitrate AgNO3 (SN) were
used as starting materials (precursors). They were utilized as purchased without
further purification. The distilled water (DW) was employed to dissolve
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stoichiometric amounts of ZA (solutions A) and U (solutions B). Solutions A and B
were stirred vigorously for 15 min at room temperature. After that, the two solu-
tions A and B were mixed to produce solution C. A transparent homogeneous
solution C was stirred vigorously for 15 min at 60°C in a beaker and was sonicated
for 30 min. Solution C was transferred to a muffle furnace maintained at a temper-
ature of 500 � 10°C. Solution C started to boil and undergo dehydration. Due to the
exothermic nature of this process, a large amount of heat escaped with a huge
flame. In meantime, further decomposition of the reagents and liberating more
gases during the evaporation of liquid were happened. After 1 min, the flame
damped, and the combustion reaction was accomplished within 5 min. White
foamy and voluminous ash was achieved after spontaneous ignition occurred and
underwent smoldering combustion with enormous swelling. The product ash was
left to cool down to room temperature. Then, white ash was grounded gently into
fine powders using a pestle and mortar:

Zn CH3COOð Þ2 � 2H2Oþ CO NH2ð Þ2 ! ZnOþ CO2 þ 2CH3COOH þ 2NH3 (1)

The same producers were repeated to prepare the UZ and DZ NPs with different
molar concertation of Ag (0.5, 1.0, 1.5, and 5.0%). The obtained powders were
characterized without any further post-preparation treatment. The scheme for the
synthesis techniques of the DZ and UZ NPs is illustrated schematically in Figure 1.
The chemical reaction to derive ZnO NPs from solution combustion-assisted urea is
written in Eq. (1).

2.2 Fabrication and assembly of the DSSCs devices

The as-synthesized DZ and UZ NPs (which was designed as a reference
photoanode) were consumed to fabricate the working electrode (WE) for DSSCs.
Two slurry pastes were prepared by mixing a small quantity of the as-synthesized
DZ and UZ NPs with polyethylene glycol 400 (PEG 400) and absolute ethanol
using a mortar and pestle for 12 min. The obtained homogenous pastes were layered
on fluorine-doped tin oxide (FTO) substrates (Sigma-Aldrich, sheet resistance

Figure 1.
A schematic illustration of the synthesis procedure of UZ and DZ NPs.
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7 Ώ/cm2) by doctor blade technique. FTO substrates were washed using ethanol and
DW several times followed by ultra-sonication using acetone for 15 min. The coated
FTO substrates were heated at 450°C for 45 min. The estimation thickness of the
heated layers was 1215 μm with an active covered area 0.25 cm2. In this stage, the
derived photoanodes from DZ and UZ NPs were fabricated. The fabricated
photoanodes were, separately, immersed in eosin Y (EY) dyes. After 24 h, the dyed
photoanodes were rinsed in absolute ethanol and were dried in air at room temper-
ature. Finally, the different DSSC devices were assembled by fixing the WE (A Pt-
coated FTO substrate) and the counter electrode by paper clips with a spacer
between the two electrodes. After that, the redox electrolyte solution was injected
between the two electrodes to filling the space. The filling redox electrolyte solution
(I-/I-3) was composed of 32 mL p-carbonate, 8 mL acetonitrile, 0.253 g iodine (I2),
and 2.672 g lithium iodide. At last, the fabricated DSSC devices were used to
measurements.

2.3 Characterization technique

Different techniques were conducted to characterize the as-synthesized DZ and
DZ NPs. Crystal identification and crystal size analysis were tested by X-ray dif-
fractometer (XRD), Philips Expert, where Cu-Kα radiation (λ = 1.5418 Å) mono-
chromatic by a nickel filter. The values of diffraction angle (2θ) range from 15° to
80° and scan rate about 0.02 s-1. The nanostructures and their lattice images were
possessed with a 200 kV high-resolution transmission electron microscopy (HR-
TEM) (JEM-2100), 200 kV. Samples for HR-TEM studies were prepared by placing
a drop of nanosuspension on a carbon-coated Cu grid, and the solvent was evapo-
rated at room temperature. Double-beam UV–Vis spectrophotometer (Shimadzu
UV-1601 PC) was used to carry out the absorption spectra of synthesized UZ and
DZ NPs and the absorption of sensitizing dye in the range from 300 to 800 nm in
ethanolic solution. Photoluminescence (PL) emission measurements were
performed at room temperature in absolute ethanol over the range from 300 to
800 nm with excitation wavelength 320 nm using (SPF-200, Biotech Engineering
Management Co., UK) spectrofluorometer with 150 W xenon lamp with a
high-sensitivity photomultiplier tube.

2.4 Measurement techniques

The photovoltaic characteristics of the fabricated DSSCs were executed under
focusing irradiation using white light (40 W Xenon arc lamp) in ambient atmo-
sphere. In addition, they were simulated with AM 1.5 sunlight illumination with an
output power of 100 mWcm�2. The characteristic curves of the current and the
voltage (I-V) of the fabricated cells were carried out by applying an external reverse
bias voltage in the range of�1 to 1 V of the solar cell. A personal computer (PC) was
connected to Elvis National Instruments (ENI) in combination with a LabVIEW
program to collect the data of I-V characteristic curves. The transient open-circuit
photovoltage (TOCPV) decay experiment was conducted by monitoring the
subsequent decay. This was due to the light source being turned off after
illuminating the DSSC devices based on the of 0.32 mM EY dye for 5 min. UV–Vis
spectrophotometer double-beam Shimadzu UV-1601 PC with a diffraction grating
with a self-aligning was equipped to measure the dye concentration of the
desorbed-dye solution as described in the previous work [2]. A deuterium lamp
covered the UV where a halogen lamp was the source of the visible region. The
colored photoanode was immersed in a 0.1 M NaOH solution of water and
ethanol (1:1, v/v).
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3. Analysis and result discussion

3.1 X-ray diffraction pattern study

XRD technique was used to investigate the crystallography structure phase and
lattice parameters of the as-synthesized samples UZ and DZ (1.0 mol % Ag) NPs.
Figure 2 depicts the intense and crystalline XRD patterns of the as-synthesized
samples UZ and DZ (1.0 mol% Ag) NPs, which were registered at room tempera-
ture. All the diffraction peaks are indexed to the standard hexagonal wurtzite
structure of ZnO NPs (inorganic crystal structure database number ICSD-52362).
The sharpness of the broadened XRD diffraction peaks is an indication of the small
size and the good crystallinity of the NPs, whereas the crystallinity of DZ (1.0 mol
% Ag) NPs is better than UZ NPs. In addition, no peak corresponding to any
impurity could be seen, and this confirms the formation of single phase of ZnO NPs.
Moreover, no peak indicates the existence of other phase of Ag NPs. It was reported
that no Ag peaks could be observed for 1% and 3% Ag concentrations; however, Ag
peaks can still be detected in the XRD pattern of ZnO:5% Ag NPs [17]. Furthermore,
XRD peaks related to Ag were presented in the samples calcined at 500, 700, and
900°C but disappear at 1100°C calcination temperature. This reveals that Ag atoms
may have diffused in ZnO matrix. It can be noted that the preferred orientation
corresponding to the plane (101), which overwhelms the other peaks, is the most
prominent peak, which agrees with the results of Kumar et al. [18]. The XRD
diffraction peaks are significantly broadened due to the small size of the NPs [19].
The calculated lattice parameters (a, c, and c/a) of samples UZ and DZ (1.0 mol%
Ag) NPs are listed in Table 1. The calculated parameters match with the results of
Xiaofeng Zhou et al. [20] and H. Zayed et al. [21]. Based on the Scherrer equation,
the estimated average crystallite size (D) of the samples DZ and UZ NPs has been
calculated from the highest diffraction peak along the (101) plane [22]:

D ¼ k λ
β cos θð Þ (2)

where k is the particle shape factor (k = 0.9 for spherical particle), λ is the Cu-Kα
X-ray wavelength (0.15418 nm), β is the full width at half maximum (FWHM) of
XRD peaks, and θ is the Bragg angle corresponding to the same plane which
obtained from the diffraction angle (2θ). The calculated values of D of the

Figure 2.
X-ray diffraction patterns the samples UZ and DZ (1.0 Mol% Ag) NPs.
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samples UZ and DZ (1.0 mol% Ag) NPs are given in Table 1, which are
20.45 and 22.30 nm, respectively.

3.2 HR-TEM analysis

HR-TEM bright-field photomicrographs were used to determine the actual
shape and size distribution of the as-synthesized samples UZ and DZ (1.0 mol% Ag)
NPs. Therefore, it is important to know that the differences in the NP size and the
dense distribution were used to explain these phenomena. Indeed, the larger size
and highly dense distribution of Ag NPs mean that they could not preferentially
attach to specific sites on the photoanode surface, resulting in a decrease of the
catalytic activity [23]. Figures 3 and 4 depict the HR-TEMmicrograph of the samples
UZ and DZ (1.0 mol% Ag) NPs, respectively. As revealed in Figure 3A and 4A, the
HR-TEM micrograph suggests that ZnO NPs are, well, crystallized with an inter-
mediate or poor agglomeration. Moreover, as presented in Figure 3A and 4A, the
HR-TEM images show the distribution of semispherical morphologies of ZnO NPs.
The selected area electron diffraction (SAED) patterns of samples UZ and DZ
(1.0 mol% Ag) NPs are illustrated in Figure 3B and 4B. This confirms the crystal-
line nature of the ZnO NPs. Five bright concentric diffraction rings in the SAED can
be indexed as the (100), (002), (101), (102), and (110) planes of the wurtzite ZnO.
The quantitative analysis of the size distribution for the ZnO NPs was achieved by
plotting the histogram in Figure 3C and 4C. The size distribution of UZ and DZ
(1.0 mol% Ag) NPs is given by mean standard deviation (SD), which can be
produced from fitting the histogram using the normal function [solid brown line in
Figures 3C and 4C]. The estimated values of D of the samples UZ and DZ (1.0 mol
% Ag) NPs are 22 and 24 nm, respectively (Table 1). It is evident that the estimated
D from HR-TEM images is in good agreement with the D estimated from the XRD
patterns. The lattice fringe (Figures 3D and 4D) gives interlayer spacing of 0.22
and 0.24 nm, which corresponds to the d-spacing of (101) plane (d101 = 0.203 and
0.247 nm from XRD calculation for UZ and DZ (1.0 mol% Ag) NPs, respectively.
Some small black dots are shown in Figure 4A, which can be indicated to the Ag
NPs. The size distribution of Ag NPs was obtained from fitting the histogram using
the normal function [solid red line in Figure 5]. The estimated value of Ag NPs size
is 3.55 nm (quantum dos). The size and the agglomeration of Ag NPs can produce
shift in the Fermi level, and therefore, the recombination of the accumulated elec-
trons with the oxidized redox electrolyte and/or dye species will change [13]. LSPR
is barely dependent on the NPL; near-field plasmonic enhancement increases sig-
nificantly with decreasing particle size [13]. Metal plasmon must be 16 nm in size to
escape recombination and produce enhanced photovoltaic parameters [15]. Another

Sample (hkl) (2θ) FWHM c (nm) a (nm) c/a dhkl (nm) D (nm)

XRD HR-TEM

UZ 100 31.804 0.592 0.325 0.562 1.731 0.126 20.55 22

002 34.419 0.667 0.147

101 36.261 0.707 0.203

DZ 1.0 mol% Ag 100 31.804 0.523 0.325 0.563 1.731 0.281 23.02 24

002 34.419 0.614 0.260

101 36.261 0.621 0.247

Table 1.
Geometric parameters of the samples UZ and DZ (1.0 mol% Ag) NPs.
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Figure 3.
HR-TEM micrograph of sample UZ NPs (A) micrograph image, (B) diffraction patterns, (C) histograms, and
(D) selected electron diffraction area.
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Figure 4.
HR-TEM micrograph of sample DZ (1.0 Mol% Ag) NP (A) micrograph image, (B) diffraction patterns,
(C) histograms, and (D) selected electron diffraction area.
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study has shown that smaller plasmonic Ag NPs, with an average diameter less than
25 nm in the intrinsic size regime, would exhibit an increased plasmon bandwidth
[11]. Conversely, as the Ag NPs size became larger (32 nm), Ag NPs easily aggre-
gated and formed islands. This could not preferentially attach to specific sites on the
MO surface, resulting in the decrease of catalytic activity, thereby reducing the
reaction rate between MO/dye [15]. In addition, as the thickness of the film is
around 32 nm, the mixed films might result in blockage of sunlight which would
prevent the incident light from reaching the MO NPs effectively, resulting in the
decrease in the photocurrent density.

3.3 Optical absorbance and bandgap

Figure 6 displays typical optical absorption spectra for the as-synthesized sam-
ples UZ and DZ NPs. It is clear that the samples have a very high absorbance in the
UV region. They decrease exponentially with increasing of the wavelength in the
visible region. An enhance photon absorption can be noted in the visible region in

Figure 5.
Histogram of black dot sample DZ (1.0 Mol% Ag) NPs.

Figure 6.
UV–Vis spectra of UZ and DZ NPs.
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the presence of Ag NPs. Furthermore, the highest absorption band can be observed
over the range of 350–359 nm, which is ascribed to the band-to-band transition of
the ZnO NPs [24]. This exciton absorption peak is being less than of the bulk ZnO
(388 nm) which indicates the monodispersing of ZnO NPs as suggested by Brintha
et al. [25]. The edge of allowed direct optical bandgap energy (Eg) of UZ and DZ
NPs was determined using the Tauc Davis and Mott Equation [26]:

hνð Þ2 ¼ S hν� Eg
� �

(3)

where S is constant, α is the absorption coefficient of the material, and hv
(eV) = 1239.7∕λ (nm) is the photon energy. Eg was estimated by plotting (αhv)2
versus hv as shown in Figure 7. Eg of UZ and DZ NPs were estimated by extrapo-
lating the linear region to the abscissa, i.e., (αhv)2 = 0, yielding Eg = 3.21 to 3.31 eV.
The estimated energy bandgaps agreed well with the obtained results in Türkylmaz
et al. [27]. It can be seen that the addition of Ag NPs decreased the Eg of ZnO (the
inset of Figure 7). This implies that the presence of Ag NPs has downshifted the
Fermi level of ZnO toward the valence band [1]. As a result, the driving force for
electron injection from dye-excited state to ZnO conduction band is increased [1].

3.4 Photoluminescence study

It is well-known that the PL technique is one of the best optical methods for
probing electron transitions between high- and low-energy levels as well as for
finding electron densities of states [28]. On one hand, it can harness in the material
science to identify defects and traps in materials, as well as to estimate the bandgaps
of materials. Typically, the PL emission (PLE) spectrum of ZnO NPs exhibits a
linear emission in the near ultraviolet (NUV) range (originating from exciton
mechanism) and in the visible region (nonradioactive recombination) that is fre-
quently originated from several, intrinsic, and extrinsic defects of ZnO NPs [29].
Different defects or interior energy traps (IETs) can be found within the bandgap of
the ZnO NPs, such as vacancies, impurities, imperfections, interstitials, Zn residues,
and antisites, mainly from various oxygen vacancies [30, 31]. It is worthy to men-
tion that these IETs play a crucial role in various applications such as the perfor-
mance of the DSSCs. Therefore, it is hard to recognize the IETs that may be
produced, simultaneously, during the synthesization method [29]. Figure 8

Figure 7.
(αhν)2 versus photon energy (hν), the inset is the estimated values of Eg.
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demonstrates the room temperature PLE spectrum of the as-synthesized UZ, which
was registered at excitation wavelength of 320 nm at room temperature. The
deconvolution of the PLE spectrum recognizes eight peaks (I to VII) as shown in
Figure 8. The main features of the PLE spectrum of UZ NPs can be resolved into
two divisions: NUV and visible. For the PLE spectrum (peak I) of NUV region or
the near band edge (NBE) transition, it is designated to the radiative recombination
of free excitons through an exciton-exciton collision process [32]. The intensity of
such NBE excitonic emission depends on the size of the exciton binding energy of
ZnO [33]. Different kinds of IETs are supposed to elucidate the observed transition
in the visible range. The transition at peak II is allocated to the movement of the
excited electrons from the donor (bottom) of conduction band to the acceptor
energy level of Zn vacancy (VZn), which concludes that the ZnO NPs are n-type
semiconductors [34], whereas peak III is produced by the transition of electrons
from conduction band edge to the IETs complex (VZnO) [28], while peak IV is
created by the transition of electrons from interstitial of (Zni) to the IETs complex
(VZnO). However, the peak V is originated from transition of electrons from
conduction band edge to the IETs complex OZn. The transition at peak VI is
ascribed to deep IETs (a shallow surface defect level) of electrons from conduction
band edge to the IETs complex vacancies of oxygen (VO). Ultimately, peak VII is
attributed to the transition of electrons from interstitial of (Zni) to the IET complex
(VO). The center, width, and area of the fitted peaks for the PLE spectrum and the
corresponding energy for each peak are tabulated in Table 2. As shown in this table,
the emission of the visible region is overshadowing NBE transition. The percentage
areas of the NBE and the IETs transitions are an indicator of the quality of ZnO (i.e.,
the ratio of the defects in the ZnO). This is very imperative to facilitate the usage of
the ZnO such as DSSCs; a high ratio of defects (IETs transition) is required. This
indicates that the defects in ZnO NPs are large, which is deduced from the XRD
analysis. Generally, FWHM of intrinsic emission in PL spectrum is related to the
crystal quality. A small FWHM indicates that the crystal is of high quality, and its
large value suggests that the crystal is imperfect, showing it may have point defects.
Meanwhile, at FWHM, the values for both samples are nearly close to each other
[35]. The schematic energy band diagram of the PLE spectrum constructed from the
data is illustrated in Figure 9. The comparative room temperature PLE spectra
(excitation at 320 nm) of DZ:1.0 mol% Ag NPs are shown in Figure 10. PLE
spectrum of DZ:1.0 mol% Ag NPs is used to verify the quality crystal and possible

Figure 8.
PLE spectrum and deconvoluted peaks of UZ NPs was excited at 320 nm.
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effects of DZ:1.0 mol% Ag NPs [36]. It is worthy to mention that the intensity and
the position of the PLE spectrum DZ:1.0 mol% Ag NPs are dependent on different
factors such as the concentration of the noble metal dopants, temperature,

Peak
#

Center
(nm)

Energy (eV)
=1239.7/Center

Width
(nm)

Height
(a.u.)

Area Normalized
area%

I 350.223 3.540 40.938 45.426 9395.400 14.194

II 382.585 3.240 14.725 183.117 838.326 01.267

III 405.491 3.057 6.116 403.887 8157.638 12.324

IV 427.827 2.898 18.833 365.869 8635.687 13.046

V 450.922 2.749 37.306 293.802 13736.875 20.753

VI 508.012 2.044 52.285 42.542 2787.723 04.212

VII 637.758 1.944 13.689 637.142 10931.550 16.515

VIII 654.309 1.895 13.001 718.651 11709.966 17.691

Table 2.
Center, energy, width, height, and area of the measured PLE spectrum of UZ NPs.

Figure 9.
Schematic energy band diagram from PLES spectra.

Figure 10.
PLE spectrum for UZ and DZ:1.0 Mol% Ag NPs was excited at 320 nm.
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compressive strain, tensile strain, and shape of the particle. It is reported that the
decrease in UV intensity was due to the interactions between the excited ZnO NPs
and Ag NPs in the grain boundaries, which created a large amount of defects, as
confirmed [37]. These kinds of interactions via the Schottky contact, metal–semi-
conductor diode effect decrease the recombination of electrons and holes generated
from UV light irradiation and improved the photocatalytic activities [37]. It could
be seen from the PLE spectra that the UV emission in DZ:1.0 mol% Ag NPs
decreases which indicates the decrease in electron–hole recombination. This
decrease in emission intensity is in accordance with the Stern-Volmer quenching,
and similar results were previously reported [35]. The intensity of visible emission
initially decreases for 0.5% nominal silver doping and then increases for higher Ag
concentrations. Such anomalous intensity variation in Ag-doped ZnO NPs can be
understood considering the Ag incorporation process in the NPs. The Ag+ ions can
be incorporated into the ZnO NPs in two different ways: substituting Zn+2 ions
creating doubly ionized oxygen vacancies VO�� or incorporating as interstitials (Agi)
[36]. In addition, PL intensity decreases with increasing amount of Ag doping,
indicating that the core of Ag NPs captures the excited electrons before they
recombine, causing the so-called electron-sink effect. This causes the accumulation
of electrons on the Ag NPs, which improves electron life time and can thus reduce
charge recombination, ultimately, improving electron transport [6]. While for low
doping concentrations, e.g., 0.5%, most of the incorporated Ag+ ions might occupy
ZnO lattice through Zn2+ ion substitution; for higher concentrations, the excess
amount of Ag + ions is incorporated into the NPs interstitially, creating larger
amount of lattice defects [36]. By increasing Ag concentration, the intensity of
defect decreased. The reduction of defects with Ag doping represented a decline in
the defects and improved crystallization [37], which agreed well with XRD results.
Compared to the PLE spectra of UZ NPs and DZ:1.0 mol% Ag NPs, it reveals a red-
shift (longer wavelength) which is consistent with previous observations [38, 39].
This shift was due to the variation of the energy bandgap of UZ NPs [40], which
agree with the UV–Vis results. The dopant Ag has a great effect on the separation
and recombination process of photo-induced charge carriers of ZnO, which can
further effect on PL performance [41]. It indicates that the PLE mechanism of Ag-
doped/ZnO is very complex, and further research is needed.

3.5 Photovoltaic performance

The radiant light can be enhanced after being effectively coupled with plasmon
absorption due to the increase of the optical density around Ag NPs. According to
that, there were more photons, which were usually absorbed by the dye molecules
placed in the vicinity of Ag NPs, resulting in the improvement of the device per-
formance [23]. The system so constructed therefore provides a more efficient
charge-transfer process with enhanced light absorption, thus leading to a better
overall performance of Ag NPs photoanode [11]. The performance of the UZ and
DZ NPs photoanodes that were sensitized by EY dye was scanned from 0 to 0.6 V.
The characteristic photocurrent density-voltage (J-V) curves of different fabricated
DSSCs devices are plotted in Figure 11. The calculated values of the photovoltaic
performance parameters (efficiency (η), fill factor (FF), maximum power (Pm),
maximum voltage (Vm), maximum current density (Jm), open-circuit voltage
(VOC), and short circuit photocurrent density (JSC)) for all fabricated DSSC devices
are plotted in Figure 12. The cell with the doped photoanode DZ:1.0 mol% Ag
exhibited the highest η and best performance, which has the following performance
parameters: Voc = 0.46 V, Jsc = 7.81 mA.cm�2, Pm = 1.91, FF = 51%, and η = 1.91%
(Figure 12). Through small additions of metal nanostructures (<2 wt %), the active
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material required to achieve high efficiency solar conversion can be drastically
reduced [5]. However, when the concentration was increased further, the photo-
current decreased, presumably because the Ag NPs act as recombination sites of
excited electrons [14]. Consequently, to maximize the plasmonic effect in DSSCs,
the optimal concentration of the plasmonic structure was decided to be 0.5 wt%
[14]. Previously, it is reported that plasmon-enhanced dye excitation by an electro-
magnetic field decreased as the distance between dye molecules and plasmonic
nanoparticles increased [14]. The enhanced Jsc is related to the light-harvesting
capability of dye molecules by plasmon-enhanced excitation [14]. Decrease in Jsc
and photon-to-current efficiency beyond 1.0 mol% Ag NPs can also result in a loss
of absorbing dye volume due to the large volume of Ag NPs.

In addition, aggregation of Ag NPs may also occur resulting in electron trapping
[1]. This process would diminish the electron density, thus decreasing Jsc [1]. This is
probably due to plasmonic-induced photocurrents, in that the hot electrons driven
from the plasmon-induced charge separation of Ag NPs can be injected into the
conduction band of ZnO, resulting in plasmon-assisted photocurrent generation
[14]. The improved Jsc is resulted from higher plasmon resonance effect caused by
coverage of Ag NPs on the ZnO NPs, which increases the number of photoelectrons
generated and improves the effective separation of electron–hole pairs. Therefore,
the loaded Ag nanoparticles can improve Jsc rather than the Voc in these DSSCs.
Interestingly, the efficiency of DSSC based on Ag-modified ZnO NPs array
decreases again. Such agglomeration of Ag NPs on ZnO NPs results in less surface
area for dye loading as well as ineffective light absorption and charge separation
[10]. It can be concluded that the improved Jsc may be attributed to not only the
increase in the dye excitation by the effects of NPL associated with near-field
enhancement and scattering but also to the generation of additional photocurrent
owing to the NPL-induced direct hot-electron transfer from plasmonic structures to
MO conduction bands [1]. For the higher concentrations of Ag NPs, it may cluster
to form larger Ag NPs groups with lower electron storage capability, reducing Voc
[15]. Consequently, the probability of electrons and holes to recombine may
increase, so Jsc and Voc would decrease. Therefore, some of the Ag NPs in the
AgZnO network structure may be corroded by electrolyte and oxidized to Ag + ions
[1, 15]. This can also increase the recombination rate that could lead to a reduction
in electron density in the conduction band of ZnO [1]. This diminishes the number
of charge carriers, thereby acting as recombination centers that could lead to a

Figure 11.
J-V behavior for DSSCs based on UZ and DZ NPs photoanode sensitized with EY.
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reduction in electron concentration in the conduction band of ZnO, thus resulting
in a decrease in Jsc and Voc [1, 15]. There are contradictory reports on the increase
or decrease in the Voc value induced by the presence of metal NPs in the
photoanode [14]. Furthermore, in the case of a further decrease in Voc as well as FF
was observed, it may imply that exposed Ag NPs can act as recombination centers
[14]. Voc is typically in proportion to the difference between the quasi-Fermi level
and the Nernst potential of the redox couple. Thus, the slight decrease in Voc can be
explained by the downshifted Fermi level due to the incorporation of plasmonic
particles [6, 13, 14]. The FF of the fabricated cells changes from 27 to 51% for 5% Ag
and 1% Ag, respectively. Generally, the low values of the current density may be
attributed to the anchoring group missing in the chemical structure of EY dye.
These groups make a strong link between ZnO semiconductor surface and the dye
molecule, in order to enhance electron injection from the LUMO energy level of the
dye molecule to the conduction band of the semiconductor layer [42]. Nevertheless,

Figure 12.
Photovoltaic parameters of UZ and DZ NPs for the DSSCs sensitized with EY dye (a) η%, (b) FF%, (c) Pm,
(d) Vm, (e) Jm, (f) VOC, and (g) JSC.
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metallic NPs have been reported to exhibit electron-sink (or photo charging) effect
[6]. It was predicted that due to the electron-sink effect of the Ag NPs, a reduction
in charge recombination and improved charge transport are evidenced in improving
FF value with increasing plasmonic NP doping. Thus, this would account for the
slight increase in Jsc. Figure 13 presents the power density for DSSCs based on UZ
and DZ NPs photoanode sensitized with EY.

3.6 Transient open-circuit voltage decay measurement

Agreeing to the proposed simple model of the DSSCs by Ref. [43] at short
circuit, different charge-transition processes can be found in the DSSCs devices, in
which the slower recombination process is preferable. In addition, the charge can
present more than one kind of motion status at different voltage-dependent regions.
Among them, the exponential increase region relates to internal trapping of the
photoanode material, which reveals the apparent electron lifetime or response time
(τn) or the electron recombination rate (krec) in the photoanode material. The
transient open-circuit photovoltage decay (TOCVD) is a suitable method to study
τn and krec in DSSC, which can provide some quantitative information on the
electron recombination velocity in DSSC [44]. In order to conduct the TOCVD
measurement, the DSSCs devices, based on UZ and DZ 1.0 mol% Ag NPs, were
illuminated for 2 min to be equilibrium.

Between electron injection and electron recombination at the FTO surface, i.e., a
steady-state voltage was obtained and Voc was recorded after that, the subsequent
decay of photovoltage during the light source was turned off. The decay of the
photovoltage reflects the decrease of the electron concentration at the FTO surface,
which is primarily produced by the charge recombination. In other words, the
recombination velocity of photoelectron is proportional to the response of the
TOCVD [44]. Figure 14 depicts TOCPVD experiment for the DSSCs devices, which
follow a pseudoexponential (semilog) form. Two decayed components are distin-
guished, fast and slow decays, which may be ascribed to their intrinsic material
properties [45]. This, also, may be attributed to the different defects of the ZnO NPs
that were proved in the PL results earlier. A double exponential function was used
as a powerful fitting function for the TOCVD data as depicted in Eq. (4) to extract
the decay parameters [24]:

Figure 13.
Power density for DSSCs based on UZ and DZ NPs photoanode sensitized with EY.
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VOC ¼ V0 þ V1e
� t�t0ð Þ

τ1 þ V2e
� t�t0ð Þ

τ2 (4)

where V0 is the offset of the VOC. The amplitudes of VOC for fast and slow
decay are V1 and V2, respectively; it is the decay time and is the center of the fitting
curve. The decay time constant (lifetime) for fast curve and slow curve is τ1 and τ2,
respectively. For the right-hand side of Eq. (4), it describes the fast and slow
decays, respectively, the second term for the fast decay and the third term for the
slow decay [24]. All extracted decay parameters of the TOCPV are listed in Table 3.
As it was reported in Ref. [24], the krec is determined by

krec ¼ V1

τ1
e�

t�t0ð Þ
τ1 þ V2

τ2
e�

t�t0ð Þ
τ2

� �
VTð Þ�1 (5)

where the thermal voltage (VT = KBT∕q), with KB, is Boltzmann constant, T is
the absolute temperature, and q is the elementary charge, using the following
Equation [36]

τn ¼�VT
dVos

dt

� ��1

(6)

Meanwhile, the recombination rate of the device based on DZ:1.0 mol% Ag NPs
photoanode is slower than that of UZ NPs photoanode. The results revealed that the
τn in the UZ NPs photoanode-based DSSC was longer than that in the DZ:1.0 mol%
Ag NPs photoanode-based DSSCs, demonstrating that the latter possessed a higher

Figure 14.
TOCPVD of the DSSCs cells is the sensitized EY based on UZ and DZ 1.0 Mol% Ag NPs, and the red line is the
double exponential decay fitted curve.

Decay parameters Vo (V) to (s) Fast decay Slow decay τn (s) krec (s)�1 R2

V1 (V) τ1 (s) V2 (V) τ2 (s)

UZ 0.190 10.471 0.194 0.244 0.115 1.294 1.538 0.650 0.993

1.0 mol% Ag 0.206 10.448 0.227 0.651 0.085 5.096 5.747 0.174 0.991

Table 3.
The parameters of the TOCPVD.
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surface trap density [45] that might result from the larger surface area. The higher
recombination rate and shorter electron lifetime within ZnO NPs photoanode were
the reason why the FF of the corresponding DSSCs decreased.

3.7 Dye absorption spectrum

A major problem, however, is the attachment of less dye, reducing the J. One
approach to solve this problem is based on a plasmonic structure, such as silver (Ag
NPs), gold (Au NPs), or gold nanorods [10]. Figure 15 displays the UV–Vis
absorption spectra of one derivative of EY dye, which was dissolved in absolute
ethanol. It is clear that the maximum absorption peak of EY is positioned at 526 nm;
also, other small peak is located at 309 nm. EY exhibits a powerful absorption peak
in the visible region, and its spectrum covers broader window than the others. The
intensity of the observed absorption peaks in testing rang represents a part of
energy losses in the transition in the UV region. In the DSSC application, it is much
of interests to concentrate in the visible solar spectrum. In addition to that, the
molar extinction coefficient of EY equals 112,000 (cmM)�1, corresponding to
π ! π* transitions of conjugated molecules [46, 47]. To investigate the effect on the
light absorption enhancement of dye molecules of the DSSCs photoanode, the
optical absorbance was measured of dye-sensitized plasmonic NP composite-
embedded photoanode and compared them to that of the reference UZ photoanode.
The results are shown in Figure 16. The relatively broad and strong enhancement is
observed in the range of 250–550 nm with a maximum enhancement around
307 nm, which coincides with the absorption band position of decorated Ag NPs.
These features suggest that dye molecules in the vicinity of Ag NPs can absorb more
photons, presumably due to the intensified near-field effect of the surface plasmon
and spectral overlap between the dye and plasmon, which may eventually lead to an
increase in the number of charge carriers and Jsc values [14]. The plasmonic
photoanode recorded higher absorbance than the pristine photoanode. This is a
typical result in many reported works on plasmonic DSSCs [6]. The absorption in
the visible region is shifted from 526 to 518.06 nm, as revealed in Figure 16. This
can be explained by a change in the energy levels of highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) of EY compared
to those in solution, due to the interaction between EY molecules and the ZnO film

Figure 15.
UV–Vis absorption spectra of EY dyes dissolved in absolute ethanol.
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[48, 49]. These results show a synergistic effect between the dye and plasmonic
NPs, on the light absorption enhancement effect [6].

4. Conclusion

Undoped and doped (Ag) ZnO NPs photoanodes were successfully synthesized
and mediated by the combustion method. XRD results indicated that a single phase
of hexagonal wurtzite structure was formed. The XRD confirmed that no Ag peaks
could be observed for 1%. The HR-TEM micrograph showed that semispherical
particles (20.45 and 22.30 nm) for ZnO NPs were well crystallized with an inter-
mediate or poor agglomeration. The average ZnO NPs size was confirmed by XRD
and HR-TEM inspections. The calculated bandgap of the ZnO NPs was found to be
changed with the addition of the Ag+ ions. The PLE spectrum of the undoped ZnO
NPs was examined and decomposed into two divisions: NUV and visible (violet-
blue, blue-green, and orange-red). The PLE spectrum changed with the dopant Ag.
The DZ:Ag 1.0 mol% dye-sensitized cells presented the best DSSCs performance
among others. The results showed an enhancement of efficiency of both the Jsc, Jm,
Vm, Pm, and FF% efficiency and the Voc for the (Ag 1.0 mol%) dye-sensitized cells
compared to others, which is attributed to the light-harvesting capability of dye
molecules by plasmon-enhanced excitation. In addition, the recombination rate of
the device based on DZ:1.0 mol% Ag NPs photoanode was slower than that of UZ
NP photoanode. The lower recombination rate and shorter electron lifetime within
the ZnO NP photoanode were the reason why the FF of the corresponding DSSCs
increased.
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Chapter 6

Heterojunction-Based Hybrid 
Silicon Nanowires Solar Cell
Riam Abu Much, Prakash Natarajan, Awad Shalabny, 
Sumesh Sadhujan, Sherina Harilal and Muhammad Y. Bashouti

Abstract

It is known that defect-free, i.e., oxide-free, Si nanowires (Si NWs) exhibit lower 
defect density emissions than unmodified Si NWs. This is successfully established 
by grafting organic molecules on the surface. Here we show that by using a two-step 
chlorination/alkylation process, we are able to graft organic molecules on Si NWs 
for solar cell applications. Afterward, we show the electronic properties of the 
molecular surface (such as work function and band bending). Finally, we correlate 
these properties to the solar cell performance.

Keywords: silicon nanowire, defect-free surface, oxide-free silicon,  
chlorination/alkylation process, hybrid solar cell, oxidation resistance, 
photoemission, heterojunction

1. Introduction

Recently, many one-dimensional (1D) nanostructures have been realized by dif-
ferent methods [1, 2]. One-dimensional nanostructures such as nanowires (NWs) 
are considered a promising material for various applications in electronics [3], 
optoelectronics [4], photovoltaics [2, 5–15], and sensing [16–18].

Specifically, silicon nanowires (Si NWs) received a considerable attention since it 
can be integrated in the microelectronic industry. Therefore, Si NWs revealed their 
potential to become the mainstream building blocks of future nanodevices such as 
field effect transistors (FETs) [19–21] and solar cells [21–26], thus reducing process 
redesign costs. However, before such applications, we need at first to control the 
growth of the Si NWs and to understand its electronic properties. Here, we show a 
promising growth method and robust characterization method, i.e., the vapor-liquid-
solid (VLS) method and the X-ray photoelectron spectroscopy (XPS), respectively.

Moreover, studies show that the electronic properties of Si NWs can be tuned 
through attachment of molecules at the surface. The high ratio between the surface 
and the volume of NWs makes the electronic properties highly sensitive to surface 
properties. To this end, grafting the surface (through dangling bonds) with organic 
molecules is expected to have a significant impact on the final physical and chemical 
properties of Si NWs. The resulting surface is known as “hybrid Si NWs” [27, 28].

However, for many applications the presence of oxide (mainly native oxide) at 
the Si surfaces introduces defects and decreases the device performance. Native oxide 
grows at the Si surface after exposure to air or/and to humidity. The defects form an 
undesirable layer of oxide with high impurity levels, which can result in uncontrolled 
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oxide/silicon interfaces. Thus, to obtain efficient Si NWs, we need to protect the sur-
face against oxidation. For example, hydrogenated Si NWs, i.e., Si▬H bonds, exhibit 
low surface recombination velocities [29]. However, the Si▬H bonds tend to oxidize 
within a few minutes. Another method to functionalize the Si NW is through dif-
ferent bonds such as Si▬C bonds, which may increase the oxidation resistance from 
several minutes to a few hundred hours or even months [27, 28]. Another advantage 
of the Si▬C bonds (rather than stability and tuning the electronic properties) is their 
being selectively sensitive to the environment. For instance, gas sensors based on 
Si NWs can tune their functionality by adding special molecules at the surface with 
specific reactivity with the target gas [30–32]. In this article, we, first, explain how 
to grow the Si NWs, then how we functionalize their surface through chlorination/
alkylation process, electronic properties, and finally, their application in solar cells.

2. Experimental procedure

2.1 Growth of Si NW

Si NWs were prepared by vapor-liquid-solid (VLS) method by using chemical 
vapor deposition (CVD) with a silane gas. The obtained Si NWs is shown in Figure 1.

The main steps of the VLS growth can be summarized as follows:

i. Evaporation of growth species and their diffusion and dissolution into liquid 
droplets

ii. Diffusion and precipitation of saturated species at the liquid—substrate interface

iii. Nucleation and growth of desired material on the interface

iv. Separation of droplets from the substrate by further precipitation and the 
growth of NWs

Before starting the growth, the Si substrate [the (111)] is immersed in a 
dilute HF solution (2%) to remove the native oxide. Subsequently, we evaporate 
2 nm thick Au film or drop cast a gold nanoparticle on the Si surface. The gold 
nanoparticles can control the diameter of the Si NWs. The substrate is annealed 

Figure 1. 
SEM image of VLS-grown Si NWs with lengths of 3 ± 1 μm and diameters of 60 ± 10 nm.
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under vacuum at the CVD chamber to 580°C for 10 min. The temperature was then 
reduced to 520°C, and a mixture of 10:5 sccm (standard cm3 min−1) of Ar:SiH4 was 
introduced for 20 min at a pressure of 0.5–2 mbar. The growth time can basically 
control the final length of the Si NWs (see Figure 1).

The VLS-grown Si NW can be with lengths from 1 to 20 μm and diameters of 
10–100 nm [33]. As shown in the SEM image, the Si NWs were grown in random 
orientations.

2.2 Organic grafting via chlorination/alkylation

Among those methods developed for planar silicon, the chlorination/alkylation 
process is considered a promising method for molecular grafting. In this method, we 
cover the Si surface with Cl atoms and then convert them to R molecules. The conver-
sion process should maintain an inert atmosphere such as reflux system or glove box 
(Figure 2).

2.3 X-ray photoelectron spectroscopy

X-ray photoelectron spectroscopy (XPS) can be used to investigate the chemical 
and electronic surface properties of the Si NWs. The final output of XPS measure-
ments is the function of kinetic energy (or binding energy) versus the intensity. A 
schematic layout of the XPS system is depicted in Figure 3 which shows the main 
components. Ay monochromatic Al K radiation (1487 eV) is irradiated to the sam-
ple to extract the core-level and valence band photoelectron spectra (0–1000 eV). 
They are collected at a take-off angle of 35° by a hemispherical analyzer with an 
adjustable overall resolution between 0.8 and 1.2 eV. In our case, it is very important 
to get high resolution for the following individual spectra:

i. Si 2p from 95.0 to 110.0 eV: to follow the properties of Si

ii. C 1 s from 282.0 to 287.0 eV: to figure out the grafting profile either physical or 
chemical grafting, molecular coverage, and functional group in the molecules

iii. 1 s from 520 to 550 eV: to follow the oxidation of the surface

Figure 2. 
The chlorination/alkylation system. In Figure 4, different reactions are carried in the same time.
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The resulting XPS spectra were analyzed, and oxide levels were determined by 
spectral decomposition using the XPS peak software.

3. Results and discussion

Usually “hybrid materials” are used to describe two conjugated components that are 
chemically different. Here, we use it to define the molecular junction that are obtained 
after grafting an organic molecule to Si. An example for this is illustrated in Figure 4, 
where alkyl molecules are chemically attached to Si NW via Si▬C bonds [27].

3.1 Organic functionalization via chlorination/alkylation

The method provides oxide-free Si and is consistent By chlorination/alkylation 
as shown in Figure 5. After hydrogenation and for the first step, we get Cl bonds by 
immersing the Si NWs sample in a saturated PCl5 solution. In the second step, we 

Figure 3. 
Schematic layout of an X-ray photoelectron spectroscopy (XPS) system including the analyzer, sample stage, X-ray 
anode, X-ray monochromator, and electron gun.
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convert the chlorine atoms by Grignard reaction to organic molecules. The organic 
molecule (alkyl as an example) will be attached normally to the surface by silicon-
alkyl surface bonds, i.e., Si▬C bonds [30, 34].

3.2 Native oxide

The Si NWs tends to form a native oxide at the surface. The chemical stoichiometric 
can be explored by XPS. It was found that there are two types of Si oxide: (i) interfacial 
sub-stoichiometric oxides, termed as transient oxides including Si2O (n = 1), SiO (n = 2), 
and Si2O3 (n = 3), and (ii) stoichiometric or full oxide SiO2 (n = 4) as schematically 
shown in Figure 6 [33–36].

3.3 Prior termination

Before any surface treatment, we removed the oxides by immersing the Si NWs 
in HF solution, and Si▬H can be formed. Obtaining Si▬H bonds has three main 
advantages: (i) it helps us explore oxidation mechanism since Si▬H bonds are 
stable for a few minutes (less than 5 min), (ii) it gives full monolayer, and  
(iii) H-terminated is the starting step for molecular grafting [33–36].

Figure 5. 
Scheme illustrating the functionalization of Si NWs through the two-step chlorination/alkylation process.

Figure 6. 
Schematic diagram of SiOx/Si interface.

Figure 4. 
Hybrid Si NW: the organic molecules (alkyl as example) are chemically connected to Si NW by covalent bonds Si▬C.
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To follow the stability of the Si▬H bonds or in other words to follow the oxidation 
of the Si NWs, we followed the Si2p emission spectra. As you can see in Figure 7, the 
Si2p emission includes two silicon spin-splitting peaks: (i) Si 2p1/2 and (ii) Si 2p3/2.

We can follow the amount of each oxide state (ISiOx) by the relative integrated  
area under each peak. For example, we divide the integrated area under the oxide 
state (ASiOx) by the sum of the integrated area under the Si2p, i.e., the Si2p1/2 and 
Si2p3/2 peaks (ASi 2p1/2 + ASi 2p3/2). Therefore, the total oxidation (Iox) can be calcu-
lated by the sum of the all the oxide states, i.e., (Iox = ISi2O + ISiO + ISi2O3 + ISiO2). It 
is worth to mention that the oxidation rate is different at low or high temperature 
(Figure 8). For example, Bashouti and co-authors observed different mechanisms 
at low temperatures (from 25 to 150°C), in which the suboxide states are the main 
share of the total oxide state, while at high temperatures (200–400°C), the full 
oxide state (i.e., SiO2) is the main contributor to the total oxide [37, 38].

Each oxide state shows different shift and intensity relative to the Si2p. 
Therefore, each state has its own oxidation rate. To this end, we can calculate the 
respective activation energies (EA

ox) of each state. Roughly speaking, since all the 

Figure 7. 
XPS spectrum of Si2p core-level emission showing two silicon and four oxide peaks.

Figure 8. 
(a) The sub- and full oxide distribution as function of binding energy shift and intensity per suboxide 
and (b) total oxide intensity of all oxide states in low and high temperature in Si NWs and 2D surfaces.
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suboxides show similar rate, the EA
ox was 46.35 and 23.31 meV in high and low tem-

perature, respectively [39, 40]. The differences in the activation energies of Si NW 
in the high and low temperatures reveal different oxidation kinetic mechanisms:

i. Low-temperature mechanism: below the Si▬H bonds, the back bond starts to 
be oxidized and turns to be suboxides. Therefore, oxidation of the backbonds 
(Si▬O▬Si) can be considered as the primary mechanism. For longer oxidation 
times, more backbonds are oxidized backbond form and isolated Si▬OH bonds 
[41]. The schematic diagram of the mechanism is illustrated in Figure 9 [42].

ii. High-temperature mechanism: the oxidation of the Si NWs can be attrib-
uted to the self-limited oxidation caused by the function of the initially 
formed oxide layer as a diffusion barrier (see Figure 10).

Understanding the oxidation mechanism will help us get high stable molecules 
on the Si NWs surface. In addition, since most of the electronic devices are oper-
ated in low temperature (below 200°C), the understanding of the low-temperature 
mechanism is very valuable [42].

3.4 Si2p emission

As explained above, the Si NWs show native oxide on the surface. The emission 
of the native oxide (without charging effect) appears in the 101–104 eV. By remov-
ing the native oxide and obtaining Si▬H bonds, we can start the chlorination/
alkylation process. Removing the native oxide is confirmed by the absence of the 
emission in 101–104 eV as seen Figure 11 [46].

3.5 Carbon 1S emission

The emission of the C1 s confirms that the attachment via the chlorination/alkylation 
gives either chemical or physical bonds. Before grafting, or in the case of physical 
bonding, no Si▬C should be available. However, in the case of chemical bond, the 
Si▬C should be observed in the C1 s emission. For example, Figure 12 depicts the 
C1 s emission of the CH3-terminated Si NWs. Before termination, no Si▬C bond was 
found. In this case only two emissions observed: C▬C at 285.20 ± 0.02 eV and C▬O at 

Figure 10. 
Scheme of the suggested mechanism for high-temperature oxidation of the H-terminated Si NW.

Figure 9. 
Scheme of the suggested mechanism for low-temperature oxidation of the H-terminated Si NW.
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286.69 ± 0.02 eV which may belong to adventitious hydrocarbons. After termination, 
the CH3 is chemically bonded to the Si and the Si▬C is observed. Therefore, the emis-
sion of the C1 s fitted to three peaks: C▬Si at 284.11 ± 0.02 eV, C▬C at 285.20 ± 0.02 eV, 
and C▬O at 286.69 ± 0.02 eV. The deconvolution method is described in [27].

3.6 Calculating the molecular density on the Si NW surface

In order to address this issue, we used a “model” molecule. In our case we chose 
the methyl (i.e., CH3) since it is the smallest organic alkyl molecule with a van der 
Waals diameter (VDW) of 2.5 Å lower than the internuclear distance between 
adjacent Si atoms (3.8 Å). To this end, theoretically, the molecule should give nearly 
full surface density (100%), i.e., coverage (see Figure 13). The molecular coverage 
can be obtained by dividing the area under the C▬Si peak to the area under the Si2p 
peak (sum of Si2p1/2 and Si2p3/2). Subsequently, we ratioed all the molecular cover-
age to the methyl, i.e., “(C▬Si/Si2p)alkyl/(C▬Si/Si2p)max.methyl” [27].

Figure 12. 
XPS data from the C1 s emission region before and after alkyl-terminated Si NWs. (a) H▬Si NWs show two 
peaks: C▬C at 285.20 ± 0.02 eV and C▬O at 286.69 ± 0.02 eV. (b) Methyl-Si NWs show three peaks: C▬Si at 
284.11 ± 0.02 eV, C▬C at 285.20 ± 0.02 eV, and C▬O at 286.69 ± 0.02 eV.

Figure 11. 
Si2p emission of SiO2▬Si NW and H▬Si NW.
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3.7 Termination of the Si NW with different molecules

Here we use alkyl molecules since they have the same structure as in methyl. The 
molecular coverage was found to be dependent on the steric effects which caused by 
the lateral interactions between the molecules. Steric effects decrease the coverage 
level for any molecule longer than methyl. This is due to the fact that longer molecules 
have higher VDW diameter (4.5–5.0 Å) than the diameter of the Si atoms. In our case, 
we used molecule with the form of CnH2n + 1 (where n = 1–10) and represented by Cn. 
For example, methyl and decyl are represented by C1 and C10, respectively. As the 
VDW diameter increases, low coverage decreases as shown in Figure 14.

We compare the coverage between the Si NWs and the 2D silicon. We found a similar 
decay but lower coverage of 10% in average than the 1Si NWs. This is maybe due to the 
couverture effect, which causes the molecule to be normal to the surface, and therefore, 
the steric effect can be lower in the case of the Si NWs. However, after > C6, an inconsis-
tency is observed. Based on this we can consider two main factors for grafting:

i. Molecule-substrate vertical interaction

ii. Molecule-molecule lateral interaction

The first factor can play a role in the short molecules (C1–C5), since they exhibit 
liquid-like behavior and thermal fluctuations; the determining factor is the vertical 

Figure 14. 
Γmax-alkyl versus alkyl chain length on Si NWs and, for comparison, on 2D Si(100) surfaces. Note: (Γmax-
alkyl) (C▬Si/Si2p)max-alkyl/(C▬Si/Si2p)max-C1. Reproduced with permission from [28].

Figure 13. 
Schematic diagram of methyl connected to adjacent Si atoms.
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interaction [43]. The second factor may play a role in the longer molecule, i.e., 
(C6–C10) that forms a solid-like phase, and therefore, the lateral interactions become 
dominant in this regime [44].

3.8 Stability of functionalized Si NW

It was found that the stability of grafted molecules on the Si NWs is the function 
of several factors mainly the (i) molecular chain length, (ii) coverage level, and  
(iii) surface energy and diameter.

3.9 Effect of coverage and chain length

The molecular surfaces (C1–C10) were exposed to ambient air for 100 hours 
at room temperature, as shown in Figure 15. In the first days, all the alkylated Si 
NW show high oxide resistivity. However, after 8 days the oxide intensity became 
considerable and found to be dependent on the chain length and the coverage level. 
For example, in the case of C3–C6, the oxide level rose to ~0.13. However, at the 
same time, C1 shows only 0.03, which is twofold higher oxidation resistance than 
that of C3▬C6▬Si NWs. This implies that stability of the Si NWs is dependent on 
the molecule coverage [28].

3.10 Effect of surface energy and diameter

Different diameters of Si NW have been used to explore the impact of the diam-
eter: 2D (100), 2D (111), Si NW 50 nm in diameter (Si NW50nm), and Si NW 25 nm 
in diameter (Si NW25nm). To make a proper comparison, we used the same molecule 
(CH3) in all the different samples. Then we exposed them to ambient air for same 
periods (see Figure 16).

Interestingly, the stability of methyl groups on Si NW is dependent on the 
surface. For example, the CH3 molecule on 2D (111) was more stable than 2D (100). 
For example, they show the same oxidation level, but after 40 and 20 days, the Si 
(111) and (100), respectively, i.e., (111), show double stability than (100). The 
higher stability of the 2D (111) relative to the 2D (100) structure is understandable 
since it naturally has a 15–20% higher coverage than the 2D (100) case [45, 46].

Compering to the NWs, the NWs show almost threefold lower oxidation than 
the Si (111) and (100). These observations can be attributed to the stronger Si▬C 

Figure 15. 
Observed oxidation intensity (SiO2/Si2p peak ratio) of alkyl-terminated Si NWs at different 
exposure times to ambient air. Reproduced with permission from [28].
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bonds on Si NW surfaces. This is supported by the shift in the Si▬C bond in the 
NWs from 284.33 ± 0.02 eV (Si NW25nm) and 284.22 ± 0.02 eV (Si NW50nm) to 
284.11 ± 0.02 eV for planar 2D Si. The ~0.11 ± 0.02 eV to higher binding energy 
ascribed to the higher reactivity of atop sites.

3.11 Effect of bonds type: π-π vs. σ-σ interactions

Not only the coverage degree and surface may affect the stability of the mol-
ecules on the Si surface. It was found that bond type interactions (π-π vs. σ-σ) 
can tune the stability. To check this, Si NW were embedded with methyl CH3 and 
propenyl (CH3▬CH〓CH▬ Si NWs). Figure 17 shows the oxidation of CH3▬CH 
〓 CH▬Si and CH3▬Si NWs. The oxidation began for the two molecules after 
only ∼100 hours of exposure. However, after 100 hours, the propenyl shows higher 
stability, i.e., less oxidation. This became more clear after 180 hours; the propenyl 

Figure 17. 
Ratio of the SiO2 to Si2p peak areas for the different surface modifications of Si NWs, exposed to air 
over extended time periods. Reproduced with permission from [47].

Figure 16. 
Ratio of the oxidized to bulk Si2p peak areas for the methyl modification of NW25nm and NW50nm and 2D Si (111), 
exposed to air over extended time periods.
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shows much lower intensity of 0.015 ± 0.005, that is, almost 8 times less than the 
methyl 0.11 ± 0.017. The high stability of the CH3▬CH 〓 CH▬Si NW can be 
attributed to the π-π interactions between the adjacent molecules [47–49].

3.12 Integration of hybrid Si NWs into solar cells

The performance of the Si solar cell can be improved by grafting molecules on 
the surface. Here, we present three different surface terminations: (i) H▬Si NWs, 
(ii) SiO2▬Si NWs, and (iii) CH3▬Si NW. The surface Fermi level was calculated 
from the emission of the Si2p emission and the work function measured by the KP 
and summarized in the following table:

The electron affinity is calculated according to χ = Φ − Eg + (EF − EV), while the 
surface dipole is calculated by χ-χB, when χB is the affinity of the bulk (4.05 eV) [50].

3.13 Photoelectron yield spectroscopy of the solar cell heterojunction

The photoemission yield (PYS) of electrons is a function of the electronic 
properties of the interface. As shown in Figure 18, each PYS shows two thresholds 
near 5.0 ± 0.2 and 4.2 ± 0.2 eV. The higher energy band, i.e., near the 5.0 ± 0.2, 
corresponds to the valence band, while the lower band 4.2 ± 0.2 eV corresponds to 
the defects in the band gap [50].

H▬Si NW SiO2▬Si NW CH3▬Si NWs

Surface Fermi level 1.05 eV 0.98 eV 0.83 eV

Work function 4.26 eV 4.32 eV 4.22 eV

Electron affinity 4.12 eV 4.29 eV 3.93 eV

Surface dipoles δss +0.07 eV +0.24 eV −0.12 eV

Figure 18. 
Photoelectron yield Y(hν) spectral and spectral density of states of SiO2▬Si NW, H▬Si NW,  
and CH3▬Si NW.
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To compare the quality of the surface, we normalized the valence emission at 
0.76 eV below the valence band maximum where they should be strongly dominated 
by the valence band emission only. Therefore, all the three samples show identical 
PYS. To this end, we can clearly see that the SiO2▬Si NWs show the highest defect 
density in the bandgap, while the CH3▬Si NWs show the lowest defect density.

3.14 I-V curves of solar cells

The three samples were assembled at photovoltaic cells together with polymer 
(PEDOT:PSS). The polymer is considered as a hole conductor, while the Si NW 
plays the role of light absorber and electron conductor [9]. In this cell configura-
tion, the photo-generated electron-hole pairs are separated at a heterojunction as 
shown in Figure 19.

Four main advantages for this configuration [51, 52]:

i. Efficient light absorption

ii. Short diffusion distance of carriers

iii. Air-stable and robust polymer, PEDOT:PSS, as an efficient hole conductor [9]

iv. Utilizing only 1% of the Si used in other thin-film cells

Figure 20 shows the current-voltage (I-V) characteristics of CH3▬Si NW/
PEDOT:PSS and SiO2▬Si NW/PEDOT:PSS solar cells under AM1.5 illumination. 
The SiO2▬Si NW/PEDOT:PSS shows low performance: short circuit current (Jsc) of 
1.6 mA/cm2, an open circuit voltage (Voc) of 320 mV, a fill factor (FF) of 0.53, and a 
conversion efficiency (μ) of 0.28%. However, in the CH3▬Si NW/PEDOT:PSS, the 
devices show superior performance relative to the CH3▬Si NW/PEDOT:PSS and 
exhibit improved performance with Jsc, Voc, FF, and μ magnitudes of 7.0 mA/cm2, 
399 mV, 0.44, and 1.2%, respectively.

Both samples show low values due to the high contact resistances (Rs 300 Ω). 
However, the comparative increase in efficiency (by about a factor of four) upon meth-
ylation proves that this kind of surface functionalization has very promising prospective.

Figure 19. 
Schematic diagram shows the charge separation near the Si/polymer interface.
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The improved performance of the CH3▬Si NWs is attributed to the removal of 
the defects on the surface; therefore, the charges can transfer with low recombination 
rate: hole to the polymer and electron to Si. In addition, efficient charge coupling can 
improve the performance which will improve the charge transfer causing to an increase 
in Voc. According to the Shockley diode equation, Voc = kBT/q.ln(Jsc/J0), where J0 is the 
saturation current. It should be mentioned that observed gain in the Voc gain cannot be 
explained by the increase of the current alone. Assuming a similar J0, the increase of Jsc 
would lead to a Voc gain of 0.037 V. However, we observed a gain of ∆Voc = 0.079 V. This 
can be attributed to the grafting effect which reduces the surface recombinations (as 
measured by PY) and/or a favorable barrier formation (surface dipole) [50–58].

4. Conclusions

Chlorination/alkylation process was used to graft different molecules on the Si 
NWs. The methyl provided the highest coverage (100%) among all of the alkyl mol-
ecules (50–70%). We show different parameters that affect the stability of the mol-
ecules on the surface: molecular coverage, chain length, types of bond interactions, 
surface energy, and Si NW diameter. However, the propenyl (CH3▬CH〓CH▬ 
Si NWs) showed excellent surface oxidation resistance: very small amount of 
oxides forming after more than 2 months of exposure to ambient air. Studies on 
the H-terminated Si NW oxidation kinetics revealed that their thermal stability 
relies strongly on the temperature. At lower temperatures, initially Si▬Si backbond 
oxidation. At higher temperatures, oxygen diffusion is considered to be the initial 
rate-determining step, as it controls the growth site concentration.

We show that the molecules affect the solar cell performance, and a proper molec-
ular may lead to superior solar cell performance. For instance, Si NW attached to CH3 
shows higher performance than oxide surface (by factor of four). This is attributed to 
the low surface recombination, low defects, and efficient charge transfer at the hetero-
junction. All these can be achieved by grafting a molecule of the surface. This type of 
heterojunction is used in advanced solar cell configurations and still under review.
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Chapter 7

Aqueous-Mediated Synthesis of 
Group IIB-VIA Semiconductor 
Quantum Dots: Challenges and 
Developments
Jejiron Maheswari Baruah and Jyoti Narayan

Abstract

Quantum dots (QDs) of group IIB-VIA are one of the most promising materi-
als for various advanced technological applications in the field of optoelectronics, 
photovoltaic solar cells and biomedicine. Recent developments have suggested the 
incorporation of aqueous-mediated synthesis for the QDs, as it is greener, envi-
ronment friendly, cost-effective and reproducible. However, the process involves 
several challenges, which ought to be met in order to produce stable, consistent 
and sustainable product formation. The present review discusses the significance 
of semiconducting QDs, their synthesis through various processes, their pros 
and cons, and above all the advantage of aqueous-mediated, atom economic and 
energy-saving methodologies.

Keywords: quantum dots, group IIB-VIA semiconductors, aqueous synthesis, 
luminescence properties, surface passivation, optoelectronics

1. Introduction

Nanoscience and nanotechnology is one of the highest potential applicative 
research fields in today’s world. The current scenario of world depicts the valua-
tion of nano sized materials (1–100 nm) [1] quite high in various areas of scien-
tific applications, such as, photovoltaic solar cells [2–5], optoelectronics [6–10], 
biomedical [11–13], food and agriculture, industrial, textiles, etc. [14]. It has 
been observed that larger ratio of surface to volume of a catalyst would facilitate a 
better catalytic activity; therefore the size controlled synthesis of QDs to produce 
a larger ratio of surface to volume is of great importance. The enhanced surface 
to volume ratio would cause increase of surface states, which will change the 
activity of electrons and holes, thereby, affecting the chemical reaction dynam-
ics as a whole. Studies reveal that the size quantization increases the band gap of 
photo catalysts to enhance the redox potential of conduction band electrons and 
valence band holes [15–17]. The resulting dominance of these tiny sized artificial 
atoms/molecules/materials reveals a prediction of market value of $16.8 billion in 
upcoming future [18].



Solar Cells

140

2. Classification of nanostructure materials

The nanomaterials can broadly be classified in four categories. They are (a) 
zero dimensional (0D), (b) one dimensional (1D), (c) two dimensional (2D) and 
(d) three dimensional (3D). (a) Zero dimensional nanostructures (e.g., quantum 
dots and nanoparticles) have all the dimensions within the nanoscale region. 
They are also addressed as artificial atoms as their size restriction, particularly 
quantum dots, can be found within a few nanometer ranges like atoms/molecules. 
They have grown themselves up in recent years as suitable applicant in the field of 
optoelectronics, biomedical, energy, textile industries, etc. (b) One dimensional 
nanostructure (e.g., nanowires, nanotubes, nanorods, etc.) have diameter/thick-
ness in nanometer range, however its length to width ratio may be more than 
1000 nm, i.e., several micrometers. It means that in this kind of material, one 
dimension of the nanostructure is not in the nanometer range. This specific class 
of nanomaterial has immense applications in electronics, in addition to other 
domains of applications like energy and environment [19]. (c) Two dimensional 
nano structures (e.g., nanofilms, nanosheets, nanowires, graphene, etc.) have 
two dimensions outside the nanometer range. It indicates that although the area 
(length and breadth) of these kinds of materials is more than nanometer scale, 
but the thickness is always within the nanoscale region. They are very useful in 
the applications of sensors, templates, photocatalysis, nanoreactors and nanocon-
tainers. (d) Three dimensional nanostructures (e.g., bulk powders, nanocompos-
ites, bundle of nanotubes/nanowires, multilayer films, nanotextured surfaces, 
etc.) are the nanomaterials in which, all the three dimensions of a material are not 
within nanoscale region. This class of materials has applications in all such fields 
where introduction of other dimensional nanomaterials is required in high scale, 
including the fields where electronics, optical, mechanical and magnetic proper-
ties are necessary.

2.1 Defining QDs: physical and quantum mechanical concept

QDs are having quite resemblance with the atomic confinements. Basically, they 
are the nanoparticles of bulk semiconductors and their average size range lies within 
1–10 nm. The physics behind the size of a QD is the exciton Bohr radius. It states 
that if the size of a particle is less than twice the size of the exciton Bohr radius of a 
specific material, then, the particle behaves as a quantum confined matter. At this 
point, the particle acts as a particle within a box of quantum mechanics. Brus et al. 
were the first to use the term ‘Quantum Dot’ [20]. They defined these artificial 
atoms’ behavior as molecule like. They realized that this particular class of particle 
has discrete and quantized energy states, due to which their electronic properties 
possess resemblance with atoms/molecules. Although, nanoparticles of the semi-
conductor materials are found to be within the quantum confined region, it is quite 
obvious to achieve bigger particles during the process of synthesis within the same 
solution of nanoparticles, than, the Bohr exciton radius. But, people are focusing 
on the production of smaller size, i.e., within quantum region. The idea behind 
targeting quantum confinement is their dramatic change in electronic properties 
within the quantum dimension, which cannot be achieved beyond that size. Hence, 
nanoparticles of semiconductors are synthesized within that confinement precisely. 
One of the primary reasons behind occasional achievement of bigger particles is the 
aggregation of individual particles. This can be overcome by effective encapsulation 
with suitable capping agents during the course of various physical and chemical 
synthesis processes.
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2.2 Semiconductors: introduction and utility

Semiconductors are well known class of compounds, whose properties are 
considered to be between metals and insulators. The fundamental expression of this 
idea is the band gap energy, generated due to the presence of distinct valence band, 
VB (HOMO) and conduction band, CB (LUMO). The overlapping of both VB and 
CB is very much absent in semiconductors; instead they are differing by ‘specific 
amount’ of energy. However, there is a provision for the electrons in the VB to jump 
into CB by absorbing that particular ‘specific amount’ of energy. The required 
threshold energy to overcome the VB-CB difference is termed as ‘Band Gap Energy’. 
Since the QDs are the diminutive form of the bulk semiconductors, hence they also 
follow the band gap theory. In QDs, the transition of electrons from the HOMO to 
LUMO, primarily, depends on the size of the individual particles. Smaller the size 
of the particle, higher energy is required for an electron to jump to conduction band 
and vice versa. Therefore, smaller particles show more blue shift from the bulk in 
both absorption and luminescence spectra than the bigger particles (Figure 1). 
Interestingly, in a solution, the particle size of QDs of a particular material is never 
homogeneous, i.e., the size of each dot cannot be exactly the same. Therefore, when 
absorption spectrum of QDs in a solution is recorded, due to the merging of peaks 
for each and every particle (responsible for individual electronic transition of indi-
vidual particle), the absorption maximum is always broad, sometime edge only [21]. 
That is why, these QDs can cover a wide range of light spectrum to excite its electrons 
as per the requirement of energy. The broader excitation spectra of the QDs also help 
them in the illumination of multicolored QDs through the excitation of single light. 
The high stoke shift finds the QDs resistant toward the auto fluorescence, hence 
their sensitivity is enhanced drastically. These metamaterials are synthesized in 
laboratories according to their requirement in a specific application. A very interest-
ing and important factor behind the utility of these nano materials is their tunability 
in size and shape. Different sized particles of different materials within the same 

Figure 1. 
Effect of size of QDs on electronic properties.
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application are essential for providing improved efficacy of the device, e.g., quantum 
dot sensitized solar cells. Researchers around the world have reported various shapes 
of nanoparticles, viz., spherical, cubic, hexagonal, triangular, wire, ball, necklace, 
etc. They deliver different properties and can be utilized for different applications.

Among various semiconductors, the QDs of group IIB-VIA [zinc sulfide (ZnS), 
cadmium sulfide (CdS), zinc selenide (ZnSe), cadmium selenide (CdSe), zinc telluride 
(ZnTe) and cadmium telluride (CdTe)] are potential candidates in various applica-
tions, primarily in optoelectronics due to their wide and direct band gap (Table 1).

Chemistry of these semiconductors suggests that the formation of variable 
strong bonding between these molecules is responsible for their differences in 
band gap and absorption maxima. The covalency of the molecules from Sulfur to 
Tellurium is different in these hybrid molecules, so as their electronic transition 
properties are varied and hence the band gap.

3. Synthesis of QDs: aqueous route and mechanism

The effective synthesis of QDs is a challenging task. Research is warranted in the 
mechanism of synthesis, leading to the reproducibility of size and shape of QDs, so 
that the growth of QDs at the time of nucleation can be controlled effectively [22–26]. 
There are several methods of synthesis of QDs: molecular beam epitaxy (MBE), 
vapor phase epitaxy (VPE), metal organic chemical vapor deposition (MOCVD), 
radio frequency sputtering (RFS), electron beam lithography (EBL), optical abla-
tion, Ball milling, quenching methods, reduction with microorganisms or plants [14] 
and chemical method [27–34]. Among all, chemical method is the most widely used 
method for the synthesis of QDs due to its better accuracy and large scale production 
[35–56]. Various reducing agents such as sodium borohydride, hydrazine hydrate, etc. 
are used during the chemical reduction synthesis. These methods are broadly divided 
into non-aqueous and aqueous-mediated reactions. Non-aqueous method have 
received first remarkable development from Bawendi, Alivisatos and Peng [57–62], 
popularly known as TOP-TOPO (trioctylphosphine for TOP and TOP oxide) or hot 
injection method in 1990s. Although the reaction developed by Murray et al. [57] for 
the synthesis of cadmium chalcogenides is probably the first ever controlled synthesis 
of semiconducting CdE (E = S, Se, Te) QDs. However, due to the highly toxic, pyro-
phoric and unstable nature of main precursor dimethyl cadmium [(CH3)2Cd] at room 
temperature, the method was not preferred [63–67]. Peng et al. [68, 69] contributed a 
comparatively greener method for the synthesis of CdE, as the first most efficient pro-
cess of synthesizing highly fluorescent QDs with excellent morphological uniformity. 
The formed QDs in this high temperature method involved long chain organic sol-
vents with high value of boiling point. Resultant QDs were found to be less defective 
due to effective surface passivation by TOP/TOPO. Both, the choice of ligand as well 

Table 1. 
Band gap and excitonic wavelength of group IIB-VIA semiconductors revealing the capacity of accessing the 
visible light spectrum, thereby exhibiting their potential applications in optical and electronic devices.
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as the growth temperature, allowed the lattice morphology to be modified in a better 
way toward the synthesis of QDs. Hot injection method processes through two steps, 
i.e., rapid nucleation, while the reaction is heated up to the utmost temperature, fol-
lowed by slow growth of colloidal nano crystals (CNCs) due to the addition of another 
precursor, with much lowered temperature. Though this method was observed to be 
suitable for the synthesis of the CNCs/QDs, there are some unexpected drawbacks, 
which lead the scientists to rethink about this particular process, before they could 
propose this method for the up gradation of the end products at the industrial level. 
The primary issues with this method are (a) use of non-ecofriendly organic solvents, 
(b) cannot be scaled up for mass production, which require several and repetitive 
reactions to achieve the desired amount of product, (c) non-biocompatibility, as 
water is not a suitable solvent for them to get solubilized, (d) difficult purification and 
extraction methods of the QDs from its mother liquor, (e) high cost of solvents as well 
as the process and (f) non-cooperation of green chemistry principles, which leads the 
whole process of synthesis into an environmentally challenging problem. Adoption 
of non-water soluble surface passivators (i.e., TOP/TOPO) confirms the non-
biocompatibility mode for these high temperature synthesis methods; therefore the 
concept of biocompatible aqueous phase QDs synthesis is warranted. Aqueous route 
of synthesis have all the positive aspects and most importantly, they are easy to carry 
out and are environmentally benign. Additionally, one can use high fluorescent nature 
of QDs in various bio-medications due to their water solubility. One can modify the 
surface of the QDs as required, with the help of water soluble chiral capping molecules 
to make the dots size dependent chiral optical property enhancer [70, 71]. Moreover, 
utilization of short water soluble ligands boost the optoelectronic applications 
(including photodetectors, solar cells and photocatalysis) too, by reducing dielectric 
barrier and inter dot separation distances in a solid QD film. Hence the objective of 
preparation of QDs reach to another domain of methodology, i.e., water-mediated or 
water soluble routes of synthesis. In early 1980s, Brus [72] and Henglein [3] and their 
co-workers first pioneered the aqueous synthesis route. They reported the change of 
band gap of QDs with their size. Vossmeyer et al. presented their work on CdS QDs. 
They reported the variation of UV-vis absorption spectrum with the change of size 
of CdS QDs. However, none of them discussed the photoluminescence property. 
First aqueous based synthesis with fluorescence properties of QDs was introduced by 
Weller et al. [73]. They have reported the water based synthesis of CdTe QDs under 
reflux condition at 96°C for prolonged hours, to obtain photoluminescence emission. 
After that, several approaches have been made toward the aqueous synthesis of CdSe 
and CdTe QDs. Although, they have achieved a mile stone, but as the research pro-
gressed, researchers tried to find the best route of synthesis in which they were able 
to synthesize the same or better quality CNCs. In the way of harvesting betterment 
and refinement of the existing methodologies, present day world scientists are trying 
to reach to a mile stone, in which the QDs are prepared as multiuse molecules. Hence, 
the aqueous synthesis method is still under investigation and modification. Therefore 
warrants systematic studies under variable conditions. Presently, global scenario 
speaks about the understanding of the reaction mechanisms and the suitable greener 
conditions involved during the synthesis of better quality QDs with easy, cost effective 
and most importantly greener technological way. However, achievement is still under 
the margin.

4. Factors responsible in aqueous synthesis of QDs

There are four major parameters which are primarily responsible for precision of 
the end product during aqueous synthesis route. They are (a) the solubility product 
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of the semiconductor compounds in water, (b) binding affinity of the capping agent 
molecules toward the metal atom, (c) binding affinity of water and hydroxyl atom 
for the metal atoms and (d) pH of the reaction medium [74–81]. These enlisted 
thermodynamic parameters can be understood with the help of HSAB (hard and 
soft acids and bases) theory. HSAB states that hard-hard or soft-soft interactions 
are expected to have lower water solubility [82, 83]. Since chalcogenides ions (S−2, 
Se−2 and Te−2) are soft bases and (Cd+2 and Zn+2) are borderline soft acids, it is 
expected that they readily form insoluble compounds. Soft-soft interaction lead-
ing to the low solubility of these compounds is the basis of their semiconducting 
nature. Their covalent nature increases in comparison to the hard-hard interactions. 
The pH of the medium also effects the formation of the desired compounds in a 
dramatic way. Since we know that ─OH (hydroxyl) ion is a hard base, therefore 
its binding affinity toward hard metal cations is more and hence ─OH can easily 
form bonds with Zn+2 than Cd+2 in basic conditions, thus effecting their solubility 
product constant (Ksp). Therefore, careful pH management is very necessary for 
Zn chalcogenide than Cd chalcogenide compounds to prevent formation of metal 
hydroxide compounds. Because Cd can tolerate more basic condition than Zn due 
to its comparative more softness. Thus, one can understand that acidic condition 
may be more suitable for Zn chalcogenide compounds than Cd compounds, which 
can accommodate basicity up to pH = 12.5. Beyond this, Cd metal atoms will form 
Cd(OH)2 compounds. Hence, the conclusion can be drawn that, acidic condition 
is more suitable for the synthesis of these compounds. Another very important 
positive concept of utilization of acidic condition is that, it enhances the formation 
of smaller QDs than basic condition. The presence of ─OH radical in the medium is 
found to be responsible for this, due to the bigger size of the hydroxyl group than H+ 
in acidic medium. The chemistry of the group IIB-VIA compounds overall reveals 
that aqueous medium is very easy and effective way of production of the QDs of 
those bulk compounds due to their solubility factor in water. We can easily extract 
them from the medium as after formation they show poor solubility in water. The 
band gap energy of these compounds can also be understood from the covalent 
nature of the bonding between the metal atom and the chalcogenide. It is observed 
that the pattern of band gap energy of metal (M) chalcogenides (S, Se and Te) is 
MS > MSe > MTe. The fact behind this order is the electronegativity of the anions. 
Since, the bigger sized anion (lower electronegative chalcogenides) does not hold 
their outermost electrons as strongly as the anions of their group possessing higher 
electronegativity, therefore covalent character is enhanced in these compounds. As 
a result, their bulk band gap (BG) gets decreased in a group with the same metal 
atom (CdSBG > CdSeBG > CdTeBG).

5. Surface chemistry of QDs: role of capping agent in aqueous synthesis

The surface chemistry of the CNCs is very interesting, as well as challenging 
one to achieve. Due to the presence of high surface to volume ratio, the surface 
of the QDs generates dangling bonds of both cationic and anionic substituents. 
Noteworthy, the dangling bonds in a QD are generated due to the unsaturated 
surface level atoms of the QD, which may alter the electronic transition by intro-
ducing new electronic states. The primary strategy to satisfy these surface defects 
is by using more cationic precursor to satisfy the anionic part, while the stabilizing 
agent, has to satisfy the dangling bonds formed from the cationic part. In most of 
the reactions, the presence of a stabilizing agent is very necessary to overcome the 
instability factor in the colloidal solution. In colloidal synthesis method, it is almost 
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mandatory to use a capping agent [2, 37, 84] as a capping agent does not allow the 
QDs to grow, after reaching a certain size depending upon the capacity of the agent. 
On the other hand, in an appropriate solvent, a stabilizing agent, not only caps the 
QD, but also offers stability to it to retain its size in the solution. The terminology 
of stabilizing agents is slightly different from surface capping agents. But efforts 
have been made by researchers to put both the surface modifying agents within a 
single umbrella by trying to use the same molecule for both the purposes. These 
molecules attach with the surface of the NCs by dative, covalent or ionic bond 
and provide them electrostatic stabilization as well as surface passivation. These 
agents are often called as surface ligands, due to their capacity to act as ligands in 
a coordination complex, which attach to the metal ion by exchanging electrons. 
The molecular structure of a stabilizing agent/surface capping agent is very much 
different in aqueous medium than non-aqueous medium. In non-aqueous solvents, 
these molecules are normally water insoluble long chain hydrocarbons, whereas in 
aqueous media the capping agents have short hydrocarbon chain and a polar group 
at one end. The polar group can provide stabilization to the QD as well as passiv-
ation to the surface. But, importantly the ratio of capping agent with the precursor 
also plays an important role in the nature of the solubility and formation of the 
QDs. It is because, higher concentration of these molecules may not allow the metal 
atom to form the semiconducting NCs and lower concentration may lead to the 
instability of the QD in the medium due to weak interaction between the capping 
molecule and the metal ion. In this context, till date thiol or carboxyl or phosphate 
group holding polymers and macromolecules have been tried to achieve better 
surface stability. However, at the same time, ligands capable of binding with more 
than one binding site are also drawing tremendous attention of the researchers due 
to the probability of fetching aspired product. Selecting effective surface modifying 
agents and optimization of the added amount of them are at utmost importance to 
develop better synthesis route to achieve desired QDs. Another aspect of choosing 
an effective surface capping agent is the biocompatibility and thus, their applica-
tion in biomedical sectors [85–87]. The advantageous positions of these inorganic 
artificial atoms as fluorophores over organic dyes is due to their bright (10–20 times 
more than organic dyes) and narrow fluorescent and less photo bleaching (up to 
30–40 ns) nature than the traditional dyes. The primary issues regarding the use 
of these QDs in biological application are non-biocompatibility, ineffective coating 
and the use of hazardous capping agent. It is well understood that although the syn-
thesis of QDs are performed in water medium, it may not offer the biocompatible 
nature to the dots and hence they can undergo oxidative degradation inside the cell 
and harm the same. Moreover, non-functionalization may lead to unspecified exit 
route of these drugs from the treated organism, hence the treated organism may 
become intoxicated. Therefore, surface functionalization of these dots is the most 
important part if we want to cast them inside the body of an organism. Secondly, 
capping agent has to be a perfect surface passivator, which will act as inhibitor to 
the surface trap states in the QDs. Thirdly, it is also observed that many a times the 
capping agent/stabilizer/surface passivating agent itself act as a harmful mate-
rial toward to treated organism. Hence, selection has to be made on this scenario 
too. Overall, the research of biologically active and applicative QDs demands the 
production of such engineered QDs, which can answer all the three major prob-
lems. At the same time, the role of capping agent/stabilizer/surface passivator has 
to be restricted to only one molecule, which can act as capping agent, stabilizer and 
surface passivator in parallel. Therefore, the quest of potential multiuse QDs with 
multiuse surface modifying agents is still going on around the globe and warrants a 
thorough investigation.
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6. Challenges of aqueous synthesis of group IIB-VIA QDs

The process of synthesizing all the QDs of the mentioned semiconductors in 
aqueous media is a challenging task. Literature [88, 89] to some extent reveals that 
the anionic/chalcogenide portion of the semiconductors plays the key role in the 
synthesis. It is because the reduction of sulfur (S), selenium (Se) and tellurium 
(Te) is very much different from each other due to the difference in their reduction 
potential, i.e., −0.467, −0.924 and − 1.143 respectively. Reduction of S is relatively 
easier in comparison to Se and Te in water, because it easily dissociates into S−2 from 
its available metallic salt. But strong reducing reagents are required to reduce Se and 
Te in room temperature. Moreover, they are not stable in the solution and can read-
ily form Se0 and Te0 once the effect of reducing agent is finished. Proper precaution 
has to be taken. In case of Te, reduction has to be carried out under inert atmosphere 
(nitrogen/argon atmosphere) as it readily converts to Te0 in non-inert condition 
[90]. During the addition to the metal precursor, one has to be delicate and calcu-
lated enough, or else, Te−2 will be readily converted to Te0. Hence, performing the 
synthesis in the aqueous medium at room temperature is a challenging task; how-
ever, the successful completion of this challenge may lead the world into different 
class of environmentally benign, easy and cost effective synthesis route for QDs.

7. Application of group IIB-VIA semiconductor QDs

Most essential part of these QDs is their application in optoelectronics such as 
light emitting diodes [91–99], photodetectors [100] and photovoltaic solar cells 
or quantum dot sensitized solar cells (QDSSC) [101–105]. Colvin and his associ-
ates had first designed QD-LED (1994) [91] and this invention was a milestone 
in optoelectronics. The quantum efficiency of first CdSe QDs was 0.01%, which 
was a better result in that time, although much lesser than today’s QD-LEDs. The 
reason behind fast development of efficiency of the QDs in LEDs is the report of 
newer developments in synthesis methodologies and their quality along with that. 
Recently, impressive development has been made by Samsung electronics in the 
form of quantum dot televisions. The manufacturing authority claims that the 
color intensity is much more intense than an ordinary TV and it happens due to 
the incorporation of QDs. The greatest potential of colloidal QDs in optoelectron-
ics lies in their humongous flexibility of semiconducting and optical nature over 
wide range of light spectrum, which allows the tailoring of QDs according to their 
desired applications. In addition to that, the low cost production and effective 
charge transfer capability also offers these dots the suitability in optoelectronic 
appliances. The utility of the QDs in LEDs or QDSSCs can be consolidated by 
fabricating the thin films of them. Thin films are the easiest but effective support as 
well as cost effective solution to incorporate the highly luminescent QDs in a device. 
In thin film science, a thickness range of nanometers to a few micrometers of the 
synthesized QDs is spread over suitable templates (commonly used glass, ITO, FTO, 
mica, etc.) by various methods (e.g., chemical vapor deposition, electron beam 
deposition, spin coating, dipping, etc.). First generation silicon solar cells were the 
first thin film solar cells, however, slowly 3rd generation thin film solar cell has been 
replacing them. In the preparation of a thin film, the suitable roughness according 
to their thickness has to be maintained to receive desired optical luminescence. In 
the fabrication of thin films, the methodology to prepare them is very important. It 
is because during the process of fabrication, the characteristics of the synthesized 
QDs must not change, as making of thin films may undergo different rigorous 
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treatment including heating too. Therefore, to find a valid and effective method 
of thin film fabrication is very important. Simultaneously, the cost of production 
of the thin films also has to be minimal so that the product will be a cheaper one. 
Hence, research is undergoing intense investigation to find a low cost and effective 
way of production of QD thin films, which can necessarily, fulfill the demand of 
industry as well as global market. Although having tremendous potential utility of 
these QDs in various application fields of science and technology, their high pro-
duction cost (~$10,000 per gram of QDs) makes it difficult to raise them as a part 
of our day to day life [106, 107]. Unless scientists develop some sort of easier and 
cost effective way to produce and fabricate specific shape and sized QDs in mass 
scale, we cannot understand their broad application [108]. Therefore, chemical 
engineering of QDs has begun to solve these two major following issues: (a) use of 
eco-friendly inexpensive starting material for synthesis of QDs and (b) develop-
ment of green synthesis routes with the optimization of all the reaction parameters 
[62]. Therefore, it is become mandatory for the research community to design 
newer and greener optimized synthesis processes, so that in near future these QDs 
can become leader in every aspects of mankind.

8. Future work

Semiconductor QDs are advanced materials for various applications which have 
been discussed elaborately. Their unique physico-chemical properties make them 
suitable for applications in energy conservation, imaging devices, non-linear optics, 
nano electronics, nano photonics, solar cells, miniaturized sensors, photography 
and bio-medical domains. Material preparation and physico-chemical characteriza-
tion of group IIB-VIA QDs should be further modified in order to fabricate smart 
devices. The future work toward the greener synthesis of binary and multicompo-
nent nanocomposites is warranted as doping with suitable metal and metal alloys 
enhances the optoelectronic and optoelectrical properties of these QDs.
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