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Digital library is commonly seen as a type of information retrieval system which stores 
and accesses digital content remotely via computer networks. However, the vision of 

digital libraries is not limited to technology or management, but user experience. This 
book is an attempt to share the practical experiences of solutions to the operation of 

digital libraries. To indicate interdisciplinary routes towards successful applications, the 
chapters in this book explore the implication of digital libraries from the perspectives of 
design, operation, and promotion. Without common agreement on a broadly accepted 

model of digital libraries, authors from diverse fields seek to develop theories and 
empirical investigations that to advance our understanding of digital libraries.
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Preface

The invention of paper and printing technology resulted in the widespread circula-
tion of culture, knowledge, and religion. However, rapid information transmission on 
computer network facilitates the global sharing of the rich cultural heritage and local 
collections through digital archives. When most people think of digital library, their 
idea of the term is limited to archives of digital documents. Without a doubt, a digital 
library is a library in which collections are stored in digital formats, as opposed to print 
materials, and accessible by computers. The popularized use of the term digital library 
may have been in the NSF/DARPA/NASA Digital Libraries Initiative to the Corpora-
tion for National Research Initiatives in 1994. Nowadays, the term is primarily used 
for a type of information retrieval system which stores and accesses digital content 
remotely via computer networks. As aggregating distributed content for distribution, 
the vision of libraries is not limited to technology or management, but user experience. 
Therefore, a digital library is more like the de nition by the DELOS Digital Library 
Reference Model (Candela et al., 2008) as: “An organization, which might be virtual, 
that comprehensively collects, manages and preserves for the long term rich digital 
content, and off ers to its user communities specialized functionality on that content, of 
measurable quality and according to codi ed policies.”

The contributors to this book are not of the same discipline, nor do they necessarily 
possess a uni ed view of “digital library”. In this sense, this book is an att empt to 
share the practical experiences of solutions to the operation of digital libraries. The 
chapters in this book explore the implication of digital libraries from the perspectives 
of design, operation, and promotion. In the section of “Framework and Application”, 
four chapters examine the application of digital libraries and then propose framework 
or design architectures accordingly. In the next four chapters, the authors focus on 
the issues of operation and provide technical solutions. The functionality of digital 
libraries varies greatly. For this reason alone, the issues of operation include interactive 
accessibility of supported information resources, support for collections of informa-
tion resources, important role of metadata, various services related to their operation, 
distributed architecture, and network user access. The authors contribute their exper-
tise and experiences to improve information retrieval. In the  nal part, Promotion and 
Evaluation, four chapters bring the research focus to the promotion and evaluation of 
digital libraries. Evaluating digital libraries is a challenging activity, as digital librar-
ies are complex, dynamic and  exible. Because of the gap between the perspectives of 



XII Preface

digital library researchers and professionals (Borgman, 1999), communities from di-
verse  elds have diff erent viewpoints and approaches on evaluation. Even though no 
uni ed evaluation model exists, more eff orts are still needed to evaluate digital librar-
ies in accepted approaches.

In this book, we indicate interdisciplinary routes towards a broadly accepted model of 
digital libraries. Although there is no common agreement on how to proceed to a suc-
cessful digital library, the scholars and practitioners seek to develop theories and em-
pirical investigations that will advance our understanding of digital libraries. Our hope 
is that this book will help readers to become aware of the very wide range of methods, 
to understand the framework behind the approaches, to appreciate the wealth of ap-
plications, and to  nd more methodologies for assessment research.
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Convergence and Divergence Among Digital 
Libraries and the Publishing Industry 

Terence K. Huwe 
Institute for Research on Labor and Employment Library 

University of California, Berkeley 
United States of America 

1. Introduction    
The Internet's dynamic impact on society, industries and individuals has been studied 
intensively across a broad number of academic disciplines. Digital media are spurring both 
creativity and dislocation in every field of study, as well as the workplace. These forces have 
also triggered sweeping changes in how traditional players in the creation of knowledge 
and scholarship operate and interact with each other. "Digital convergence," as it is widely 
known, invites not only creativity and enterprise, but also new and energetic competition in 
nearly every line of work (Yoffie, 1996). 
The evolving roles of the traditional publisher and the research library in the United States 
are particularly illuminating as indicators of the ferment that the digital era is producing. 
These two groups have long enjoyed ties of mutual benefit, but now face radical forces of 
change, and find themselves in competition with each other—as digital publishers. Indeed, 
it is now possible for each agent to assume the characteristics of the other: librarians can act 
as digital publishers, and publishers can add new roles as preservationists and guarantors of 
long term access to content. Innovators in each group are already experimenting with 
expanded services in large and small ways. Ventures may involve wholly new services, or 
more basic experiments that gauge their audience's interest.  
The opportunity to assume much-enlarged professional roles and offer services with good 
prospects for success places publishers and digital librarians in a new relationship, and is 
causing fundamental shifts in each field. Can digital libraries act as full-service publishers? 
If so, should they undertake such a path? Likewise, when the lifespan of a work of literature 
or scholarship is measured in its entirety, publishers can scarcely miss synergistic 
opportunities that add new functions and skills to their historical areas of expertise. Indeed, 
other "content creators" of every stripe frequently assume custodial and interpretive roles—
much like library services—acting as repository managers, purveyors of social media and 
online conversationalists. Should publishers assume any of these roles? These questions go 
to the heart of both the library and the publishing professions. How each group decides to 
answer them will have a significant impact on the future of scholarship, education and 
entertainment, as well as the form and function of digital libraries themselves. 
This article will explore the recent history and pivotal experiences of U.S. publishers and 
research libraries, and the prospects for competition or collaboration between the two 
groups. The crux of this analysis will lie not on industry studies, but rather on an evaluation 
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of the "professional cultures" of publishing and digital libraries. Although commercial 
publishers and digital libraries are not identical types of organizations, they share many 
values and their necessary skills hold many similarities. Indeed, the underpinnings of their 
respective skill sets are closely related. Therefore even though outright competition is a 
viable strategy, so also is a future based on strategic alliances of mutual benefit. Whatever 
course history takes, the outcome will have an important impact on both of these 
information-handling groups as well as the social and technological architectures of 
knowledge resources. 
Sociology provides us with solid theories that evaluate the dynamics of competition and 
strategic collaboration, and such theories have grown in importance during the digital era. 
Andrew Abbott (1988, 1991) has argued persuasively that professions that handle related 
areas of expertise will take advantage of new opportunities to advance their status, whether 
by adding skills into existing portfolios or by forming new levels of licensure, standards, or 
international oversight. At the same time, there is also a growing perception that all kinds of 
digital production occur on a continuum of activity, involving many phases and a diversity 
of players, reinforcing the need for traditional players such as publishers and digital 
librarians to look beyond traditional spheres of authority for new opportunities. What is 
more, theories about competitive motives and their interplay with digital convergence are 
not limited to sociology; similar theories now appear in business literature, as well cultural 
debates about the future of scholarship (Ellison, J & Eatman, T, 2008; Tian, et al, 2009; Banks, 
2006). 
This is little doubt that the technological hurdles to assuming the role of digital publisher 
have never been lower; the remaining barriers are of an organizational nature, such as the 
urge to hold onto prevailing beliefs about functional roles and workflows, not to mention 
pre-conceived notions of how markets or services "should" operate. The present turmoil is 
both energizing and destabilizing for all established players in the information professions, 
and conditions are so dynamic that 2011 may bring a host of new challenges for both 
groups. With these factors in mind, the following review of the cultures and recent histories 
of these two crucial players in knowledge creation may provoke insights about the future 
strategies—and prospects—of both groups, whether they may compete or collaborate, and 
what impact their choices may have on the future development of digital libraries. 

2. Competing professions: the new landscape 
Digital technology has been rewriting professional roles for many years. This process is 
dynamic and stressful for the affected groups. Understanding how professions compete for 
dominance has gained new importance in the digital era, because each affected group must 
come to terms with the possibility that their own native area of expertise—whether it is 
publishing, distributing or archiving, for example—may be taken over by a competing 
group with a better idea. 
The current ferment in all professional groups that manage information is one of the best 
examples of competition for new roles in the digital era. For a long time, publishers and 
libraries in particular have enjoyed stable perceptions of their roles, but those days are gone 
and not likely to return. Instead, these two groups (and many others, to be sure) are deeply 
involved not only in re-imagining what their core services are, but also what roles they may 
be able to "poach" from others in the overall process of knowledge creation. 
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Abbott's (1988) broad analysis of the U.S. system of professions sheds considerable light on 
the relationship between expert labor, technology and organizational design, and offers 
some explanations for patterns of competition between different professions. Professionals 
have standing in society to evaluate the important matters of our lives, ranging from 
medicine through law; they "diagnose" and "treat" conditions and are regulated by 
organized bodies of their peers. Expert status depends upon sound and irrefutable "abstract 
knowledge": a set of skills that is controlled by the profession and applied to practical 
problems. The use of specialized language is one example of how abstract knowledge 
retains power; engineers or doctors utilize sophisticated terminologies to retain authority 
over their practice areas. Also with respect to medicine, physician associations aggressively 
protect the meaning and definition of "practicing medicine," fending off efforts by other 
practitioners such as acupuncturists to gain higher levels of recognition for their treatments. 
Professions that lose control of their system of abstract knowledge risk the loss of prestige 
and status. The height of professional power is determined by licensure by state- or 
national-level licensing bodies, which confer the official status to practice a profession. This 
is the case with accountancy, law, medicine and other fields. Professions and occupations 
that are not universally licensed by government—such as publishing and libraries—are at 
greater risk of competition from others who may seek to offer their own expert solutions. 

2.1 Treatment substitution 
Digital technology has created numerous opportunities for the expansion (or reduction) of 
prestige. Competing groups, such as librarians, publishers or technology managers, may 
attempt to take over new areas of responsibility, in essence by offering a better treatment 
than their competitors. As technology influences working life, professional status may rise 
or fall depending on the vitality of abstract knowledge. New types of abstract knowledge, 
such as the ability to understand how people use technology and information resources, or 
how to structure metadata for a digital future, are potential sources of new professional 
power (Abbott, 1988). 
Treatment substitution holds three important lessons for the information professions. First, 
power, or the standing to diagnose and treat, is best maintained by the strategic 
preservation of abstract knowledge. Second, constant self-evaluation publicly exposes 
weaknesses in the abstract underpinnings of professional expertise, which can invite 
competition. Third, digital media offer new groups the chance to expand their zones of 
influence, if their practitioner skills provide them with new abstract knowledge. Because of 
these factors, all of the information professions are using digital technology to gain political 
leverage and to take new roles in knowledge creation. 

2.2 The knowledge creation continuum 
Abbott's study of the professions was originally conducted before the most explosive years 
of Internet growth began rewriting the rules for scholarly activity and publishing. 
Subsequent research about the impact of new technologies on the creative and intellectual 
processes of scholarship strengthens his theories about competition among the professions. 
During the early days of the Internet era, the Getty Information Institute established useful 
models for understanding what was happening to the traditional information industries 
(Fink, 1999). Researchers at the Getty Information Institute identified the "knowledge 
creation continuum" as a means for understanding scholarly communications. Under this 
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model, all of the various players in the creation of knowledge operate upon this continuum, 
bumping into each other as they find new opportunities during the digital era. Each player 
dominates a "zone of progressive release" of knowledge, as creative work finds its way from 
author to reader. This dynamic process defines much of the action underway at the present 
time, as authors, publishers, media outlets and repositories such as digital libraries redefine 
their roles. 
Organization studies researchers, university leaders, and information professionals have 
also found the metaphor of the continuum to be useful. Tian et al (2009) recast the 
continuum as a "data-information-knowledge spiral," lending the visual image of upward 
movement. Ellison & Eatman (2008), who wrote a major policy document about the 
American tenure system, identify a "continuum of scholarship" that encompasses not only 
the faculty but every contributor to the knowledge creation process. Fister (2001) undertook 
a study of trade publishing to explore the changing roles of all of the industry's contributors 
on a continuum of actions, seen with an information professional's perspective.  
As the continuum (or spiral) evolves, zones of added value may collapse into one another. 
This trend is also widely studied, and is well described by Marcus Banks (2006), in his 
analysis of the shifting distinctions between (and potential disappearance of) "grey" and 
"non-grey" literature. The application of abstract knowledge governs strategic action; 
therefore an assessment of the comparative robustness of abstract knowledge among 
various groups may provide a useful indicator of future success. It may also reveal who is 
most likely to compete with each other, and which zones of progressive release they will 
move into.  

2.3 Publishers and libraries face blurring boundaries 
The abstract knowledge bases of publishers and digital librarians contain many similarities, 
but they are also distinct in how they perceive special skill. For publishers, the skills of 
discovering, editing, preparing and selling books for consumers or for academics is a well-
understood chain of actions; as a result publishers historically have viewed themselves as 
indispensable players on the knowledge creation continuum. For librarians, collection, 
categorization, interpretation and preservation of vast repositories of literature likewise 
define the core expertise of the profession.  
However, digital technology has blurred the distinct boundaries for just where each zone of 
expertise begins and ends. New technologies, beginning with desktop publishing programs 
and moving onward through an avalanche of electronic devices and networked information, 
now make it possible for other skilful groups to offer competing publishing solutions. For 
example, digital librarians may choose to enter the publishing zone, or publishers may 
launch new programs as archivists or preservationists of the knowledge they create. The 
"open source" movement is another example, with universities offering a full-scale 
publishing alternative to commercial journals. Open source journals are free of charge and 
compete directly with expensive and respected scholarly journals—a classic example of 
treatment substitution. Likewise, much of the struggle between publishers and libraries over 
the past 20 years has focused on price control or access to markets, with publishers 
advocating for greater pricing authority over knowledge resources and librarians 
advocating for expansive access, within the reasonable constraints of the "first sale" principle 
that underlies the book market (Lessig, 2003.) 
If information can be managed in new and flexible ways, traditional perceptions of both 
publishers and digital libraries are also more fluid than they once were in the eyes of other 

Convergence and Divergence Among Digital Libraries and the Publishing Industry   

 

7 

groups (Koenig, 1988). For example, information technologists have competed with 
numerous strategies to manage information, including search engines, database services, 
large-scale archiving and records management. These forays into the traditional role of 
publisher or librarian have been sustained for as long as computers have been in existence.  

2.4 New media, new competition 
The digital era presents many opportunities for enterprising individuals to reinvent 
publishing practices. As a result, most information-handling professionals are evaluating 
their options, using models such as the knowledge creation continuum to understand what 
moves to make. It is a dangerous and exciting time to be in the publishing industry, and also 
in the library field; virtually all of a sudden, new agents that range from software 
developers to authors are able to style themselves as a publisher to varying degrees, or as 
managers of repositories of information (Regazzi & Caliquiri, 2006). In such a tumultuous 
environment, success comes from possession of abstract knowledge that can make sense of 
the new and unknown. In this regard, the creation and evolution of digital libraries is much 
influenced by what goes on in the publishing sector, as well as in the library sphere. 
As publishers and digital librarians confront competition from new agents on the 
knowledge creation continuum, their responses to the turmoil are instructive for assessing 
how digital libraries will grow. As conditions change, the traditional beliefs of entrenched 
players such as publishers and librarians can either help or hinder efforts to protect their 
traditional roles. With that in mind, an overview of recent history and the professional 
dialogues of publishing and librarianship follows below, as a preface to analyzing each 
group's challenges and their prospects for collaborating or competing with each other. 

3. Dystopia and distress: publishing's professional dialogue 
As the disruptive power of technology creates a diversity of opinion about what will come 
next, established players typically respond to new challenges by drawing on their known 
areas of expertise. For example, publishers have responded to the digital era by analyzing 
the shifting terrain through the lens of market analysis and the benchmarking of sales goals. 
This approach made good sense, as it served the industry well prior to the digital era. 
Indeed, as recently as 2003, the U.S. publishing industry's total revenue was in excess of 100 
billion dollars, with a substantial percentage of revenue generated by book publishing. 
Reporting on the book industry in that same year, Datamonitor, a market analysis firm, 
opined that the "online publishing industry" had not yet materialized, and forecast even 
higher revenue in 2010 (Datamonitor, 2003). Yet by 2009, the U.S. publishing industry had 
revenue of slightly more than 50 billion dollars, e-books and e-readers had gained wider 
acceptance, and industry analysts lowered their revenue forecasts (Datamonitor, 2010).  
In the face of such alarming figures, the publishing industry interpreted the emergence of a 
digital marketplace as a threat to revenue. This initial perception influenced much of the 
industry's professional dialogue about what would follow. Notably, a market-based system 
of perception and strategic thinking is based on viewing readers as consumers who 
purchase books; certainly this is a valid assessment, but as a paradigm, it excludes viewing 
readers as members of "community" who have many interests in addition to purchasing 
books, such as social interaction with publishers and authors. The general tendency to view 
readers as consumers has been a strategic "Achilles heel" for publishing and has persisted 
for years, but is beginning to break down (Cader, 2008). 
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3.1 A history of embattlement 
Publishers have perceived their industry as embattled for decades, due to a series of 
destabilizing events that predated the emergence of the Internet. It is important to 
understand the impact of this long-running and alarmist professional dialogue, decades old 
as it is, on the current strategic thinking of publishers.  
Throughout the 1970s and 1980s, the dominance of the mass-market paperback threatened 
the profitability of trade publishers. Thomas Whiteside (1981) describes this threat as part of 
the "blockbuster complex": new rules pushed ever-increasing resources to the production of 
high-volume bestsellers at the expense of "mid-list" books of interest and value. The mass-
market crisis period was quickly followed by bookseller consolidation, as Barnes and Noble 
and the now-defunct Waldenbooks expanded and began exerting heavy influence through 
their buying patterns. (Overdorf and Barragree, 2001). 
As the Internet and the World Wide Web made all-digital publishing a serious option, Web-
based reading alternatives began to grow very rapidly, causing consternation and even 
panic for publishers. High-powered online distribution services such as Amazon seemed to 
gain even more influence than their predecessors of the print-only era over what readers 
would choose to buy. The invention of "digital ink" and the e-book seemed to pose further 
threats to publisher profits. With sales and market development as analytical paradigms, 
publishers entered the digital era without adequate strategic preparation for technological 
change. Consequently, they retained a sense of embattlement, as new agents who possessed 
innovative abstract knowledge began to emerge—once again demonstrating the process of 
treatment substitution (Abbott, 1988).  
With much narrower margins and downward pressure on budgets, traditional publishing's 
internal dialogue reached new rhetorical heights of anxiety after the turn of the century. The 
New Yorker magazine launched a Weblog called "Publisher Death Watch," which kept track 
of downsizing businesses, including individual posts from demoralized staff (La Force, 
2008). Jason Epstein, long-time Publisher at Random House and a major thinker of the 
publishing profession, responded to the growing anxiety with a variety of new business 
models, including on-demand print publishing, as well as passionate philosophical 
manifestos meant to renew and uplift (Epstein, 2008). Epstein has been joined by other 
prominent figures such as Peter Jovanovich, offering a series of roadmaps for survival, 
focusing on adaptation to new technology and digital rights management (Epstein, 2010; 
Jovanovich, 2009; Nawotka, 2008). Yet even as new ideas began to flow, publishing staff 
morale reached new lows. Debate at publisher association meetings often reflected the grim 
business environment. At the 2008 Association of American University Presses meeting in 
Montreal, incoming president Alex Holzman declared that "We meet under darkening 
clouds," referring to lightning-fast technological change, the open access publishing 
movement, new competitors, economic downturns and more (Howard, 2008).  
At the same time, independent booksellers—key partners to the publishing industry—had 
also suffered severe losses in market share, complicating traditional revenue streams. 
Booksellers have long enjoyed close (though sometimes fractious) relationships with 
publishers, and therefore publishers possessed keen understanding of bookstores as their 
key sales outlet. However since 1985, independent booksellers have been shrinking in 
number, although some robust bookstores (such as Powell's in Portland, Oregon) continue 
to thrive. New super-stores such as Borders and Barnes and Noble entered the vacuum left 
by disappearing independents, bringing different business patterns for sales and returns of 
merchandise with them. With fewer and larger retailers, the unique process of returning 
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unsold books to publishers for credit has had far greater impact on sales cycles and profits. 
Under such conditions, reverberations of distress flowing from the bookselling industry 
carry heavy impact for publishers. When Barnes and Noble, which dominates U.S. 
bookselling, announced that it may put itself up for sale in 2010 or 2011, the announcement 
created fresh alarm for publishers (Bosman, 2010, 2010a). 

3.2 Core competencies face new realities 
The sheer drama of the publishing industry's waves of consolidation, downsizing and new 
ventures helped to focus the profession's attention on the meaning and value of its core 
skills and roles. These skills and roles are typically boiled down to four principal functions, 
although they can vary in name. These roles are Agents; Editors; Design and Marketing; and 
Sales staff (Fister, 2001). Publishing work begins with authors via agency, and proceeds to 
add value by editing and preparing an author's work for sale. Each of the functions along 
this path to market is labor-intensive, requiring large investments of time and resources, and 
each is also widely held to be an essential, value-added service that no other group can offer 
at a higher standard. Of the four roles, editing is held as the most durable service that 
publishers offer (Schatzkin, 2010, La Force, 2008).   
The curricula of graduate programs that grant degrees or certificates in publishing reflect 
several of the trends underway in the marketplace. For example, the New York Times 
Knowledge Network co-hosts an ePublishing certificate program with Rosemont College, and 
the introductory description for the program is telling as a gauge of uncertainty. It states: "The 
world of publishing is changing rapidly, due to one little letter: “e.” The advent of ePublishing has 
launched an era of rapid change, growth and turmoil in the publishing industry. What are these new 
technologies and how do they work? How will they continue to develop and be used? What will the 
industry look like in five years, in six months, next week? And what skills are needed to survive and 
succeed in the publishing workplace?" (New York Times Knowledge Network, 2010). 
Just as this description articulates the widespread uncertainty, a closer review of the 36 unit 
master's degree at Rosemont College illustrates how transferrable the core skills of 
publishing have become. Over the course of study students learn the principles of editing, 
marketing, production and more; yet the same curriculum could easily appear as 
coursework for a career in Web administration, journalism or information science. The ease 
with which digital publishing skills may transfer to other fields accentuates how publishing 
expertise is much more widespread than it was just 15 years ago, and that other groups can 
now learn these skills and experiment with publishing strategies (Rosemont College, 2010). 

3.3 Tipping toward innovation 
The professional dialogue of publishers is intriguing, given the industry's continued 
existence despite its many challenges. The blockbuster mentality produced much alarm, but 
also yielded impressive revenue streams for publishers who could respond with strong 
bestselling lists. It has also made many authors into multi-millionaires. Mass-market books 
did not "kill" publishers; instead, they revolutionized marketing strategies. The success of 
mass market paperbacks spawned the larger-format, higher-profit "trade paperback," which 
was conceived as a business builder and a permanent artifact for library collections (Epstein, 
2010). Big distributors during the print-only era and the print-plus-digital era (as evidenced 
by Amazon) have also contributed some positive impacts on sales, by creating unexpected 
top selling titles. E-books, while they are growing in use, still constitute just a few 
percentage points of total book sales—and book sales, although they have been shrinking 
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since 2004, nonetheless generated more than 25 billion dollars in 2009 (Datamonitor, 2003, 
2010). Moreover, 2010 appears to be the year that acceptance of e-book devices and 
electronic text reading will accelerate in popularity. By the end of 2010, 10.3 million people 
are forecast to own an e-reader, and will buy as many as 100 million e-books (Richtel & 
Miller, 2010). With such rapid trends underway, the influential Book Industry Study Group 
has devoted considerable energy and resources to study the whole of the industry, with a 
close focus on electronic products (Healy, 2008). Publishers have also have released content 
in aggregated and topical "libraries" such as Wiley Custom Select, which offers a course-
reader solution to professors (WileyPLUS, 2010). In short, the business environment, though 
fraught with challenges, continues to be functional, and publisher strategies have been 
evolving at a faster pace (Brown & Boulderstone, 2008). 
Although new ideas are being actively studied, staff morale continues to suffer. Attention to 
the publisher "death watch" and a "rallying the troops" rhetorical style continue to dominate 
the tenor of publishing's professional dialogue. In 2010, the Book Industry Study Group 
conducted an important survey of publishing staff, to gauge their perspectives and 
sentiments regarding new media and e-books. When asked when they expected to see 
fundamental change in their own functional work area, 31 percent of respondents replied 
that it had "already happened", and 45 percent said it was "happening now" (Schatzkin, 
2010). At the same time, enterprising digital publishers such as O'Reilly Media have 
countered with comprehensive business models that draw on the full array of social media, 
creating interactive user experiences that go beyond the book format (Hane, 2010). By 2008, 
the full force of experimentation and pursuit of innovation had gripped the publishing 
industry, creating a sense of making up for lost time. 

4. Digital librarians: preserving the past, looking forward 
Throughout the same eras of upheaval and change, librarians faced similarly daunting 
challenges. Clarion calls heralding the imminent demise of a proud profession crowded the 
professional literature of every specialized sector of librarianship for decades (White, 1989, 
Lowry, 2001). In response, various innovators have explored a mulitiplicity of strategies. 
Nancy Lemon (1996) argues that rethinking traditional roles enables librarians to climb 
organizational "value chains;" James Matarazzo and Toby Pearlstein (2010) review the plight 
of news media libraries and see a history of cyclical renewal, in which existing jobs give way 
to new opportunities in new locations. Among corporate libraries, a wide variety of bare-
knuckle strategies have been put forward, urging librarians to find a competitive edge by 
offering services that can be demonstrated to boost profits (Chandler & Carroll, 2002). In the 
public libary sphere, despite straitened civic budgets and the shock of new media, libraries 
have achieved a degree of success in staying relevant. Circulation, library card membership 
and on-site use of services are at an all-time high, countering the idea that community 
libraries are outdated during the digital era. On the contrary, they are more popular than 
ever (Nolte, 2010). Therefore even as pessimism about the future became a standard feature 
in the professional literature, a parallel stream of daring and innovative thinking has run 
concurrently among a wide spectrum of library specialists. 
The resulting intellectual ferment has produced new paradigms and new energy for 
rethinking library goals in light of the emergence of digital technology. Rather than wait to 
see what would happen, librarians repeatedly took initiative with new media. They staked 
an early claim on the crucial issue of intellectual property and copyright, working both with 
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and against publishers as needed to preserve the library's public service mission. As part of 
this process, librarians became more deeply aware of the publishing industry's travails with 
digital media. This awareness led to greater strategic knowledge about the marketplace.  
(Fister, 2001; Katz, 2010; Hane, 2010; Howard, 2008). 

4.1 Spanning "online" eras 
Librarians were shaken by the rapid emergence of Web-based information resources, 
because they had been important players in the previous "online" economy that was 
dominated by firms like LEXIS/NEXIS and Dialog Information Services. This first "online" 
era gave librarians the opportunity to cast themselves as experts who conducted mediated 
searches on behalf of users such as attorneys, scientists and business leaders. As the initial 
"online" era faded and the Internet exploded into growth, librarians joined the first wave of 
Internet e-mail "conversationalists", Web content users, Web site producers, and aggregators 
of high quality information. They also grasped the importance of creating stable and robust 
Web portals, which organized and "branded" library-hosted aggregations of databases; such 
activist strategies stretched scarce budgets while formalizing a Web-based library presence 
(Howard, 2009). Similarly, the economic upheaval caused by the skyrocketing price of 
scholarly journals generated energetic responses on the part of research libraries, including 
formation of the Scholarly Publishing and Academic Resources Coalition (SPARC), as well 
as active congressional lobbying to protect copyright and "fair use" principles from a 
runaway marketplace. The same upheaval also sparked a sustained outreach to faculty, in 
search of much stronger partnerships with the academy's principle content creators. In 
general, digital librarians have been agents for innovation over the past 15 years, and have 
participated in the sweeping process of rethinking scholarly communications (SPARC, 2010; 
Berkeley Research Impact Initiative, 2009).   
This lengthy process of trial and error has transformed digital librarians' self-perception. 
Rather than viewing digital media as a force of dislocation that would bring ruin to the 
profession, digital librarians have instead embraced it. Likewise, constant downward 
pressure on budgets forced innovative survival plans to the forefront, emphasizing new 
technologies (Howard, 2009, McKenzie, 2009).  

4.2 Metadata as enhanced competency 
Perhaps the most significant advance on the part of digital librarians has been the 
profession's embrace of structured metadata and taxonomy as a reinvigorated core 
competency. Even as they faced the twin challenges of integrating new technologies and 
shrinking budgets, digital librarians participated in the formation of international metadata 
standards such as the Dublin Core (Dublin Core Metadata Intiative, 2010).  Libraries became 
key institutional members of new groups such as the Coalition for Networked Information 
and the National Digital Library Federation. Academic librarians experimented with diverse 
forms of preservation, including digital repositories, e-journals, and increasingly, full-scale 
publishing initiatives that originate within the library (Furlough, 2009).   
Many metadata platforms and languages have been explored, but Extensible Markup 
Language (XML) has become a dominant tool for managing digital assets (OASIS, 2010). XML 
is a "meta-language of languages," enabling developers to create taxonomies and metadata 
schema that are customizable, portable and attached to the "digital objects" they describe. The 
emergence of national and international standards for metadata, the ascendance of digital 
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and against publishers as needed to preserve the library's public service mission. As part of 
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objects which are transferrable among collections, and a strong focus on systems 
interoperability have elevated the library profession to a technical status considerably higher 
than it enjoyed before the advent of the digital era (Johnson, 2010). Although digital librarians 
are not the only XML developers—many computing firms and other academics are heavily 
involved—they have left an imprint on the development stream of XML.  
XML-based systems have become accepted across many industries beyond the academy, 
and now play a crucial role in information management and data warehousing by large 
corporate firms. XML-based information architectures are essential tools for managing text, 
images and other artifacts, creating new workflows that are based on the principle of "one 
text, multiple outputs". This kind of workflow would transfer very effectively to the 
publishing world, yet the publishing industry has been slower to adopt XML workflows at a 
universal level. The opportunity to manage digital assets using XML is an important leap 
forward that publishers have not yet fully embraced, and forward-looking commentators 
have recognized this shortfall (Ganesan, 2010; Young & Madans, 2009).  

4.3 From online repository to publishing platform 
The turmoil of the Internet's early years also produced solid initiatives to understand the 
digital library as a publisher in its own right. Thomas (2006) provides an early and  
comprehensive road map that offers large research libraries a template for launching high 
quality publishing services. She also describes the early emergence of online repositories as 
a new form of curated information resources. Online repositories grew quickly throughout 
the early years of the twenty-first century, taking much inspiration from the digital 
archiving efforts of the computer science and engineering fields (Furlough, 2010). Library-
managed repositories also grew up with a strong bias for interoperability, which has led to 
more dialogue about the need for large-scale "federations" of digital libraries, even at the 
international level (Van de Sompel, 2006, et al).   
As these repositories became more accepted, use skyrocted. The University of California's 
eScholarship repository experienced more than one million downloads in its first two years 
of operation. "Post prints" and research reports are now also collected in online repositories, 
and are frequently overseen by digital librarians, or at least coordinated by them. In late 
2009, eScholarship recast itself as a full-scale "publishing platform," which drew strength 
from the reputation of its source—the University of California system. Although this is not 
the only example of a library-sponsored publishing service with university imprimatur, it is 
certainly one of the most high profile experiments (SPARC, 2006). 
The evolution of library-based online repositories and their current transformation into full-
scale publishing platforms is a prime example of how contributors can expand their role and 
move into new "zones of progressive release" (Abbott, 1988, 1991). Digital librarians' 
publishing solutions are guided by two objectives: first, to empower authors, and second, to 
create robust, collaborative blocs of institutions that share expertise and improve access. 
These are new "treatments" that address the changing needs of academic publishing (Van de 
Sompel, et al, 2006). Publishers are rushing to reinvigorate their relationships with authors, 
but to some degree they are playing a game of catch-up. 

5. Convergence and divergence: strategies and examples 
Recent events in these two fields reveal several interesting trends, not only in strategic 
planning but also in the underlying thinking of leading commentators. Although there is 
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considerable ferment and thus many trends underway, there are four areas where 
publishers and digital librarians face similar challenges. The strategic decisions that each 
group makes in the coming years will have significant impact on their long-term futures. 
First, the hurdles to publishing a well-packaged text artifact are dropping rapidly. The result 
has been that authors, both in the academic and popular literature spheres, now have the 
option of creating their own digital artifacts without publishers' assistance. Many already 
manage online presences and engage in dialogue with readers. In response publishers and 
digital librarians are testing strategies that reinforce their own roles.  
Second, the disruptive nature of digital media has forced publishers and digital librarians to 
evaluate their own native skill sets in a new light. The library profession's core 
competencies—collection development, information counselling, interpretation and 
preservation—involve in-depth analysis of information resources. Yet librarians already 
format, revise, copy-edit and even print bibliographies, scholarly e-journals, festschrift, and 
full-scale books in many cases. As these content-intensive roles become more important, 
research libraries have responded by creating senior management positions with titles such 
as director of digital scholarly publishing, director of digital publishing, or director of built 
content. These positions carry responsibility for assessing new opportunities to publish, as 
well as assisting research faculty in doing so themselves.   
Publishers also have the opportunity to review what they do well, re-evaluating existing 
functions to include new services such content aggregation, developing much-enlarged Web 
presences, taking on custodial roles and offering services for long-term preservation of their 
own built content. The technological hurdles to adding new services of this nature are just as 
low for publishers as they are for librarians who are involved in digital publishing. Both 
groups are limited chiefly by imagination, by perceived commitments to doing "business as 
usual," and by the high cost of retraining their already-well-trained work forces to take on 
new tasks in addition to their existing workflows.  
Third, both publishers and digital librarians are looking beyond the boundaries of their own 
fields of expertise for new ideas and strategies. For example, new social media have carried 
a heavy impact on the news industry, and both librarians and publishers have studied 
newspapers as a cautionary tale. News media were one of the first zones where readers 
began "talking back" to the press and contributing substantive new content (as well as trivial 
or satirical interactions). The Blogosphere has also attracted interest, although it increasingly 
produces voluminous and cyclical "blooms" of creative work that are followed by inactivity 
and the formation of "dead zones."  This pattern suggests that new media are only as vibrant 
as the minds that are driving them forward (The Economist, 2010). However, over time the 
Blogosphere has become firmly established as an effective platform for commentary, news, 
cultural critique and debate. The Blogosphere's experience implies that longer-term value 
takes time to emerge as a new technology matures. 
Fourth, both groups have come to realize that as digital convergence has accelerated, bold 
action is required. As a consequence, the pace of intellectual thought that is devoted to 
innovation has also accelerated. There is also greater acceptance that bold actions may 
succeed or fail, yet they must be attempted to gain new knowledge and expertise. Both 
groups show evidence of complex responses to the necessity of taking bold action, because 
both groups believe that they must protect legacy print programs, whether as book sales or 
print collections, even as they step into new digital futures. This is a difficult balancing act, 
because reader and user community loyalty may be challenged as risks are taken. 
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These four trends illustrate the turmoil, and indeed, the excitement of the times for both 
publishers and librarians. They also illustrate how each group is operating on the 
knowledge creation continuum, and how they might choose convergent or divergent 
strategies when compared to each other.  

5.1 Convergent strategies 
With respect to convergent strategies, publishers and digital librarians are aware that their 
core competencies must now include a robust and dynamic "conversation" with their 
readers, collaborators and user communities. Although this may seem obvious during the 
Internet era, it nonetheless symbolizes a major challenge for established players on the 
knowledge creation continuum. New ideas and new technologies, commonly known as 
"Web 2.0", currently emphasize ubiquitous interaction in a wide variety of locations and via 
a long list of tools, ranging from desktop computers to "smartphones."   
Among publishers, this interactive paradigm and the tools it has spawned have caused a 
seismic shift in thinking. A book's usefulness is no longer limited to the experience of 
reading it; it now has a lifespan that can take many forms, involve communities in addition 
to solo readers, and last for years (Norrington, 2010). In response publishers have launched 
serious attempts to enter the Web 2.0 sphere. Likewise, digital librarians have seen their 
print-based mission expand exponentially to include not only the finished works of 
scholarship and literature, but also the artifacts created by the overall process of creating 
scholarship, from start to finish. Library responses also include innovative combinations of 
digital collections and community-building features, such as allowing commentary, running 
newsfeeds, and adding Wikis to facilitate dialogue.   
Publishers continue to focus on sales and profits, and they are experimenting with social 
media to increase revenue. Two strategies dominate the landscape: narrowcasting and 
community-subscriber services (Kist, 2008). Narrowcasting refers to the strategy of discovering 
discrete markets or user communities who share strong interest in very specific literature, and 
then offering them targeted products that are based on market analysis (Shaver and Shaver, 
2009). This approach is greatly assisted by "viral marketing," a common term in the Internet 
era, which describes how news of events or products can travel very quickly, even 
circumnavigating the globe in a matter of hours in some instances. Narrowcasting would be 
paired with general marketing strategies, just as print sales would be complemented by e-book 
sales, still a small (but growing) revenue stream.  
Community-subscriber based strategies also make explicit publishers' new role as their own 
distribution outlets, joining bookstores, libraries and online firms such as Amazon in direct 
consumer outreach. Direct outreach is another example of treatment substitution, as it 
establishes a new zone of service on the knowledge creation continuum for publishers, 
shifting them further into the zone of distribution and perhaps even preservation.  
Recent developments in textbook publishing provide evidence of innovative approaches by 
publishers and digital librarians, who are exploring classroom teaching aids. It is now 
possible to print textbooks or sections of them on demand, use e-readers to read them, or 
purchase printed readers, and the entire idea of how textbooks support teaching is rapidly 
evolving. Publishers are now perfecting "portal" style learning zones on the Web, which are 
based on textbooks but include many added features, including unbundled chapters, added 
teaching aids and accompanying training modules. Interestingly, 55 percent of students still 
prefer to buy the textbook in print as part of their study plan (Vance, 2010; WileyPLUS, 
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2010). Meanwhile, digital librarians are also involved in teaching portals, and they have 
been perfecting e-reserve systems and new formats for class e-readers (bSpace, 2010).  
Finally, publishers are beginning to show interest in managing their backlists more along 
the lines of a repository or collection of resources. However, whether publishers will take up 
archiving and preserving content remains uncertain. Once again, networked information 
technologies have lowered the hurdles to creating online archives. But in practical terms, 
taking on an archival role would require publishing staff to learn new skills, or recruit new 
talent to join the firm. Early evidence suggests that publishers have not fully embraced the 
link between the process of acquiring, editing and selling books and the long-term value of 
archiving the material (Schatzkin, 2010). This further suggests that publishers continue to 
regard themselves as facilitators of the early stages of a book's lifespan, but not as the 
custodians of its entire lifespan.  

5.2 Divergent strategies 
There is a large common ground of shared strategies among publishers and digital librarians, 
derived primarily from the interactive nature of social media, and how it may be adapted for 
research or to enhance popular literature. However, the points of divergence between the two 
groups are pronounced. Divergent strategies flow directly from the history of each group. 
Digital librarians are working very hard to preserve and advance the role of managed 
knowledge resources, branded by the library, as part of the teaching process. In addition to 
experimentation with e-reserves and e-readers, they are now staking a large claim on the 
full-service teaching Web "portals." Open-source instructional portals now include a variety 
of added functions, including the ability at attach related files, images and simulations 
(bSpace, 2010). They also operate as eportfolios for students that follow them throughout 
their academic careers, and as information management tools for the faculty. Academic 
librarians perceive important new roles for information services in these learning spaces.  
Academic librarians are also brainstorming about ways to enhance "built" content that is 
created by the faculty—a key zone of knowledge creation where libraries may assume the 
role of digital publishers. The opportunities are vast, as pre-publication content creation 
encompasses the supporting information, texts and data sets that lead to finished work. 
Strategies to preserve this knowledge base are rapidly taking shape, and they are evidence 
of innovative thinking about librarian core competencies (Abels et al, 2003).  
What is more, the library profession's original core competencies—particularly collection 
development and classification—gain new relevance and importance as digital publishing 
moves to the forefront. Metadata schemes are vital tools for managing vast amounts of 
digital assets. The prevailing scheme, the Metadata Enhanced Technical Standard (METS), 
has seen heavy involvement by digital librarians; it ensures that metadata are portable and 
stay attached to a digital artifact, allowing the metadata and the object they describe to 
migrate over time (Library of Congress, 2010). In contrast, publishers are in the early stages 
of harnessing XML to manage content more flexibly (Ganesan, 2010). 
The most significant divergent characteristic between publishers and digital librarians has 
been librarians' willingness to enter into collaborative alliances, launching aggressive 
outreach to faculty authors, building political lobbying groups, and forming consortia that 
negotiate for better prices. They also have become software developers at their host 
universities, emphasizing open-source computing (Van de Sompel,2006). Ming-xing Huang 
(2010) envisions even more broad alliances, called "Digital Library Alliances"—which would 
enable academic libraries and their partners to enhance digitization initiatives and search 
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full-service teaching Web "portals." Open-source instructional portals now include a variety 
of added functions, including the ability at attach related files, images and simulations 
(bSpace, 2010). They also operate as eportfolios for students that follow them throughout 
their academic careers, and as information management tools for the faculty. Academic 
librarians perceive important new roles for information services in these learning spaces.  
Academic librarians are also brainstorming about ways to enhance "built" content that is 
created by the faculty—a key zone of knowledge creation where libraries may assume the 
role of digital publishers. The opportunities are vast, as pre-publication content creation 
encompasses the supporting information, texts and data sets that lead to finished work. 
Strategies to preserve this knowledge base are rapidly taking shape, and they are evidence 
of innovative thinking about librarian core competencies (Abels et al, 2003).  
What is more, the library profession's original core competencies—particularly collection 
development and classification—gain new relevance and importance as digital publishing 
moves to the forefront. Metadata schemes are vital tools for managing vast amounts of 
digital assets. The prevailing scheme, the Metadata Enhanced Technical Standard (METS), 
has seen heavy involvement by digital librarians; it ensures that metadata are portable and 
stay attached to a digital artifact, allowing the metadata and the object they describe to 
migrate over time (Library of Congress, 2010). In contrast, publishers are in the early stages 
of harnessing XML to manage content more flexibly (Ganesan, 2010). 
The most significant divergent characteristic between publishers and digital librarians has 
been librarians' willingness to enter into collaborative alliances, launching aggressive 
outreach to faculty authors, building political lobbying groups, and forming consortia that 
negotiate for better prices. They also have become software developers at their host 
universities, emphasizing open-source computing (Van de Sompel,2006). Ming-xing Huang 
(2010) envisions even more broad alliances, called "Digital Library Alliances"—which would 
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capabilities in ways that mimic large commercial firms such as Google. Digital librarians 
have also sought explicit partnerships with publishers themselves, when a shared goal 
could be seen. For example, the California Digital Library (CDL) entered into an early 
agreement with the Berkeley Electronic Press (BePress)—a full service journal publishing 
solution (BePress, 2010, eScholarship, 2010).  
Conversely, publishers' efforts to form large-scale collaborations have taken more measured 
steps. With respect to libraries, collaborative efforts most often take the shape of advisory 
committees, which meet with editors and publishers once or twice per year. This has been a 
useful process, contributing to several significant joint efforts, such as the Wiley Online 
Library (Wiley Online Library, 2010). Wiley's new "learning space" includes extensive links 
to library services for training and other assistance in using the aggregation of content. 
Digital librarians could afford to choose a collaborative stance, because they have been able to 
draw on strong relationships with their user communities. Historically, library patrons would 
visit a library in person, creating opportunities for a direct, personal relationship with well-
trained professional staff. Armed with very good metrics on what library patrons actually 
need and how they prefer to gain access to resources, digital librarians are exploring how to 
create "user experiences" that reinforce a bond between the library and the user.  
Just as important, the library profession conceptualized the digital library as a matrix of 
content, services and human interactions from the earliest planning process. In essence they 
have argued that a digital library is far more than a content platform; it is an entire 
community (Lyman, 1996). For example, facilitating and teaching how to use of information 
services, whether print or online, is a measurable core competency for librarians. They have 
argued that technology should enhance human connectivity, rather than replace it, and they 
have backed up this claim with solid e-metrics showing how people are using libraries.   
This assertion of the digital library as community is not nearly as evident in the professional 
literature of publishing. However, publishers are beginning to reach similar realizations 
about digital media, and are examining different approaches. As online publishing creates 
new synergies between print and electronic artifacts, the book gains a broader venue for 
discovery: the Web itself. Publishers continue to evaluate reader responses to books and 
related Web sites; and while print books will continue to exist, new zones are opening up for 
books to grow via Web sites, as e-books, and as subjects of reader forums. If indeed these 
trends follow their current course, the digital or Web version of a given book may 
eventually become the "master copy of record." (Kist, 2008).  

6. Collaborate, compete, or both? 
Digital librarians possess all of the tools and expertise needed to compete directly with 
publishers. As universities accelerate their plans to create open-source journals and lend 
their imprimatur to them, digital librarians may take key leadership roles in managing the 
new archives and repositories, perhaps even the most central role of content owner. If so, 
they will be building upon existing relationships with the faculty; the two groups work in 
close proximity and in many cases share research interests.  
Digital libraries also share the advantage of their host institution's imprimatur. This prestige 
enables them to expand their initiatives and to gain institutional support in doing so. This 
trend is already underway; if it accelerates, the trend would carry multiple benefits for 
digital librarians (Hahn, 2008, 2008a). First, it would cement and formalize their new role as 
a digital publisher within the academy. Second, the new status conferred by the role of 

Convergence and Divergence Among Digital Libraries and the Publishing Industry   

 

17 

digital publisher will provide digital librarians with a fresh opportunity to argue the value 
points of their longstanding core competencies. Third, recognition of editorial work as a 
library skill will advance the professional status of digital librarians in the eyes of the 
research faculty and within the university administration.  
All of these enhancements to the status of digital librarians within the academy are excellent 
examples of "treatment substitution" as described by Abbott (1988). Not only is the 
publisher role being offered by a competing group—digital librarians—it is also being used 
as a springboard to advance the status of the library profession as a whole. 

6.1 Impetus for collaboration 
Even though digital libraries' enhanced imprimatur strengthens their chances of becoming 
effective digital publishers, evidence indicates that they remain quite receptive to 
collaboration, often proposing complimentary services in dialogue with publishers (Hahn, 
2008, 2008a).  This suggests that digital librarians could become partners in more ambitious 
alliances with publishers, structuring them to preserve revenue streams while advancing 
user access. Such a strategy would serve as a means for using digital media to find solutions 
to the longstanding problems of the former print-only era, with advantages for both parties. 
At present, digital librarians are exploring strategies to manage the entire lifespan of 
knowledge creation and the materials that lead to a finished work. These include data sets, 
simulations, and non-text artifacts of every sort. It is also increasingly common for research 
libraries to manage their own data functions and image collections, and work closely with 
other campus organizations that are involved in similar work (Whalley, 2010). The role of 
data manager is being assumed by many innovators, not only at colleges and universities 
but also at the Library of Congress and other national-level collections.  
The digital librarian-as-data manager could be a very powerful ally for publishers who seek 
to transform their books into extended "dialogues" with readers, including related data 
resources and coherent and portable metadata management tools. 

6.2 Collaboration as revenue protection 
Much is made of the "scholarly journals crisis" and the imbroglios, both legal and rhetorical, 
that it has engendered; yet the crisis has also revealed how the best minds in both the 
publishing world and library profession view the economics associated with their mission. 
As the difficult issues of pricing academic journals have been addressed, publishers have 
also learned more about how digital librarians view the future, and digital librarians have 
gained a much deeper understanding of the travails of publishing. This could lead to shared 
understandings and strategic alliances that bring both groups together, as they confront 
changing markets for academic and consumer-oriented publishing.  
Publisher-librarian collaborations will stimulate fresh perspectives about where value is 
being generated for both partners. Revenue protection is vital for publishers, and need not 
come at the cost of fair use and related user benefits, which digital librarians seek to protect. 
Pricing models for electronic publishing vary dramatically, and have been the site of much 
tinkering over the years. It is unclear at this time which pricing models are going to be the 
most effective for publishers, as scholarly communications evolve, and consumer behavior 
changes (Kist, 2008). A digital library perspective on value and pricing could be crucial for 
publishers as they attempt to create new markets and new revenue streams.  
Finally, evolving perceptions of how markets work in the digital era may encourage 
knowledge creators and providers to work together. Longstanding beliefs about how to sell 
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capabilities in ways that mimic large commercial firms such as Google. Digital librarians 
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useful process, contributing to several significant joint efforts, such as the Wiley Online 
Library (Wiley Online Library, 2010). Wiley's new "learning space" includes extensive links 
to library services for training and other assistance in using the aggregation of content. 
Digital librarians could afford to choose a collaborative stance, because they have been able to 
draw on strong relationships with their user communities. Historically, library patrons would 
visit a library in person, creating opportunities for a direct, personal relationship with well-
trained professional staff. Armed with very good metrics on what library patrons actually 
need and how they prefer to gain access to resources, digital librarians are exploring how to 
create "user experiences" that reinforce a bond between the library and the user.  
Just as important, the library profession conceptualized the digital library as a matrix of 
content, services and human interactions from the earliest planning process. In essence they 
have argued that a digital library is far more than a content platform; it is an entire 
community (Lyman, 1996). For example, facilitating and teaching how to use of information 
services, whether print or online, is a measurable core competency for librarians. They have 
argued that technology should enhance human connectivity, rather than replace it, and they 
have backed up this claim with solid e-metrics showing how people are using libraries.   
This assertion of the digital library as community is not nearly as evident in the professional 
literature of publishing. However, publishers are beginning to reach similar realizations 
about digital media, and are examining different approaches. As online publishing creates 
new synergies between print and electronic artifacts, the book gains a broader venue for 
discovery: the Web itself. Publishers continue to evaluate reader responses to books and 
related Web sites; and while print books will continue to exist, new zones are opening up for 
books to grow via Web sites, as e-books, and as subjects of reader forums. If indeed these 
trends follow their current course, the digital or Web version of a given book may 
eventually become the "master copy of record." (Kist, 2008).  

6. Collaborate, compete, or both? 
Digital librarians possess all of the tools and expertise needed to compete directly with 
publishers. As universities accelerate their plans to create open-source journals and lend 
their imprimatur to them, digital librarians may take key leadership roles in managing the 
new archives and repositories, perhaps even the most central role of content owner. If so, 
they will be building upon existing relationships with the faculty; the two groups work in 
close proximity and in many cases share research interests.  
Digital libraries also share the advantage of their host institution's imprimatur. This prestige 
enables them to expand their initiatives and to gain institutional support in doing so. This 
trend is already underway; if it accelerates, the trend would carry multiple benefits for 
digital librarians (Hahn, 2008, 2008a). First, it would cement and formalize their new role as 
a digital publisher within the academy. Second, the new status conferred by the role of 

Convergence and Divergence Among Digital Libraries and the Publishing Industry   

 

17 

digital publisher will provide digital librarians with a fresh opportunity to argue the value 
points of their longstanding core competencies. Third, recognition of editorial work as a 
library skill will advance the professional status of digital librarians in the eyes of the 
research faculty and within the university administration.  
All of these enhancements to the status of digital librarians within the academy are excellent 
examples of "treatment substitution" as described by Abbott (1988). Not only is the 
publisher role being offered by a competing group—digital librarians—it is also being used 
as a springboard to advance the status of the library profession as a whole. 

6.1 Impetus for collaboration 
Even though digital libraries' enhanced imprimatur strengthens their chances of becoming 
effective digital publishers, evidence indicates that they remain quite receptive to 
collaboration, often proposing complimentary services in dialogue with publishers (Hahn, 
2008, 2008a).  This suggests that digital librarians could become partners in more ambitious 
alliances with publishers, structuring them to preserve revenue streams while advancing 
user access. Such a strategy would serve as a means for using digital media to find solutions 
to the longstanding problems of the former print-only era, with advantages for both parties. 
At present, digital librarians are exploring strategies to manage the entire lifespan of 
knowledge creation and the materials that lead to a finished work. These include data sets, 
simulations, and non-text artifacts of every sort. It is also increasingly common for research 
libraries to manage their own data functions and image collections, and work closely with 
other campus organizations that are involved in similar work (Whalley, 2010). The role of 
data manager is being assumed by many innovators, not only at colleges and universities 
but also at the Library of Congress and other national-level collections.  
The digital librarian-as-data manager could be a very powerful ally for publishers who seek 
to transform their books into extended "dialogues" with readers, including related data 
resources and coherent and portable metadata management tools. 

6.2 Collaboration as revenue protection 
Much is made of the "scholarly journals crisis" and the imbroglios, both legal and rhetorical, 
that it has engendered; yet the crisis has also revealed how the best minds in both the 
publishing world and library profession view the economics associated with their mission. 
As the difficult issues of pricing academic journals have been addressed, publishers have 
also learned more about how digital librarians view the future, and digital librarians have 
gained a much deeper understanding of the travails of publishing. This could lead to shared 
understandings and strategic alliances that bring both groups together, as they confront 
changing markets for academic and consumer-oriented publishing.  
Publisher-librarian collaborations will stimulate fresh perspectives about where value is 
being generated for both partners. Revenue protection is vital for publishers, and need not 
come at the cost of fair use and related user benefits, which digital librarians seek to protect. 
Pricing models for electronic publishing vary dramatically, and have been the site of much 
tinkering over the years. It is unclear at this time which pricing models are going to be the 
most effective for publishers, as scholarly communications evolve, and consumer behavior 
changes (Kist, 2008). A digital library perspective on value and pricing could be crucial for 
publishers as they attempt to create new markets and new revenue streams.  
Finally, evolving perceptions of how markets work in the digital era may encourage 
knowledge creators and providers to work together. Longstanding beliefs about how to sell 
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any type of consumer product are in flux, creating new opportunities to reframe markets for 
particular advantage to particular players. As a result, many thinkers who study 
organizations and markets are now exploring new models for understanding business 
practices. The metaphor of the "supply chain"—which guides how goods or services move 
forward, from creation to the market—has limited ability to explain how business can 
operate in a networked and digital environment (Yoffie, 1996).  In response, researchers are 
re-imagining the supply chain as a "web" of relationships, which spreads in many directions, 
and can create new revenue streams even as established revenue streams fade (Shaver & 
Shaver, 2009; Yoffie, 1996; Institute for the Future, 1996). The print publishing process is 
quite linear and so publishers continue to find the supply chain paradigm useful, but at the 
same time, the web of relationships is a useful means for studying the impact of new media. 
These competing paradigms may influence how each group forms strategies and views 
collaboration as opposed to competition. 

6.3 Competition and its consequences 
There are compelling arguments for publishers and digital librarians to join forces in response 
to the digital era. But at the same time, modern society thrives on competition and the 
evolution of the Internet has been heavily influenced by innovation, as well as anticipation for 
the "next big thing." On one side, a long-term, deeply rooted publisher-library coalition could 
save both parties considerable time and resources; yet on the other side, if either group devises 
a matrix of strategies for fully assuming the other's role while preserving its own, that group 
would gain a whole new level of prestige. The shape and makeup of digital libraries would be 
heavily affected by such an outcome, no matter which group were to prevail. 
Library education provides an example of how core competencies can be repurposed to gain 
strategic advantage. A career in libraries requires an accredited master's degree, often 
accompanied by a second subject-area degree. This level of education is comparable to that 
of most editorial staff. Publishing practices are widely known, further easing the assumption 
of a publishing role. Digital librarians who work in large institutions already edit 
newsletters, bibliographies and even book series. Moreover, digital librarians can partner 
with academics and administrators who have resources to underwrite publishing programs 
at research universities; as discussed above, this trend is well underway (Hahn, 2008). 
Publishers also may see advantage in taking on roles currently found in the sphere of 
libraries, for many of the same reasons. The rigors of publishing require outreach, 
interpretation of markets, and management of large backlists. With low barriers to the 
creation of repositories and value-added "collections" of knowledge, it is reasonable to argue 
that digital librarians' role in collection development could shift to publishers, along with 
enhanced public service functions via the Internet. Since publishers understand market 
dynamics and sales strategies, the arsenal of strategy at their disposal is significant.  

7. Conclusions 
Publishers and libraries have enjoyed strong links over the years, marked by moments of 
collaboration as well as competition. The urge to compete has accelerated due to the impact 
of digital media, and the increased ease of launching digital publishing initiatives. 
Moreover, both groups have skills within each other's core functions. Publishers are 
exploring how to manage content over time, and to find new value in their backlists. Digital 
librarians have overseen well-established publishing programs, often linked to special 
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collections, and this provides them with skills for launching digital publishing programs. 
Against this backdrop, both groups are evaluating whether their core skills should expand 
to include roles that encompass the full lifespan of creative and scholarly works.  
This process has been driven by technological evolution, and the forces of digital 
convergence. The processes that govern competition, collaboration or a combination of both 
have been well-studied by sociologists such as Andrew Abbott (1988, 1991), whose theories 
suggest that ongoing competition between these two knowledge-creating groups is quite 
likely. Even though the process of publishing is distinct from the practice of librarianship, 
the workflows and intellectual activities of both of groups are closely connected. Taken 
together, they encompass a large zone of influence on the knowledge creation continuum.  
Digital media make explicit the linkages between the processes of publishing, and the 
library-centric processes of information counselling, interpretation and preservation. These 
linkages are increasingly apparent to both groups, inviting serious study of their future 
options, as commercial, educational and entertainment markets continue to evolve. The 
rewards for success in creating expanded information management roles are also apparent, 
both from profit perspectives and as a means of increasing prestige. The forum of 
competition has increased beyond the well-known debate about journal-pricing and open 
source publishing programs, and now includes opportunities for attracting user and reader 
"attention" with Web 2.0 technologies. All of these factors suggest that publishers—both 
trade and professional—will find themselves looking at the library field for fresh ideas, and 
that the reverse will occur among librarians. 
With the reduction of the technological barriers, the remaining obstacles are fundamentally 
organizational or cultural. The temptation to perpetuate known ways of managing 
workflows may obscure new opportunities for either group to make bold moves and take on 
new roles. Likewise the personnel expense of adding new functions—such as repository 
management for publishers, or greatly-increased editorial roles for digital librarians—is 
another hurdle. If organizational or cultural factors hinder strategic thinking, it is possible 
that collaboration between the two groups may increase as they struggle to innovate. 
Even though Abbott's theory of treatment substitution augurs long-term competition in 
many forms, the outcomes are far from certain. Strategic planning among both publishers 
and digital librarians is crucial for creating advantage and reformulating their professional 
visions for the future. There are three areas to monitor as early indicators of how 
competition will play out. These include the direction of digital textbook and e-book design 
and function, since technical innovations may originate from either group; the advance of 
interactive repositories that increase the value of original creative works; and the formation 
of new workflow strategies to repurpose existing skills and add new functions. The strategic 
choices of each group will carry wide impact on the design of digital libraries, and therefore 
the processes of convergence and divergence among the two groups are worthy indicators 
for study by all stakeholders in digital library development. 
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particular advantage to particular players. As a result, many thinkers who study 
organizations and markets are now exploring new models for understanding business 
practices. The metaphor of the "supply chain"—which guides how goods or services move 
forward, from creation to the market—has limited ability to explain how business can 
operate in a networked and digital environment (Yoffie, 1996).  In response, researchers are 
re-imagining the supply chain as a "web" of relationships, which spreads in many directions, 
and can create new revenue streams even as established revenue streams fade (Shaver & 
Shaver, 2009; Yoffie, 1996; Institute for the Future, 1996). The print publishing process is 
quite linear and so publishers continue to find the supply chain paradigm useful, but at the 
same time, the web of relationships is a useful means for studying the impact of new media. 
These competing paradigms may influence how each group forms strategies and views 
collaboration as opposed to competition. 

6.3 Competition and its consequences 
There are compelling arguments for publishers and digital librarians to join forces in response 
to the digital era. But at the same time, modern society thrives on competition and the 
evolution of the Internet has been heavily influenced by innovation, as well as anticipation for 
the "next big thing." On one side, a long-term, deeply rooted publisher-library coalition could 
save both parties considerable time and resources; yet on the other side, if either group devises 
a matrix of strategies for fully assuming the other's role while preserving its own, that group 
would gain a whole new level of prestige. The shape and makeup of digital libraries would be 
heavily affected by such an outcome, no matter which group were to prevail. 
Library education provides an example of how core competencies can be repurposed to gain 
strategic advantage. A career in libraries requires an accredited master's degree, often 
accompanied by a second subject-area degree. This level of education is comparable to that 
of most editorial staff. Publishing practices are widely known, further easing the assumption 
of a publishing role. Digital librarians who work in large institutions already edit 
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with academics and administrators who have resources to underwrite publishing programs 
at research universities; as discussed above, this trend is well underway (Hahn, 2008). 
Publishers also may see advantage in taking on roles currently found in the sphere of 
libraries, for many of the same reasons. The rigors of publishing require outreach, 
interpretation of markets, and management of large backlists. With low barriers to the 
creation of repositories and value-added "collections" of knowledge, it is reasonable to argue 
that digital librarians' role in collection development could shift to publishers, along with 
enhanced public service functions via the Internet. Since publishers understand market 
dynamics and sales strategies, the arsenal of strategy at their disposal is significant.  
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collections, and this provides them with skills for launching digital publishing programs. 
Against this backdrop, both groups are evaluating whether their core skills should expand 
to include roles that encompass the full lifespan of creative and scholarly works.  
This process has been driven by technological evolution, and the forces of digital 
convergence. The processes that govern competition, collaboration or a combination of both 
have been well-studied by sociologists such as Andrew Abbott (1988, 1991), whose theories 
suggest that ongoing competition between these two knowledge-creating groups is quite 
likely. Even though the process of publishing is distinct from the practice of librarianship, 
the workflows and intellectual activities of both of groups are closely connected. Taken 
together, they encompass a large zone of influence on the knowledge creation continuum.  
Digital media make explicit the linkages between the processes of publishing, and the 
library-centric processes of information counselling, interpretation and preservation. These 
linkages are increasingly apparent to both groups, inviting serious study of their future 
options, as commercial, educational and entertainment markets continue to evolve. The 
rewards for success in creating expanded information management roles are also apparent, 
both from profit perspectives and as a means of increasing prestige. The forum of 
competition has increased beyond the well-known debate about journal-pricing and open 
source publishing programs, and now includes opportunities for attracting user and reader 
"attention" with Web 2.0 technologies. All of these factors suggest that publishers—both 
trade and professional—will find themselves looking at the library field for fresh ideas, and 
that the reverse will occur among librarians. 
With the reduction of the technological barriers, the remaining obstacles are fundamentally 
organizational or cultural. The temptation to perpetuate known ways of managing 
workflows may obscure new opportunities for either group to make bold moves and take on 
new roles. Likewise the personnel expense of adding new functions—such as repository 
management for publishers, or greatly-increased editorial roles for digital librarians—is 
another hurdle. If organizational or cultural factors hinder strategic thinking, it is possible 
that collaboration between the two groups may increase as they struggle to innovate. 
Even though Abbott's theory of treatment substitution augurs long-term competition in 
many forms, the outcomes are far from certain. Strategic planning among both publishers 
and digital librarians is crucial for creating advantage and reformulating their professional 
visions for the future. There are three areas to monitor as early indicators of how 
competition will play out. These include the direction of digital textbook and e-book design 
and function, since technical innovations may originate from either group; the advance of 
interactive repositories that increase the value of original creative works; and the formation 
of new workflow strategies to repurpose existing skills and add new functions. The strategic 
choices of each group will carry wide impact on the design of digital libraries, and therefore 
the processes of convergence and divergence among the two groups are worthy indicators 
for study by all stakeholders in digital library development. 
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1. Introduction 
Physical libraries store materials written in various languages, at various periods in history, 
and dealing with various cultures. As a result, large digital library projects such as 
Europeana, World Digital Library, HathiTrust, and Google Book Search have collections 
spanning different languages, periods, and cultures. This diversity complicates information 
access, in part because the grammars, vocabularies, and scripts of languages usually change 
significantly over time. 
This chapter presents our approach to providing cross-language access that accounts for this 
evolution of languages over periods ranging from ancient to modern and even considers 
cultural differences. It also presents our method for providing integrated access to multiple 
digital libraries, archives, and museums by automatically mapping between different 
metadata schemas. In section 2, we present the traditional Mongolian script digital library. 
Our proposed method for Cross-period information retrieval from ancient Japanese 
historical Materials is discussed in section 3. Later, in section 4, we introduce the federated 
searching system for humanities databases using automatic metadata mapping.  

2. Traditional Mongolian script digital library 
In recent years the importance of digital cultural heritage preservation has been increasing 
in the Asia-Pacific region as well as worldwide. This section provides a summary of the 
recent achievements of the Traditional Mongolian Script Digital Library (TMSDL) 
(Khaltarkhuu et al, 2007; Khaltarkhuu et al, 2008),  which aims to preserve over 800 years of 
historical records written in traditional Mongolian for future use and to make them 
available for public viewing. There are over 50,000 registered manuscripts and historical 
records written in traditional Mongolian script stored in the National Library of Mongolia. 
About 21,100 of them are handwritten documents and over 9400 of those are related to the 
history of Mongolia (Tungalag, 2005). Despite the importance of keeping old historical 
materials in good conditions, the Mongolian environment for material storage is not suitable 
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1. Introduction 
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and dealing with various cultures. As a result, large digital library projects such as 
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evolution of languages over periods ranging from ancient to modern and even considers 
cultural differences. It also presents our method for providing integrated access to multiple 
digital libraries, archives, and museums by automatically mapping between different 
metadata schemas. In section 2, we present the traditional Mongolian script digital library. 
Our proposed method for Cross-period information retrieval from ancient Japanese 
historical Materials is discussed in section 3. Later, in section 4, we introduce the federated 
searching system for humanities databases using automatic metadata mapping.  

2. Traditional Mongolian script digital library 
In recent years the importance of digital cultural heritage preservation has been increasing 
in the Asia-Pacific region as well as worldwide. This section provides a summary of the 
recent achievements of the Traditional Mongolian Script Digital Library (TMSDL) 
(Khaltarkhuu et al, 2007; Khaltarkhuu et al, 2008),  which aims to preserve over 800 years of 
historical records written in traditional Mongolian for future use and to make them 
available for public viewing. There are over 50,000 registered manuscripts and historical 
records written in traditional Mongolian script stored in the National Library of Mongolia. 
About 21,100 of them are handwritten documents and over 9400 of those are related to the 
history of Mongolia (Tungalag, 2005). Despite the importance of keeping old historical 
materials in good conditions, the Mongolian environment for material storage is not suitable 
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for keeping historical records for a long time (Tungalag, 2005). An efficient and effective 
way to preserve and protect materials of historical importance while making them publicly 
available is to digitize them and create a digital library.  
Mongolian is spoken by most of the Mongolian population as well as by Inner Mongolians 
and other groups of people who live in several provinces of China and the Russian 
Federation. It is one of the many languages of the Mongol-Altaic family.  
Mongolians have used numerous writing systems, and traditional Mongolian script is the 
longest surviving script. Although the Mongolian language has also been written in Chinese 
characters, Phags-pa script, Soyombo script, Horizontal square script, Latin, and Cyrillic 
script (Shagdarsuren, 2001), by the end of the 20th century the traditional Mongolian script 
had made an official, government-decreed return. At the result, modern Mongolian 
language has two distinct writing systems: Cyrillic and traditional Mongolian.  
The sounds of words changed as the Mongolian language evolved, but the spelling remained 
unchanged. Thus was created a difference between written Mongolian and spoken Mongolian. 
However, in 1946 in Mongolia the Cyrillic script was adopted with two additional characters. 
At that time the spelling of modern Mongolian in the Cyrillic alphabet was based on the 
pronunciation of the dialect spoken by the Khalkha, a subgroup of the Mongols. This was a 
radical change and alienated the Mongolian people from their culture and historical archives 
written in traditional Mongolian script. Traditional Mongolian script preserves a more ancient 
language and reflects the Mongolian language spoken in the ancient period, while modern 
Mongolian reflects pronunciation differences in modern dialects. Traditional Mongolian is a 
distinct dialect with grammar different from that of modern Mongolian. The traditional 
Mongolian script is written vertically, from top to bottom, in columns advancing from left to 
right. This script is the writing system for the Mongolian language and has four derivative 
scripts: Todo, Manchu, Vaghintara, and Sibe (Xibe). The Todo script was used by the Oirats 
and Kalmyks, and the Manchu script was a writing system in the Qing dynasty. The Sibe 
script is used in Xinjiang, in the northwest of China. The Vaghintara script was used by the 
Buryats. Like Arabic, traditional Mongolian is a contextual script where letters are cursively 
joined and have initial, medial, and final presentation forms for the same letter. In most cases 
the letters join together along a vertical stem, but in the case of certain consonants that lack a 
trailing vertical stem they may form a single ligature with a following vowel. In addition to 
these cursive and positional forms, many letters also have variant forms used in accordance 
with spelling and grammatical rules. 
Using modern Mongolian to retrieve information from traditional Mongolian documents is 
not a simple task because the Mongolian language has changed substantially over time. The 
traditional Mongolian script digital library (TMSDL) (Khaltarkhuu et al, 2007; Khaltarkhuu 
et al, 2008), which is based on Greenstone Digital Library Software (GSDL) and accepts 
modern Mongolian query input, will help the user access materials written in traditional 
Mongolian. 

2.1 Ancient-to-modern information retrieval 
Thanks to advances in innovative information technologies and to the popularity of the 
Internet, many ancient historical documents are being digitized and made publicly 
available. We therefore want to offer an “ancient-to-modern information retrieval” method 
(Batjargal et al., 2010a; Batjargal et al., 2010b) that considers language differences over time. 
We aimed to develop a retrieval system with which a user can access cross-period and cross-
script ancient document databases by using a query in a modern language. 
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There has been little research on information retrieval techniques for historical documents, 
and almost none of the breakthroughs in research on information retrieval and information 
access have aimed at retrieving information in the native language from ancient, cross-
period and/or cross-script foreign language documents.   
Few approaches that could be considered a cross-period information retrieval have been 
proposed (Ernst-Gerlach & Fuhr, 2007; Koolen et al., 2006; Gotscharek et al., 2009; Hauser et 
al.,2007; Pilz et al., 2008), and there has been little research on information retrieval 
techniques for historical documents. (Ernst-Gerlach & Fuhr, 2007) focused on modern and 
archaic German and developed a retrieval method that considers the spelling differences 
and variations over time. (Koolen et al., 2006) considered the spelling and pronunciation 
differences between ancient and modern Dutch, while (Gotscharek et al., 2009) and (Hauser 
et al., 2007) considered the spelling differences and variations between modern and archaic 
German. (Pilz et al., 2008) considered spelling variations of English and German historical 
texts. In general, the main challenge for historical European languages like Dutch, English, 
and German is the spelling variants.  
We applied an “ancient-to-modern information retrieval” method to ancient Mongolian 
historical collections written in traditional Mongolian script. Some ancient historical 
documents in traditional Mongolian script have recently been digitized and made publicly 
available, and text-display support for traditional Mongolian script and the input locale is 
enabled in Windows Vista and Windows 7. The Uniscribe–Unicode Scripts Processor driver 
was updated to support OpenType advanced typographic functionality of complex text 
layouts, such as traditional Mongolian script. 
The situation for an ancient Mongolian language is a bit different because the Mongols have 
changed their writing systems several times and more than once have made language 
reforms that eliminate a difference between written and spoken language (Shagdarsuren, 
2001). 

2.2 Proposed approach  
To cope with cross-period and cross-script Mongolian documents, we propose a simple 
model that retrieves traditional Mongolian documents using modern Mongolian query. The 
structure of the TMSDL (Khaltarkhuu et al, 2007; Khaltarkhuu et al, 2008), with the 
proposed “ancient-to-modern information retrieval” approach (Batjargal et al., 2010a; 
Batjargal et al., 2010b) is shown in Fig. 1. We utilized the existing approach (Kimura et al., 
2009) and improved the “retrieval technique with the modern Mongolian query on 
traditional Mongolian text” (Khaltarkhuu et al, 2006) by integrating a dictionary. A 
prototype of the TMSDL (Batjargal et al., 2010a; Batjargal et al., 2010b), which could be 
considered a cross-period information retrieval system, has been developed. The retrieval 
method of the TMSDL considers cross-period differences in the writing systems of the 
ancient and modern Mongolian languages. Adding a dictionary-based query translation 
approach to the translation module was a major improvement that takes into account age 
differences in the writing systems of the ancient and modern Mongolian languages. We 
utilized the developing online version of Tsevel's concise Mongolian dictionary (Tsevel, 
1966) under the Creative Commons Attribution-Noncommercial-Share Alike 3.0 Unported 
license. Tsevel’s dictionary was printed in 1966 and is one of two Mongolian dictionaries 
with definitions written in modern and traditional Mongolian available on the market. It 
includes over 30,000 words in Cyrillic and traditional Mongolian script.  
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Fig. 1. Ancient-to-modern information retrieval in the TMSDL. 

To boost the quality of the translation, the “ancient-to-modern information retrieval” 
approach (Batjargal et al., 2010a; Batjargal et al., 2010b) matches query terms to words in 
Tsevel’s dictionary. If no exact match is found, the “retrieval technique with the modern 
Mongolian query on traditional Mongolian text” (Khaltarkhuu et al, 2006), which is based 
on grammatical rules, is used. The proposed model allows the users to access documents 
written in an ancient language (traditional Mongolian) with a query input in a modern 
language (modern Mongolian – Cyrillic). As shown in Fig. 1, the query in modern 
Mongolian (Cyrillic) is translated into a query in traditional Mongolian script. The query in 
traditional Mongolian (Unicode characters in the range U+1800 – U+18AF) is then submitted 
as a retrieval query for traditional Mongolian script collections. Chronological books of 
ancient Mongolian kings, Genghis Khan, and the Mongol Empire (the largest contiguous 
empire in history) such as the Altan Tobci (year 1604, 164 pp) and the Story of Asragch (year 
1677, 130 pp) etc, are available in the TMSDL with a modern Mongolian input interface. A 
database of such historical records with a modern language query input will help someone 
conducting research on the history of the High Middle Ages understand 13th–14th century 
history of Asia. The modern Mongolian (Cyrillic) input in the TMSDL is illustrated in Fig. 2.  

2.3 Experimental evaluation 
In an experiment we conducted in order to check the correctness of translations from the 
modern language to the ancient one, we retrieved traditional Mongolian documents when 
using modern Mongolian query input in Cyrillic. Because of the large number of unfamiliar 
ancient proper nouns, terms, and their variants in ancient historical documents, we faced the 
challenge of measuring recall and precision as well as the challenge of defining relevant 
documents. To check whether a queries in modern Mongolian (Cyrillic) were translated 
correctly, we selected queries the most frequently appearing words that are pronounced or 
written differently in modern and traditional Mongolian and compared their word counts in 
the search results with the corresponding word counts in “Qad-un űndűsűn quriyangγui 
altan tobči –Textological Study” (Choimaa & Shagdarsuren, 2002). This textological study 
contains a detailed analysis of traditional Mongolian word frequencies in the Altan Tobci. 
We compared the word count in the search results for two cases: one using only 
grammatical-rule-based translation, and the other additionally using a dictionary. The 
version with dictionary integration translated and retrieved 86% of the input queries, 
whereas the grammatical-rule-based version retrieved only 61% of the input queries. Even  
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Fig. 2. TMSDL Cyrillic input and retrieval results. 

with the dictionary, however, 64% of the input queries in modern Mongolian did not match 
with a word count that was less than or greater than the actual number (frequency) because 
of possible errors of translation, grammatical inflection, and text digitization, or limitations 
of the indexer and retrieval function. Comparisons of the retrieval results are illustrated in 
Fig. 3, and detailed retrieval results for sample query terms are shown in Table 1 along with 
modern and ancient forms, their meanings, and the word counts. A retrieval result with the 
query word highlighted is shown in Fig. 2. 
The TMSDL integrated with a dictionary translated and retrieved 86% of the input queries, 
but only 22% were retrieved without error.  

2.4 Summary and future directions  
In this section we introduced the TMSDL that utilizes cross-period and cross-script digital 
collections and that enables historical documents written in an ancient language to be 
accessed using a query in a modern language. The proposed system is suitable for full text 
searches on databases containing cross-period and cross-script documents. Such research 
would involve extensive research in an ancient language that users and humanities 
researchers may or may not understand. It could apply to humanities researchers who are 
conducting research on ancient culture and looking for relevant historical materials written 
in that ancient language. The proposed model will enable users and humanities researchers 
to search for such materials easily in a modern language. We still, however, need 
improvements dealing with such problems as a total failure to translate 14% of input 
queries. Improvements in translation and retrieval techniques also need to be considered. 
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Fig. 3. TMSDL retrieval results obtained using different translation methods. 

 
Table 1. Examples of retrieval performance obtained using different translation methods. 

Two interesting subjects for future research are the retrieval of information from two 
distinct ancient languages and using a single query input in a modern language for retrieval 
from multiple sources in multiple ancient languages. 
The next section discusses the our another achievement – cross-period information retrieval 
method for ancient Japanese historical materials 
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3. Cross-period information retrieval from ancient Japanese historical 
materials 
Libraries, governments, and major internet providers have recently begun forming 
consortiums to preserve historical documents stored in libraries. This means that more and 
more old-text content will soon be accessible on the Internet. The huge amount of knowledge 
in old documents is obviously as important as that in the recently created digital documents 
typically available on the web because old documents contain the wisdom of our ancestors.  
Retrieving important information from old documents is not always easy, however, because 
languages and cultures change substantially over time. To access documents written in 
ancient Japanese by using a query in modern Japanese, for example, we need a cross-period 
information retrieval system based on a cross-period (ancient-modern) Japanese dictionary. 

3.1 Construction of ancient-modern dictionary 
Ancient documents in text form are being digitized, and the prevalence of search engines 
has made the retrieval of information from digital documents a familiar procedure.  Current 
search engines, however, may be not able to acquire proper retrieval results for ancient 
Japanese documents because there is no ancient-modern Japanese dictionary with sufficient 
entries. 
One reason for this is that the Japanese writing system has no term separation. That is, neither 
current nor ancient Japanese writing uses space or punctuation to separate words. A 
morphological analyzer like ChaSen or MeCab, both of which need a modern term dictionary, 
is usually used to do term separation for modern Japanese, but there is no ancient-modern 
word dictionary with enough entries and there are no morphological analyzers for ancient 
Japanese. This makes it difficult to do term separation for ancient Japanese. 
We propose a method for constructing an ancient-modern Japanese dictionary by using a 
parallel corpus of ancient writings and their translations in modern Japanese. The parallel 
corpus thus consists of pairs of documents in the same language but in ancient and modern 
versions of that language. From this corpus we try to acquire pairs of equivalent archaic and 
modern words by analyzing the frequencies of word occurrences in a sentence in ancient 
Japanese and its corresponding modern Japanese translation. 

3.1.1 Related work 
Two methods for extracting pairs of equivalent words from a bilingual corpus in modern 
languages (English and Japanese, for example) have already been proposed, one using a 
parallel corpus and the other using a non-parallel corpus. In the method using a parallel 
corpus, equivalence is based on statistical correlation determined using co-occurrence 
frequency, contingency tables, etc. (Kitamura & Matsumoto, 1996). In the method using a 
non-parallel corpus, equivalence is based on the context similarity of translation candidates 
(Tanaka, 2002). The method described here, however, identifies pairs of equivalent words 
not in two modern languages but in modern and archaic Japanese. As there are few modern 
language translations of ancient writings, it is difficult to collect a parallel corpus of ancient 
writings and their translations in modern language. Some famous ancient writings, though, 
have been translated into the modern forms of their languages. We therefore identify pairs 
of equivalent words in modern and archaic Japanese by using a parallel corpus comprising 
famous ancient Japanese writings and their translations in modern Japanese. 
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3.1.2 Proposed method of dictionary construction 
Many well-known ancient writings have modern-language translations, and some of these 
translations are digitized and open to the public. In a parallel corpus comprising writings in 
an ancient and modern language, one can usually determine which modern-language 
sentence corresponds to which ancient-language sentence. A modern word equivalent to an 
archaic word in an ancient-language sentence is likely to appear in the modern-language 
translation of that sentence, and vice versa. Word pairs with high co-occurrence frequency 
in ancient and modern sentence pairs are thus likely to be translation equivalents. 
In our method we detect similarities in the appearance tendencies of modern and archaic 
words in each sentence pair and then use these similarities to extract equivalent pairs of 
ancient and modern words (Fig. 4). 
A.   Word Extraction from Parallel Corpus 
We use morphological analysis to extract words from the modern-language translations of 
the ancient writings, and because there is no morphological analyzer for ancient Japanese. 
We divide the archaic sentences into N-grams and treat those N-grams as archaic words. 
An N-gram is a sequence of N characters from a given string. We first extract the first N 
characters from the target string and then shift one character and extract N characters from 
the target string. We repeat this shifting-and-extracting process until the Nth character in the 
N-gram is the last character of the target string. For example, the string “corpus” would be 
divided into the following four 3-grams:   cor, orp, rpu, and pus. 
One of the drawbacks of the N-gram approach is that there will be many overlaps. On the 
other hand, an advantage of the N-gram approach is that it can divide the strings even if the 
language of the string, like ancient Japanese, does not have explicit delimiters between 
words. This is why we divide the archaic sentences into N-grams and treat those N-grams as 
words. 

B.   Calculation of the Co-occurence of Modern and Archaic Words 
In this process, we calculate co-occurrence frequencies of archaic terms and modern terms 
that are extracted in section 3.1.2.A. This process is conducted for archaic and modern term 
pairs to appear in the equivalent sentences. In other words, the term pairs appearing in the 
equivalent sentences are considered as the co-occurring terms. 
In each sentence pair, the archaic and modern term pairs are created for every possible pairs 
of extracted modern terms and archaic N-grams. We count the occurrence frequency of each 
term pairs. This frequency is the co-occurrence frequency of archaic and modern term pairs. 

C.   Calculation of Similarity about Appearance of Tendency between Modern Term and 
Archaic Term 
For parallel corpus composed two different languages documents such as Japanese and 
English, "mutual information" is proposed to use for the similarity between each two terms 
(Kitamura & Matsumoto, 1996). Our method also adopts "mutual information" in order to 
calculate similarities about appearance of tendency between modern term and archaic term. 
The archaic and modern term pairs that have higher value of their mutual information is 
considered that appearance of tendency between modern term and archaic term is similar. 
These term pairs have higher possibility that the modern term is relation in translation for 
the archaic term. We extract term pairs that have higher similarities than some threshold, 
and consider that these pairs have relation in translation. 
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Fig. 4. Flow of the construction of an ancient-modern dictionary. 
The mutual information MI of a modern term t and an archaic N-gram g is given by the 
following formula. 

 ( , )MI( , ) log
( ) ( )
P t gt g

P t P g
=  (1) 

Probability P(t, g) is the probability that the modern term t appears in the translation of the 
archaic sentence in which the archaic N-gram g appears, and it can be calculated from the 
co-occurrence frequency of archaic N-gram g and modern term t. Probabilities P(t) means 
the probability in the case that the modern term t appears in modern sentence. Probabilities 
P(g) means the probability in the case that the archaic N-gram g appears in archaic sentence. 
Probabilities P(g) is able to be acquired from the term frequency of archaic N-gram g as 
mentioned in section 3.1.2.A. 
The archaic and modern term pairs that have higher value of their mutual information are 
considered that appearance of tendency between modern term and archaic term is similar. 
D.   Extraction of Translation Pairs of Modern and Archaic Words 
In section 3.1.2.C, we extract archaic and modern term pairs that have higher possibilities of 
relation in translation. However, as the archaic terms of extracted pairs are represented by 
N-gram, these archaic terms are not always complete archaic term. Some archaic N-gram 
may be part of archaic term. Another may be combined parts of some archaic terms. In these 
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3.1.2 Proposed method of dictionary construction 
Many well-known ancient writings have modern-language translations, and some of these 
translations are digitized and open to the public. In a parallel corpus comprising writings in 
an ancient and modern language, one can usually determine which modern-language 
sentence corresponds to which ancient-language sentence. A modern word equivalent to an 
archaic word in an ancient-language sentence is likely to appear in the modern-language 
translation of that sentence, and vice versa. Word pairs with high co-occurrence frequency 
in ancient and modern sentence pairs are thus likely to be translation equivalents. 
In our method we detect similarities in the appearance tendencies of modern and archaic 
words in each sentence pair and then use these similarities to extract equivalent pairs of 
ancient and modern words (Fig. 4). 
A.   Word Extraction from Parallel Corpus 
We use morphological analysis to extract words from the modern-language translations of 
the ancient writings, and because there is no morphological analyzer for ancient Japanese. 
We divide the archaic sentences into N-grams and treat those N-grams as archaic words. 
An N-gram is a sequence of N characters from a given string. We first extract the first N 
characters from the target string and then shift one character and extract N characters from 
the target string. We repeat this shifting-and-extracting process until the Nth character in the 
N-gram is the last character of the target string. For example, the string “corpus” would be 
divided into the following four 3-grams:   cor, orp, rpu, and pus. 
One of the drawbacks of the N-gram approach is that there will be many overlaps. On the 
other hand, an advantage of the N-gram approach is that it can divide the strings even if the 
language of the string, like ancient Japanese, does not have explicit delimiters between 
words. This is why we divide the archaic sentences into N-grams and treat those N-grams as 
words. 

B.   Calculation of the Co-occurence of Modern and Archaic Words 
In this process, we calculate co-occurrence frequencies of archaic terms and modern terms 
that are extracted in section 3.1.2.A. This process is conducted for archaic and modern term 
pairs to appear in the equivalent sentences. In other words, the term pairs appearing in the 
equivalent sentences are considered as the co-occurring terms. 
In each sentence pair, the archaic and modern term pairs are created for every possible pairs 
of extracted modern terms and archaic N-grams. We count the occurrence frequency of each 
term pairs. This frequency is the co-occurrence frequency of archaic and modern term pairs. 

C.   Calculation of Similarity about Appearance of Tendency between Modern Term and 
Archaic Term 
For parallel corpus composed two different languages documents such as Japanese and 
English, "mutual information" is proposed to use for the similarity between each two terms 
(Kitamura & Matsumoto, 1996). Our method also adopts "mutual information" in order to 
calculate similarities about appearance of tendency between modern term and archaic term. 
The archaic and modern term pairs that have higher value of their mutual information is 
considered that appearance of tendency between modern term and archaic term is similar. 
These term pairs have higher possibility that the modern term is relation in translation for 
the archaic term. We extract term pairs that have higher similarities than some threshold, 
and consider that these pairs have relation in translation. 

Integrated Information Access Technology for Digital Libraries:  
Access across Languages, Periods, and Cultures   

 

31 

いづれの御時にか、
女御、更衣あまた
さぶらひたまひ
けるなかに、・・・

どの帝の御代であっ
たか、女御や更衣が
大勢お仕えなさって
いたなかに、・・・

ancient  writings
translation in 
modern language

sentence
pairs

archaic
N-grams

いづれ
づれの
れの御
の御時

・
・
・

どの
帝
御代
で
・
・
・

modern
terms

extraction extraction

calculate co-occurences 
between modern 
terms and archaic N-grams

いづれ / どの 10
いづれ / 帝 8
いづれ / 御代 3

・
・
・

calculate similarities 
of appearance 
tendencies between
modern terms and 
archaic N-grams

いずれ / どの
御時 / 御代

・
・
・

modern term and 
equivalent archaic 
N-gram pairs 

extraction

ancient-modern 
term dictionary

restore archaic N-grams into
original archaic terms

parallel  corpus  of  ancient  writings  and 
their  translations  in  modern  language

 
Fig. 4. Flow of the construction of an ancient-modern dictionary. 
The mutual information MI of a modern term t and an archaic N-gram g is given by the 
following formula. 

 ( , )MI( , ) log
( ) ( )
P t gt g

P t P g
=  (1) 

Probability P(t, g) is the probability that the modern term t appears in the translation of the 
archaic sentence in which the archaic N-gram g appears, and it can be calculated from the 
co-occurrence frequency of archaic N-gram g and modern term t. Probabilities P(t) means 
the probability in the case that the modern term t appears in modern sentence. Probabilities 
P(g) means the probability in the case that the archaic N-gram g appears in archaic sentence. 
Probabilities P(g) is able to be acquired from the term frequency of archaic N-gram g as 
mentioned in section 3.1.2.A. 
The archaic and modern term pairs that have higher value of their mutual information are 
considered that appearance of tendency between modern term and archaic term is similar. 
D.   Extraction of Translation Pairs of Modern and Archaic Words 
In section 3.1.2.C, we extract archaic and modern term pairs that have higher possibilities of 
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cases, we have to restore the archaic N-grams to original archaic terms. These archaic N-
grams are restored to original archaic terms by comparing spellings, term frequency and co-
occurrence frequency between another archaic N-gram. We consider that restored archaic 
and modern term pairs are related in translation. Finally, we collect these term pairs and 
construct ancient-modern term dictionary. 

3.1.2 Future directions 
We proposed a method for constructing an ancient-modern Japanese dictionary by using a 
parallel corpus of ancient writings and their translations in modern Japanese. If an ancient-
modern Japanese dictionary with sufficient entries is constructed by the proposed method, 
we think that the techniques of natural language processing, for example morphological 
analysis, could be applied for ancient documents digitized in text form.  
We need to improve the term extracting process in order to reduce the number of unnecessary 
word pairs, to improve the calculation of similarities of the appearance tendencies of modern 
and archaic words, and to construct a practical ancient-modern Japanese dictionary. 

3.2 Cross-period information retrieval system 
There has been a lot of research on cross-language information retrieval in the last decade. 
Various approaches—including query translation, document translation, and the use of an 
intermediate language—has been studied, and adequate retrieval effectiveness has been 
achieved for some pairs of languages (e.g., certain European languages). 
There has, in contrast, been very little research on information retrieval methods for 
historical documents, and most of those methods are based on simple keyword matching. 
Some recently proposed approaches to accessing historical documents consider the 
evolution of languages and could be regarded as a kind of cross-age information retrieval 
(Gerlach & Fuhr, 2007; Khaltarkhuu & Maeda, 2006). Our goal is to establish a more effective 
and sophisticated retrieval method that considers not only language difference over time 
but also cultural differences between languages and ages. 
The architecture or the cross-period information retrieval system we developed is shown in 
Fig. 5. This system lets old Japanese documents be retrieved using modern Japanese 
keywords, so old Japanese documents by users who do not know archaic Japanese. 
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Fig. 5. Architecture of proposed cross-period information retrieval system for ancient 
Japanese historical materials. 
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3.2.1 Proposed method for cross-period information retrieval 
We use the dictionary-based query translation approach because it is the one most effective 
for cross-language information retrieval. For dictionary-based methods to be effective we 
need to use precise and comprehensive dictionaries for both the modern and ancient 
language. We try to find relations between the entries in those dictionaries and to translate 
the query terms in the modern language into equivalent terms in the ancient language. For 
this translation process we propose the following method (Fig. 6). 
 

 
Fig. 6. Overview of proposed method for cross-period information retrieval. 

1. For each entry in the modern-language dictionary, we look for an equivalent entry in 
the ancient language dictionary by calculating the similarities between the definition of 
the modern word and all the definitions of the archaic words. We can do this using a 
standard text similarity measure based on the vector space model and the tf-idf term 
weighting scheme. 

2. We then take the most similar definition in the ancient language dictionary and regard 
the dictionary entry (headword) containing that definition as an equivalent of the 
modern word. 

3. If there is more than one equivalent entry, we find the one most nearly equivalent to the 
modern word by using a term association measure such as mutual information to 
disambiguate the candidate translations. 

3.2.2 Implementation 
We implemented a cross-period information retrieval system for the Japanese historical 
document called the Hyohanki diary. Written in late Heian era (12th century), it is a valuable 
resource for research on Japanese culture of that time. An example of its original copy is 
shown in Fig. 7. Part of the Hyohanki has deteriorated and is missing, but all of the existing 
pages (comprising 2,488 diary entries) have been digitized into text format. 
As described in Section 3.2.1, we need dictionaries in order to translate modern language 
query words into archaic words. In the case of the Hyohanki diary we can use some existing 
electronic dictionaries available on CD-ROMs. For modern Japanese we use Kojien, one of 
the most famous and comprehensive Japanese language dictionaries. For ancient Japanese 
we use Kokugo-Daijiten, which covers not only modern words but also archaic words. 
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cases, we have to restore the archaic N-grams to original archaic terms. These archaic N-
grams are restored to original archaic terms by comparing spellings, term frequency and co-
occurrence frequency between another archaic N-gram. We consider that restored archaic 
and modern term pairs are related in translation. Finally, we collect these term pairs and 
construct ancient-modern term dictionary. 

3.1.2 Future directions 
We proposed a method for constructing an ancient-modern Japanese dictionary by using a 
parallel corpus of ancient writings and their translations in modern Japanese. If an ancient-
modern Japanese dictionary with sufficient entries is constructed by the proposed method, 
we think that the techniques of natural language processing, for example morphological 
analysis, could be applied for ancient documents digitized in text form.  
We need to improve the term extracting process in order to reduce the number of unnecessary 
word pairs, to improve the calculation of similarities of the appearance tendencies of modern 
and archaic words, and to construct a practical ancient-modern Japanese dictionary. 

3.2 Cross-period information retrieval system 
There has been a lot of research on cross-language information retrieval in the last decade. 
Various approaches—including query translation, document translation, and the use of an 
intermediate language—has been studied, and adequate retrieval effectiveness has been 
achieved for some pairs of languages (e.g., certain European languages). 
There has, in contrast, been very little research on information retrieval methods for 
historical documents, and most of those methods are based on simple keyword matching. 
Some recently proposed approaches to accessing historical documents consider the 
evolution of languages and could be regarded as a kind of cross-age information retrieval 
(Gerlach & Fuhr, 2007; Khaltarkhuu & Maeda, 2006). Our goal is to establish a more effective 
and sophisticated retrieval method that considers not only language difference over time 
but also cultural differences between languages and ages. 
The architecture or the cross-period information retrieval system we developed is shown in 
Fig. 5. This system lets old Japanese documents be retrieved using modern Japanese 
keywords, so old Japanese documents by users who do not know archaic Japanese. 
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3.2.1 Proposed method for cross-period information retrieval 
We use the dictionary-based query translation approach because it is the one most effective 
for cross-language information retrieval. For dictionary-based methods to be effective we 
need to use precise and comprehensive dictionaries for both the modern and ancient 
language. We try to find relations between the entries in those dictionaries and to translate 
the query terms in the modern language into equivalent terms in the ancient language. For 
this translation process we propose the following method (Fig. 6). 
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Fig. 7. Part of the original copy of the historical Japanese document Hyohanki. 

3.2.3 Experiment 
We conducted a preliminary experiment to test the precision of cross-period retrieval by our 
proposed method. We used Hyohanki diary entries of as the ancient Japanese document 
collection and prepared three modern Japanese queries: 戦争 (war), 法要 (Buddhist service), 
and 裸足 (bare foot). Since the archaic equivalent of each query differs from the query itself, 
no relevant documents can be retrieved if we use these modern term queries. Note that we 
consider one diary entry as one document. 
 Table 2 shows the original modern Japanese query, the ancient Japanese equivalents 
(translations) obtained by the proposed method, and the precision of retrieval using the 
translations. For the queries 法要 (Buddhist service) and 裸足 (bare foot), the proposed 
method worked quite well: 99–100% precision (the ratio of relevant documents in retrieved 
documents). The query 戦争 (war), however, resulted in very poor precision (27%) because 
the proposed method returned two translation candidates for this query: 戦 and 軍. If we 
use only 戦 as the translated query we obtain 100% precision, but if we use only 軍 we 
obtain only 3.6% precision. This is because the archaic term 軍 has not only the meaning war 
but also meanings like general (officer) and army. The query 死亡 (death) also resulted in  
 

Modern Japanese query Translations Relevant / Retrieved 
戦争 (war) 軍, 戦 10 / 37 (27%) 
法要 (Buddhist service) 仏事 109 / 110 (99%) 

裸足 (bare foot) 跣, 裸足, 跣足 27 / 27 (100%) 
死亡 (death) 没 2 / 13 (15%) 

Table 2. Precision of the retrieval results in cross-period retrieval. 
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very poor precision (15%) because its translation 没 also means deprivation and sunset. These 
results suggest that we could improve the precision if we incorporate a suitable 
disambiguation method for the translated archaic terms. For that purpose, we could apply 
existing disambiguation methods used in Cross-language Information Retrieval. 

4. Federated searching system for humanities databases using automatic 
metadata mapping 
This section provides a summary of our approach to constructing a federated searching 
system for Japanese humanities databases using automatic metadata mapping. The goals of 
our system are (1) to perform metadata mapping automatically for Japanese heterogeneous 
humanities databases and (2) to let users access multiple humanities digital libraries by 
using only one query input. This section also addresses the metadata-related challenges 
facing Japanese humanities databases. Metadata offers library and information science a 
solution to the problem of describing and managing the massive quantities of explosively 
increasing digital information (Zeng & Jian, 2008). Various types of resources and 
humanities digital libraries coexist with heterogeneous metadata schemas nowadays, and 
many different metadata schemas are standardized by international standards 
organizations. How to deal with the diverse forms of metadata and interoperate is becoming 
a complex issue for research. There have been efforts to make heterogeneous standards 
interoperable and utilize multiple metadata standards. According to (Chan & Zeng, 2006), 
several different approaches (element mapping, crosswalk, application profile, metadata 
registry, etc.) were developed. Reliable metadata interoperability has not been achieved yet 
because of the heterogeneity of metadata standards and because of the structural differences 
between standards. 
On the other hand, the use of metadata schemas and standards for Japanese humanities 
digital libraries is a bit tricky. Many metadata schemas of Japanese humanities digital 
libraries have been accepted in terms of their semantics and content but were developed 
before the international metadata standards or were developed without considering the 
international metadata standards and specific encoding methods. Most of the metadata 
schemas of Japanese humanities digital libraries were not derived from existing 
international metadata standards, and there is no explicit metadata framework, crosswalk, 
or metadata registry. It is necessary to understand the semantics of Japanese humanities 
digital libraries—such as elements, syntax, and structure—in order to perform automatic 
metadata mapping and achieve metadata interoperability. This section therefore addresses 
the metadata-related challenges to constructing a federated searching system for Japanese 
humanities databases.  

4.1 Metadata schemas for Japanese humanities digital libraries and their challenges 
Humanities digital libraries and their metadata schemas are very heterogeneous because the 
humanities cover a variety of disciplines, such as literature, law, history, philosophy, 
religion, visual and performing arts (including music), anthropology, cultural studies, and 
linguistics (including ancient and modern languages). Achieving metadata interoperability 
of humanities digital libraries is becoming more crucial in the current information 
environment, especially in the case of metadata schemas which were not derived from well-
known international metadata standards. 
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very poor precision (15%) because its translation 没 also means deprivation and sunset. These 
results suggest that we could improve the precision if we incorporate a suitable 
disambiguation method for the translated archaic terms. For that purpose, we could apply 
existing disambiguation methods used in Cross-language Information Retrieval. 

4. Federated searching system for humanities databases using automatic 
metadata mapping 
This section provides a summary of our approach to constructing a federated searching 
system for Japanese humanities databases using automatic metadata mapping. The goals of 
our system are (1) to perform metadata mapping automatically for Japanese heterogeneous 
humanities databases and (2) to let users access multiple humanities digital libraries by 
using only one query input. This section also addresses the metadata-related challenges 
facing Japanese humanities databases. Metadata offers library and information science a 
solution to the problem of describing and managing the massive quantities of explosively 
increasing digital information (Zeng & Jian, 2008). Various types of resources and 
humanities digital libraries coexist with heterogeneous metadata schemas nowadays, and 
many different metadata schemas are standardized by international standards 
organizations. How to deal with the diverse forms of metadata and interoperate is becoming 
a complex issue for research. There have been efforts to make heterogeneous standards 
interoperable and utilize multiple metadata standards. According to (Chan & Zeng, 2006), 
several different approaches (element mapping, crosswalk, application profile, metadata 
registry, etc.) were developed. Reliable metadata interoperability has not been achieved yet 
because of the heterogeneity of metadata standards and because of the structural differences 
between standards. 
On the other hand, the use of metadata schemas and standards for Japanese humanities 
digital libraries is a bit tricky. Many metadata schemas of Japanese humanities digital 
libraries have been accepted in terms of their semantics and content but were developed 
before the international metadata standards or were developed without considering the 
international metadata standards and specific encoding methods. Most of the metadata 
schemas of Japanese humanities digital libraries were not derived from existing 
international metadata standards, and there is no explicit metadata framework, crosswalk, 
or metadata registry. It is necessary to understand the semantics of Japanese humanities 
digital libraries—such as elements, syntax, and structure—in order to perform automatic 
metadata mapping and achieve metadata interoperability. This section therefore addresses 
the metadata-related challenges to constructing a federated searching system for Japanese 
humanities databases.  

4.1 Metadata schemas for Japanese humanities digital libraries and their challenges 
Humanities digital libraries and their metadata schemas are very heterogeneous because the 
humanities cover a variety of disciplines, such as literature, law, history, philosophy, 
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of humanities digital libraries is becoming more crucial in the current information 
environment, especially in the case of metadata schemas which were not derived from well-
known international metadata standards. 
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One of the differences between western and Japanese databases that is relevant to people 
interested in constructing a federated searching system is the greater heterogeneity of the 
metadata schemas of Japanese humanities digital libraries. Many Japanese humanities 
databases developed metadata schemas based on their domain-specific semantics and 
content rather than adopt international metadata standards. Moreover, names or labels for 
metadata attributes/elements are written in Japanese, or labels in Japanese are used as the 
metadata elements. The co-existence of nonstandard and heterogeneous metadata schemas 
makes automatic metadata mapping for Japanese humanities databases a rather challenging 
task. 
Another relevant difference is the Japanese writing system(s). Japanese is written in a 
mixture of three writing systems—one using ideographic symbols, or kanji, and the other 
two using the syllabary scripts hiragana and katakana—and it is written without explicit 
word boundaries. The absence of word delimiters makes word segmentation (i.e., 
tokenization) a critical problem in natural language processing for Japanese. Without 
knowing the boundaries of words in a sentence, any computer system will fail to perform 
tasks such as automatic metadata mapping. A single kanji can have many pronunciations 
and be used differently in words comprising two or more kanji. The situation will be much 
more difficult when collections contain ancient documents because a modern kanji is not 
always the same as its archaic equivalent. An archaic word written with a single kanji might 
be equivalent to a modern word written with more than a single modern kanji, or vice versa. 
Using a modern language query to find information in Japanese documents that are written 
in modern and archaic Japanese words is a rather challenging task. 

4.2 Federated searching system for Japanese humanities databases  
The conceptual architecture of our proposed federated searching system is shown in Fig. 8. 
As illustrated there, if a user wants to find a humanities resource with the query word in the 
title, our system retrieves resources having the query word in the title or any metadata field 
that is similar to a title or could be treated as a title and retrieves these resources from 
heterogeneous humanities digital libraries even if those libraries do not provide metadata  
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interoperability or crosswalk and do not support Z39.50 protocol, Search/Retrieve Web 
service (SRW)/Search/Retrieve via URL (SRU), etc.  
We are developing a prototype federated searching system of Japanese humanities 
databases—including the image database of Japanese traditional fine art Ukiyo-e, donated 
Japanese books database, and old Japanese books database—that are freely accessible in 
Japanese at the Art Research Center of Ritsumeikan University. We utilized the automatic 
metadata mapping method of Kimura et al. (2009). This prototype system also has a facility 
for cross-language searching between English and Japanese, which enables English-
speaking users to search Japanese databases available only in Japanese. 

4.3 Automatic metadata mapping  
In our system the metadata attribute names of heterogeneous Japanese humanities 
collections in Japanese, the metadata schemas of which are unknown or do not conform to 
the international standards, are automatically mapped to our modified variant set 
(hereafter, modified DCMES) of the Dublin Core metadata element set (DCMES) (Dublin 
Core Metadata Initiative, 2008). Because CREATOR and CONTRIBUTOR are hard to 
distinguish in Japanese humanities collections, in the modified DCMES they are unified into 
the new element AUTHOR. When Japanese humanities metadata schemas are successfully 
mapped to the modified DCMES, our proposed system enables cross-domain metadata 
harvesting and federated searches as well as the exchange of metadata.  
Our automatic metadata mapping method (Fig. 9) consists of two preprocessing phases and 
four mapping phases.  
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Fig. 9. Flow of automatic metadata mapping. 

The preprocessing consists of the following steps: 
P-1 Collect attribute names from humanities databases for training and mapping. 
P-2 Classify attribute names for training into appropriate metadata elements manually. 

The automatic mapping phase consists of the following steps: 
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One of the differences between western and Japanese databases that is relevant to people 
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M-1 Count the number of partial string matches between the attribute name for 
mapping and each metadata element.  

M-2 Calculate the metadata score of each metadata element by dividing the number of 
partial string matches by the number of attribute names in the metadata element.   

M-3 Adjust the metadata score for each metadata element, if the target attribute name 
matches one or more mapping rules, which consist of some kanji characters (or 
partial words) that are commonly used and known to be relevant to one or more 
particular metadata elements. (e.g., increase the metadata score for “TEMPORAL” 
if the attribute name includes “year”). 

M-4 Map the target attribute name to the metadata element that has the highest 
metadata score. 

If the attribute name is given the metadata score value 0 for all metadata sets, the attribute 
name is classified into "OTHER" metadata. 
 

Modified DCMES 
elements mapping

Metadata elements 
of Japanese 

humanities digital 
libraries 

Meanings of kanji used in metadata 
elements of Japanese humanities digital 

libraries 

Number of 
elements 

TITLE 

画題等 , 画題２, 
役名, 外題, 

外題よみ, 所作題, 
所作題よみ, 細目題, 
細目題よみ, 主外題, 

主外題よみ, 
系統分類題, 
演目(統合), 

演目よみ(統合), 
画題統合, 資料名, 
資料名よみ, 解題 

Print title, Picture name, Character names, 
Official title, Played title, Title of play, 

Reading of played title, Performed title, 
Reading of performed title, Detailed title, 
Reading of detailed title, Main performed 
title, Reading of the main performed title, 
Classification title, Name of performance, 
Reading of the performance, Title of the 

integrated picture , Material name, Reading 
of material name, Synopsis 

18 

PUBLISHER 

版元文字, 異版, 

版印1No, 版元1No, 

版元1, 版印2No, 

版元2No, 版元2, 

版元備考, 地域版, 

版元統合 

Character publisher, Different edition, 
Edition stamp #1, Publisher #1, Publisher 1, 
Edition stamp #2, Publisher #2, Publisher 2, 

Publisher remarks, Domestic publisher, 
Joint publisher 

11 

DATE 

西暦, 和暦, 

年月日備考, 月日-

-計算, 西暦版, 

和暦版, 月日版, 

年月日備考版, 閏, 

月, 日 

Gregorian calendar, Japanese calendar, 
Edited date, Date calculation, Gregorian 

calendar edition, Japanese calendar edition, 
Edition date, Remarked date, intercalary, 

Month, Day 

11 

AUTHOR 
絵師, 編著者等, 

原所蔵者, 彫師等, 

担当者 

Artist, Volume author etc., Original owner, 
Engravers, etc., Person in charge 5 

COVERAGE 地域,位置,続方向, 

劇場,場立,場名 

Performed Place, Location, Spatial, Theater, 
Place, Place name 6 

 
Table 3. Example of results of the automatic metadata mapping. 
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Inspecting the data listed in Table 3, one sees that 18 metadata elements (attribute names) of 
the Ukiyo-e image database, donated books database, and old books database were mapped 
to the TITLE element in the modified DCMES. Similarly, 11 elements were mapped to 
DATE, 11 to PUBLISHER, 5 to AUTHOR, and 6 to COVERAGE. These eighteen attribute 
names were written in various kanji characters that have different meanings, such as “Print 
title,” “Picture name,” “Character names,” ”Official title,” “Played title,” “Title of play,” 
“Reading of played title,” and “Performed title The metadata attribute names used in 
Japanese humanities digital libraries consist of several words that have combinations of 
single or several kanji characters, and the meaning of the words depend on the 
combinations. Our algorithm performs automatic mapping by calculating the overall 
metadata scores for each metadata element, which are calculated for the words or kanji 
characters by using training data set and mapping rules. For instance, if the name of a 
metadata element has the character 名 (name), increase the metadata score for TITLE by 1, 
for PUBLISHER” by 0.5, and for AUTHOR by 1.  
Our study of 334 metadata elements of 50 Japanese humanities digital libraries showed that 
65 different elements have a potential to be regarded as TITLE, 46 as AUTHOR, 25 as 
SUBJECT, 77 as DESCRIPTION, 22 as PUBLISHER, 5 as TYPE, 20 as IDENTIFIER, 5 as 
SOURCE, 44 as COVERAGE, and 7 as RIGHTS. This shows how heterogeneous metadata 
schemas of Japanese humanities digital libraries are and that is vital to perform metadata 
mapping automatically. 
 

Modified DCMES elements 
Average 
precision

(%) 
TITLE 89.9

SUBJECT 100.0
AUTHOR 91.8

PUBLISHER 85.7
IDENTIFIER 100.0

Table 4. Mapping precision of the automatic metadata mapping method. 
 

Metadata Sets Conditions 
Average 
precision 

(%) 
Standard Dublin Core 
Metadata Element Set 

Without 
mapping rules 73.8

Standard Dublin Core 
Metadata Element Set 

With mapping 
rules 79.0

Modified Dublin Core  
Metadata Element Set 

With mapping 
rules 94.9

Table 5. Comparison of metadata mapping precision. 

According to the judgement of a native Japanese speaker experienced in Japanese humanities 
digital databases who checked the results obtained when our automatic metadata mapping 
method mapped 334 attribute names of Japanese humanities collections to metadata elements 
of the modified DCMES, the average mapping precisions ranged from 85.7% to 100% (Table 4). 
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Inspecting the data listed in Table 3, one sees that 18 metadata elements (attribute names) of 
the Ukiyo-e image database, donated books database, and old books database were mapped 
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The average precisions we obtained using standard DCMES without the mapping rules, using 
standard DCMES with the mapping rules, and using modified DCMES with the mapping 
rules are listed in Table 5, where one sees that the mapping precision obtained using modified 
DCMES with the mapping rules is 21.1 percentage points higher than that obtained using 
standard DCMES without the mapping rules, and this shows that mapping rules improve the 
metadata mapping considerably. The average precision obtained using modified DCMES with 
the mapping rules was 15.9 percentage points higher than that obtained using the standard 
DCMES with mapping rules, and this shows that the modified DCMES also improves the 
metadata mapping considerably.  

4.4 Retrieval in a federated searching system using automatic metadata mapping  
To examine the performance of our federated searching system using automatic metadata 
mapping, we conducted an experiment by inputting a single query to three humanities 
collections (Ukiyo-e image database, donated Japanese books database, and old Japanese 
books database). Retrieval results obtained from three collections for the sample query 風流 
(elegance) in the TITLE metadata fields are shown in Fig. 10. Retrieval with other sample 
queries was also successful. 
 

 
Fig. 10. Retrieval results obtained from three from Japanese humanities digital libraries 
when using automatic metadata mapping. 

4.5 Retrieval in a federated searching system using English queries  
Our federated searching system also retrieves resources from Japanese collections when an 
English query is used. This feature is very useful for users who do not understand Japanese, 
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and it allows searching and browsing Japanese digital libraries in English through a single 
interface and a single query (Batjargal et al., 2010c). We applied this feature to the Ukiyo-e 
image database of the Art Research Center of Ritsumeikan University, which is freely 
accessible in Japanese.  
Ukiyo-e, Japanese traditional woodblock printing is known world-wide as one of the fine 
arts of the Edo period (1603–1868). The texts of Ukiyo-e databases contain archaic Japanese 
words which reflect the Japanese language of the Edo period. Besides providing information 
about Ukiyo-e prints, the Ukiyo-e database of the Art Research Center of Ritsumeikan 
University contains information about the content of the prints. For instance, if the subject of 
an Ukiyo-e print is Kabuki, the highly stylized classical Japanese dance-drama, the database 
contains some additional information. Sometimes explanations of cultural and social 
meaning for the print are also included. 
67 metadata elements of the Ukiyo-e database are mapped to the modified DCMES using 
our automatic metadata mapping method. As shown in Fig. 11, the Ukiyo-e artist name 
Kuniyoshi as an input query was translated as 国芳 and retrieved from the Japanese Ukiyo-e 
image database. The translated terms, names, explanations, etc. were displayed in English 
pages. Multiterm queries were treated as words: the artist’s full name Utagawa Kuniyoshi, 
was treated as 歌川 (Utagawa) and 国芳 (Kuniyoshi) but not as 歌川国芳. As illustrated in 
Fig. 11, users will be able to enter a query in English (2) after clicking the Search button (1). 
The query Kuniyoshi is translated as 国芳 when the Begin Search button is clicked (3), and 
the translated query is retrieved from the Japanese Ukiyo-e image database. Lastly, the user 
will be able to access the webpage (4) that displays detailed information of a certain Ukiyo-e 
print, where the metadata in Japanese are translated and displayed in English. 
 

 
Fig. 11. Using an English query to search Japanese Ukiyo-e databases. 
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5. Summary 
In this chapter we presented some of our work related to integrated information access 
technology for digital libraries. We developed technologies providing information access 
across different languages, periods, and cultures. These technologies will be particularly 
important for large digital library collections that include contents written in different 
languages and spanning a wide range of periods and diverse cultures. The systems 
presented in this chapter were developed primarily for humanities researchers but might 
also be useful to ordinary users because much of the knowledge and wisdom in old 
documents is not available in modern-language documents.  
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5. Summary 
In this chapter we presented some of our work related to integrated information access 
technology for digital libraries. We developed technologies providing information access 
across different languages, periods, and cultures. These technologies will be particularly 
important for large digital library collections that include contents written in different 
languages and spanning a wide range of periods and diverse cultures. The systems 
presented in this chapter were developed primarily for humanities researchers but might 
also be useful to ordinary users because much of the knowledge and wisdom in old 
documents is not available in modern-language documents.  
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1. Introduction   
Previous digital library research and initiatives have conceptualized and proposed several 
frameworks for the design, development, evaluation and interaction of digital library systems. 
Levy and Marshall (1996) discussed a work-oriented perspective of digital library research that 
is based on the work people do, and how digital libraries assist in the completion of work 
related tasks. Their framework highlights three crucial characteristics of digital libraries: 
document, technology and work (which involves research and service). Moen and McClure 
(1997) identified a framework of five interacting dimensions in digital library of Government 
Information Locator Service (GILS): policy, users, technology, contents, and standards. The 
evaluation framework also includes three perspectives, representing the “views” of the 
stakeholders in the GILS: users, agencies, and the government. Marchionini and Fox (1999) 
identified four dimensions of digital library development: community, technology, service and 
content. Saracevic and Covi (2000) presented a framework, consisting seven levels, for 
examining digital libraries: social, institutional, individual, interface, engineering, processing 
and content. Another holistic framework is presented by Fuhr et al. (2001) consisting four 
major dimensions, namely data/collection, system/technology, users and usage. Sandusky 
(2002) developed a list of six attributes in framing digital library usability research: audience, 
institution, access, content, services, and design and development. Soergel (2002) offered a 
digital library research framework consisting of three guiding principles and eleven specific 
themes for research and development. Gonclaves et al. (2004) introduced 5S and formalisms 
for Streams, Structures, Spaces, Scenarios, and Societies — as a framework for providing 
theoretical and practical unification of digital libraries. All these frameworks emphasize the 
importance of a holistic approach rather than examine digital libraries as a single view, which 
would be limited in their utility. 
However, the absence of common frameworks in the digital library development practices 
undermines the ability to develop and design digital library systems efficiently, to create 
large-scale collaborative activities, and to communicate the value of the systems to other 
communities. Gladney et al. (1994) wrote that the broad and deep requirements of digital 
libraries demand new frameworks and theories in order to understand better the complex 
interactions among their components. Supporting this claim, the summary report of the 
Joint NSF-European Union (EU) Working Groups on Future Directions of Digital 1 Libraries 
Research recommended that “new frameworks and theories be developed in order to 
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understand the complex interactions between the various components in a globally 
distributed digital library” (Schauble and Smeaton, 1999). Formal frameworks are crucial to 
specify and understand clearly and unambiguously the characteristics, structure, and 
behavior of complex information systems such as digital libraries. The Digital Library 
Federation (DLF) in 2005 sponsored the formation of the Service Framework Group (SFG) to 
consider a more systematic, community-based approach to align the functions of digital 
libraries in fulfilling the needs of information environments (Lavoie, Henry and Dempsey, 
2006). DLF envisaged that digital library functionalities be generated from the library 
business processes, considering the architectures as information systems with specific 
business requirements (Castelli and Fox, 2007). It is in this context, and in recognition of 
visions already underway to align digital library development with the emerging 
perspective of the Enterprise Architecture (Borninha, 2007), the authors conducted a study 
that seeks to understand and model the digital library services adopting a framework that 
give preference to scopes, goal requirements and processes – those concepts already 
common in Enterprise Architecture processes 
Abdullah and Zainab (2008) regard a digital library as an enterprise that requires 
architecting. An Enterprise Architecture for the digital library is a framework or blueprint 
which shows how the digital library organisation carries out an intended task and how the 
digital library will or can improve the processes.  It shows how a digital library represents a 
special workspace for the user community, not only for search and access but also for the 
process or workflow management, information creation, sharing and exchange, and 
distributed workgroup communication. In order to identify what is required of a digital 
library in a specific context, a sound methodology is needed to establish an understanding 
of the digital library entire structure. A multi-faceted information services such as digital 
libraries may be examined along different dimensions and from different perspectives or 
views of the stakeholders. There is a need to identify potential users, their involvement and 
roles in the digital library, their attitude towards the technology, their perception of its 
potential use and how it fits within the digital library goals in general. In order to do this, a 
digital library enterprise is required, which is derived and based on empirical data and 
stand up to conceptual reasoning.  This chapter shows how an established Enterprise 
Architecture can be adopted as a formal framework to guide the research, design and 
development of digital libraries, providing a precise specification of requirements against 
which the implementation can be compared for correctness.  

2. Enterprise Architecture 
In general, Enterprise Architecture is a framework that describes how an organisation 
develops, manages and uses information technology to optimally support its business 
functions (Kahn and Wilensky, 1995).  Sometimes, the term refers to the group of people 
responsible for modeling and then documenting the information architecture; other times 
the term denotes the process of doing this work. More commonly, Enterprise Architecture 
refers to the models, documents and reusable items (such as components, framework and 
objects) that reflect the actual architecture (McGovern et al., 2003). In the EACommunity 
(http://www.eacommunity.com/) Enterprise Architecture is a framework or blueprint for 
how the organisation achieves the current and future business objectives. It examines 
business processes, information technology, software and hardware, local and wide area 
networks, people, operations and projects with an organisation's overall strategy. Each of 
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these strategies has a separate architectural discipline (such as business, information, 
application, technical and product) and Enterprise Architecture is the “glue” that integrates 
each of these disciplines into a cohesive framework (Bolton, 2004) as depicted in Figure 1.  
From these definitions, it is understood that Enterprise Architecture consists of the various 
structures and processes of an organisation.  Following this understanding, it is known that 
an Enterprise Architecture model is a representation of those structures and processes.  A 
good Enterprise Architecture model will depict the organisation both as it is today and as it 
is envisioned in the future, and will map the various views representing the architecture to 
one another. These views include both business-oriented perspectives as well as technical 
perspectives. The blueprint or framework of the enterprise would reveal detailed statements 
and processes that characterized architectural drawings. The detail drawings would be in 
any form, such as rich pictures, structured charts, data flow diagrams, Unified Modelling 
Language (UML) activity diagrams, database tables and entity-relationship model.  
 

 

 
Fig. 1. Enterprise Architecture Relationship (Source: Bolton, 2004)  

3. Zachman Framework for Enterprise Architecture 
The Zachman Framework is a logical structure for classifying and organising the descriptive 
representations of the enterprise that are significant to the management of the enterprise, as 
well as to the development of the enterprise’ systems (Zachman, 2002). The framework uses 
a grid model to provide a logical structure for classifying and organising the descriptive 
representation of an enterprise, in six different dimensions, and each dimension can be 
perceived in five different perspectives. In this framework, the architecture is described 
across two independent aspects, the rows represent the views of five different types of 
stakeholders (planner, owner, designer, builder and sub-contractor) and the columns 
represent six different aspects of the architecture (data, function, network, people, time and 
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motivation). The points of intersection between the rows and the columns (between the 
views and the aspects) form cells. Each of these cells holds important information of the 
enterprise (also known as artifacts) that needs to be understood and explicitly declared. The 
Zachman Framework’s enterprise design model is presented in Figure 2. 
The Zachman Framework for Enterprise Architecture is found suitable to investigate the 
initial requirements and define the digital library organisation, processes, technology and 
information flows, as well as ground the design of digital libraries for the following reasons:  
a. The framework helps to explicitly show the many perspectives that need to be 

addressed by the digital library. It requires the planner, owner and designer of the 
digital library to involve the stakeholders to ensure that it meets their needs and will be 
used. It holistically controls the approach to investigate the user requirements and 
guides the data gathering techniques. 

b. The framework requires the involvement of stakeholders, not just the enterprise 
architects and developers. and ideally this practice is what digital library designers and 
developers should follow. This aligns with the  need to involve stakeholders in digital 
library design and development.  

c. The framework is robust enough. It explicitly shows and requires the designer to consider 
all aspects (What, How, Where, Who, When, Why) of the digital library design. 

d. The framework is generic in nature (Pereira and Sousa, 2004) and can be applied 
perfectly to digital library organization. As such it is a flexible framework and it does 
not impose a method or restrict any user to a set of pre-defined artifacts. 

This chapter shows, through a case study, how the three tiers of Zachman Framework – the 
contextual (scope) or planner’s perspectives (Figure 2 Row 1), the conceptual (business 
model) or the owner’s perspectives (Figure 2 Row 2) and the logical (system model) or the 
designer’s perspectives (Figure 2, Row 3) – are used to design a digital library. The first two 
rows or layers are referred to as the Business Architecture (Figure 1) for they describe the 
functions a business performs and the information it uses. The third row refers to the 
information and the application architecture (Figure 1). The planner is concerned with 
positioning the digital library in the context of its environment. This is when the planner 
enquires about the demographics of the stakeholders, ICT individual differences, their 
readiness to participate and collaborate, their awareness of the concept of digital libraries 
and their perception of the digital library initiative. The owner is interested in the digital 
library’s deliverable and how it will be used. The designer is concerned with how the digital 
library is to perform its functions. This involves investigating the resources that are used, 
the user behaviour of seeking for resources, the experience of searching, the relevance 
perceived and the problems encountered. The possible sets of constructs or artifacts to 
represent the cell content for each cell in the top three rows or layers of the Zachman 
Framework are presented in Table 1.   
Row 6 of the framework represents the physical manifestation of the end product itself. 
Zachman (2003) says that technically Row 6 is not an architecture because it is not a 
representation (it is the actual thing), however it is useful to incorporate it into the 
framework graphic as it completes the architectural picture. For an enterprise employment 
of the framework, Row 6 represents the Functioning Enterprise, which is the end result of 
the architectural process. In this research, the end result is to ensure that Row 6 represents 
what the owners have in mind for the digital library enterprise at Row 2. Therefore it is 
important to incorporate users assessment to evaluate the viability of a useful and enduring 
digital library system for the user community. This would involve assessment of the 
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usefulness and usability of the system in terms of resources (data), processes (function), 
location (network), user community (people), time and goals (motivation). 
 

 
Fig. 2. The Zachman Framework for Enterprise Architecture 
(Source: http://www.zifa.com, 2006) 
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4. Formulation of an integrated framework for the collaborative digital library 
Collaborative digital libraries are constructed, collected and organized by a community of 
users and their functionalities support the information needs and uses of that community. 
Renda and Straccia (2004) viewed a digital library as a collaborative working and meeting 
space of people sharing common interests. Through a case study method, Zachman 
Framework is used as a basis to investigate the existing stakeholder’s conditions and 
environment that would ensure the reception of a collaborative digital library for urban 
secondary schools use in Malaysia. In this digital library environment, students collaboratively 
build the digital library resources, which indirectly allow members of the community to be 
aware and be actively involved in local content development. The collaborative digital library 
would benefit both the students who would be the creator and publisher of digital project 
works and the teachers who would be given the experience of managing digital resources. The 
multi-method approach used in the case study, to ensure the consideration of all the aspects 
(dimensions) of a digital library system and the relationship of these dimensions in the 
framework used, has been reported elsewhere (Abdullah and Zainab, 2008). Findings were 
used to populate the Zachman Framework with contextual, conceptual, logical and module 
diagrams at every intersection between the columns (why, what, who, how, where, when) and 
the rows (scope, business model, system model). The framework abstracts the characteristics 
and features of the digital library based on the following six dimensions: 
• Motivation factor, requiring the planner and owner to solicit answers to the “why” 

question, why there is need for the digital library?  Why does the current business 
process need special handling such as those provided by the digital library?  

• Data factor abstracts the “what” aspects of the digital library. What data that is 
currently handled by the stakeholders? What format would the data take in the digital 
library environment? What are the characteristics of the data used, processed, stored 
and presented or disseminated in terms of quality, accuracy, usability, description and 
organization?  

• People factor looks at the “who” questions or the roles of people in the digital project  
environment. Who will be instructing? Who will be handling the data? Who will be 
reporting the collated or processed data? Are the players in the digital library 
environment “ready” to participate and contribute to the digital library initiative?  Are 
they able to do so? 

• Function or Process factor defines the “how” of the activities in the digital environment. 
How will users search for data, how will they store the data? How will students write, 
present and submit their project report? How will the teachers ensure that the students 
know what is required? How do they grade the reports?  How will they keep the 
reports submitted for the specified time required by the Malaysian Ministry of 
Education? How can the school library or resource centre accommodate these reports?  

• Place or Networks looks at the “where” factor. Where will the digital library be located?  
Where will it be accessed by the stakeholders? 

• Time looks at the “when” aspects of the digital library. When will submission of reports 
take place? This is useful for designing schedules, the processing and control 
architecture and timing systems.  

The next section illustrates the use of Zachman Framework in design of the digital library, 
focusing on all six dimensions of the framework from three perspectives. Each of these 
dimensions is investigated from the perspective of the planner (Row 1), owner (Row 2) and 
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designer (Row 3) of the digital library. These perspectives help ensure that everything 
relevant to the digital library enterprise is covered. The columns, comprising the six 
dimensions, are arranged so that the most important column or the focus of attention is 
presented first. At the end, the outcome would be in the form of listings and diagrams 
depicting the scope, business and system model of the digital library. Rows 4, 5 and 6 are 
beyond the scope of this chapter. 

5. Case analysis of Zachman framework for the collaborative digital library 
5.1 Motivation: why the digital library is needed 
Why (Motivation) column of Zachman Framework extracts the motivation of the people that 
support the realization of the digital library. This reveals the reasons for creating the digital 
library, as well as the establishment of goals, objectives and business plan of the digital 
library. The authors felt motivation aspect (stakeholders’ motivation) of the framework 
should be first populated and given the most importance. The case study revealed that the 
educational community is ready to collaboratively build the digital library as reflected by 
the following findings (Abdullah and Zainab, 2006): 
• Students are “Internet ready”, as indicated by (a) high home computer ownership as 

such they are ready to utilize the digital library; (b) high Internet penetration either at 
home, school, cyber cafes or friend’s houses; (c) a high number of students either have 
3-4 years or more than 5 years experience in computer usage; (d) students regularly go 
online, between either every alternate days or everyday.  

• Students are “digital ready” as indicated by their awareness, experience in using and 
preferring digital sources. The survey indicates that all students know how to word 
process; they know how to prepare slide presentations or draw using the computer,  
edit images, create multimedia and scan images, create web pages, database or 
undertake simple programming. This results show that they are aware and competent 
in handling digital resources, which is necessary when using digital library. 

• Students are also moderately “Web ready” as they know how to use the web. Although 
most had no formal training, they learn how to use the Web by self-teaching, from 
books and people. The students also learn how to find sources on their own, from their 
parents  and siblings or from their classmates and friends. 

• Students are ready to collaboratively develop digital resources as they indicated sharing 
the resources they create or found with their friends either by e-mailing the URLs of 
websites, informing others through chat room or social networks or creating links to 
websites.  

• Some students are “ready web publishers”, as many of them either maintain a group 
web page, have their own personal web page or have been creating page pages for 
others. The results also show that the students have experience in creating digital 
resource over the Internet using webpage creator tools or HTML to develop their sites.  

• Students do use the Internet for school related assignments or as a major source for 
their school project. Students sampled highly use the Internet resources to get 
information for the following subjects, History, Science and Geography. The results 
indicate that students believe that the Internet helps them with their school work.  

• All students feel that there is a need for digital library of local information and feel that 
this would definitely benefit them. The results indicated very significant correlation 
between positive perception of the digital library with high Internet use, length of 
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Internet experience, accessibility of Internet from home high self ratings of Internet 
skills. 

• Teachers in the case study see the value of digital resources and online publishing for 
their students. They expressed the willingness to play the role as a facilitator in the 
digital library environment. They were keen on the digital library because students 
could contribute original works to be shared with other students, especially where 
some local contents are not available in textbooks. They believed students would be 
more careful in preparing their project report if they make it available to wider 
audience in the digital library environment.  

• Teachers felt that a digital library would solve problem of storage and retrieval of 
reports submitted since project reports kept in resource room could only be retrieved by 
class name and level, and difficult to be retrieved by subject or topics of report or by 
specific student’s name.  

• The school’s infrastructural facilities are ready to support a digital library as students 
can gain access to computers at self-accessed learning centres, especially for students 
and teachers who do not have computers or Internet access at their homes. 

The above findings indicated that the readiness factors serve as motivating indicators, goals 
and objectives that support the plan for developing the digital library. Figure 3 presents the 
motivating factors that support the plan of the collaborative digital library. 
The findings of the case study were plugged into the first three rows of the motivational aspect 
of Zachman Framework. In Row 1, the Planner’s goals and objectives are defined in the form 
of vision statement that provides the strategic direction for the digital library. The digital 
library will support secondary students’ information needs in conducting research projects 
through project-based learning (PBL). In PBL, students interpret, analyze, synthesize, generate, 
and evaluate information about a topic, collaborate with others, and produce a report 
(Blumfeld et al, 1991). To support students in these types of activities, a full complement of 
tools is needed to meet the unique needs of learners, and Internet technologies such as digital 
libraries have the affordances to support students in these activities. Based on this premise, as 
well as building from various illustrations of digital library initiatives’ vision statement, the 
planner establishes the vision of the collaborative digital library to populate Row 1 of the 
Motivation column. The planner’s vision of the digital library is as follows: 

“The collaborative digital library should enable secondary students conducting history1 
school projects to access the information they need any time and any where, in a friendly, 
efficient and effective way, by overcoming the barriers o distance and language. The digital 
library should enable students to collaboratively contribute resources as the digital library is 
seen as a growing repository on Malaysian local history for education”. 

With the vision in mind, the planner establishes the following goals for developing and 
implementing the collaborative digital library:  
a. the development of local historical resources;  
b. provision of resources for lifelong learning;  
c. provision of round-the clock access; and  
d. development of community of users.  

                                                 
1 History has been chosen as the domain of the digital library test-bed based on the survey findings that 
indicated the students surveyed mainly use Internet resources to get information for their History 
project. As such the domain of the digital library is collections of History project reports submitted by 
the secondary school students. 
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Fig. 3. Motivating Factors that Support the Plan for Realization of the Digital Library 
In this capacity, it establishes "a digital library service environment" – that is, a networked, 
online information space in which students can discover, locate, acquire access to and, 
increasingly, use information. The objective of the digital library is therefore to provide a 
learning environment and resources network for history education which is:  
a. designed to meet the information needs of learners, in both individual and collaborative 

settings (enable the creation, organisation and maintaining of local history resources);  
b. constructed to enable use of a broad array of materials for local history learning, 

primarily in digital format submitted by the educational community themselves (they 
themselves become resource providers); and  

c. managed actively to promote reliable access anytime - anywhere to quality collections 
and services (provided over the Internet), available both within and outside the 
network. 

Row 2 of the Motivation column identifies the owners’ business plan that is the approach to 
use the collaborative digital library. The digital library is modelled to focus on serving 
students information needs in conducting research projects. As such, in the implementation 
of this digital library project, the use of the online resources would be an integral part of 
history projects-based learning activities. The digital library may move the student 
community towards an emerging digital resources and the submission of reports in the 
electronic form is therefore feasible. The implementation of the business plan (Figure 4) is 
consistent with the Ministry of Education’s implementation and evaluation of History 
project, which will make the accomplishment of the goals and objectives feasible. The 
teachers on the other hand will be given the opportunity to validate the quality of 
submissions to maintain the quality of the digital library, grade the report online and add 
links to resources found on the Internet.  
Row 3 spells out the the designer’s perspectives which expressed the motivation of the 
digital library in the form of behavioural objectives. The objectives of the collaborative DL 
from the designer’s perspectives are to: 



 Digital Libraries - Methods and Applications 

 

52 

Internet experience, accessibility of Internet from home high self ratings of Internet 
skills. 

• Teachers in the case study see the value of digital resources and online publishing for 
their students. They expressed the willingness to play the role as a facilitator in the 
digital library environment. They were keen on the digital library because students 
could contribute original works to be shared with other students, especially where 
some local contents are not available in textbooks. They believed students would be 
more careful in preparing their project report if they make it available to wider 
audience in the digital library environment.  

• Teachers felt that a digital library would solve problem of storage and retrieval of 
reports submitted since project reports kept in resource room could only be retrieved by 
class name and level, and difficult to be retrieved by subject or topics of report or by 
specific student’s name.  

• The school’s infrastructural facilities are ready to support a digital library as students 
can gain access to computers at self-accessed learning centres, especially for students 
and teachers who do not have computers or Internet access at their homes. 

The above findings indicated that the readiness factors serve as motivating indicators, goals 
and objectives that support the plan for developing the digital library. Figure 3 presents the 
motivating factors that support the plan of the collaborative digital library. 
The findings of the case study were plugged into the first three rows of the motivational aspect 
of Zachman Framework. In Row 1, the Planner’s goals and objectives are defined in the form 
of vision statement that provides the strategic direction for the digital library. The digital 
library will support secondary students’ information needs in conducting research projects 
through project-based learning (PBL). In PBL, students interpret, analyze, synthesize, generate, 
and evaluate information about a topic, collaborate with others, and produce a report 
(Blumfeld et al, 1991). To support students in these types of activities, a full complement of 
tools is needed to meet the unique needs of learners, and Internet technologies such as digital 
libraries have the affordances to support students in these activities. Based on this premise, as 
well as building from various illustrations of digital library initiatives’ vision statement, the 
planner establishes the vision of the collaborative digital library to populate Row 1 of the 
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project. As such the domain of the digital library is collections of History project reports submitted by 
the secondary school students. 

Bringing the Digital Library Design into the Realm of Enterprise Architecture   

 

53 

Students’ ICT 
readiness 
• High computer 

ownership 
• Ease of Internet 

access 
• Home access to 

Internet 
• Frequent users 
• Technologically 

skilled 

Students’ digital 
readiness 
• Could use 

digital resources 
• Strong 

preference for 
digital resources 

• Adequate 
searching skills 

• Familiar with 
search agents 

Motivating Factors

Strategic readiness 
• Master plan for 

ICT integration 
• Budget borne by 

government and 
Parent-Teacher 
Association  

Teachers’ ready to 
collaborate 
• Value of 

integrating with 
subject learning 

• See the value of 
digital resources 

• See the value of 
online publishing 

School’s technical 
readiness 
• ICT infrastructure 

is in place 
• New infrastructure 

is planned 
• Awareness of ICT 

support system 
• Implementation of 

ICT mediated 
learning 

Acceptance of 
digital library 
• Perceive digital 

library as useful 
• Willingness to 

contribute 
contents 

 
 

Fig. 3. Motivating Factors that Support the Plan for Realization of the Digital Library 
In this capacity, it establishes "a digital library service environment" – that is, a networked, 
online information space in which students can discover, locate, acquire access to and, 
increasingly, use information. The objective of the digital library is therefore to provide a 
learning environment and resources network for history education which is:  
a. designed to meet the information needs of learners, in both individual and collaborative 

settings (enable the creation, organisation and maintaining of local history resources);  
b. constructed to enable use of a broad array of materials for local history learning, 

primarily in digital format submitted by the educational community themselves (they 
themselves become resource providers); and  

c. managed actively to promote reliable access anytime - anywhere to quality collections 
and services (provided over the Internet), available both within and outside the 
network. 

Row 2 of the Motivation column identifies the owners’ business plan that is the approach to 
use the collaborative digital library. The digital library is modelled to focus on serving 
students information needs in conducting research projects. As such, in the implementation 
of this digital library project, the use of the online resources would be an integral part of 
history projects-based learning activities. The digital library may move the student 
community towards an emerging digital resources and the submission of reports in the 
electronic form is therefore feasible. The implementation of the business plan (Figure 4) is 
consistent with the Ministry of Education’s implementation and evaluation of History 
project, which will make the accomplishment of the goals and objectives feasible. The 
teachers on the other hand will be given the opportunity to validate the quality of 
submissions to maintain the quality of the digital library, grade the report online and add 
links to resources found on the Internet.  
Row 3 spells out the the designer’s perspectives which expressed the motivation of the 
digital library in the form of behavioural objectives. The objectives of the collaborative DL 
from the designer’s perspectives are to: 
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Fig. 4. The Business Plan to Use the Collaborative Digital Library  
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a. Enable students to search and browse the digital library resources through various 
access points regarding the topics they are exploring 

b. Allow the students to sequence and organize their project reports in various styles, 
construct references and append digital objects or pictures to their report. 

c. Provide the students with the experience of publishing their project report, allow 
teachers grade and their friends to view the repot. The motivation for this is to satisfy 
their innate need to share their work, so that their peers can give comments for 
improvements before the report is finally submitted. 

d. Allow teachers to check the suitability of submissions, maintain quality of contents of 
the digital library and grade the submissions. 

e. Allow teachers and students to provide metadata for resources submitted to the digital 
library. A metadata schema (Dublin core) will be applied for this purpose. 

f. Enable students and user groups to register as members to  login and submit and 
describe resources 

g. Allow users to submit feedback or submit useful links to other resources in the Internet. 
h. Guide and assist users in using the digital library functions and services. 
i. Allow authorized users to add, modify or delete submitted resources to the digital 

library.  
These behavioural objectives of the digital library would assist the designer (Row 3) in 
developing the required digital library. The motivation and objective statements 
subsequently assist in the development of the user requirement and detailed definitions of 
the digital library services required in the Function (How) column of the Framework. 
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5.2 Data: what resources constitute the digital library 
What (Data) column of the Zachman Framework describes the digital library resources 
students used to fulfill their research needs. The data component, at the macro level 
identifies the information resources included or covered in the collaborative digital library, 
and at the micro level, concerned the collections, quality, accuracy, usability, description 
and organisation of the resources in the digital library. Findings from the case study 
revealed that the students and teachers emphasized the needs for contents to be “clear, 
accurate, adequate, organised, valid, reliable, informative and resourceful” 
To cater for students’ information needs, in Row 1, the planner describes the three main 
categories of resources (Figure 5), without policy-controlled access. The types of resources 
are (a) resources that are born digital; (b) digitised resources or digital proxies for physical 
items; and (c) Links to other resources relevant to the domain focus of the digital libbrary. 
The digital library collections incorporates not only digital resources in different media 
types such as text, images, web documents, audio and video, but also in different formats 
with different levels of content quality and metadata. 
Row 2 of the Data column is a contiguous model of the resources expressed in terms of 
domain focus and topics seen by the owners of the digital library. History has been chosen 
as the domain of the digital library test-bed based on the survey findings that indicated the 
students surveyed mainly use Internet resources to get information for their History project.  
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Fig. 5. The Digital Library Resources in Various Media Types and Format  
(Planner’s View of Data) 
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Case findings revealed that the project reports are typically made available in the form of 
collections, which refers to groups of resources organised around three themes or topic 
namely prominent personalities, historical events and historical buildings. Figure 6 presents 
the semantic description of the domain focus, contents, content criteria and scope of the 
collaborative digital library, which populates the Data component of the Zachman 
Framework. The stakeholders’ needs for contents to be “clear, accurate, adequate, organised, 
valid, reliable, informative and resourceful” are therefore used as a set of general guidelines 
or selection criteria of resources accepted for submission. 
From the designer’s perspective (Row 3), the data of the digital library is expressed as table 
definition for the digital library data (comprising digital objects data and metadata, user 
information, annotation and static information pages) and metadata profile for the digital 
object resource description (comprising administrative, technical and descriptive metadata). 
Administrative metadata is created by the author, technical metadata is automatically-
generated and descriptive metadata is assigned by the content access provider (human 
indexer). The descriptive metadata schema used for the object data description is the Dublin 
Core (DC) Metadata. The digital library has altogether 16 metadata elements and 
incorporates DC’s 14 out of 15 elements, namely title, creator, subject, description, publisher, 
contributor, date, type, format, identifier, language, relation, coverage and rights. The DC 
source metadata element is not used. Two other elements incorporated are Collection and 
Ranking metadata.   
 

 
Fig. 6. Domain Focus, Contents, Content Criteria and Scope of the Collaborative Digital 
Library (Owner’s View of Data) 
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5.3 People: who interacts with / within the digital library 
Who (People) column represents the stakeholders or the people within the digital library 
enterprise to which the digital library assigns responsibility for work. Thus, this component 
concerns the identification of the digital library users, their information needs, their usage of 
the Internet and online digital resources and their roles in the enterprise. The design of the 
enterprise has to do with the allocation of work and the structure of authority and 
responsibility. This column also deals with human-machine interfaces and relationships 
between the people and the work they perform. 
In Row 1, the planner identifies the audience and the digital library organization.  There are 
three types of audiences within the collaborative digital library  enterprise, categorized as 
partners, guests and affiliate members (Figure 7). The planner identified these groups of 
people in the form of digital library organisational structure. 
 

 
Fig. 7. The Digital Library Organisational Structure (Planner’s View of People) 

From the owner’s perspective, Row 2 of the People Column illustrates the four main classes 
of people or actors and their respective roles in the collaborative DL. In this Consumer – 
Content Provider – Content Manager – Administrator model, each class of actors represents 
a particular generic role. The digital community follows certain rules and their members 
play different roles, as consumers, content developers or providers, content access providers 
and content manager (Figure 8).  
In Row 3, the designer fleshed out the interaction between actors and technology into a rich 
picture linked to the functional requirements (Figure 9). Here, the digital library community 
includes people as well as computers, agents, network connections, files and operating 
systems, user interfaces, communication links, and protocols, which either use or support 
the digital library services. The communities of autonomous agents and computers 
instantiate functions upon requests by the actors of the digital library. To operate, these 
agents and computers need structures of vocabulary and protocols. They act by sending 
streams of queries and retrieving streams of results. The digital library system uses the  
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Fig. 8. The Digital Library Actor-Roles Diagram (Owner’s View of People) 
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Fig. 9. Actors and Their Roles Depicted in the Digital Library Three-Tier Client-Server 
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three-tier client-server architecture. As depicted in Figure 9, the client tier comprises 
computers with web browsers such as Internet Explorer (4.0 or above), Netscape Navigator, 
Mozilla Firefox and Opera. User interfaces are provided for clients to process their 
application and manipulate their data. All application programmes reside in the middle-tier 
(web server). The web server processes the request from the client and then returns required 
result in web page format. It processes data request by linking to a database server (such as 
authenticating and validating users that login into the system). It is also linked to 
transaction server, especially when clients are uploading files to the web server. The third 
tier consists of the database server and transaction for maintaining data records.  

5.4 Function: what happens in the digital library? 
How (functions) defines the functions or activities the digital library enterprise is concerned 
about relative to each perspective. In Row 1, the planner describes the students’ research 
activities that take place, which encompass the entire information seeking process (from 
recognizing the need for information to finding, using and presenting it) and the submission 
and evaluation of the information in the form of project report. This is presented in the form 
of rich pictures Basically, the students do solitary information seeking, have spontaneous 
interactions with other people such as parents, siblings and friends and ask for help, and 
work with information in a group. The description of the activities when conducting history 
projects are then transformed into the online activities the students and teachers would be 
able to perform in the collaborative digital library. Figure 10 presents the workflows and 
processes the collaborative digital library enterprise should conduct. These processes are 
also in line with the owner’s plan to use the digital library for school project (Row 2 of 
Motivation). The function component refers to the activities students perform in their 
research, such as choosing topic, searching for information, organising resources, writing, 
presenting, submitting and teachers grading of project work. 
Using data from analysis of the activities culled from the research (Row 1 of Function), 
formulation of behavioural objectives of the digital library (Row 2 of Motivation) as well as 
from the analysis of digital library functional requirements (Row 3 of Motivation), the 
planner develops the user requirement expressed in terms of functions and present it as 
services in a contiguous structured chart, The structured chart is comprehensible to the 
owner as the conceptual model of the digital library services (Figure 11). This structured 
chart populates Row 2 of the Function Column and describes the process of translating the 
objectives of the digital library enterprise into successively more detailed definitions of its 
services. Feedback from the stakeholders on the potential features of a service and digital 
library design implication derived from the analysis of the case study have helped to 
ascertain the main features required by the collaborative digital library. 
In Row 3, the designer portrays the digital services in terms of data transforming processes, 
described exclusively in terms of definition of programme modules and how they interact 
with each other. The three system modules, namely administrators (including teachers), 
students and guests, provide different access types for different level of users. Along with 
this are specific definitions of security requirements, in terms of who (which role) is 
permitted access to what function, in the form of structured charts and detailed description 
of the modules menu. 
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5.5 Network: where can one access the digital library 
Network (Where) shows the sites or geographical locations and the interconnections 
between activities within the digital library enterprise. It illustrates the network-related 
aspect of the digital libraries in terms of the physical locations of members in the digital 
library which spread over a geographical area. The planner provides the big picture of the 
digital library as a centralized system with the control for the whole structure at the Faculty 
of Computer Science and Information Technology University of Malaya (FCSIT UM) as the 
developer of the digital library system (Figure 12). FCSIT UM group manages the 
centralized database server. School A is the content collaborator and joint owner of the 
system and other potential future collaborators such as School B, Education Departments, 
Ministry of Education, as well as other repositories, would be able to utilise the application 
server running locally to fetch the required data from the database server.  
 

 
Fig. 12. The Physical Network of the Collaborative Digital Library (Planner’s View of 
Network) 

The owner is interested in the conceptual model of “Where” which includes the location of 
access and place where the primary stakeholders, namely the students and teachers use the 
digital library (Figure 13). It illustrates the collaborative digital library deployment 
expressed in term of location of access and computing facilities and network. The school 
community may access the collaborative digital library system from any 10 locations in the 
school, as all computers there are connected to the network.  
From the designer’s perspective, the Network Column presents the logical model of the 
network component of the collaborative digital library which depicts the types of systems 
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facilities and controlling software at the nodes and lines such as processors/operating 
systems, database and lines/line operation systems. The notional distributed systems 
architecture (Figure 14) shows servers supporting the digital library services served from the 
regional (FCSIT) and local data center environment to the school’s three primary locations of 
access.  It is referred to as a notional architecture since the extent of the ability to remotely 
serve specific applications in both the baseline state and the target state remains to be 
established. 
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Fig. 13. The School’s Network Diagram Positioning the Location of Access for the Digital 
Library (Owner’s View of Network) 
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5.6 Time: when can one use the digital library (when do things happen) 
The last column, “When” represents time, or the events to which the digital library responds 
in relation to time. This is useful for designing schedules, the processing architecture, the 
control architecture and timing systems. It is difficult to describe or address this column in 
isolation from the others, especially Column 2 (Process). At the strategic level, the planner 
describes Time as the business cycle and overall business events. As has been delineated in 
the digital library goals and objectives (Motivation Column), the digital library provides 
round-the-clock access. As the Internet is a 24/7 medium, the digital library is available 24 
hours a day, 7 days a week. 
In the detailed model of owner’s perspective, the Time Column defines when activities or 
processes are to happen. Based on the findings of the case study regarding the school’s 
approach in using the digital library, the chronology of events (such as teacher’s notification 
and requirement of the project, students choose topic, gather information, create report, 
obtain teacher’s feedback, edit and submit report) indicating the processes that take place in 
the digital library environment populates owner’s view of the Time Column. The designer 
defines the business events or the processes in the digital library, which cause specific data 
transformations and entity state changes to take place (Table 2). The business events 
populate the designer’s view of the Time Column of the Zachman Framework used. 
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The Process Data transformations and entity state changes to take place. 

Students register  Students receive automatically generated e-mail notifying 
membership of the digital library 

Students create and 
submit report 

Teachers and Administrators receive automatically 
generated e-mail notification indicating a new report has 
been submitted and ready to be viewed, graded or indexed. 

Students create and 
submit report 

Students receive automatically generated e-mail notification 
indicating that they have successfully submitted their 
project report. 

Administrator registers 
teachers 

Teachers receive automatically generated e-mail notification 
which indicates their User ID and Password. 

Teacher evaluate and 
grade report 

Students receive automatically generated e-mail notification 
indicating their projects have been evaluated. 

Table 2. Business Events in the Digital Library (Designer’s View of Time) 

6. Conclusion  
This chapter has provided a detailed mapping between the first three layers of Zachman 
Framework for Enterprise Architecture and the concepts utilized in formulating the 
requirements and design of a digital library, based on a case study and analysis on building 
a collaborative digital library to meet the needs of the stakeholders. It has also illustrated the 
possibility of using the Zachman Framework as an instrument for requirements analysis and 
evaluation in digital development. The framework highlights the need to involve all 
possible stakeholders in the development of the architecture, not just the enterprise 
architects and developers, to ensure that it meets their needs and uses.  
The perspectives and artifacts established from the framework have helped ensure that 
everything relevant to the digital library enterprise is covered. Table 3 shows the mapping 
of the Zachman Framework perspectives and dimensions with the collaborative digital 
library deliverables/aspects. The planner’s perspective reflects the context that establishes 
the list of relevant constituents that must be accounted for in the descriptive representation 
for the other perspectives (owner and designer). The descriptive representation of owner’s 
perspective reflects the usage characteristics of the digital library, what the owner is going to 
do with it and how they will use it once they get it in their possession. The descriptive 
representation of designer’s perspective forms the basis for the design of the digital library 
system, as well as the features for manipulating the tangible aspects of the digital library. 
Using Zachman Framework as the approach to design a digital library has contributed to 
the field of Enterprise Architecture by highlighting the fact that fusion of information 
technology with business is important and these two aspects should be addressed together 
in organizations. It has also contributed to another dimension of a framework for digital 
library research and development and “a structured vision for the development of new 
ideas” (Soergel, 2002). The collaborative digital library adheres to Soergel’s guiding 
principles and ten themes for digital library research and development, as well as 
incorporates the dimensions of others’ framework but instead of listing them as 
requirements or ticking against a checklist, the authors have embedded the requirements in 
a system’s architectural framework and present them more systematically, taking into  
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DIMENSIONS ZACHMAN FRAMEWORK THE DIGITAL LIBRARY 
LEVEL 1: Objectives /Scope – Planner’s View 

Motivation 
(Why) 

Identify and list goals and objectives - 
requirements analysis based on identified 
objectives 

Motivating factors diagramme 
Vision statement 
List of DL goal 
List of DL objectives 

Data (What) Identify & list features /data important to the 
repositories using needs survey from stack 
holders  

DL resources in various media types 
and format 

People (Who) Identify & list all stack holders and their roles 
in handing & processing data - Roles analysis  

DL organisational structure 

Function (How) Identify & list processes the data performs - 
stack holder’s information use survey  

Activities students perform when 
conducting history project in the DL 

Location 
(Where) 

Identify & list locations where the enterprise 
operates - information flow survey  

The physical network of the DL 

Time (When) Identify & list business events cycles - events 
use analysis  

Access to the DL (24/7) 

LEVEL 2: Business Conceptual Model – Owner’s View 
Motivation 
(Why) 

Business Plan Business plan - flow diagram / 
rich picture  

Rich picture showing owners’ 
approach to use the DL 
List of perceived benefits to use the 
DL 

Data (What) Entity relationships diagrams - rich picture  DL Subject scope, collection and 
resource criteria 

People (Who) 0rganisation charts, roles, set of skills & 
security issues - box charts / rich picture  

DL actor-roles diagram 

Function (How) Business process model - flow diagram / rich 
picture  

Conceptual model of services in the 
DL  

Location 
(Where) 

Logistics network - nodes and links  
 

Owner’s network diagram 
positioning the location of access for 
the DL  

Time (When) Business master schedules -rich picture  Chronology of events in the DL 
environment 

LEVEL 3: System Model – Designer’s View 
Motivation 
(Why) 

Business rule model  Behavioural objectives as DL 
mandatory functional requirements 

Data (What) Data model - entity diagrams  Table definitions for the DL data; 
metadata profile for the digital 
objects resource description 

People (Who) System interfaces architecture indicating 
roles, data, access  

Actors and their roles depicted in the 
DL’s three-tier client-server 
architecture 

Function (How) Data flow diagram showing application of 
data in the architecture  

Structured chart for programme 
modules; users’ menu 

Location 
(Where) 

Diagram indicating how data is distributed  The DL notional distributed systems 
architecture 

Time (When) Process structure with dependency diagrams, 
entity life history  

Business events in the DL  

 

Table 3. Mapping the Digital Library Deliverables to the Zachman Framework  Perspectives 
and Dimensions 
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account the following details, aligned with the emerging perspective of the Enterprise 
Architecture: 
a. The vision, goals, objectives, business plans and the functional requirements of the 

digital library; 
b. The types of resources, domain focus, collection and data definition of the digital 

library; 
c. The stakeholders and users, their roles and functional roles in the digital library; 
d. The activities users perform, service conceptual model and the digital library 

programme modules 
e. The location of access, the network diagram and the notional distributed system 

architecture; 
f. The availability, business cycle and overall business events 
In alignment with the vision already expressed by the DLF (2005), the authors felt that 
digital library developers should “get out of the box” and give more attention to the 
development of conceptual frameworks giving preference to scopes, goals requirements and 
processes, in the sense as those concepts are already common in the classic Enterprise 
Architecture processes and Zachman Framework for Enterprise Architecture can be a very 
simple comprehensive reference for this. Perhaps is time for the digital library researchers 
and practitioners to recognize that the focus of the digital library should move from the 
perspective of the engineer, who are responsible for systems design, to the perspective of the 
architect who prepares, plans and develops specifications, that bridge the gap between the 
systems (that the engineers design) and what the community needs. Although this chapter 
defines the design process and constructs necessary for the development of a collaborative 
educational digital library for secondary schools with a particular focus in Malaysia, 
illustration of the detailed mapping between the first three layers of Zachman cells and the 
dimensions utilized in formulating the requirements and design of the digital library can 
facilitate design transferability so that it could also be applied in another country setting. 
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1. Introduction 
Nowadays, there is a trend to integrate several digital libraries (DLs) to offer richer 
information. However, the following three characteristics of DLs make their integration a 
difficult task (Hasselbring, 2000): (i) Distribution: geographical spread; (ii) Heterogeneity: 
difference at both the technical level (e.g., hardware platform, operating system, etc.) and 
conceptual level (e.g., data model, query language, etc.); (iii) Autonomy: DLs are self-
sufficient, as opposed to being delegated a role only as components in a larger system. 
Therefore, challenges faced when integrating DLs include interoperability (among different 
DLs) and resource discovery (selection of the best sites to be integrated). There are two 
different types of interoperability for DLs integration (Shen, 2006): syntactic interoperability 
and semantic interoperability. Syntactic interoperability is the application-level 
interoperability that allows multiple software components to cooperate even though their 
data model, query language, interfaces, etc. are different. Semantic interoperability is the 
knowledge-level interoperability that allows digital libraries to be integrated, with the 
ability to bridge semantic conflicts arising from differences in implicit meanings, 
perspectives and assumptions, thus creating a semantically compatible information 
environment based on agreed-upon concepts. 
To deal with the interoperability problem, two solutions can be used: warehousing and 
mediation systems. In the warehouse approach (Rundensteiner and al., 2000), information is 
in some way periodically extracted from different sources, processed, merged with 
information from other sources, and then loaded into a centralized data store. Queries are 
posed against the local data without further interaction with the original sources. 
Modifications are filtered (e.g. for relevance or update-time) and propagated in some 
manner to upgrade the data warehouse. The main advantage of the warehousing approach 
is the performance of query processing. The main drawbacks are that the data may not be 
fresh and adding new data source requires reconsidering the warehouse schema. Thus, 
concerns about data quality and consistency must be addressed.  
In mediation systems (Wiederhold, 1992), data remains at the sources and queries to the 
integrated system need to be translated, at run time, into a sequence of sub-queries to the 
underlying data sources. Data is not replicated and is guaranteed to be fresh at query time. 
However, a considerable performance penalty must be paid because sources are contacted 
for every query. Besides, in heterogeneous environments, especially in the context of DLs, 
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sources may have diverse and limited query capabilities. Thus, not all of the translations are 
feasible. Therefore, another challenge faced when integrating DLs is how to generate 
efficient and feasible query plans to retrieve data from DLs. 
Our solution for integrating disparate DLs is a mediation framework, called WASSIT 
(frameWork d’intégrAtion de reSSources par la médIaTion). In this chapter, we describe the 
features of WASSIT. In particular, we present how DLs are selected and ranked according to 
the user quality requirements. Since syntactic interoperability is treated implicitly in 
mediation systems (by using a common data model and wrappers), we will focus on our 
solution for semantic interoperability. Generating feasible and efficient query plans, by 
WASSIT, is also part of this chapter. 
Chapter overview 
In Section 2, we describe the high level architecture of our mediation framework WASSIT. 
We present how WASSIT selects pertinent DLs that satisfy the user quality preferences in 
section 3. In section 4, we present our solution for semantic interoperability. Our approach 
for optimizing queries over DLs with limited capabilities is presented in section 5. 
Performances evaluation is discussed in section 6. We conclude and present our future 
works in section 7. 

2. High-level architecture of WASSIT 
Our mediation framework WASSIT relies on the well-known mediator architecture 
(Wiederhold, 1992). WASSIT defines an infrastructure which provides the generic structure 
and the behaviour of a set of reusable components in an information mediation context 
(Zellou, 2008). Our framework is mainly made up of two principal components: Mediator 
and Wrappers. The Mediator, which is the query processing core of the framework WASSIT, 
has to decompose a user query into a set of sub-queries targeted to the sources. Each sub-
query is transmitted to the corresponding source via the associated wrapper. The answers 
delivered by the wrappers are then combined to form the response to the initial query. The 
high level architecture of WASSIT is shown in figure 1. In this architecture, we distinguish 
three levels: the source level including the data sources and the wrappers, the mediation 
level containing the mediator, and finally the user level containing the user interface. In the 
mediation level, WASSIT is composed of six modules and a knowledge base.  

2.1 Our technological choices for WASSIT 
DLs generally differ with respect to the structures they use to represent data (e.g. tables, 
objects, files, and so on). We use XML as a common data model in WASSIT to reconcile 
sources’ heterogeneous data models because it provides a common format for expressing 
both data structures and contents. Thus, it can integrate structured, semi-structured and 
unstructured data. XQuery (Fernández and al., 2007) is the query language we adopt in 
WASSIT since it is the W3C standard for querying XML documents. In order to achieve 
efficient query processing, we represent the queries according to an algebraic model. The 
one we have chosen is XAT (Wadjinny & Chiadmi, 2006). XAT algebra offers SQL operators 
such as union, join, etc. It offers also specific operators such as navigate, tagger, etc. 
Ontologies in WASSIT are used at two levels: to represent schema mappings and to capture 
the semantic of each source since we address semantic heterogeneity. We adopt OWL 
(Deborah and al., 2004), the Ontology Web Language, to represent these ontologies. 
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into XML algebra trees in order to be treated. Each node of a XAT tree is an algebraic 
operator. 
Rewriting & Semantic Enrichment module: Let's remind that our framework aims to access 
a set of heterogeneous information sources. Every source has its local schema that describes 
its structure in a data model. The query submitted to the framework is formulated in terms 
of mediated schema (global schema). To have the query executed, the framework must 
rewrite the user’s query formulated in terms of mediated schema as a query execution plan 
(QEP). Each QEP is presented in the form of a tree, where leafs are sub-queries that will be 
sent to the wrappers, and nodes are reconstruction operators that will be used by the 
mediator to integrate the results. The Rewriting module generates a QEP through three steps; 
each step is processed by one sub-module (Gounbark and al., 2009). These sub-modules are 
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(1) Global views substitution module: This module has two features. First it ensures global 
views substitution, which consists in replacing each global view reference by the definition 
of this view. Views definitions are retrieved from the mapping definition. Then global paths 
(used to define global query) are projected on local paths (used to define local views). (2) 
Union and join Operator ascending module: Join and union operators, having distinct views 
from distinct data sources, can’t be executed by a source. Thus, these operators have to be 
executed by the mediator. In order to schedule their execution, they are moved at the top of 
the algebra tree. (3) Bindings adjustment module: moving operators across the plan tree 
(previous step) makes parameters inappropriate. Consequently, this module has to adjust 
binding operators’ parameters.  
Moreover, in this step, we enrich semantically each sub-query (when possible) with 
synonyms, hyperonyms and hyponyms. 
Optimization module: The Optimization module takes as input the QEP obtained after 
query rewriting. After extracting sub-queries from this QEP, the Optimization module 
constructs a plan according to query capabilities of the underlying DLs. More details about 
this module are given in section 5. 
Execution & integration module: This module takes as input the sub-queries delivered by 
the Optimisation module and sends them to the appropriate wrappers using the localization 
information given by the knowledge base. It is composed by three sub-modules (Gounbark 
and al., 2009), which are described in the following. 
(1) XQuery Query Generator module: sub-queries are represented by a XAT tree. This module 
translates each XAT tree sub-query to a XQuery query. (2) Sub-queries Execution module: this 
module ensures the actual execution of XQuery queries. It sends the XQuery queries to the 
right wrapper which translates the XQuery query to the underlying data source querying 
language. (3) XAT Table Generation module: This module constructs a XAT table from the 
XML results returned by the wrappers. The resulting XAT tables are combined according to 
the optimized QEP to form the answer to the user query. 
Formatting module: In this module, the result returned by the Execution & Integration 
module is formatted in order to form the answer which will finally be returned to the end 
user. 
The knowledge base: The knowledge base is associated to the mediator, it stocks the 
general information used for query processing in the framework. It contains global 
ontology, local ontologies, users’ profiles, sources’ profiles, physical localization of sources, 
source descriptions, localization of wrappers, source capabilities, etc. More details about the 
construction of global ontology are given in section 4. 
Wrappers: At a given wrapper, a sub-query expressed in XQuery is translated into the 
source query language. The wrapper has also to format the results returned by the source in 
an XML format. In WASSIT, two wrappers are developed: an XQuery/SQL wrapper 
(Benhlima & Chiadmi, 2003) and an XQuery/SOAP wrapper (El Marrakchi, 2009).  

3. Digital libraries selection in WASSIT 
Because of their increasing number and their heterogeneity, digital libraries may contain 
redundant information that differs by their quality characteristics. Since WASSIT answers 
user’s queries by combining responses from different DLs, the final response quality relies 
on the quality of the sources involved. The perception of quality differs also from a user to 
another. For example, user A may ask for actual data, when user B looks for historical one. 
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To summarize, the concept of quality makes the difference between several DLs treating the 
same subject. It can be used to personalize the mediator’s responses according to the user’s 
preferences by selecting the most relevant DLs. The objective is to give a response that meets 
the user’s quality requirements. In this section, we present our solution for DLs selection 
according to user's quality requirements in WASSIT. Our approach consists in building a 
multi-dimensional user's profile which stores the knowledge about a given user, especially 
his identity and quality preferences (Zaoui and al, 2009). We also construct a source profile 
which contains source definition, content, location, and quality characteristics (Zaoui and al, 
2010). Both user’s profiles and source’s profiles are stored in the knowledge base. In the 
remaining of this section, we begin by presenting related works in section 3.1. In section 3.2, 
we define the quality paradigm in the domain of DLs. In section 3.3, we present our quality 
model to evaluate both user’s quality requirements and source’s quality characteristics. We 
use this model to select the most relevant DLs involved during the integration process in 
section 3.4. We illustrate our approach trough an example. 

3.1 Related works 
Several systems have been developed to integrate disparate and heterogeneous DLs. The 
majority of them addresses the problem of source selection following two approaches 
(Paltoglou, 2009). The first approach considers the source as a big document constructed via 
document concatenation, so the source selection becomes a simple problem of document 
retrieval. The most used source selection algorithm named CORI (Callan, 2000), is based on 
this assumption, GIOSS (Gravano & Garcia-Molina, 1995) and K-L divergence based 
algorithms (Xu & Croft, 1999) belong also to this category. The second approach considers 
the source as a repository of documents so the selected sources are those who are the most 
likely to return the maximum of relevant documents. ReDDE (Si & Callan, 2003) algorithm 
and the DTF (decision theoretic framework) (Nottelmann & Fuhr, 2003) give a source 
ranking by estimating the number of relevant documents for each query. The estimation is 
based on calculating a cost function which include quality and time factors. Both approaches 
require a source representation in their selection and ranking process. The source 
characteristics used are either given by the source, for example the protocol STARTS 
requires digital libraries to provide an accurate description of their content and quality, or 
discovered automatically through sampling queries (Callan, 2000). Our source selection and 
ranking algorithm is inspired from the second approach. We estimate the quality of each 
source using sampling queries and we build a quality model to perform a personalized 
source selection. The main contribution is that the source selection and ranking is not based 
on user queries but on user’s profiles. The selection is performed by matching user’s 
preferences and sources’ characteristics. So, for each user, the selected set of candidate 
sources meets the user’s quality requirements and it is also independent from the queries. 
These sources are used later on in the rewriting process to give a personalized response. 

3.2 The quality paradigm 
Many researches have been conducted to define the quality paradigm in DLs, but no single 
definition or standard exists. Usually, the concept of quality is the aggregation of multiple 
criteria organized into dimensions or categories. These dimensions may concern the quality 
of software, the quality of web sites, the quality of services, the quality of documents and 
data, and the quality of sources (Burgess and al, 2004). In the literature, there are a multitude 
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(1) Global views substitution module: This module has two features. First it ensures global 
views substitution, which consists in replacing each global view reference by the definition 
of this view. Views definitions are retrieved from the mapping definition. Then global paths 
(used to define global query) are projected on local paths (used to define local views). (2) 
Union and join Operator ascending module: Join and union operators, having distinct views 
from distinct data sources, can’t be executed by a source. Thus, these operators have to be 
executed by the mediator. In order to schedule their execution, they are moved at the top of 
the algebra tree. (3) Bindings adjustment module: moving operators across the plan tree 
(previous step) makes parameters inappropriate. Consequently, this module has to adjust 
binding operators’ parameters.  
Moreover, in this step, we enrich semantically each sub-query (when possible) with 
synonyms, hyperonyms and hyponyms. 
Optimization module: The Optimization module takes as input the QEP obtained after 
query rewriting. After extracting sub-queries from this QEP, the Optimization module 
constructs a plan according to query capabilities of the underlying DLs. More details about 
this module are given in section 5. 
Execution & integration module: This module takes as input the sub-queries delivered by 
the Optimisation module and sends them to the appropriate wrappers using the localization 
information given by the knowledge base. It is composed by three sub-modules (Gounbark 
and al., 2009), which are described in the following. 
(1) XQuery Query Generator module: sub-queries are represented by a XAT tree. This module 
translates each XAT tree sub-query to a XQuery query. (2) Sub-queries Execution module: this 
module ensures the actual execution of XQuery queries. It sends the XQuery queries to the 
right wrapper which translates the XQuery query to the underlying data source querying 
language. (3) XAT Table Generation module: This module constructs a XAT table from the 
XML results returned by the wrappers. The resulting XAT tables are combined according to 
the optimized QEP to form the answer to the user query. 
Formatting module: In this module, the result returned by the Execution & Integration 
module is formatted in order to form the answer which will finally be returned to the end 
user. 
The knowledge base: The knowledge base is associated to the mediator, it stocks the 
general information used for query processing in the framework. It contains global 
ontology, local ontologies, users’ profiles, sources’ profiles, physical localization of sources, 
source descriptions, localization of wrappers, source capabilities, etc. More details about the 
construction of global ontology are given in section 4. 
Wrappers: At a given wrapper, a sub-query expressed in XQuery is translated into the 
source query language. The wrapper has also to format the results returned by the source in 
an XML format. In WASSIT, two wrappers are developed: an XQuery/SQL wrapper 
(Benhlima & Chiadmi, 2003) and an XQuery/SOAP wrapper (El Marrakchi, 2009).  

3. Digital libraries selection in WASSIT 
Because of their increasing number and their heterogeneity, digital libraries may contain 
redundant information that differs by their quality characteristics. Since WASSIT answers 
user’s queries by combining responses from different DLs, the final response quality relies 
on the quality of the sources involved. The perception of quality differs also from a user to 
another. For example, user A may ask for actual data, when user B looks for historical one. 

Integrating Disparate Digital Libraries using the WASSIT Mediation Framework 73 

To summarize, the concept of quality makes the difference between several DLs treating the 
same subject. It can be used to personalize the mediator’s responses according to the user’s 
preferences by selecting the most relevant DLs. The objective is to give a response that meets 
the user’s quality requirements. In this section, we present our solution for DLs selection 
according to user's quality requirements in WASSIT. Our approach consists in building a 
multi-dimensional user's profile which stores the knowledge about a given user, especially 
his identity and quality preferences (Zaoui and al, 2009). We also construct a source profile 
which contains source definition, content, location, and quality characteristics (Zaoui and al, 
2010). Both user’s profiles and source’s profiles are stored in the knowledge base. In the 
remaining of this section, we begin by presenting related works in section 3.1. In section 3.2, 
we define the quality paradigm in the domain of DLs. In section 3.3, we present our quality 
model to evaluate both user’s quality requirements and source’s quality characteristics. We 
use this model to select the most relevant DLs involved during the integration process in 
section 3.4. We illustrate our approach trough an example. 

3.1 Related works 
Several systems have been developed to integrate disparate and heterogeneous DLs. The 
majority of them addresses the problem of source selection following two approaches 
(Paltoglou, 2009). The first approach considers the source as a big document constructed via 
document concatenation, so the source selection becomes a simple problem of document 
retrieval. The most used source selection algorithm named CORI (Callan, 2000), is based on 
this assumption, GIOSS (Gravano & Garcia-Molina, 1995) and K-L divergence based 
algorithms (Xu & Croft, 1999) belong also to this category. The second approach considers 
the source as a repository of documents so the selected sources are those who are the most 
likely to return the maximum of relevant documents. ReDDE (Si & Callan, 2003) algorithm 
and the DTF (decision theoretic framework) (Nottelmann & Fuhr, 2003) give a source 
ranking by estimating the number of relevant documents for each query. The estimation is 
based on calculating a cost function which include quality and time factors. Both approaches 
require a source representation in their selection and ranking process. The source 
characteristics used are either given by the source, for example the protocol STARTS 
requires digital libraries to provide an accurate description of their content and quality, or 
discovered automatically through sampling queries (Callan, 2000). Our source selection and 
ranking algorithm is inspired from the second approach. We estimate the quality of each 
source using sampling queries and we build a quality model to perform a personalized 
source selection. The main contribution is that the source selection and ranking is not based 
on user queries but on user’s profiles. The selection is performed by matching user’s 
preferences and sources’ characteristics. So, for each user, the selected set of candidate 
sources meets the user’s quality requirements and it is also independent from the queries. 
These sources are used later on in the rewriting process to give a personalized response. 

3.2 The quality paradigm 
Many researches have been conducted to define the quality paradigm in DLs, but no single 
definition or standard exists. Usually, the concept of quality is the aggregation of multiple 
criteria organized into dimensions or categories. These dimensions may concern the quality 
of software, the quality of web sites, the quality of services, the quality of documents and 
data, and the quality of sources (Burgess and al, 2004). In the literature, there are a multitude 
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of quality criteria depending on the domain and the application. Taxonomy of quality 
indicators is presented in (Burgess and al., 2002). The authors define quality using three 
factors: (i) Utility, which measures the satisfaction of user’s requirements; (ii) Cost, which 
reflects the payment given by the user and/or the system to satisfy the user’s requirements; 
(iii) Time, which means how long the user waits to get an appropriate answer and how long 
the system takes to provide it. Naumann and Leser (Naumann & Leser, 1999) present other 
parameters concerning especially the quality of data like viability, freshness, consistency 
and understandability. The quality of sources is measured in most cases using factors like 
popularity, completeness, freshness and extent (Wang & Strong, 1997). All these quality 
factors could be divided in two categories. (1) Subjective quality factors, which depend on 
user’s preferences, and vary according to the context of interaction. They are usually 
expressed explicitly with a score given by the user, or via a natural language using words 
like "good", "bad", "excellent", etc. (2) Objective quality factors, which are considered as 
measurable metrics, collected implicitly through statistical and data mining algorithms. To 
sum up, the variety of existing quality indicators makes it difficult to build an appropriate 
quality model. First, we need to select the most useful quality indicators that WASSIT will 
use to select relevant sources. Then, we have to organize them into dimensions in order to 
facilitate their exploitation. In the next, we give our quality model based on two dimensions. 
We choose the corresponding metrics and explain how to get their values.  

3.3 WASSIT quality model. 
To introduce our quality model, let us consider a user asking about children stories. The 
result may be different depending on the selected sources. If we select only a specialized 
source in Harry Potter editions, the result is clearly incomplete because we omit all other kid 
stories and novels. But if we select the most popular kids’ digital library, this user may be 
satisfied about the completeness of the result. The result differs also depending on the user 
preferences. For example, user A is more interested on old stories whereas user B prefers the 
last published ones. From these examples, we can say that defining a quality model in a 
digital library integration system depends on two dimensions, which are the user’s quality 
preferences and the source’s quality characteristics.  

3.3.1 User’s quality preferences 
We define a preference as the desired level of quality that may satisfy the user’s needs. 
User's quality preferences are related to the quality of retrieved documents, the quality of 
integrated sources and finally the quality of service depending on the retrieving process and 
the source capabilities. In the next, we study only the user’s quality preferences related to 
the quality of sources since our objective is to select the most appropriate ones.  
We define a model where the user expresses his quality preferences in three steps. First, he 
chooses his desired quality criteria from a global list available in the WASSIT’s user 
interface. Second, he gives a ranking of these criteria from the most important one to the less 
using weights. Weighting quality criteria helps the system to emphasize the priority of the 
quality criterion to satisfy. Third, he states his desired values for each criterion. Usually, 
user’s preferences values are expressed using a numerical score in an appropriate scale, a 
percentage, words like "good", "bad", etc. or even a predicate (e.g., I prefer sources having 
recent articles than those published before 2004). In this case, the user expresses his 
preference about the freshness of the source. He considers that sources having only 
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documents published before 2004 are not fresh enough. To simplify our model, we suppose 
that the user states required preferences via WASSIT’s user interface either by putting a 
score directly or by a slider on an appropriate scale. The position of the slide gives the 
corresponding score.  

3.3.2 Source’s quality characteristics 
We define the source’s quality characteristics as the main quality criteria that make a 
significant difference between data sources. In our model, the source’s quality characteristics 
are stored in source profile. In the next, we focus on four information quality metrics which 
are reputation, freshness, completeness and time of response.  
Reputation 
Reputation, also called popularity, means the degree to which a source is in high standing 
(Naumann & Leser, 1999). Reputation of a source is related to several factors: (i) the quality 
and quantity of information and documents in the source; (ii) the authority and credibility of 
the source’s owner (e.g., an official DL have a higher reputation than a wiki web site, a 
specialized DL in a given field such as computing science have a higher reputation than a 
DL treating all subjects); (iii) the quality of service including time of response, cost and 
security parameters. Indeed, a source having a good response time and a lower cost is more 
appreciated by the users.  
Source’s reputation depends on the user’s judgment. It’s a highly subjective criterion. For 
this reason, we consider that the reputation of a source S expressed by the user U is 
measured by a score from 1(bad reputation) to 5 (very high reputation). In the following, we 
denote this score by Reputation_Score(U,S).  
We need now to measure the reputation of a source S. For this purpose, we define a metric 
called Global_Reputation_Score which is the average of all Reputation_Scores expressed by 
a set of users U={U1, U2…Un}. The Global Reputation Score is computed using formula 1. 

               �������������������������� �� ����∑ �������������������� �������� �� � ��                 (1) 

Freshness  
There are various definitions of source freshness in the literature, as well as different metrics 
to measure it. (Bouzghoub & Peralta, 2004) gives a state of the art of these definitions and 
presents taxonomy of metrics to measure it depending on the domain of application. For 
example, in data warehouse systems, one of the metrics used to measure source freshness is 
currency (Segev & Weiping, 1990). Currency reflects the degree of change between data 
extracted and returned to the user and data stored in the source. In our model, we consider 
that freshness refers to the age of information in the source and the update of its’ content. To 
measure this factor, we use the Timeliness factor (Wang & Strong, 1996), which expresses 
how old is data in the source since its creation or update. This factor is bounded with the 
update frequency of the source. We define a metric called Timeliness_Score which measures 
the time elapsed since data was updated. For example, a "Timeliness_Score=2 years" means 
that the source contains documents published after 2008. We also suppose that sources give 
the Timeliness_Score as a meta-data in their descriptions.  
Completeness 
Completeness is the extent to which data is not missing and are of sufficient breadth, depth, 
and scope for the task at hand (Naumann and al, 1999). In other words, it expresses the 
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of quality criteria depending on the domain and the application. Taxonomy of quality 
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reflects the payment given by the user and/or the system to satisfy the user’s requirements; 
(iii) Time, which means how long the user waits to get an appropriate answer and how long 
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expressed explicitly with a score given by the user, or via a natural language using words 
like "good", "bad", "excellent", etc. (2) Objective quality factors, which are considered as 
measurable metrics, collected implicitly through statistical and data mining algorithms. To 
sum up, the variety of existing quality indicators makes it difficult to build an appropriate 
quality model. First, we need to select the most useful quality indicators that WASSIT will 
use to select relevant sources. Then, we have to organize them into dimensions in order to 
facilitate their exploitation. In the next, we give our quality model based on two dimensions. 
We choose the corresponding metrics and explain how to get their values.  

3.3 WASSIT quality model. 
To introduce our quality model, let us consider a user asking about children stories. The 
result may be different depending on the selected sources. If we select only a specialized 
source in Harry Potter editions, the result is clearly incomplete because we omit all other kid 
stories and novels. But if we select the most popular kids’ digital library, this user may be 
satisfied about the completeness of the result. The result differs also depending on the user 
preferences. For example, user A is more interested on old stories whereas user B prefers the 
last published ones. From these examples, we can say that defining a quality model in a 
digital library integration system depends on two dimensions, which are the user’s quality 
preferences and the source’s quality characteristics.  

3.3.1 User’s quality preferences 
We define a preference as the desired level of quality that may satisfy the user’s needs. 
User's quality preferences are related to the quality of retrieved documents, the quality of 
integrated sources and finally the quality of service depending on the retrieving process and 
the source capabilities. In the next, we study only the user’s quality preferences related to 
the quality of sources since our objective is to select the most appropriate ones.  
We define a model where the user expresses his quality preferences in three steps. First, he 
chooses his desired quality criteria from a global list available in the WASSIT’s user 
interface. Second, he gives a ranking of these criteria from the most important one to the less 
using weights. Weighting quality criteria helps the system to emphasize the priority of the 
quality criterion to satisfy. Third, he states his desired values for each criterion. Usually, 
user’s preferences values are expressed using a numerical score in an appropriate scale, a 
percentage, words like "good", "bad", etc. or even a predicate (e.g., I prefer sources having 
recent articles than those published before 2004). In this case, the user expresses his 
preference about the freshness of the source. He considers that sources having only 
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documents published before 2004 are not fresh enough. To simplify our model, we suppose 
that the user states required preferences via WASSIT’s user interface either by putting a 
score directly or by a slider on an appropriate scale. The position of the slide gives the 
corresponding score.  

3.3.2 Source’s quality characteristics 
We define the source’s quality characteristics as the main quality criteria that make a 
significant difference between data sources. In our model, the source’s quality characteristics 
are stored in source profile. In the next, we focus on four information quality metrics which 
are reputation, freshness, completeness and time of response.  
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Reputation, also called popularity, means the degree to which a source is in high standing 
(Naumann & Leser, 1999). Reputation of a source is related to several factors: (i) the quality 
and quantity of information and documents in the source; (ii) the authority and credibility of 
the source’s owner (e.g., an official DL have a higher reputation than a wiki web site, a 
specialized DL in a given field such as computing science have a higher reputation than a 
DL treating all subjects); (iii) the quality of service including time of response, cost and 
security parameters. Indeed, a source having a good response time and a lower cost is more 
appreciated by the users.  
Source’s reputation depends on the user’s judgment. It’s a highly subjective criterion. For 
this reason, we consider that the reputation of a source S expressed by the user U is 
measured by a score from 1(bad reputation) to 5 (very high reputation). In the following, we 
denote this score by Reputation_Score(U,S).  
We need now to measure the reputation of a source S. For this purpose, we define a metric 
called Global_Reputation_Score which is the average of all Reputation_Scores expressed by 
a set of users U={U1, U2…Un}. The Global Reputation Score is computed using formula 1. 

               �������������������������� �� ����∑ �������������������� �������� �� � ��                 (1) 

Freshness  
There are various definitions of source freshness in the literature, as well as different metrics 
to measure it. (Bouzghoub & Peralta, 2004) gives a state of the art of these definitions and 
presents taxonomy of metrics to measure it depending on the domain of application. For 
example, in data warehouse systems, one of the metrics used to measure source freshness is 
currency (Segev & Weiping, 1990). Currency reflects the degree of change between data 
extracted and returned to the user and data stored in the source. In our model, we consider 
that freshness refers to the age of information in the source and the update of its’ content. To 
measure this factor, we use the Timeliness factor (Wang & Strong, 1996), which expresses 
how old is data in the source since its creation or update. This factor is bounded with the 
update frequency of the source. We define a metric called Timeliness_Score which measures 
the time elapsed since data was updated. For example, a "Timeliness_Score=2 years" means 
that the source contains documents published after 2008. We also suppose that sources give 
the Timeliness_Score as a meta-data in their descriptions.  
Completeness 
Completeness is the extent to which data is not missing and are of sufficient breadth, depth, 
and scope for the task at hand (Naumann and al, 1999). In other words, it expresses the 
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degree to which all documents relevant to a domain have been recorded in the source. 
Completeness of a source is also called in the literature: coverage, scope, granularity, 
comprehensiveness and density. For example, a scientific digital library is more complete 
than a non specialized one. We measure completeness using sampling queries which 
estimate the coverage of a source regarding some specific topic. We define a metric called 
Completeness_Score which represent the percentage of relevant documents returned by the 
source S out of the size of this source. Completeness_Score is given by formula 2, Where 
Size(S) is the number of documents stored in S and Size(D) is the number of documents that 
answer the sample queries.  

    Completeness_Score�S� � � �S����D�S����S�� � ���   (2) 

Time of response  
Time of response is the time that a source takes to answer a given query. It is calculated in 
seconds. Time of response could be very high if the source is saturated or doesn’t have the 
capability to answer the query. In this case, we use our Optimization module to solve this 
problem. For the next, we suppose that the problem of source capabilities is resolved, so the 
time of response depends only on the communication process with the source. We use 
sample queries to determine this factor. Let SQ= {SQ1, SQ2,…,SQk} be the set of sample 
queries. For each sample query SQi, we measure the time of response denoted 
Query_Time_of_Response. The Time of Response of the source S is then computed as the 
maximum of all Query_Time_of_Responses using formula 3. 

                      ���me_o�_�esponse�S� � m������ ���er�_��me_o�_�esponse�S����   (3) 

More quality factors could be found in the literature (Burgess and al, 2002). For example, 
understandability, credibility, precision, correctness, etc. All these factors could be added in 
our model easily. The user then chooses those who meet his quality requirements. In this 
step of work, we think that the quality factors defined are sufficient for WASSIT to make a 
quality aware source selection and ranking. To attempt this goal, we need to make a 
compromise between all defined criteria. We face two major problems. First, the source 
quality scores are not homogenous: we have a percentage, a time, a number. So, we need to 
scale the scores to make them comparable. Second, users set their quality preferences by 
selecting quality criteria, then stating importance weightings for each selected criterion. 
Finally, they state preference values for each desired criterion. So we need to select the 
relevant sources according to the preference values. Then, we have to rank the selected 
sources using the preference weightings. In the next section, we present our source selection 
and ranking algorithm. 

3.4 Source selection and ranking algorithm 
The quality of sources is measured with several criteria. Thus, source selection is a multi-
attribute decision making problem (MDMP). In the literature, several methods have been 
developed to resolve this problem such as SAW, TOPSIS and AHP (Naumann, 1998). We 
choose to apply SAW (Simple Additive Weighting) (Hwang and Yoon, 1981), because it’s 
one of the most simple but nevertheless a good decision making procedure. SAW results are 
also usually close to more sophisticated methods (Naumann, 1998). The basic idea of SAW is 
to calculate a quality score for each source using a decision matrix and a vector of preference 
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weights. Although SAW solves the problem of the heterogeneity of quality criteria by 
scaling their values, this method ranks sources considering only the user’s quality 
preferences weights. This ranking is based on the priority and importance of quality 
criterion but does not consider the preference’s values. Consequently, we could not select 
the best sources unless the user defines a limit of the acceptable source’s scores or a number 
of desired sources. To overcome these limitations, we develop a selection and ranking 
algorithm that respect both the user’s quality preferences weights and values. The values 
defined by the user correspond to the criteria thresholds. Our algorithm is performed in two 
stages: source selection and source ranking using SAW method. It is described in the 
following. 
 
Input:  S={S1,S2,..,Sn}: Set of candidate sources 

Q={Q1,Q2,..,Qm}: set of source’s quality metrics.  
M=[vij](n*m): the decision matrix, where vij is the value of Qj measured on source Si 
W=[wi]m: the vector of user’s quality preference weights 
T(Qi): threshold defined by user for each Qi  

Output: S’={S’1,S’2,..,S’k}: Set of selected and ranked sources  
Begin 
   // Stage 1: Source Selection 
1. for all Qi select the one having the highest weight and call it Qmax   
2. from S, select Si having Qmax value ≥ T(Qmax) 
 

   // Stage 2: Source Ranking using SAW Algorithm 
1. Scale vij to make them comparable using some transformation function. With this 

scaling all source’s quality values are in [0, 1].  We obtain a scaled decision matrix 
M’=[v’ij](n*m)  where: 

v’ij� ������� ������
��������� ���� ���� 

2. Apply W to M’  
3. Calculate sources’ scores; the score of source Si is given by:  ����� ���� �  ∑ �v���. w������  
4. Rank sources according to the sources’ scores obtained in step3. 
End 
To illustrate our algorithm, let’s consider the following example. We aim at integrating six 
DLs dealing with scientific field. We suppose that each DL is a single source. The integrated 
sources have different values of quality parameters summarized in the decision matrix (cf. 
Table 1). 
 

 Global_Reputation_
Score 

Timeliness_Score
(years)

Completeness_Score
(%)

Time_of_Response 
(s) 

S1 1 10 20 1 
S2 3 2 60 0.5 
S3 2 60 40 0.3 
S4 5 20 50 1 
S5 4 5 10 2 
S6 5 30 80 1 

Table 1. The quality decision matrix 
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degree to which all documents relevant to a domain have been recorded in the source. 
Completeness of a source is also called in the literature: coverage, scope, granularity, 
comprehensiveness and density. For example, a scientific digital library is more complete 
than a non specialized one. We measure completeness using sampling queries which 
estimate the coverage of a source regarding some specific topic. We define a metric called 
Completeness_Score which represent the percentage of relevant documents returned by the 
source S out of the size of this source. Completeness_Score is given by formula 2, Where 
Size(S) is the number of documents stored in S and Size(D) is the number of documents that 
answer the sample queries.  
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one of the most simple but nevertheless a good decision making procedure. SAW results are 
also usually close to more sophisticated methods (Naumann, 1998). The basic idea of SAW is 
to calculate a quality score for each source using a decision matrix and a vector of preference 
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weights. Although SAW solves the problem of the heterogeneity of quality criteria by 
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criterion but does not consider the preference’s values. Consequently, we could not select 
the best sources unless the user defines a limit of the acceptable source’s scores or a number 
of desired sources. To overcome these limitations, we develop a selection and ranking 
algorithm that respect both the user’s quality preferences weights and values. The values 
defined by the user correspond to the criteria thresholds. Our algorithm is performed in two 
stages: source selection and source ranking using SAW method. It is described in the 
following. 
 
Input:  S={S1,S2,..,Sn}: Set of candidate sources 

Q={Q1,Q2,..,Qm}: set of source’s quality metrics.  
M=[vij](n*m): the decision matrix, where vij is the value of Qj measured on source Si 
W=[wi]m: the vector of user’s quality preference weights 
T(Qi): threshold defined by user for each Qi  

Output: S’={S’1,S’2,..,S’k}: Set of selected and ranked sources  
Begin 
   // Stage 1: Source Selection 
1. for all Qi select the one having the highest weight and call it Qmax   
2. from S, select Si having Qmax value ≥ T(Qmax) 
 

   // Stage 2: Source Ranking using SAW Algorithm 
1. Scale vij to make them comparable using some transformation function. With this 

scaling all source’s quality values are in [0, 1].  We obtain a scaled decision matrix 
M’=[v’ij](n*m)  where: 

v’ij� ������� ������
��������� ���� ���� 

2. Apply W to M’  
3. Calculate sources’ scores; the score of source Si is given by:  ����� ���� �  ∑ �v���. w������  
4. Rank sources according to the sources’ scores obtained in step3. 
End 
To illustrate our algorithm, let’s consider the following example. We aim at integrating six 
DLs dealing with scientific field. We suppose that each DL is a single source. The integrated 
sources have different values of quality parameters summarized in the decision matrix (cf. 
Table 1). 
 

 Global_Reputation_
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Timeliness_Score
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Completeness_Score
(%)

Time_of_Response 
(s) 

S1 1 10 20 1 
S2 3 2 60 0.5 
S3 2 60 40 0.3 
S4 5 20 50 1 
S5 4 5 10 2 
S6 5 30 80 1 

Table 1. The quality decision matrix 
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Consider a user who requires a Global_Reputation_Score>3. This criterion is mandatory, he 
also prefers sources with a Completeness_Score>30%. This criterion is desirable and he 
doesn't care about the other quality factors. We suppose that the user sets his preference 
priorities based on the following scale: {0.4: mandatory, 0.3: desirable, 0.2: not desirable, 0.1: 
indifferent}. The corresponding user quality preferences of this user are given in table 2. 
 

 Global_Reputation
_Score 

Timeliness_Score 
(years) 

Completeness_Score 
(%) 

Time_of_Response 
(s) 

Weight 0.4 0.1 0.3 0.1 
Value >3 >40%  

Table 2. User's quality preferences (weights and values) ( means no preferred value for the 
criterion) 

Remind that our main objective is to identify the sources that best fit with the user’s quality 
preferences. For this purpose, we apply our source selection and ranking algorithm. 
Stage 1. We select only sources having a Global_Reputation_Score>3. The remaining sources 
are: S2, S4, S5 and S6. Then we select only sources having a Completeness_Score>40%. The 
corresponding sources are: S2, S4 and S6. 
Stage 2. We apply SAW to the selected sources S2, S4 and S6. We scale the decision matrix to 
make the quality values comparable. Then, we apply the vector of user’s weights W to the 
scaled matrix. The scaled decision matrix, the vector of user’s weights and the sources’ 
scores are presented in table 3. 
Sources’ scores give the following ranking: S6 is more appreciated than S4 and finally S2. As 
shown in this example, our source selection and ranking algorithm returns to the user a set 
of relevant sources that satisfies his quality preferences both in terms of quality weights and 
quality values.  
 

 Global_ 
Reputation_Score 

Timeliness_ 
Score (years) 

Completeness_ 
Score (%) 

Time_of_ 
Response (s) 

Source 
Scores 

S2 0 0 0.333 0 0.0999 
S4 1 0.642 0 1 0.5642 
S6 1 1 1 1 0.9 

Weight 0.4 0.1 0.3 0.1  

Table 2. Calculating sources' scores using SAW 

4. Semantic interoperability in WASSIT 
Semantic interoperability in DLs means the capability of different information systems to 
communicate information consistent with the intended meaning (Patel and al., 2005). The 
NSF Post Digital Libraries Futures Workshop (Larsen & Wactlar, 2003) identified it as being 
of primary importance in digital library research. One of the well accepted mechanisms for 
achieving semantic interoperability is the utilization of ontologies (Gruninger, 2002). 
Structure knowledge embedded in ontologies supports information retrieval and 
interoperability. Ontologies also help investigation of correspondences between elements of 
heterogeneous data sources (Shen, 2006). In WASSIT, we use ontologies to achieve semantic 
interoperability. Since DLs are heterogeneous, they may have local schemas or ontologies 
expressed in various formalism degrees, going from the informal definitions up to 
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rigorously formal descriptions. However, the availability of a coherent formal ontology 
within the mediation system facilitates semantic query rewriting by enriching terms with 
semantically related ones. This is a key issue for data integration. In the remaining of this 
section, we present in section 4.1, related works for constructing formal ontology in 
mediation systems. In section 4.2, we present our approach for building ontologies in 
WASSIT. We illustrate our approach through an example. 

4.1 Related works 
The most used approaches for constructing formal ontology in mediation systems are 
mapping and integration. We present those approaches in the following. 
Ontology mapping. Mapping is a crucial process in schemas and ontologies integration as 
well as in semantic conflicts resolution between ontologies and between heterogeneous data 
sources. It is defined (Pavel & Euzenat, 2005) as being the set of operations permitting to 
define relationships between the elements of two schemas (or ontologies) having a semantic 
correspondence. We distinguish two types of mapping (Bruijn & Polleres, 2004): one-way 
and two-ways mapping. The first one consists in defining an expression of a destination 
ontology terms according to a source ontology terms, whereas the two-ways mapping 
operates in both directions. In our works, we are interested in the two-ways mapping, 
between schemas and local ontologies. 
Ontology integration. The integration process consists in creating a new ontology from two 
or more ontologies in order to replace or to unify and then to share their vocabulary. This 
can be achieved using operations such as union and intersection. The intersection approach 
consists in producing a reduced ontology based on the terms having common semantics. 
The advantage of this approach is that it makes possible to obtain, easily, a reduced shared 
vocabulary. However, its disadvantage lies in information loss that can result from this 
approach. This last is used in Observer (Mena and al., 2000) where the intersection between 
the ontologies is measured by a percentage indicating information quantity loss during the 
query translation process between the different system nodes. The union approach is used 
when we want to get only one global ontology containing all the terms contained in these 
ontologies. This approach has the advantage to allow easy query rewriting since the 
necessary vocabulary is kept in the resulting global ontology without any information loss. 
It has the disadvantage to need a lot of efforts to elaborate the union task. Furthermore, 
adding or deleting ontologies is quite difficult. Several mediation systems use this approach. 
We can mention Picsel (Rousset and al., 2002) and SIMS (Arens and al., 1996). 
We have adopted this last approach to build our knowledge base ontologies. But we 
extended it by using generalization and specialization operators. However, to palliate to its 
disadvantage, we propose a solution for semi-automatic integration of the local ontologies. 

4.2 Building ontologies in WASSIT 
To resolve semantic conflicts, we adopt hybrid architecture for the knowledge base 
development. Our approach combines local data sources ontologies and a global ontology 
that provides a shared vocabulary. This architecture offers adaptability and extensibility for 
new sources addition since every source has its own local ontology.  
To build our ontologies, we follow the process represented in figure 2. The global ontology 
construction process takes place in two phases: the mapping of local schemas and 
ontologies, and the merging of local ontologies. The mapping of the local schemas and 
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Consider a user who requires a Global_Reputation_Score>3. This criterion is mandatory, he 
also prefers sources with a Completeness_Score>30%. This criterion is desirable and he 
doesn't care about the other quality factors. We suppose that the user sets his preference 
priorities based on the following scale: {0.4: mandatory, 0.3: desirable, 0.2: not desirable, 0.1: 
indifferent}. The corresponding user quality preferences of this user are given in table 2. 
 

 Global_Reputation
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Timeliness_Score 
(years) 

Completeness_Score 
(%) 

Time_of_Response 
(s) 

Weight 0.4 0.1 0.3 0.1 
Value >3 >40%  

Table 2. User's quality preferences (weights and values) ( means no preferred value for the 
criterion) 

Remind that our main objective is to identify the sources that best fit with the user’s quality 
preferences. For this purpose, we apply our source selection and ranking algorithm. 
Stage 1. We select only sources having a Global_Reputation_Score>3. The remaining sources 
are: S2, S4, S5 and S6. Then we select only sources having a Completeness_Score>40%. The 
corresponding sources are: S2, S4 and S6. 
Stage 2. We apply SAW to the selected sources S2, S4 and S6. We scale the decision matrix to 
make the quality values comparable. Then, we apply the vector of user’s weights W to the 
scaled matrix. The scaled decision matrix, the vector of user’s weights and the sources’ 
scores are presented in table 3. 
Sources’ scores give the following ranking: S6 is more appreciated than S4 and finally S2. As 
shown in this example, our source selection and ranking algorithm returns to the user a set 
of relevant sources that satisfies his quality preferences both in terms of quality weights and 
quality values.  
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S2 0 0 0.333 0 0.0999 
S4 1 0.642 0 1 0.5642 
S6 1 1 1 1 0.9 

Weight 0.4 0.1 0.3 0.1  

Table 2. Calculating sources' scores using SAW 

4. Semantic interoperability in WASSIT 
Semantic interoperability in DLs means the capability of different information systems to 
communicate information consistent with the intended meaning (Patel and al., 2005). The 
NSF Post Digital Libraries Futures Workshop (Larsen & Wactlar, 2003) identified it as being 
of primary importance in digital library research. One of the well accepted mechanisms for 
achieving semantic interoperability is the utilization of ontologies (Gruninger, 2002). 
Structure knowledge embedded in ontologies supports information retrieval and 
interoperability. Ontologies also help investigation of correspondences between elements of 
heterogeneous data sources (Shen, 2006). In WASSIT, we use ontologies to achieve semantic 
interoperability. Since DLs are heterogeneous, they may have local schemas or ontologies 
expressed in various formalism degrees, going from the informal definitions up to 
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rigorously formal descriptions. However, the availability of a coherent formal ontology 
within the mediation system facilitates semantic query rewriting by enriching terms with 
semantically related ones. This is a key issue for data integration. In the remaining of this 
section, we present in section 4.1, related works for constructing formal ontology in 
mediation systems. In section 4.2, we present our approach for building ontologies in 
WASSIT. We illustrate our approach through an example. 

4.1 Related works 
The most used approaches for constructing formal ontology in mediation systems are 
mapping and integration. We present those approaches in the following. 
Ontology mapping. Mapping is a crucial process in schemas and ontologies integration as 
well as in semantic conflicts resolution between ontologies and between heterogeneous data 
sources. It is defined (Pavel & Euzenat, 2005) as being the set of operations permitting to 
define relationships between the elements of two schemas (or ontologies) having a semantic 
correspondence. We distinguish two types of mapping (Bruijn & Polleres, 2004): one-way 
and two-ways mapping. The first one consists in defining an expression of a destination 
ontology terms according to a source ontology terms, whereas the two-ways mapping 
operates in both directions. In our works, we are interested in the two-ways mapping, 
between schemas and local ontologies. 
Ontology integration. The integration process consists in creating a new ontology from two 
or more ontologies in order to replace or to unify and then to share their vocabulary. This 
can be achieved using operations such as union and intersection. The intersection approach 
consists in producing a reduced ontology based on the terms having common semantics. 
The advantage of this approach is that it makes possible to obtain, easily, a reduced shared 
vocabulary. However, its disadvantage lies in information loss that can result from this 
approach. This last is used in Observer (Mena and al., 2000) where the intersection between 
the ontologies is measured by a percentage indicating information quantity loss during the 
query translation process between the different system nodes. The union approach is used 
when we want to get only one global ontology containing all the terms contained in these 
ontologies. This approach has the advantage to allow easy query rewriting since the 
necessary vocabulary is kept in the resulting global ontology without any information loss. 
It has the disadvantage to need a lot of efforts to elaborate the union task. Furthermore, 
adding or deleting ontologies is quite difficult. Several mediation systems use this approach. 
We can mention Picsel (Rousset and al., 2002) and SIMS (Arens and al., 1996). 
We have adopted this last approach to build our knowledge base ontologies. But we 
extended it by using generalization and specialization operators. However, to palliate to its 
disadvantage, we propose a solution for semi-automatic integration of the local ontologies. 

4.2 Building ontologies in WASSIT 
To resolve semantic conflicts, we adopt hybrid architecture for the knowledge base 
development. Our approach combines local data sources ontologies and a global ontology 
that provides a shared vocabulary. This architecture offers adaptability and extensibility for 
new sources addition since every source has its own local ontology.  
To build our ontologies, we follow the process represented in figure 2. The global ontology 
construction process takes place in two phases: the mapping of local schemas and 
ontologies, and the merging of local ontologies. The mapping of the local schemas and 
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Fig. 2. The Construction process of local and global ontologies for WASSIT 

ontologies of each local source in an OWL local ontology is achieved in order to permit a 
transparent and uniform merging of the local ontologies. At the end of this process, a 
mapping table is generated. It contains mapping information between local schemas and 
ontologies.  
The merging of all OWL local ontologies resulting from the first step is achieved to build the 
global ontology. During the merging process, the mapping table is updated by the 
correspondence information between local ontologies and the global one. To illustrate our 
approach, we take the example of the local schemas given in figures 3 and 4. Through this 
example, we present the three phases of our approach, which are: Mapping local schemas to 
local ontologies, Merging local ontologies into the global ontology and Consistency checking. 
 

 
Fig. 3. Local XML Schema S1 

 

 
Fig. 4. Local XML Schema S2 
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4.2.1 Mapping local schemas to local ontologies 
Each source to be integrated is described by its local schema or its local ontology that we 
enrich by metadata, to add rich semantics about this data source (format, communication 
protocol, access rights, etc.), about its capacities and about its content. 
The construction of local ontologies is accomplished by mapping local schemas and 
ontologies that can be represented under various formats (XML schemas, DAML-OIL, etc.). 
In this chapter, we limit our study to the case of the local schemas described in XML 
schemas. 
As we adopted the OWL language for our knowledge base ontologies representation, a 
mapping between the XML schemas and OWL syntax is necessary (cf. Table 4). Several 
works for mapping between XML Schemas and OWL exist. We were inspired from the one 
introduced by Bohring and Auer (Bohring & Auer, 2005). 
Moreover, the syntax mapping must be coupled with another one for concepts names 
contained in the local schemas to avoid ambiguousness that can be produced by this 
transformation. Indeed, an XML schema document has an ordered hierarchical structure 
that allows two elements to have the same identifier (name) so long as they are not in the 
same node. However, the order between these elements won't be taken in consideration 
after the mapping, because OWL doesn't define any order between properties. The OWL 
syntax components, rdfs:range and rdfs:domain, alone don't enable removing the generated 
ambiguity while transforming these elements and non-global attributes of the XML schemas 
toward OWL. 
 

XSD OWL 
xsd:elements, containing other elements   
or  attributes. 

owl:Class, coupled with   
owl:ObjectProperties 

xsd:elements, with neither sub-elements   
nor attributes 

owl:DatatypeProperties 

xsd:attribute owl:DatatypeProperties 
xsd:complexType owl:Class 
xsd:SimpleType owl:DatatypeProperties 
xsd:minOccurs owl:minCardinality 
xsd:maxOccurs owl:maxCardinality 
xsd:choice combination of owl:intersectionOf, 

owl:unionOf and owl:complementOf 

xsd:sequence, xsd:all owl:intersectionOf 

Table 4. Mapping between XML schema and OWL elements. 

The definition of non ambiguous identifiers to keep a two ways mapping between the local 
schemas and the local ontologies is essential to permit an applicable user's query resolution. 
Therefore, we adopted the following process: 
• The id of a local element is composed of the name of the complex type in which the 

element is declared +"." + its_local_name (e.g., "Book_Type.Editor"). 
• The id of a local attribute is composed of the name of the complex type in which the 

attribute is declared +".$" + its_local_name (e.g., "Book_Type.$ISBN"). 
• The id of a global attribute is composed of its namespace + "$"+ its_local_name. 
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protocol, access rights, etc.), about its capacities and about its content. 
The construction of local ontologies is accomplished by mapping local schemas and 
ontologies that can be represented under various formats (XML schemas, DAML-OIL, etc.). 
In this chapter, we limit our study to the case of the local schemas described in XML 
schemas. 
As we adopted the OWL language for our knowledge base ontologies representation, a 
mapping between the XML schemas and OWL syntax is necessary (cf. Table 4). Several 
works for mapping between XML Schemas and OWL exist. We were inspired from the one 
introduced by Bohring and Auer (Bohring & Auer, 2005). 
Moreover, the syntax mapping must be coupled with another one for concepts names 
contained in the local schemas to avoid ambiguousness that can be produced by this 
transformation. Indeed, an XML schema document has an ordered hierarchical structure 
that allows two elements to have the same identifier (name) so long as they are not in the 
same node. However, the order between these elements won't be taken in consideration 
after the mapping, because OWL doesn't define any order between properties. The OWL 
syntax components, rdfs:range and rdfs:domain, alone don't enable removing the generated 
ambiguity while transforming these elements and non-global attributes of the XML schemas 
toward OWL. 
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owl:Class, coupled with   
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owl:DatatypeProperties 

xsd:attribute owl:DatatypeProperties 
xsd:complexType owl:Class 
xsd:SimpleType owl:DatatypeProperties 
xsd:minOccurs owl:minCardinality 
xsd:maxOccurs owl:maxCardinality 
xsd:choice combination of owl:intersectionOf, 

owl:unionOf and owl:complementOf 

xsd:sequence, xsd:all owl:intersectionOf 

Table 4. Mapping between XML schema and OWL elements. 

The definition of non ambiguous identifiers to keep a two ways mapping between the local 
schemas and the local ontologies is essential to permit an applicable user's query resolution. 
Therefore, we adopted the following process: 
• The id of a local element is composed of the name of the complex type in which the 

element is declared +"." + its_local_name (e.g., "Book_Type.Editor"). 
• The id of a local attribute is composed of the name of the complex type in which the 

attribute is declared +".$" + its_local_name (e.g., "Book_Type.$ISBN"). 
• The id of a global attribute is composed of its namespace + "$"+ its_local_name. 
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• The id of an anonymous type is defined by the name of the element in which the 
definition of the type is declared +"."+ Anonymoustype (e.g., 
"Book_Type.author.anonymoustype"). 

4.2.2 Merging local ontologies into the global ontology  
The goal of this phase is to generate a global ontology related to the mediated sources 
domain. As our objective is to achieve a virtual integration of distributed, autonomous and 
heterogeneous data sources, the user query must be expressed against the global ontology. 
Thus, this ontology must contain the whole domain concepts contained in the integrated 
data sources. To this end, we follow a hybrid integration of the ontologies by union 
completed by generalization and specialization operations. However, before performing this 
integration, a set of issues rises: What are the concepts and the classes to generate? What are 
the specializations and/or generalizations to conceive? Do these generalizations also affect 
properties? To answer these questions, we took into account the following constraints: 
• Equivalence degree must be maintained, since a pair of concepts considered equivalent 

can vary a lot semantically. For example, the merging process considers "member" in 
the University.XSD as semantically equivalent to "Author" in Publication.xsd, although 
Member can be more general than author. In general, a Member cannot be an Author.  

• Semantic relationship that requires one-to-many mapping (and inversely many-to-one) 
must be expressed correctly. For example, member.name in University.XSD is 
semantically equivalent to the union of the two concepts Author.first-name and 
Author.last-name in the Publication.XSD (Bohring & Auer, 2005). 

Therefore, our approach is not reduced to a simple union of local ontologies, because we 
carry out specializations and/or generalizations of the concepts and properties. We use the 
lexical ontology WorldNet (Fellbaum, 1999) for this purpose. 

4.2.3 Consistency checking  
The reasoning mechanisms on ontologies allow to derive and to deduce new knowledge not 
described explicitly by the ontology. It can be achieved for OWL ontologies using a 
reasoner. The inferred information can be used to improve query resolution. In our system, 
we used these reasoning capacities to verify the consistency of the ontologies resulting from 
the mapping and merging procedures. We use the RacerPro reasoner <http://www.racer-
systems.com/> to accomplish these tasks. 

5. Optimizing queries over DLs with limited capabilities 
In the context of digital libraries, sources may have diverse and limited query capabilities. 
For example, users of an online bookstore get information on books via forms. These forms 
allow several types of keyword based queries including search by title, subject, author, 
ISBN, price, etc. If we consider the web source Amazon.com <http://www.Amazon.com/>, 
this bookstore does not support any query that specifies conditions on the price attribute 
because this attribute is absent in the search form. Let us consider another web bookstore, 
Books.com <http://www.Books.com/>. This bookstore supports queries that specify the 
price attribute. However, it cannot support queries where the attribute publisher is 
mentioned. Consider now a third web bookstore Books-a-million.com 
<http://www.booksamillion.com/>. As opposed to the above mentioned online 
bookstores, it does not offer search neither by price nor by publisher. 
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As shown in the example above, DLs have diverse and limited query capabilities. These 
restrictions have many reasons, including the concerns of efficiency of query processing, 
simplicity of the query interface and security. In such situation, DLs must inform the 
mediator which queries they can support, so that the mediator can construct query 
execution plans (QEPs) that contains only feasible sub-queries. This is known as the 
Capability-Based Rewriting (CBR) problem. In order to be able to perform capability-based 
rewriting, the mediator needs formal descriptions of the query capabilities of DLs. A 
capability-based rewriter takes as input these descriptions and the query, and it infers query 
plans for retrieving the required data that are compatible with the source query capabilities. 
Solving the CBR typically produces more than one candidate plans for the query. Choosing 
the optimal plan is done using a cost model.  
The problem we address in this section is how to generate efficient query plans that respect 
the limited and diverse capabilities of DLs in WASSIT. For this purpose, we model the 
source capabilities through Capabilities Tables and propose an algorithm to generate query 
plans respecting DLs capabilities. We propose also a cost model which we will use while 
constructing query plans. This section is structured as follows. In section 5.1, we give an 
overview of related works. We present in section 5.2 our solution which is made up of 
formalism for describing data source capabilities, a cost model and an algorithm for 
generating query plans.  

5.1 Related works 
Few mediation systems have addressed the capability-based rewriting problem. Some of 
these systems (e.g., GARLIC (Haas and al., 1997)) use exhaustive search methods to 
construct the optimal query plan according to the adopted cost model. However, the 
exponential complexity of these search methods limits the number of integrated data 
sources. Other systems, like e-XMLMedia (DANG-NGOC, 2003), verify the feasibility of the 
sub-queries after constructing the QEP. For each sub-query addressed to a source, the 
mediator checks its feasibility by consulting the source’s capabilities. If a sub-query cannot 
be processed at a given source, the mediator attempts to download the entire source. Such 
an attempt is not only expensive but also may not be allowed by the source. Another 
category of mediation systems (e.g., DISCO (Tomasic and al., 1996)) initially ignores the 
limited sources' capabilities to generate possible query plans. It then checks the query plans 
against the sources' capabilities and rejects those containing unsupported queries. This 
strategy could be very expensive compared to capabilities-based rewriting as the latter 
ensures that the queries issued to the sources are answerable by these sources. 
While developing our solution, we took into account the disadvantages that we have just 
quoted. Since the number of integrated DLs may be important, we use heuristic search 
algorithms. These algorithms construct QEPs that minimize as much as possible the cost of 
treatment, in a time less than that spent by the exhaustive search algorithms. In addition, the 
QEP generation process is based on sources capabilities descriptions. Thus, QEPs contains 
only feasible sub-queries. In the following, we present our solution for the capability-based 
rewriting problem. 

5.2 Our solution  
We illustrate our solution with a running example presented in section 5.2.1. Trough this 
example, we present our formalism for describing sources' capabilities in section 5.2.2, our 



Digital Libraries - Methods and Applications 82

• The id of an anonymous type is defined by the name of the element in which the 
definition of the type is declared +"."+ Anonymoustype (e.g., 
"Book_Type.author.anonymoustype"). 

4.2.2 Merging local ontologies into the global ontology  
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domain. As our objective is to achieve a virtual integration of distributed, autonomous and 
heterogeneous data sources, the user query must be expressed against the global ontology. 
Thus, this ontology must contain the whole domain concepts contained in the integrated 
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must be expressed correctly. For example, member.name in University.XSD is 
semantically equivalent to the union of the two concepts Author.first-name and 
Author.last-name in the Publication.XSD (Bohring & Auer, 2005). 

Therefore, our approach is not reduced to a simple union of local ontologies, because we 
carry out specializations and/or generalizations of the concepts and properties. We use the 
lexical ontology WorldNet (Fellbaum, 1999) for this purpose. 

4.2.3 Consistency checking  
The reasoning mechanisms on ontologies allow to derive and to deduce new knowledge not 
described explicitly by the ontology. It can be achieved for OWL ontologies using a 
reasoner. The inferred information can be used to improve query resolution. In our system, 
we used these reasoning capacities to verify the consistency of the ontologies resulting from 
the mapping and merging procedures. We use the RacerPro reasoner <http://www.racer-
systems.com/> to accomplish these tasks. 

5. Optimizing queries over DLs with limited capabilities 
In the context of digital libraries, sources may have diverse and limited query capabilities. 
For example, users of an online bookstore get information on books via forms. These forms 
allow several types of keyword based queries including search by title, subject, author, 
ISBN, price, etc. If we consider the web source Amazon.com <http://www.Amazon.com/>, 
this bookstore does not support any query that specifies conditions on the price attribute 
because this attribute is absent in the search form. Let us consider another web bookstore, 
Books.com <http://www.Books.com/>. This bookstore supports queries that specify the 
price attribute. However, it cannot support queries where the attribute publisher is 
mentioned. Consider now a third web bookstore Books-a-million.com 
<http://www.booksamillion.com/>. As opposed to the above mentioned online 
bookstores, it does not offer search neither by price nor by publisher. 

Integrating Disparate Digital Libraries using the WASSIT Mediation Framework 83 

As shown in the example above, DLs have diverse and limited query capabilities. These 
restrictions have many reasons, including the concerns of efficiency of query processing, 
simplicity of the query interface and security. In such situation, DLs must inform the 
mediator which queries they can support, so that the mediator can construct query 
execution plans (QEPs) that contains only feasible sub-queries. This is known as the 
Capability-Based Rewriting (CBR) problem. In order to be able to perform capability-based 
rewriting, the mediator needs formal descriptions of the query capabilities of DLs. A 
capability-based rewriter takes as input these descriptions and the query, and it infers query 
plans for retrieving the required data that are compatible with the source query capabilities. 
Solving the CBR typically produces more than one candidate plans for the query. Choosing 
the optimal plan is done using a cost model.  
The problem we address in this section is how to generate efficient query plans that respect 
the limited and diverse capabilities of DLs in WASSIT. For this purpose, we model the 
source capabilities through Capabilities Tables and propose an algorithm to generate query 
plans respecting DLs capabilities. We propose also a cost model which we will use while 
constructing query plans. This section is structured as follows. In section 5.1, we give an 
overview of related works. We present in section 5.2 our solution which is made up of 
formalism for describing data source capabilities, a cost model and an algorithm for 
generating query plans.  

5.1 Related works 
Few mediation systems have addressed the capability-based rewriting problem. Some of 
these systems (e.g., GARLIC (Haas and al., 1997)) use exhaustive search methods to 
construct the optimal query plan according to the adopted cost model. However, the 
exponential complexity of these search methods limits the number of integrated data 
sources. Other systems, like e-XMLMedia (DANG-NGOC, 2003), verify the feasibility of the 
sub-queries after constructing the QEP. For each sub-query addressed to a source, the 
mediator checks its feasibility by consulting the source’s capabilities. If a sub-query cannot 
be processed at a given source, the mediator attempts to download the entire source. Such 
an attempt is not only expensive but also may not be allowed by the source. Another 
category of mediation systems (e.g., DISCO (Tomasic and al., 1996)) initially ignores the 
limited sources' capabilities to generate possible query plans. It then checks the query plans 
against the sources' capabilities and rejects those containing unsupported queries. This 
strategy could be very expensive compared to capabilities-based rewriting as the latter 
ensures that the queries issued to the sources are answerable by these sources. 
While developing our solution, we took into account the disadvantages that we have just 
quoted. Since the number of integrated DLs may be important, we use heuristic search 
algorithms. These algorithms construct QEPs that minimize as much as possible the cost of 
treatment, in a time less than that spent by the exhaustive search algorithms. In addition, the 
QEP generation process is based on sources capabilities descriptions. Thus, QEPs contains 
only feasible sub-queries. In the following, we present our solution for the capability-based 
rewriting problem. 

5.2 Our solution  
We illustrate our solution with a running example presented in section 5.2.1. Trough this 
example, we present our formalism for describing sources' capabilities in section 5.2.2, our 
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cost model in section 5.2.3 and our algorithm for constructing efficient query plans in section 
5.2.4.  

5.2.1 A running example 
Suppose that we have three sources S1, S2 and S3 and that each of them provides a local 
view. Let V1, V2 and V3 be their local views respectively, with: V1=(ISBN, Price, Subject), 
V2=(ISBN, Author) and V3=(ISBN, Publisher). 
Sources S1, S2 and S3 have limited capabilities for query processing. These capabilities are 
expressed as follows: 
• Queries sent to S1 must either provide the Price or the Subject field. In both cases, the set 

of attributes returned by the source is {ISBN, Price, Subject}; 
• Queries sent to S2 must provide the ISBN field. The set of attributes returned by the 

source is {ISBN, Author}; 
• Queries sent to S3 must provide the ISBN field. The set of attributes returned by the 

source is {ISBN, Publisher}. 
Let BooksGV(ISBN, Price, Subject, Author, Publisher) be a global view offered by WASSIT 
when integrating the three data sources. BooksGV is defined as follows: ((V1 JoinISBN V2) 
JoinISBN V3). Suppose we formulate a query (Q), at WASSIT’s user interface, to find all books 
dealing with "Linux", whose author is "Radi" and whose publisher is "Elsevier". The 
condition attached to the query Q is: Subject = "Linux" Λ Author = "Radi" Λ Publisher = 
"Elsevier". 

5.2.2 Describing source capabilities 
To describe source capabilities, we use a table that we call Capabilities Table. A Capabilities 
Table of a source S enumerates the conditions expressions that can be evaluated by S, and the 
set of attributes returned by S after evaluating these expressions. For example, table 5 
describes capabilities of source S1. Each row in the table describes a condition expression C 
that S1 can evaluate, and the set of attributes returned by the source S1 when processing this 
condition expression. For example, row 1 states that S1 can evaluate condition expressions 
like (Subject= "XML") and returns the set {ISBN, Price, Subject}. Capabilities Tables of the 
integrated DLs are stored in the knowledge base of WASSIT. 
 

 Evaluated_Attributes Returned_Attributes 
Operator ISBN Price Subject ISBN Price Subject 

Λ 0 0 1 1 1 1 
Λ 0 1 0 1 1 1 

Table 5. Capabilities Table of source S1 

We define a function called R_Attr(C) (for Returned_ Attributes) which returns the set of 
attributes returned by a source when evaluating a condition expression C. If a condition 
expression is not supported, then R_Attr(C) returns the empty set. For example, R_Attr 
(Price=P) = {ISBN, Price, Subject} and R_Attr (Subject=S Λ Price =P) =Ø.  

5.2.3 Our cost model  
In order to obtain the cost of a plan, one must have statistics about the underlying data, such 
as sizes of relations and sizes of domains. It is also necessary to have a cost formula to 
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calculate the processing cost for each implementation of each operator. Because data sources 
are autonomous, it may not be possible to have statistics about the sources or unreliable 
ones, preventing a direct application of cost models approaches developed for 
homogeneous systems. Several approaches have been proposed for cost based query 
optimization in mediation systems (DANG-NGOC, 2003). In this paper, we propose a 
simple cost model that we use while constructing query plans.  
In mediation systems, the cost of a plan may be approximated by the sum of communication 
cost, source query processing costs and mediator processing cost, as expressed in formula 4. 

                ���������� � ������������������ � ������������� � �������������                  (4) 

Furthermore, in the context of web data integration, communication cost dominates source 
query processing costs and mediator processing cost (DANG-NGOC, 2003). If the plan 
consists of N sub-queries (SQi) executed sequentially, then the cost of a plan is expressed by 
formula 5. In this formula, Ri is the response corresponding to sub-query SQi. Minimizing 
the cost given in formula 5 involves reducing the number of sub-queries. This observation 
will be used while constructing QEPs. 

  ���������� � ∑ ������������������������� � �������������������������� ��  (5) 

5.2.4 Constructing query plans 
When a query is formulated at the WASSIT's interface, the corresponding XQuery query is 
generated. This query is processed by the Analyse & XAT Generation module and the 
Rewriting & Semantic Enrichment module. The output of this second module is a QEP. As the 
global view is a join of the local sources views, the QEP generated, let be P1, consists in 
sending the sub-queries SQ1 (subject="Linux"), SQ2 (author="Radi") and SQ3 
(Publisher="Elsevier") respectively to data sources S1, S2 and S3. After retrieving results, a 
double join on the attribute ISBN is done at the mediator level Note that this plan is not 
feasible because sources S2 and S3 cannot answer SQ2 and SQ3 because of their limited query 
capabilities.  
 

 
Fig. 5. Optimization module Architecture 
Since the generated QEP contains sub-queries that are not feasible, the role of the 
Optimization module is to construct a QEP with feasible sub-queries. To this end, the first 
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cost model in section 5.2.3 and our algorithm for constructing efficient query plans in section 
5.2.4.  

5.2.1 A running example 
Suppose that we have three sources S1, S2 and S3 and that each of them provides a local 
view. Let V1, V2 and V3 be their local views respectively, with: V1=(ISBN, Price, Subject), 
V2=(ISBN, Author) and V3=(ISBN, Publisher). 
Sources S1, S2 and S3 have limited capabilities for query processing. These capabilities are 
expressed as follows: 
• Queries sent to S1 must either provide the Price or the Subject field. In both cases, the set 

of attributes returned by the source is {ISBN, Price, Subject}; 
• Queries sent to S2 must provide the ISBN field. The set of attributes returned by the 

source is {ISBN, Author}; 
• Queries sent to S3 must provide the ISBN field. The set of attributes returned by the 

source is {ISBN, Publisher}. 
Let BooksGV(ISBN, Price, Subject, Author, Publisher) be a global view offered by WASSIT 
when integrating the three data sources. BooksGV is defined as follows: ((V1 JoinISBN V2) 
JoinISBN V3). Suppose we formulate a query (Q), at WASSIT’s user interface, to find all books 
dealing with "Linux", whose author is "Radi" and whose publisher is "Elsevier". The 
condition attached to the query Q is: Subject = "Linux" Λ Author = "Radi" Λ Publisher = 
"Elsevier". 

5.2.2 Describing source capabilities 
To describe source capabilities, we use a table that we call Capabilities Table. A Capabilities 
Table of a source S enumerates the conditions expressions that can be evaluated by S, and the 
set of attributes returned by S after evaluating these expressions. For example, table 5 
describes capabilities of source S1. Each row in the table describes a condition expression C 
that S1 can evaluate, and the set of attributes returned by the source S1 when processing this 
condition expression. For example, row 1 states that S1 can evaluate condition expressions 
like (Subject= "XML") and returns the set {ISBN, Price, Subject}. Capabilities Tables of the 
integrated DLs are stored in the knowledge base of WASSIT. 
 

 Evaluated_Attributes Returned_Attributes 
Operator ISBN Price Subject ISBN Price Subject 

Λ 0 0 1 1 1 1 
Λ 0 1 0 1 1 1 

Table 5. Capabilities Table of source S1 

We define a function called R_Attr(C) (for Returned_ Attributes) which returns the set of 
attributes returned by a source when evaluating a condition expression C. If a condition 
expression is not supported, then R_Attr(C) returns the empty set. For example, R_Attr 
(Price=P) = {ISBN, Price, Subject} and R_Attr (Subject=S Λ Price =P) =Ø.  

5.2.3 Our cost model  
In order to obtain the cost of a plan, one must have statistics about the underlying data, such 
as sizes of relations and sizes of domains. It is also necessary to have a cost formula to 
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calculate the processing cost for each implementation of each operator. Because data sources 
are autonomous, it may not be possible to have statistics about the sources or unreliable 
ones, preventing a direct application of cost models approaches developed for 
homogeneous systems. Several approaches have been proposed for cost based query 
optimization in mediation systems (DANG-NGOC, 2003). In this paper, we propose a 
simple cost model that we use while constructing query plans.  
In mediation systems, the cost of a plan may be approximated by the sum of communication 
cost, source query processing costs and mediator processing cost, as expressed in formula 4. 
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Furthermore, in the context of web data integration, communication cost dominates source 
query processing costs and mediator processing cost (DANG-NGOC, 2003). If the plan 
consists of N sub-queries (SQi) executed sequentially, then the cost of a plan is expressed by 
formula 5. In this formula, Ri is the response corresponding to sub-query SQi. Minimizing 
the cost given in formula 5 involves reducing the number of sub-queries. This observation 
will be used while constructing QEPs. 
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5.2.4 Constructing query plans 
When a query is formulated at the WASSIT's interface, the corresponding XQuery query is 
generated. This query is processed by the Analyse & XAT Generation module and the 
Rewriting & Semantic Enrichment module. The output of this second module is a QEP. As the 
global view is a join of the local sources views, the QEP generated, let be P1, consists in 
sending the sub-queries SQ1 (subject="Linux"), SQ2 (author="Radi") and SQ3 
(Publisher="Elsevier") respectively to data sources S1, S2 and S3. After retrieving results, a 
double join on the attribute ISBN is done at the mediator level Note that this plan is not 
feasible because sources S2 and S3 cannot answer SQ2 and SQ3 because of their limited query 
capabilities.  
 

 
Fig. 5. Optimization module Architecture 
Since the generated QEP contains sub-queries that are not feasible, the role of the 
Optimization module is to construct a QEP with feasible sub-queries. To this end, the first 
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operation performed by the Optimization module, when receiving a QEP, is the extraction of 
its sub-queries. This operation is performed by the Sub-queries Extraction module (cf. figure 
5). The extracted sub-queries are then processed by the Exec_Order module. The role of this 
module, based on the algorithm described below, is to find an execution order of sub-
queries which takes into account the limited query capabilities of the integrated data sources 
and that minimizes the cost of the generated QEP. To illustrate this concept of execution 
order of sub-queries, consider a second QEP, let be P2. This plan consists on sending the sub-
query SQ1 (Subject = "Linux") to source S1. For each ISBNi returned, a sub-query SQ2 (ISBN= 
ISBNi) is sent to source S2. For each ISBNj returned satisfying the condition Author="Radi", a 
sub-query SQ3 (ISBN= ISBNj) is sent to S3. In plan P2, sub-queries are executed in chain. Each 
sub-query uses the results of the sub-query already executed.  
According to our cost model, minimizing the cost of a plan involves reducing the number of 
its sub-queries. Suppose that source S1 contains 30 books on "Linux" and that source S2 
contains 3 books on "Linux" whose author is "Radi". For simplicity, we count the 
communication cost by calculating the number of sub-queries sent to a source. For each sub-
query sent to a source, we take a cost equal to 1. If we consider plan P2, the first sub-query 
executed is SQ1 (Subject="Linux"). Since each sub-query has a cost equal to 1, the 
communication cost of SQ1 is equal to 1. For each ISBNi returned, the sub-query 
SQ2(ISBN=ISBNi) is sent to source S2. Since S1 contains 30 books on "Linux", 30 sub-queries 
are sent to S2 with a cost equal to 30. For each ISBNj returned satisfying the condition 
Author="Radi", a sub-query SQ3 (ISBN= ISBNj) is sent to S3. Since S2 contains 3 books on 
"Linux" whose author is "Radi", 3 sub-queries are sent to source S3 with a cost equal to 3. 
Thus, the communication cost of plan P2 is: 1+30+3 = 34. In the cost of plan P2, SQ1 has the 
minimal cost (1) because it is executed in block. Therefore, in our algorithm we seek all sub-
queries that can be executed in block. A join between these sub-queries constitute the first 
entity in the chain. In the next section, we present our algorithm. 
Algorithm for constructing QEPs 
To illustrate our algorithm, we use the running example given in section 5.2.1. Let SQ1, SQ2 
and SQ3 be the sub-queries extracted from the plan generated by the Rewriting module. Let 
C be the condition attached to the user query. C is: Subject = "Linux" Λ author = "Radi" Λ 
Publisher = "Elsevier". Let Attr(C) be the set of attributes of the condition C. This set is noted 
A, where A = {Subject, Author, Publisher}. 
The algorithm developed is a greedy algorithm. Its idea is to find, at each iteration, a sub-
query that can be executed using the attributes of set A. After executing this sub-query, the 
function R_Attr() (cf. section 5.2.2) is used to get the returned attributes. These attributes are 
added to set A. This treatment is repeated until no more sub-queries can be executed. Thus, 
the execution plan constructed by this algorithm is a chain of sub-queries. However, the first 
sub-query constituting the chain may be either a simple query or a join between multiple 
sub-queries. In fact, seeking the first sub-query in the chain may lead to several sub-queries. 
Since sub-queries at the beginning of the chain are executed in block, their execution reduces 
the communication cost. Therefore, these sub-queries must be executed simultaneously; a 
join on their results is performed at the mediator. This will constitute the first element of the 
chain. To sum up, the algorithm consists of three stages: 
Stage 1. In this stage, the algorithm checks if all sub-queries can be executed using the 
attributes of set A. This test is based on Capabilities Tables of the integrated data sources. If 
so, the sub-queries are sent to data sources without any additional processing. If one of the 
sub-queries cannot be answered using set A, the algorithm proceeds to the second stage. 
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Stage 2. This stage uses the result of the first stage: all sub-queries that can be answered 
using the attributes of set A, form the first element of the plan. Thus, these sub-queries will 
be executed in parallel. A join of their results is performed at the mediator level. The 
attributes returned after the execution of these sub-queries are added to set A. 
In the running example, only the sub-query SQ1 can be executed. It is the first sub-query in 
the chain. The attributes returned by SQ1, which are ISBN and Publisher are added to set A. 
A becomes = {Subject, Author, Publisher, Price, ISBN}. 
Stage 3. In this stage, we seek among the remaining sub-queries, a sub-query that can be 
executed using set A. If this sub-query exists, the set A is enriched with the attributes 
returned after its execution. In the example, SQ2 is selected and A becomes A = {Subject, 
Author, Publisher, Price, ISBN}. The same process is repeated until no more sub-queries 
must be executed. If at a given step, no sub-query can be executed using the attributes of set 
A, then there is no plan to execute the target query. Below, we give a formal description of 
the algorithm. 
 
Input:  Set of sub-queries SQ={SQ1, SQ2,.., SQn} 

Set A 
Output: Plan (if exists) 
Begin 
   // Stage 1 
1. Plan ← Ø, B ← Ø  
2. For each (SQi )i=1 to n 
3.  if SQi can be answered using A 
4.   B ← SQi 
5.  if (B==SQ) 
6.   Plan ← {SQ1, SQ2,.., SQn} 
7.  Else  
8.   Plan ← Ø 
   // Stage 2 
9. If Plan == Ø 
10.  Plan ← Plan . [B]     // B contains sub-queries that will be joined 
11.  A ← A U {attributes(B)} 
12.  SQ ← SQ – {B} 
   // Stage 3 
13. While SQ ≠ Ø 
14.  For each SQi  
15.   if SQi can be answered using A 
16.    N←SQi 
17.    Break 
18   Else  
19.    Return (Ø)      //The plan does not exist 
20.  Plan ← Plan . [N] 
21.  SQ ← SQ – {N} 
22.  A ← A U {attributes(N)} 
23. Return (Plan) 
END 
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operation performed by the Optimization module, when receiving a QEP, is the extraction of 
its sub-queries. This operation is performed by the Sub-queries Extraction module (cf. figure 
5). The extracted sub-queries are then processed by the Exec_Order module. The role of this 
module, based on the algorithm described below, is to find an execution order of sub-
queries which takes into account the limited query capabilities of the integrated data sources 
and that minimizes the cost of the generated QEP. To illustrate this concept of execution 
order of sub-queries, consider a second QEP, let be P2. This plan consists on sending the sub-
query SQ1 (Subject = "Linux") to source S1. For each ISBNi returned, a sub-query SQ2 (ISBN= 
ISBNi) is sent to source S2. For each ISBNj returned satisfying the condition Author="Radi", a 
sub-query SQ3 (ISBN= ISBNj) is sent to S3. In plan P2, sub-queries are executed in chain. Each 
sub-query uses the results of the sub-query already executed.  
According to our cost model, minimizing the cost of a plan involves reducing the number of 
its sub-queries. Suppose that source S1 contains 30 books on "Linux" and that source S2 
contains 3 books on "Linux" whose author is "Radi". For simplicity, we count the 
communication cost by calculating the number of sub-queries sent to a source. For each sub-
query sent to a source, we take a cost equal to 1. If we consider plan P2, the first sub-query 
executed is SQ1 (Subject="Linux"). Since each sub-query has a cost equal to 1, the 
communication cost of SQ1 is equal to 1. For each ISBNi returned, the sub-query 
SQ2(ISBN=ISBNi) is sent to source S2. Since S1 contains 30 books on "Linux", 30 sub-queries 
are sent to S2 with a cost equal to 30. For each ISBNj returned satisfying the condition 
Author="Radi", a sub-query SQ3 (ISBN= ISBNj) is sent to S3. Since S2 contains 3 books on 
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Algorithm for constructing QEPs 
To illustrate our algorithm, we use the running example given in section 5.2.1. Let SQ1, SQ2 
and SQ3 be the sub-queries extracted from the plan generated by the Rewriting module. Let 
C be the condition attached to the user query. C is: Subject = "Linux" Λ author = "Radi" Λ 
Publisher = "Elsevier". Let Attr(C) be the set of attributes of the condition C. This set is noted 
A, where A = {Subject, Author, Publisher}. 
The algorithm developed is a greedy algorithm. Its idea is to find, at each iteration, a sub-
query that can be executed using the attributes of set A. After executing this sub-query, the 
function R_Attr() (cf. section 5.2.2) is used to get the returned attributes. These attributes are 
added to set A. This treatment is repeated until no more sub-queries can be executed. Thus, 
the execution plan constructed by this algorithm is a chain of sub-queries. However, the first 
sub-query constituting the chain may be either a simple query or a join between multiple 
sub-queries. In fact, seeking the first sub-query in the chain may lead to several sub-queries. 
Since sub-queries at the beginning of the chain are executed in block, their execution reduces 
the communication cost. Therefore, these sub-queries must be executed simultaneously; a 
join on their results is performed at the mediator. This will constitute the first element of the 
chain. To sum up, the algorithm consists of three stages: 
Stage 1. In this stage, the algorithm checks if all sub-queries can be executed using the 
attributes of set A. This test is based on Capabilities Tables of the integrated data sources. If 
so, the sub-queries are sent to data sources without any additional processing. If one of the 
sub-queries cannot be answered using set A, the algorithm proceeds to the second stage. 
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Stage 2. This stage uses the result of the first stage: all sub-queries that can be answered 
using the attributes of set A, form the first element of the plan. Thus, these sub-queries will 
be executed in parallel. A join of their results is performed at the mediator level. The 
attributes returned after the execution of these sub-queries are added to set A. 
In the running example, only the sub-query SQ1 can be executed. It is the first sub-query in 
the chain. The attributes returned by SQ1, which are ISBN and Publisher are added to set A. 
A becomes = {Subject, Author, Publisher, Price, ISBN}. 
Stage 3. In this stage, we seek among the remaining sub-queries, a sub-query that can be 
executed using set A. If this sub-query exists, the set A is enriched with the attributes 
returned after its execution. In the example, SQ2 is selected and A becomes A = {Subject, 
Author, Publisher, Price, ISBN}. The same process is repeated until no more sub-queries 
must be executed. If at a given step, no sub-query can be executed using the attributes of set 
A, then there is no plan to execute the target query. Below, we give a formal description of 
the algorithm. 
 
Input:  Set of sub-queries SQ={SQ1, SQ2,.., SQn} 

Set A 
Output: Plan (if exists) 
Begin 
   // Stage 1 
1. Plan ← Ø, B ← Ø  
2. For each (SQi )i=1 to n 
3.  if SQi can be answered using A 
4.   B ← SQi 
5.  if (B==SQ) 
6.   Plan ← {SQ1, SQ2,.., SQn} 
7.  Else  
8.   Plan ← Ø 
   // Stage 2 
9. If Plan == Ø 
10.  Plan ← Plan . [B]     // B contains sub-queries that will be joined 
11.  A ← A U {attributes(B)} 
12.  SQ ← SQ – {B} 
   // Stage 3 
13. While SQ ≠ Ø 
14.  For each SQi  
15.   if SQi can be answered using A 
16.    N←SQi 
17.    Break 
18   Else  
19.    Return (Ø)      //The plan does not exist 
20.  Plan ← Plan . [N] 
21.  SQ ← SQ – {N} 
22.  A ← A U {attributes(N)} 
23. Return (Plan) 
END 
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6. Performance evaluation 
In this section, we analyze the performances of our framework WASSIT, when integrating 
DLs, through simulation. The performance index that we evaluate is the response time. For 
this purpose, we present the key parameters that have an impact on the response time in 
section 6.1. Then, we present and discuss the most important results in section 6.2. 

6.1 Performance parameters 
We study the influence of the key parameters on the response time, which is defined as the 
time elapsed between submitting a query to WASSIT and getting a response. In mediation 
systems, response time may be important (Travers, 2006) (Langegger and al., 2008). This is 
due to communication cost, source query processing costs and mediator processing cost. 
Furthermore, additional processing time is introduced by our Optimization module. But this 
is still tolerable since we give to the user the guaranty to get a response in a finite time. 
Without our Optimization module, the mediator may not answer some queries because of the 
limited query capabilities of the underlying DLs. Response time depends also on the 
bandwidth of the communication network, between mediator and data sources. The system 
load, which lies principally on queries frequency and size of sources' responses, has also an 
impact on the response time. We summarize these parameters in table 6. 
 

Parameter Meaning 
N Number of integrated sources  

R_Size Response size (Bytes) 
F = 1/T Queries frequency: number of queries addressed to WASSIT per time unit. T 

is the period of query arriving (seconds) 
BW Network Bandwidth 

Table  6. The key parameters for studying the system performances 

6.2 Results analysis 
We remind that our objective is to evaluate the performances of WASSIT. Due to the lack of 
space, we present only the most important simulation results. In the first simulation 
scenario, we study the impact of the Optimization module on the response time. (cf. figure 6). 
In the second scenario, we evaluate the response time for different values of bandwidths (cf. 
figure 7). The third scenario consists on analyzing the influence of the responses’ sizes 
variation and the period of query arriving on WASSIT’s performances (cf. figure 8 and 
figure 9). We present results analysis below. 
Figure 6 shows an exponential increase of response time depending on the number of 
integrated sources. This is due to the processing time introduced by the Optimization 
module. We also deduce that the system has good performances if we integrate less than six 
sources. As the number of sources increases, these performances degrade and for more than 
20 sources, the system begins to crush. 
Figure 7 shows that response time decreases when the bandwidth increases. Indeed, 
increasing the bandwidth reduces communication cost, which is the most penalizing cost in 
mediation systems. Consequently, communication networks with good bandwidth would 
help to integrate more data sources. 
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Fig. 6. Response time depending on N 
 
 

 
Fig. 7. Response time for 3 values of BW 

Figure 8 shows that reducing responses sizes implies reduction of response time. Indeed, the 
reduction of responses sizes minimizes communication cost. Thus, when the responses 
returned by the integrated data sources have small sizes, the system performances are 
improved.  
Figure 9 shows that, for periods greater than 12 seconds, the response time remains 
constant. This indicates that for these periods, the system goes idle waiting for new queries. 
The figure shows also that for periods less than 4 seconds, the response time increases 
exponentially. This induces performance deteriorating and the mediator becomes a 
bottleneck for the system. 
To summarize, to improve WASSIT's performances, we can either reduce the number of 
integrated sources or reduce the system load. This can be performed if responses sizes are 
smaller, and if queries frequency is reduced. In addition, communication networks with 
good bandwidth would help to have better performances. 
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8. Conclusion and future works 
In this chapter, we use the mediation framework WASSIT to integrate disparate DLs. The 
main challenges faced in this integration are selecting DLs according to the user quality 
requirements, dealing with semantic interoperability and constructing query plans with 
respect to the limited query capabilities of the underlying DLs. To select DLs, we define a 
quality model based on two dimensions, which are the user’s preferences and the source’s 
quality parameters. We develop an algorithm that selects and ranks the sources respecting 
the user’s preferences. The ranking is performed using the well known SAW method. To 
deal with semantic interoperability, we use ontologies. To build our ontologies, we apply 
the union approach to local ontologies. We improve the union approach by carrying out 
specializations and/or generalizations of the concepts and properties. For constructing 
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query plans respecting the limited query capabilities of DLs, we develop a formalism for 
describing sources capabilities, a cost model and an algorithm for constructing query plans.  
We perform simulations to evaluate our system performances. The results show an 
acceptable response time for a given number of integrated sources. However, in some 
situations, the system becomes a bottleneck when the number of integrated DLs is 
important. This may occurs in the context of very large digital libraries. Despite the fact that 
WASSIT’s reduces the number of integrated sources via sources selection, the number of 
selected sources may still high inducing performance degradation. To deal with this 
limitation, we plan to extend our work in two directions: 
• Using a hierarchy of mediators. In this architecture, an instance of WASSIT integrates 

other instances of the same mediator. Each integrated mediator will integrate DLs. We 
believe that this solution will improve performances because it allows processing 
parallelization. 

• Using a peer-to-peer architecture. In this architecture, a peer's network is formed. Each 
node in the network contains an instance of WASSIT integrating DLs. The absence of a 
central node avoids bottlenecks. We anticipate that this solution will give us good 
performance. 
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1. Introduction 
An OLDL (Online Literature Digital Library) is a library in which collections, i.e., publications 
from one or more domains of study, are stored in digital formats (as opposed to print, 
microform, or other media) and accessible by users through the Internet. Examples of well-
known OLDLs are IEEE Xplore (IEEE Xplore, 2008), ACM Portal (ACM Digital Library, 2008), 
CiteSeer (CiteSeer, 2008), Google Scholar (Google Scholar, 2008), and PubMed (PubMed, 2008). 
Digital libraries are rapidly growing in popularity. For instance, ScienceDirect 
(ScienceDirect, 2008), the world’s leading scientific, technical and medical information 
resource celebrated its billionth article download in November’06 since launched in 1999. 
Besides usage, digital libraries are also rapidly growing in terms of size and diversity of topics. 
For instance, (i) in Computer Science, ACM Digital Library (ACM Digital Library, 2008) has 
close to one million full-text publications collected over 50 years, to search and download; (ii) 
in Electrical Engineering and Computer Science,  IEEE Xplore (IEEE Xplore, 2008), another 
OLDL, provides users with on-line access to more than 1,700 selected conferences 
proceedings. 
These high growth rates introduced several challenges facing the information access 
capability of OLDLs. Next we list few challenges that probably guides future research 
related to LDLs. 
Challenge 1: Large Sizes and Topic Diversity of Search Output Results. Search outputs of 
OLDLs tend to suffer from the “topic diffusion” problem, where commonly, keyword-based 
searches produce a large number of publications over a large number of topics, where not 
all topics are of interest to the user. One way to solve this problem is to assign scores to 
search results ( i.e., publications). Assigning scores to publications helps OLDLs to present 
the most important relevant publications to the user first, Citation-based publication score 
measures (e.g., citation count) are commonly used for ranking publications. At the present 
time, OLDLs lack effective and accurate publication ranking.  
Challenge 2: Lack of Effective Scoring Functions for Publications. At the present time, 
OLDLs lack effective and accurate publication rankings (Ratprasartporn et al., 2007). 
Providing accurate publication scores can help users in reducing the time spent in searching 
OLDLs, and thus enhances the scalability of OLDL usage as users can quickly identify 
important relevant publications to their topic of interest.  



5 

Sorting Search Results of Literature Digital 
Libraries: Recent Developments and  

Future Research Directions 
Sulieman Bani-Ahmad 
AlBalqa Applied University 

Jordan 

1. Introduction 
An OLDL (Online Literature Digital Library) is a library in which collections, i.e., publications 
from one or more domains of study, are stored in digital formats (as opposed to print, 
microform, or other media) and accessible by users through the Internet. Examples of well-
known OLDLs are IEEE Xplore (IEEE Xplore, 2008), ACM Portal (ACM Digital Library, 2008), 
CiteSeer (CiteSeer, 2008), Google Scholar (Google Scholar, 2008), and PubMed (PubMed, 2008). 
Digital libraries are rapidly growing in popularity. For instance, ScienceDirect 
(ScienceDirect, 2008), the world’s leading scientific, technical and medical information 
resource celebrated its billionth article download in November’06 since launched in 1999. 
Besides usage, digital libraries are also rapidly growing in terms of size and diversity of topics. 
For instance, (i) in Computer Science, ACM Digital Library (ACM Digital Library, 2008) has 
close to one million full-text publications collected over 50 years, to search and download; (ii) 
in Electrical Engineering and Computer Science,  IEEE Xplore (IEEE Xplore, 2008), another 
OLDL, provides users with on-line access to more than 1,700 selected conferences 
proceedings. 
These high growth rates introduced several challenges facing the information access 
capability of OLDLs. Next we list few challenges that probably guides future research 
related to LDLs. 
Challenge 1: Large Sizes and Topic Diversity of Search Output Results. Search outputs of 
OLDLs tend to suffer from the “topic diffusion” problem, where commonly, keyword-based 
searches produce a large number of publications over a large number of topics, where not 
all topics are of interest to the user. One way to solve this problem is to assign scores to 
search results ( i.e., publications). Assigning scores to publications helps OLDLs to present 
the most important relevant publications to the user first, Citation-based publication score 
measures (e.g., citation count) are commonly used for ranking publications. At the present 
time, OLDLs lack effective and accurate publication ranking.  
Challenge 2: Lack of Effective Scoring Functions for Publications. At the present time, 
OLDLs lack effective and accurate publication rankings (Ratprasartporn et al., 2007). 
Providing accurate publication scores can help users in reducing the time spent in searching 
OLDLs, and thus enhances the scalability of OLDL usage as users can quickly identify 
important relevant publications to their topic of interest.  



Digital Libraries - Methods and Applications 98

Challenge 3: Lack of Effective Scoring Functions for Search Outputs. In the field of 
literature digital libraries, citation analysis is employed to order digital library search 
outputs (e.g., Google Scholar). Examples of citation-based measures are citation-count (Bani-
Ahmad & Ozsoyoglu, 2007) and PageRank (Brin & Page, 1998). However, as noticed by 
(Cho et al., 2005), citation-based measures compute popularity of publications based on the 
“current” state of a citation graph that continuously changes and evolves. Thus PageRank is 
effective in capturing the popularity of publications based on the current citation-graph in-
hand. In section 4, we show that PageRank may assign inaccurate popularity scores for both 
old and recent publications. And thus PageRank cannot be used to rank OLDL search outputs. 
We therefore need effective techniques to order search results based on their importance 
and relevance to users’ interests.  
This chapter is organized as follows. After the introduction in section 1, we present and 
evaluate a set of citation-based score functions for publications. We show that they have 
problems in both accuracy and separability. To solve these problems, section 3 introduces 
the Research-Pyramid Model, a new model for the evolution of research and citation behavior. 
For that, we present two algorithms from literature for identifying research pyramid 
structures in publication citation graphs. We show that this model can help in computing 
accurate and non-skewed publication scores. In section 4 we propose the notion of 
publication’s popularity. We also present how the temporal popularity of publications, as 
computed by the PageRank algorithm for instance, varies over time. For that we validate the 
publication popularity growth and decay model. And finally in section 5 we present a number of 
future research directions related to the topic of this chapter. 
The observations preselected in this chapter are based on real experiment conducted on a 
literature digital collection of around 15,000 publications that we refer to as the AnthP. 
AnthP. These publications are from the ACM SIGMOD Anthology (ACM SIGMOD 
Anthology, 2003). For each paper in the AnthP, DBLP bibliography (DBLP, 2003) is used to 
extract the titles, authors, publication venue (conference or journal), and publication year 
info. Information extracted about each paper is the paper’s publication venue, the 
publication year, authors, and citations. The AnthP dataset includes: (a) 106 conferences, 
journals, and books, (b) 14,891 papers, and (c) 13,208 authors. 

2. Evaluating publication scoring functions in digital libraries  
This section deals with the issues of defining score functions for publications in digital 
libraries, and evaluating how good they are. Presently, digital libraries do not assign scores 
to publications, even though they are potentially useful for (a) providing comparative 
assessment, or ''importance'', of papers, and (b) ranking papers returned in search outputs. 
Using social networks or bibliometrics, one can define a number of publication score 
functions. 
Existing citation-based publication score functions are all based on the notion of prestige in 
social networks (Wasserman & Faust, 1994) and bibliometry (Chakrabarti, 2003). The well-
known PageRank (Brin & Page, 1998) algorithm determines the importance of a publication 
by the number and importances of publications with links to it (i.e. citing papers). The 
Hyperlink Induced Topic Search (HITS) algorithm (Kleinberg, 1998) is similar to the 
PageRank algorithm in that HITS involves computing two scores for each publication; hub 
and authority scores. Authorities represent high-prestige publications, whereas hubs are 
publications that have links to authorities. Other citation-based score functions can be 
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derived as follows. (a) Use normalized citation count (i.e., how many times a paper is cited 
by other papers) as the basis for a score function. (b) Revise the score of a paper using the 
score of its publication venue (conference or journal). (c) Add weights to citations, e.g., 
citations by an ''important'' author's work are more significant. (d) Revise the score of a 
paper using temporal distributions of citations; e.g., citations in the last 10 years are more 
significant than earlier citations. (e) Revise a paper score using the score of its citation venue; 
that is, capture the notion of a hub or an authority, e.g., survey journal represents a hub, 
whereas a research paper represents an authority. (f) Revise a paper score by the score of its 
author. One can also combine the score functions above. In the next two subsections we 
present, in more details, and evaluate these citation-based score functions of publications. 

2.1 Citation-based publication score functions 
In this section we present and evaluate citation-based score functions for publications. 
A. PageRank  
Importances of papers that cite a particular paper determines its importance. PageRank 
(Brin & Page, 1998) and HITS (Kleinberg, 1998) were designed based on this assumption. 
PageRank scores is computed recursively using the formula 

1 (1 ) T
i iP d M P E+ = − +  

Where iP  and 1iP +  are the current and next iteration PageRank vectors respectively. M is a 
matrix derived from the citation matrix C by normalizing all row-sums in C to 1. C, in turn, is 
the adjacency matrix of the graph G formed as follows; the papers represent the graph nodes, 
and the citation relationships between these papers represent the edges. C is of size NxN, 
where N is the total number of papers in the system. Finally, d and (1-d) are the future citation 
probability. Given that an author A who is writing a new paper and already cited paper u 
which in turn cites paper v, and let w be a paper in AnthP selected randomly. The parameter d 
represents the probability that A will cite w, and (1-d) is the probability that A will cite v. 
To guarantee the algorithm convergence, it is assumed to have a hidden link between each 
pair of the graph nodes. This link is represented by the user-defined parameter E. A 
variation of E is simply E1=d. Another variation of E that is used in (Brin & Page, 1998) is  

2 / 1 N iE d N P⎡ ⎤= ⎣ ⎦ . 

Where 1N  is a vector of N ones. 
B. Hubs and Authorities 
Authority score of paper P is computed by summing up the hub scores of the papers citing 
P. Hub score of P is computed by summing up the authority scores of the papers that P cites. 
Computation is recursive until results converge after a number of iterations. One difference 
between HITS and PageRank is that the first one works on papers in the result set of a 
query, while the latter considers all the papers independent of the query [Cakmak, 2003]. 

C. Citation Count 
A paper, normally, does not cite another paper unless the cited paper is relevant. And, large 
number of citations to a paper gives an indication that the paper is important. Based on this 



Digital Libraries - Methods and Applications 98

Challenge 3: Lack of Effective Scoring Functions for Search Outputs. In the field of 
literature digital libraries, citation analysis is employed to order digital library search 
outputs (e.g., Google Scholar). Examples of citation-based measures are citation-count (Bani-
Ahmad & Ozsoyoglu, 2007) and PageRank (Brin & Page, 1998). However, as noticed by 
(Cho et al., 2005), citation-based measures compute popularity of publications based on the 
“current” state of a citation graph that continuously changes and evolves. Thus PageRank is 
effective in capturing the popularity of publications based on the current citation-graph in-
hand. In section 4, we show that PageRank may assign inaccurate popularity scores for both 
old and recent publications. And thus PageRank cannot be used to rank OLDL search outputs. 
We therefore need effective techniques to order search results based on their importance 
and relevance to users’ interests.  
This chapter is organized as follows. After the introduction in section 1, we present and 
evaluate a set of citation-based score functions for publications. We show that they have 
problems in both accuracy and separability. To solve these problems, section 3 introduces 
the Research-Pyramid Model, a new model for the evolution of research and citation behavior. 
For that, we present two algorithms from literature for identifying research pyramid 
structures in publication citation graphs. We show that this model can help in computing 
accurate and non-skewed publication scores. In section 4 we propose the notion of 
publication’s popularity. We also present how the temporal popularity of publications, as 
computed by the PageRank algorithm for instance, varies over time. For that we validate the 
publication popularity growth and decay model. And finally in section 5 we present a number of 
future research directions related to the topic of this chapter. 
The observations preselected in this chapter are based on real experiment conducted on a 
literature digital collection of around 15,000 publications that we refer to as the AnthP. 
AnthP. These publications are from the ACM SIGMOD Anthology (ACM SIGMOD 
Anthology, 2003). For each paper in the AnthP, DBLP bibliography (DBLP, 2003) is used to 
extract the titles, authors, publication venue (conference or journal), and publication year 
info. Information extracted about each paper is the paper’s publication venue, the 
publication year, authors, and citations. The AnthP dataset includes: (a) 106 conferences, 
journals, and books, (b) 14,891 papers, and (c) 13,208 authors. 

2. Evaluating publication scoring functions in digital libraries  
This section deals with the issues of defining score functions for publications in digital 
libraries, and evaluating how good they are. Presently, digital libraries do not assign scores 
to publications, even though they are potentially useful for (a) providing comparative 
assessment, or ''importance'', of papers, and (b) ranking papers returned in search outputs. 
Using social networks or bibliometrics, one can define a number of publication score 
functions. 
Existing citation-based publication score functions are all based on the notion of prestige in 
social networks (Wasserman & Faust, 1994) and bibliometry (Chakrabarti, 2003). The well-
known PageRank (Brin & Page, 1998) algorithm determines the importance of a publication 
by the number and importances of publications with links to it (i.e. citing papers). The 
Hyperlink Induced Topic Search (HITS) algorithm (Kleinberg, 1998) is similar to the 
PageRank algorithm in that HITS involves computing two scores for each publication; hub 
and authority scores. Authorities represent high-prestige publications, whereas hubs are 
publications that have links to authorities. Other citation-based score functions can be 

Sorting Search Results of Literature Digital Libraries:  
Recent Developments and Future Research Directions 99 

derived as follows. (a) Use normalized citation count (i.e., how many times a paper is cited 
by other papers) as the basis for a score function. (b) Revise the score of a paper using the 
score of its publication venue (conference or journal). (c) Add weights to citations, e.g., 
citations by an ''important'' author's work are more significant. (d) Revise the score of a 
paper using temporal distributions of citations; e.g., citations in the last 10 years are more 
significant than earlier citations. (e) Revise a paper score using the score of its citation venue; 
that is, capture the notion of a hub or an authority, e.g., survey journal represents a hub, 
whereas a research paper represents an authority. (f) Revise a paper score by the score of its 
author. One can also combine the score functions above. In the next two subsections we 
present, in more details, and evaluate these citation-based score functions of publications. 

2.1 Citation-based publication score functions 
In this section we present and evaluate citation-based score functions for publications. 
A. PageRank  
Importances of papers that cite a particular paper determines its importance. PageRank 
(Brin & Page, 1998) and HITS (Kleinberg, 1998) were designed based on this assumption. 
PageRank scores is computed recursively using the formula 

1 (1 ) T
i iP d M P E+ = − +  

Where iP  and 1iP +  are the current and next iteration PageRank vectors respectively. M is a 
matrix derived from the citation matrix C by normalizing all row-sums in C to 1. C, in turn, is 
the adjacency matrix of the graph G formed as follows; the papers represent the graph nodes, 
and the citation relationships between these papers represent the edges. C is of size NxN, 
where N is the total number of papers in the system. Finally, d and (1-d) are the future citation 
probability. Given that an author A who is writing a new paper and already cited paper u 
which in turn cites paper v, and let w be a paper in AnthP selected randomly. The parameter d 
represents the probability that A will cite w, and (1-d) is the probability that A will cite v. 
To guarantee the algorithm convergence, it is assumed to have a hidden link between each 
pair of the graph nodes. This link is represented by the user-defined parameter E. A 
variation of E is simply E1=d. Another variation of E that is used in (Brin & Page, 1998) is  

2 / 1 N iE d N P⎡ ⎤= ⎣ ⎦ . 

Where 1N  is a vector of N ones. 
B. Hubs and Authorities 
Authority score of paper P is computed by summing up the hub scores of the papers citing 
P. Hub score of P is computed by summing up the authority scores of the papers that P cites. 
Computation is recursive until results converge after a number of iterations. One difference 
between HITS and PageRank is that the first one works on papers in the result set of a 
query, while the latter considers all the papers independent of the query [Cakmak, 2003]. 

C. Citation Count 
A paper, normally, does not cite another paper unless the cited paper is relevant. And, large 
number of citations to a paper gives an indication that the paper is important. Based on this 



Digital Libraries - Methods and Applications 100 

fact, one can use citation count as a measure for paper importance. For a given paper P, let 
CitationCount(P) be the number of times paper P is cited by other papers. Using the number 
of citations, paper P is as important as those papers that have the same number of citations 
and more important than those papers that have fewer citations. We will refer to this paper 
ranking measure as PCitation_Count. 

2.2 Evaluating publication score functions 
Figure 1 shows the three score functions, namely, PageRank (PPgRank), Authorities scores of 
HITS (PAuth) and, the Citation-count (PCitCnt). As it is clear from the figure the three functions 
are highly skewed, and do not separate scores well over the interval [0, 1]. This figure is 
based on the AnthP digital collection from the field of data management1. More details 
about AnthP can be found in (Bani-Ahmad & Ozsoyoglu, 2007). In (Pan, 2006), the author 
observed the skewness and inseparability of these functions independently in computer 
science and life sciences publications (70,000 documents in each) as well. And, it is shown 
(Render, 2004; Li & Chen, 2003) that distributions of citation-based score functions are also 
highly skewed and decay very fast. Studies show that the cause is topic diffusion since 
scores are computed with respect to the full publication set.  
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Fig. 1. Skewness of Score distribution of the three main citation-based publication score 
functions. 

In (Bani-Ahmad* et al., 2005), the authors compared and evaluated several publication score 
functions, including PageRank (Brin & Page, 1998) and Authorities scores (Kleinberg, 1998), 
both adopted from the www search domain, and citation-count scores from the bibliometrics 
domain (Chakrabarti, 2003). The authors observed the separability problem with all of these 
                                                                 
1 This experimental dataset includes: (a) 106 conferences, journals, and books, (b) 14,891 papers, and (c) 
13,208 authors. These papers are obtained from ACM SIGMOD Anthology. 
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functions which is that none of these scoring functions assigns scores that distribute well 
over a given scale, e.g., [0, 1]. Instead, distributions of existing publication score functions 
are highly skewed, and decay very fast (Render, 2004), resulting in a much less useful 
comparative publication assessment capability for users. This lack of separability is caused 
by the “rich gets richer” phenomena (Render, 2004; Li & Chen, 2003), i.e., a very small 
number of publications with relatively high numbers of in-citations have even higher 
chances of receiving new citations. Yet, these scoring functions are still not very accurate, 
probably caused by topic diffusion in search outputs (Haveliwala, 2002).   
In the following section, and by using the research-pyramid model proposed in (Aya et al., 
2005), the authors in (Bani-Ahmad & Ozsoyoglu, 2007) normalize scores of publications 
within their (the publications) own research pyramids, which allows for a fair comparative 
assessment of publications as publications are compared to their peers in their own research 
pyramids.  

3. Improved publication scores via research pyramids 
Providing accurate publication scores for search results and ranking publications returned 
as search results accurately can help users in reducing the time spent in searching OLDLs. 
And, better publication rankings are also useful for comparative assessments of publication 
venues and scientists as well.  
At the present time, OLDLs lack effective and accurate publication rankings (Ratprasartporn 
et al., 2007). For instance, ACM Digital Library returns rankings of publication search results 
that are unexplained and not useful to users (ACM Digital Library, 2008). Moreover, search 
outputs of OLDLs tend to suffer from the “topic diffusion” problem, where commonly, 
keyword-based searches produce a large number of publications over a large number of 
topics, thereby producing scores that are nonspecific to topics. 
The research evolution model proposed in (Aya et al., 2005) suggests that citation relationships 
between research publications produce multiple, small pyramid-like structures, where each 
pyramid represents publications related to a highly specific research topic. A research pyramid 
is defined (Aya et al., 2005) as a set of publications that represent a highly specific research 
topic, and usually has a pyramid-like structure in terms of its citation graph (Aya et al., 2005). 
Publications within an individual research pyramid are (i) motivated by earlier publications in 
the topic area (e.g., our paper (Bani-Ahmad & Ozsoyoglu, 2007) is motivated in part by 
citations (Ratprasartporn et al., 2007), and (Aya et al., 2005)), or (ii) use techniques proposed in 
publications from other research pyramids (e.g., our paper (Bani-Ahmad & Ozsoyoglu, 2007) 
in part uses some of the techniques presented in citations (Brin & Page, 1998) and (Kleinberg, 
1998)). Other “reasons” for citations may also be observed (Aya et al., 2005). 
In this section, our goals are to (a) provide a solution to the OLDL search output ranking 
problem due to the topic diffusion problem, by grouping search outputs at the most-specific 
(detailed) topic level and without identifying the topics themselves, (b) eliminate the low 
separability problem of score functions, and (c) improve the accuracy of three score 
functions, namely, PageRank, Authorities and Citation Count score functions. The research 
pyramid (RP-) model is used to improve the separability and accuracy of publication scores, 
and is based on normalizing publication scores within a limited scope, namely, within 
individual research pyramids. These improvements come from the fact that publications are 
now compared to their peers within their peer groups, namely, their own research pyramid 
publications that are on the same topic. 
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fact, one can use citation count as a measure for paper importance. For a given paper P, let 
CitationCount(P) be the number of times paper P is cited by other papers. Using the number 
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Fig. 1. Skewness of Score distribution of the three main citation-based publication score 
functions. 

In (Bani-Ahmad* et al., 2005), the authors compared and evaluated several publication score 
functions, including PageRank (Brin & Page, 1998) and Authorities scores (Kleinberg, 1998), 
both adopted from the www search domain, and citation-count scores from the bibliometrics 
domain (Chakrabarti, 2003). The authors observed the separability problem with all of these 
                                                                 
1 This experimental dataset includes: (a) 106 conferences, journals, and books, (b) 14,891 papers, and (c) 
13,208 authors. These papers are obtained from ACM SIGMOD Anthology. 
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functions which is that none of these scoring functions assigns scores that distribute well 
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citations (Ratprasartporn et al., 2007), and (Aya et al., 2005)), or (ii) use techniques proposed in 
publications from other research pyramids (e.g., our paper (Bani-Ahmad & Ozsoyoglu, 2007) 
in part uses some of the techniques presented in citations (Brin & Page, 1998) and (Kleinberg, 
1998)). Other “reasons” for citations may also be observed (Aya et al., 2005). 
In this section, our goals are to (a) provide a solution to the OLDL search output ranking 
problem due to the topic diffusion problem, by grouping search outputs at the most-specific 
(detailed) topic level and without identifying the topics themselves, (b) eliminate the low 
separability problem of score functions, and (c) improve the accuracy of three score 
functions, namely, PageRank, Authorities and Citation Count score functions. The research 
pyramid (RP-) model is used to improve the separability and accuracy of publication scores, 
and is based on normalizing publication scores within a limited scope, namely, within 
individual research pyramids. These improvements come from the fact that publications are 
now compared to their peers within their peer groups, namely, their own research pyramid 
publications that are on the same topic. 
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In (Bani-Ahmad & Ozsoyoglu, 2007), two approaches to identify research pyramids are 
presented and evaualted. The first, called LB-IdentifyRP, uses Link-Based Research Pyramid 
identification, which captures research pyramids by identifying pyramid-like structures 
from the citation graph of the publication set. The second approach, called PB-IdentifyRP, uses 
Proximity-Based Research Pyramid identification, utilizes a graph-based proximity 
measure, namely SimRank (Jeh & Widom, 2002), to compute similarities between 
publications, and then restructures the k-most-similar publications into a research pyramid.  

3.1 Properties of research pyramid model  
In (Bani-Ahmad & Ozsoyoglu, 2007), the authors have observed three properties of research 
publications in three separate data sets, namely, ACM Anthology which is a collection of 
15,000 publications (we refer to this set by the AnthP set in future), and computer sciences 
and life sciences publication sets, each with 70,000 publications (we refer to these sets by the 
CSSet and LSSet in future) (Pan, 2006). These properties are utilized in the identification of 
research pyramids. 
Property 1 (Maximum Citation Age). In OLDLs, most publications receive most of their in-
citations within a fixed number of years after their publication dates. We refer to this value 
as the Maximum Citation Age, and denote it by CAgeMax. 
It has been observed in (Bani-Ahmad et al., 2005; Pan, 2006) that, in the AnthP, CSSet and the 
LSSet datasets, most publications receive 90% of their in-citations in 10 years, i.e., CAgeMax=10. 
Figure 2 presents the citation age distributions in AnthP. Below in Property 4, we give a 
tighter bound for citation age within which topical similarity within an RP is maintained 
between citing and cited publications. 
In rare cases, publications may cite works older than CAgeMax. It is found (Ahmed et al., 2002) 
that a great proportion of these citations are for historical reasons, which we interpret as: old 
cited works (a) have coarse similarity to citing papers, and (b) do not belong in the RP of the 
citing publication.  
 

 
Fig. 2. Citation age distribution curve of AnthP 

Property 2 (Topic Specificity Over Time). Scientific research publications quickly become very 
topic-specific over time, usually referable via a highly specific topic. 
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Fig. 3. The RP-Based Model 

As illustrated in Figure 3, an old research pyramid that covers a certain research topic leads 
to instantiations of new research topics, and thus to creations of new RPs, that use 
techniques proposed in the publications of parent RP(s). Again, such old citations carry 
topical similarity between the citing and cited publication at a coarse granularity level. 
Possible citation exchanges between different RPs also occur and are of type “uses”, i.e., the 
citing paper uses techniques proposed by the cited paper. 
Example. Codd’s paper “E. F. Codd, “A Relational Model of Data for Large Shared Data Banks”, 
Commun. ACM 13(6): 377-387(1970)” is about the topic relational model, and cited around 580 
times. A new and more specific topic of 2000’s (i.e., citation to Codd’s work is 30+ years old), 
say, rank-aware join algorithms, is coarsely related to the more general topic relational model in 
that, a publication P in the RP of rank-aware join algorithms and citing Codd’s paper “uses” 
the techniques proposed in the RP of the relational model. 
Property 3 (Topic Similarity Decay Over Citation Path). After very small citation path distances, 
topical similarity between papers decays significantly. 
From Figure 4, in AnthP, after a citation path of length 3, the topical similarity, as measured 
by SimRank, significantly decays. We refer to this value by LMax-TopicDecay. This observation led 
the authors in (Bani-Ahmad & Ozsoyoglu, 2007) to build RPs of height at most 3 in the experimental 
results section. 

Property 4 (Topic Similarity Decay over citation age). After a certain citation age, topical 
similarity between the citing and the cited papers significantly decays. 
From Figure 5, in the AnthP set, after a citation age of about 5 years, the topic similarity 
between the citing and cited papers decays significantly. We refer to this value by CAgeMax-

TopicDecay. This observation led the authors in (Bani-Ahmad & Ozsoyoglu, 2007) to build RPs in the 
experimental results section such that the maximum citation age within an RP is 5 years. 
The two characteristics that identify a research pyramid RP are. 
RP-Property 1 (High Topic Specificity). An RP, usually organizable into a pyramid, is a set of 
publications that represent a highly specific research topic.  
We maintain high topic specificity of RPs by applying properties 3 and 4, and keeping the 
height of research pyramids low (property 3). Note that we make no attempts to identify the  
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Fig. 5. SimRank score change with citation age 

topic associated with an RP, as our approach does not need the topics explicitly. But, in 
interactive environments, providing topics to users is useful (Ratprasartporn & Ozsoyoglu, 
2007). 
RP-Property 2 (Research Pyramid Construction). RPs are arranged into pyramid structures 
either directly by using citation graphs (i.e., the link-based approach) (Aya et al., 2005) or 
indirectly using the publication times and close proximity of papers (i.e., the proximity-
based approach).  
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3.2 Research pyramid identification procedures 
Based on the properties of publications and characteristics of RPs, next we propose two 
offline research pyramid identification procedures, namely, the link-based (LB) and the 
proximity-based (PB) RP identification procedures.  
Both procedures start by choosing a candidate root node for an RP, called the cornerstone 
paper. The paper that is located at the root of a research pyramid receives more citations than 
others as other publications within the research pyramid are “motivated” by it, and directly 
or indirectly cite it. Thus, our approach is to identify papers with high in-citations as cornerstone 
papers (i.e., the roots) of RPs to be constructed. 
The link-based procedure locates research pyramids by identifying pyramid-like structures in 
the citation graph of the publication set. In summary, within an individual RP, publications 
are topically related (Aya et al., 2005), and motivated by each other (see figure 3) (Aya et al., 
2005), and we use the four properties to identify citations within RPs—as summarized next. 
In AnthP, the average number of citations to a paper (“in-citations”), denoted by CI, is 2.066. 
Note that, in our experiments, we consider only the AnthP citations that are completely 
within AnthP; any citation from a paper within AnthP to a paper that is not in AnthP is 
removed. Using Property 3 and RP-Property 1, we limit RP heights to 3. Thus, the expected 
number of papers within a research pyramid RPP with paper P as the root and with height 3 
is |RPP| = 1 + CI + CI2 + CI3 ≈ 15. Of course, the actual identified RP sizes (the number of 
papers in RPP) vary. Some RPs may deal with active research topics, and, in such cases, the 
number of in-citations of publications are noticeably higher than CI, leading to noticeably 
higher RP sizes as well. 
Figure 6-(a) presents the link-based LB-IdentifyRP() procedure. The proximity-based PB-
IdentifyRP() is similar,  except that the function call to LB-FormRP() is replaced by the 
function call PB-FormRP(). The procedure LB-IdentifyRP() (a) selects a cornerstone paper P 
from the existing publication set (originally, say, AnthP) as an RP root, by simply picking 
the current most-cited publication (only citations that are CAgeMax-TopicDecay old according to 
property 4 above), (b) calls LB-FormRP() to locate the RP set RPP of P, and (c) eliminates RPP 
from the current publication set CurrAnthP, and repeats (a)-(c) again, until no more 
publications are left in CurrAnthP.  
Note that our approach in this chapter is to create distinct and nonoverlapping research 
pyramids. An alternative approach, not reported here due to space limitations, is to allow 
overlapping research pyramids as follows: Do not to eliminate any papers from the original 
publication set (i.e., remove step (c) above); instead, simply color each selected publication, 
and continue until all publications are colored, meaning that, when the algorithm ends, each 
paper belongs to at least one RP set, and possibly more. 
The two main functions of the link-based LB-IdentifyRP() procedure are  ChooseRoot() and 
LB-FormRP(). ChooseRoot() (See Figure 6.b) chooses publications that are cornerstone papers, 
or roots of research pyramids. The function LB-FormRP() (Figure 6.c) forms the RPP of a root 
publication P by adding direct citers of P (i.e., level-1 citers) into RPP, and indirect citers of P 
at a level up to the LMax; in experiments, we choose LMax as 3, by following the property 3. 
The function Citers(P, l, CAgeMax-Topic-Decay) returns the set of publications that cite P at a level l 
(which is at most LMax) where the citation age of the citing paper with respect to P is less 
than the maximum citation age CAgeMax-Topic-Decay, (Properties 1 and 4). In more detail,  
1. Paper-id pidP of root P along with its level 0 is inserted into RPP and the queue Q, which 

holds paper-ids for future expansions and their distances to the root paper P. 
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topic associated with an RP, as our approach does not need the topics explicitly. But, in 
interactive environments, providing topics to users is useful (Ratprasartporn & Ozsoyoglu, 
2007). 
RP-Property 2 (Research Pyramid Construction). RPs are arranged into pyramid structures 
either directly by using citation graphs (i.e., the link-based approach) (Aya et al., 2005) or 
indirectly using the publication times and close proximity of papers (i.e., the proximity-
based approach).  
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offline research pyramid identification procedures, namely, the link-based (LB) and the 
proximity-based (PB) RP identification procedures.  
Both procedures start by choosing a candidate root node for an RP, called the cornerstone 
paper. The paper that is located at the root of a research pyramid receives more citations than 
others as other publications within the research pyramid are “motivated” by it, and directly 
or indirectly cite it. Thus, our approach is to identify papers with high in-citations as cornerstone 
papers (i.e., the roots) of RPs to be constructed. 
The link-based procedure locates research pyramids by identifying pyramid-like structures in 
the citation graph of the publication set. In summary, within an individual RP, publications 
are topically related (Aya et al., 2005), and motivated by each other (see figure 3) (Aya et al., 
2005), and we use the four properties to identify citations within RPs—as summarized next. 
In AnthP, the average number of citations to a paper (“in-citations”), denoted by CI, is 2.066. 
Note that, in our experiments, we consider only the AnthP citations that are completely 
within AnthP; any citation from a paper within AnthP to a paper that is not in AnthP is 
removed. Using Property 3 and RP-Property 1, we limit RP heights to 3. Thus, the expected 
number of papers within a research pyramid RPP with paper P as the root and with height 3 
is |RPP| = 1 + CI + CI2 + CI3 ≈ 15. Of course, the actual identified RP sizes (the number of 
papers in RPP) vary. Some RPs may deal with active research topics, and, in such cases, the 
number of in-citations of publications are noticeably higher than CI, leading to noticeably 
higher RP sizes as well. 
Figure 6-(a) presents the link-based LB-IdentifyRP() procedure. The proximity-based PB-
IdentifyRP() is similar,  except that the function call to LB-FormRP() is replaced by the 
function call PB-FormRP(). The procedure LB-IdentifyRP() (a) selects a cornerstone paper P 
from the existing publication set (originally, say, AnthP) as an RP root, by simply picking 
the current most-cited publication (only citations that are CAgeMax-TopicDecay old according to 
property 4 above), (b) calls LB-FormRP() to locate the RP set RPP of P, and (c) eliminates RPP 
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overlapping research pyramids as follows: Do not to eliminate any papers from the original 
publication set (i.e., remove step (c) above); instead, simply color each selected publication, 
and continue until all publications are colored, meaning that, when the algorithm ends, each 
paper belongs to at least one RP set, and possibly more. 
The two main functions of the link-based LB-IdentifyRP() procedure are  ChooseRoot() and 
LB-FormRP(). ChooseRoot() (See Figure 6.b) chooses publications that are cornerstone papers, 
or roots of research pyramids. The function LB-FormRP() (Figure 6.c) forms the RPP of a root 
publication P by adding direct citers of P (i.e., level-1 citers) into RPP, and indirect citers of P 
at a level up to the LMax; in experiments, we choose LMax as 3, by following the property 3. 
The function Citers(P, l, CAgeMax-Topic-Decay) returns the set of publications that cite P at a level l 
(which is at most LMax) where the citation age of the citing paper with respect to P is less 
than the maximum citation age CAgeMax-Topic-Decay, (Properties 1 and 4). In more detail,  
1. Paper-id pidP of root P along with its level 0 is inserted into RPP and the queue Q, which 

holds paper-ids for future expansions and their distances to the root paper P. 
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2. Two-tuple <Pi, > in Q is dequeued, and expanded by locating direct or indirect citers 
of Pi so long as their levels with respect to P is at most LMax-TopicDecay (i.e., 3) and their 
citation age with respect to P (the root) is less than the maximum citation age CAgeMax-

TopicDecay (i.e., 5). All expanded publications and their level info with respect to P are 
inserted into the queue Q. 

3. The above two steps are repeated until Q is empty; then RPP is returned. 
 

proc LB-IdentifyRP(AnthP, RP-Sets)        
{ 
 RP-Sets := Ø;                             
 CurrAnthP := AnthP;                  
 while (CurrentAnthP = Ø)                     
{Root:=ChooseRoot(CurrAnthP); 
RP

Root
:=LB-FormRP(Root,L

Max-TopicDecay
); 

RP-Sets:=RP-Sets U RP
Root
; 

CurrAnthP:=CurrAnthP - RP
Root
; 

  }  
} 

(a) Procedure LB-IdentifyRP 
 
funct ChooseRoot(CurrAnthP) 
 return TopCited

TopicDecay
(CurrAnthP); 

 
(b) Function ChooseRoot 

 
funct LB-FormRP(P, L

Max
)  

{Set RP
P
:={P};   Queue Q; 

 Q.Enqueue({P},0); 
 while(Q is not empty) 
 {<P

i
, >:=Q.Dequeue; 

if( <L
Max
)then 

{CiterSet=Citers(P
i
, , C

AgeMax-TopicDecay
); 

 
Q.Enqueue(CiterSet,( +1)); 
 RP

P
 = RP

P
 +CiterSet; 

 } } } 
 Return RP

P
} 

(c) Function LB-FormRP() 
 
Funct PB-FormRP(P, L

Max
) 

{Set RP
P
={P}; Queue Q; 

 Q.Enqueue(P,0); 
 while(Q is not empty) 
 {<P

i
, >:=Q.Dequeue; 

 if( <L
Max
) then 

 {CiterSet(P
i
):=Citers(P

i
, , C

AgeMax-TopicDecay
) 

 
TopSimSet:=TopSim(P

i
,|CiterSet(P

i
)|, C

AgeMax-TopicDecay
); 

Q.Enqueue(TopSimSet, 1+ ); 
RP

P
= RP

P
+TopSimSet;  

  } } 
Return RP

P
} 

(d) Function PB-FormRP() 
 

Fig. 6. Functions of LB- and PB-IdentifyRP algorithms 
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The function PB-FormRP() (figure 6.d) of the proximity-based approach utilizes a graph-
based proximity measure, namely SimRank (Jeh & Widom, 2002), to compute similarities 
between publications. It captures RPP of the root publication by locating publications that 
are most similar to P and yet (a) are linked to P with a citation path length of at most LMax-

TopicDecay, and (b) have a citation time distance less than CAgeMax-TopicDecay. SimRank iteratively 
computes similarity scores between nodes in a graph G following the rule that “two nodes 
are similar if they are linked with similar nodes”. In other words, the SimRank similarity 
between two nodes a and b, S(a, b), is iteratively computed using the formula (until the 
similarity scores converge): 
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where ( )I a  and ( )I b  are sources of in-links of a and b, respectively. C is the decay factor 
between 0 and 1. We choose C=0.8 (Jeh & Widom, 2002). If | ( )| | ( )| 0I a or I b =  then S(a, b)=0 
by definition, in the case where a=b, S(a, b)=1. The space complexity of the naive SimRank 
algorithm is O(N2) where N is the graph size (the citation graph in publication domain). We 
prune as in (Jeh & Widom, 2002) by considering node pairs that are near each other in the 
range of radius r. We choose r=6, which is twice the value of the expected research pyramid 
height as also explained in Section 3.5. 
PB- FormRP() receives as input the root P, the maximum level LMax from root, and utilizes 
the maximum citation age CAgeMax-TopicDecay (as 5) and returns the RP set RPP of publication P 
following the same main steps of LB- FormRP() with one main difference: the way the two-
tuple <Pi, > dequeued from Q is expanded, as follows: 
• Top |Citers(Pi, ,CAgeMax-TopicDecay)| similar papers, based on SimRank, to Pi are 

identified. The number of citers of Pi is used to capture the density of the RP being 
identified, and thus to expand RP at Pi accordingly. 

• The identified similar papers are added to RPP and also enqueued to Q for further 
expansion, this time with the level increased by 1. Similar to LB- FormRP() a maximum 
level of LMax-TopicDecay (which is 3) is employed. 

Advantage of PB-FormRP() over LB-FormRP() is that it successfully captures co-existing 
members of RP as well as those that are not reachable through any citation path from RP’s 
root (as illustrated in Figure 3.7 above). We give an example. 
Example. Figure 7 shows two RPs; RP1 and RP2. RP1 contains two co-existing roots A and B. 
Such a case occurs when two researchers work on the same problem simultaneously. At 
some point of our RP identification process, A will probably be recognized as a root of a new 
RP, say RP3, as it has more in-citations than B. And, since B is not reachable through any 
path from A, LB-FormRP() will fail to identify B as a member of RP3. PB-FormRP() will 
succeed to place both A and B into RP3 in this case as B is very similar to A. A similar 
problem will be observed with paper C that is not reachable through any path from the root. 
Furthermore, LB-FormRP() may incorrectly identify F, that probably “uses” a technique 
proposed in A, as a member of RP3 when F is really a member of RP2 which co-exists with 
RP3. PB-FormRP() successfully repels F from RP3 as F is not similar to A or any of RP3’s 
members, based on SimRank. 
We observe here that PB-FormRP() may capture pyramid-like structures, but not exactly 
pyramid structures. SimRank computes similarity between two papers P1 and P2 by 
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2. Two-tuple <Pi, > in Q is dequeued, and expanded by locating direct or indirect citers 
of Pi so long as their levels with respect to P is at most LMax-TopicDecay (i.e., 3) and their 
citation age with respect to P (the root) is less than the maximum citation age CAgeMax-

TopicDecay (i.e., 5). All expanded publications and their level info with respect to P are 
inserted into the queue Q. 

3. The above two steps are repeated until Q is empty; then RPP is returned. 
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{ 
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P
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(d) Function PB-FormRP() 
 

Fig. 6. Functions of LB- and PB-IdentifyRP algorithms 
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The function PB-FormRP() (figure 6.d) of the proximity-based approach utilizes a graph-
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between publications. It captures RPP of the root publication by locating publications that 
are most similar to P and yet (a) are linked to P with a citation path length of at most LMax-

TopicDecay, and (b) have a citation time distance less than CAgeMax-TopicDecay. SimRank iteratively 
computes similarity scores between nodes in a graph G following the rule that “two nodes 
are similar if they are linked with similar nodes”. In other words, the SimRank similarity 
between two nodes a and b, S(a, b), is iteratively computed using the formula (until the 
similarity scores converge): 
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where ( )I a  and ( )I b  are sources of in-links of a and b, respectively. C is the decay factor 
between 0 and 1. We choose C=0.8 (Jeh & Widom, 2002). If | ( )| | ( )| 0I a or I b =  then S(a, b)=0 
by definition, in the case where a=b, S(a, b)=1. The space complexity of the naive SimRank 
algorithm is O(N2) where N is the graph size (the citation graph in publication domain). We 
prune as in (Jeh & Widom, 2002) by considering node pairs that are near each other in the 
range of radius r. We choose r=6, which is twice the value of the expected research pyramid 
height as also explained in Section 3.5. 
PB- FormRP() receives as input the root P, the maximum level LMax from root, and utilizes 
the maximum citation age CAgeMax-TopicDecay (as 5) and returns the RP set RPP of publication P 
following the same main steps of LB- FormRP() with one main difference: the way the two-
tuple <Pi, > dequeued from Q is expanded, as follows: 
• Top |Citers(Pi, ,CAgeMax-TopicDecay)| similar papers, based on SimRank, to Pi are 

identified. The number of citers of Pi is used to capture the density of the RP being 
identified, and thus to expand RP at Pi accordingly. 

• The identified similar papers are added to RPP and also enqueued to Q for further 
expansion, this time with the level increased by 1. Similar to LB- FormRP() a maximum 
level of LMax-TopicDecay (which is 3) is employed. 

Advantage of PB-FormRP() over LB-FormRP() is that it successfully captures co-existing 
members of RP as well as those that are not reachable through any citation path from RP’s 
root (as illustrated in Figure 3.7 above). We give an example. 
Example. Figure 7 shows two RPs; RP1 and RP2. RP1 contains two co-existing roots A and B. 
Such a case occurs when two researchers work on the same problem simultaneously. At 
some point of our RP identification process, A will probably be recognized as a root of a new 
RP, say RP3, as it has more in-citations than B. And, since B is not reachable through any 
path from A, LB-FormRP() will fail to identify B as a member of RP3. PB-FormRP() will 
succeed to place both A and B into RP3 in this case as B is very similar to A. A similar 
problem will be observed with paper C that is not reachable through any path from the root. 
Furthermore, LB-FormRP() may incorrectly identify F, that probably “uses” a technique 
proposed in A, as a member of RP3 when F is really a member of RP2 which co-exists with 
RP3. PB-FormRP() successfully repels F from RP3 as F is not similar to A or any of RP3’s 
members, based on SimRank. 
We observe here that PB-FormRP() may capture pyramid-like structures, but not exactly 
pyramid structures. SimRank computes similarity between two papers P1 and P2 by 
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averaging the similarity of the citers of both. However, note that similar papers to a member 
of an RP will be the other members of the same RP since members of an RP are usually cited 
by each other (as they are motivated by each other). 
 

 
Fig. 7. Examples where PB-FormRP() is more successful than LB-FormRP(). 

3.3 Improved publication scores via the RP-Model 
In (Bani-Ahmad & Ozsoyoglu, 2007), the authors have applied the two RP-identification 
algorithms on the AnthP set. After that, they normalized publication scores within the research 
pyramids identified. The authors observed that, for RP-based scores, the observed skew values 
(table 1) range between (-0.05) and (1.88) in the RP-based scores (zero skew indicates that the 
distribution is symmetric). In comparison, the original scores showed highly skewed values 
that range between 8.12 and 13.04, which mean that they are sharply left-skewed. They also 
observed that, for RP-based scores, Kurtosis values (that measure how sharply peaked a 
distribution is) range between (-0.26) to (2.65) (near zero Kurtosis values indicate normally 
peaked data). In comparison, in the case of globally normalized scores, Kurtosis values range 
between (113.28) and (291.10). The enhancement of score distribution comes from the fact that 
publications are being compared to their peer groups, i.e., publications that belong to the same 
scope, and thus have the same chances of receiving new citations.  
 

 Mean IQR Skewness Kurtosis 
CitCnt 0.02527 0.01845 8.12 113.28 
Auth 0.11352 0.01134 13.04 291.10 

PageRank 0.12091 0.01733 8.84 134.65 
LBCitCnt 0.55698 0.88462 -0.05 -1.81 
LBAuth 0.81266 0.37723 -1.02 -0.26 

LBPageRank 0.77649 0.46181 -0.80 -0.84 
PBCitCnt 0.20802 0.21910 1.88 2.65 
PBAuth 0.62386 0.32036 -0.07 -0.58 

PBPageRank 0.55653 0.31615 0.30 -0.60 
Table 1. The Means, InterQuartile Ranges (IQR), Skewness, and Kurtosis values of the 
Publication Score Functions applied on the AnthP set. 
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 The above observations on PageRank ( PgRankP , PgRank-LBP , PgRank-PBP ) also apply to Authorities 
scores ( AuthP , Auth-LBP , Auth-PBP ). Here we report only PageRank-related results as we have 
observed that AuthP and PgRankP scores are highly correlated with a correlation coefficient of 
0.98, and the correlation between PgRankP  and CitCntP  is 0.74. (Bani-Ahmad* et al., 2005). 
The authors in (Bani-Ahmad & Ozsoyoglu, 2007) have also performed multiple searches and 
manually evaluated the accuracy ranking publication via the RP-Model. They observed that 
research-pyramid-based scores resulted in 16% - 25% more accurate search outputs than the 
PageRank-based quality scores. Accuracy was measured for the top-k publications in the 
result sets, where k is 10. 

3.4 Section summary and conclusions 
In this section, The Research-Pyramid model proposed in (Aya et al., 2005) is used to solve 
the separability and accuracy problems of publication score functions. We showed that (i) 
normalizing publication scores within their research pyramids provides more accurate and 
less skewed scores, moreover (ii) ranking search results by these scores promises to give 
higher accuracy compared to ranking by globally normalized publication scores due to 
reduction of topic diffusion effect. 
However, as noticed by (Cho et al., 2005), citation-based measures compute popularity of 
publications based on the “current” state of a citation graph that continuously changes and 
evolves. Thus PageRank is effective in capturing the popularity of publications based on the 
current citation-graph in-hand. In the following section, we show that PageRank may assign 
inaccurate popularity scores for both old and recent publications. And thus PageRank cannot be 
used to rank OLDL search outputs. We therefore need effective techniques to order search 
results based on their importance and relevance to users’ interests.   

4. On popularity quality: growth and decay phases of publication popularities 
4.1 Introduction 
In the field of literature digital libraries, citation analysis is employed to evaluate the impact 
of publications and scientific collections (e.g., journals and conferences). It is also employed 
to order digital library search outputs (e.g., Google Scholar). Examples of citation-based 
measures are citation-count (Bani-Ahmad & Ozsoyoglu, 2007) and PageRank (Brin & Page, 
1998). However, as noticed by (Cho et al., 2005), citation-based measures compute 
popularity of publications based on the “current” state of a citation graph that continuously 
changes and evolves. Next we present two scenarios where usage of such popularity scores 
becomes problematic.  
Example 1 (Scores for recent publications; Google Scholar (Google Scholar, 2008)). Figure 8 
shows a sample search output from Google Scholar, a digital library search tool by Google 
(Google Scholar, 2008), for keywords “top-k query processing for semistructured data”. On 
the left-side of figure 8, relevant documents are ordered based on text-based relevancy to 
query terms and the citation-based popularity of the document. On the right-side, 
documents are ordered based on their publication date. The most relevant document to our 
query, the one entitled by “TopX: efficient and versatile top-k query processing for 
semistructured data”, is published in 2008, and appears at the top of the right-side search 
output list (where popularity didn’t affect the order of the output list). In comparison, this 
document is pushed down and appeared on page 5 of the left-side search output list of 
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averaging the similarity of the citers of both. However, note that similar papers to a member 
of an RP will be the other members of the same RP since members of an RP are usually cited 
by each other (as they are motivated by each other). 
 

 
Fig. 7. Examples where PB-FormRP() is more successful than LB-FormRP(). 
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In (Bani-Ahmad & Ozsoyoglu, 2007), the authors have applied the two RP-identification 
algorithms on the AnthP set. After that, they normalized publication scores within the research 
pyramids identified. The authors observed that, for RP-based scores, the observed skew values 
(table 1) range between (-0.05) and (1.88) in the RP-based scores (zero skew indicates that the 
distribution is symmetric). In comparison, the original scores showed highly skewed values 
that range between 8.12 and 13.04, which mean that they are sharply left-skewed. They also 
observed that, for RP-based scores, Kurtosis values (that measure how sharply peaked a 
distribution is) range between (-0.26) to (2.65) (near zero Kurtosis values indicate normally 
peaked data). In comparison, in the case of globally normalized scores, Kurtosis values range 
between (113.28) and (291.10). The enhancement of score distribution comes from the fact that 
publications are being compared to their peer groups, i.e., publications that belong to the same 
scope, and thus have the same chances of receiving new citations.  
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Publication Score Functions applied on the AnthP set. 

Sorting Search Results of Literature Digital Libraries:  
Recent Developments and Future Research Directions 109 

 The above observations on PageRank ( PgRankP , PgRank-LBP , PgRank-PBP ) also apply to Authorities 
scores ( AuthP , Auth-LBP , Auth-PBP ). Here we report only PageRank-related results as we have 
observed that AuthP and PgRankP scores are highly correlated with a correlation coefficient of 
0.98, and the correlation between PgRankP  and CitCntP  is 0.74. (Bani-Ahmad* et al., 2005). 
The authors in (Bani-Ahmad & Ozsoyoglu, 2007) have also performed multiple searches and 
manually evaluated the accuracy ranking publication via the RP-Model. They observed that 
research-pyramid-based scores resulted in 16% - 25% more accurate search outputs than the 
PageRank-based quality scores. Accuracy was measured for the top-k publications in the 
result sets, where k is 10. 

3.4 Section summary and conclusions 
In this section, The Research-Pyramid model proposed in (Aya et al., 2005) is used to solve 
the separability and accuracy problems of publication score functions. We showed that (i) 
normalizing publication scores within their research pyramids provides more accurate and 
less skewed scores, moreover (ii) ranking search results by these scores promises to give 
higher accuracy compared to ranking by globally normalized publication scores due to 
reduction of topic diffusion effect. 
However, as noticed by (Cho et al., 2005), citation-based measures compute popularity of 
publications based on the “current” state of a citation graph that continuously changes and 
evolves. Thus PageRank is effective in capturing the popularity of publications based on the 
current citation-graph in-hand. In the following section, we show that PageRank may assign 
inaccurate popularity scores for both old and recent publications. And thus PageRank cannot be 
used to rank OLDL search outputs. We therefore need effective techniques to order search 
results based on their importance and relevance to users’ interests.   

4. On popularity quality: growth and decay phases of publication popularities 
4.1 Introduction 
In the field of literature digital libraries, citation analysis is employed to evaluate the impact 
of publications and scientific collections (e.g., journals and conferences). It is also employed 
to order digital library search outputs (e.g., Google Scholar). Examples of citation-based 
measures are citation-count (Bani-Ahmad & Ozsoyoglu, 2007) and PageRank (Brin & Page, 
1998). However, as noticed by (Cho et al., 2005), citation-based measures compute 
popularity of publications based on the “current” state of a citation graph that continuously 
changes and evolves. Next we present two scenarios where usage of such popularity scores 
becomes problematic.  
Example 1 (Scores for recent publications; Google Scholar (Google Scholar, 2008)). Figure 8 
shows a sample search output from Google Scholar, a digital library search tool by Google 
(Google Scholar, 2008), for keywords “top-k query processing for semistructured data”. On 
the left-side of figure 8, relevant documents are ordered based on text-based relevancy to 
query terms and the citation-based popularity of the document. On the right-side, 
documents are ordered based on their publication date. The most relevant document to our 
query, the one entitled by “TopX: efficient and versatile top-k query processing for 
semistructured data”, is published in 2008, and appears at the top of the right-side search 
output list (where popularity didn’t affect the order of the output list). In comparison, this 
document is pushed down and appeared on page 5 of the left-side search output list of 
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Google Scholar. Given that users usually check only a few pages of a returned list of 
documents (Bani-Ahmad & Ozsoyoglu, 2007), this publication may not even have a chance 
to develop popularity unless, in time, awareness of readers increases, i.e., it becomes known 
to users. 
 

All Articles 

[PDF] Top-k query evaluation with 
probabilistic guarantees - all 6 versions » 
M Theobald, G Weikum, R Schenkel - … 
Conference on Very Large Data Bases (VLDB), 
Toronto, Canada, 2004 - cse.iitb.ac.in 
... error relative to “exactly top-k” queries, 
translatable into guarantees about query-
result precision ... on algorithms that 
process index lists by ...  
Cited by 85 - Related Articles - View as HTML 
- Web Search  
IO-Top-k: index-access optimized top-k query 
processing - all 5 versions » 
H Bast, D Majumdar, R Schenkel, M Theobald, 
G … - … of the 32nd international conference 
on Very large data …, 2006 - portal.acm.org 
... index-access steps in TA-style top-k 
query processing in the ... In these cases, 
the query optimizer needs to find a ... 
attributes that are relevant for top-k 
queries ...  
Cited by 20 - Related Articles - Web Search - 
BL Direct  
SPIDER: a multiuser information retrieval 
system for semistructured and dynamic data - 
all 3 versions » 
P Schäuble - Proceedings of the 16th annual 
international ACM SIGIR …, 1993 - 
portal.acm.org.. The retrieval of 
information from semistructured data 
collections is supported by an appropriate 
re ... Let q be the user’s query and let k be 
the ... The top k exact ...  
Cited by 40 - Related Articles - Web Search  
 

Recent Articles 

TopX: efficient and versatile top-k query 
processing for semistructured data 
M Theobald, H Bast, D Majumdar, R Schenkel, G 
… - … VLDB Journal The International Journal on 
Very Large Data …, 2008 – Springer ... As for 
our data model, we focus on a tree model 
for semi- structured data, thus following the 
W3C XML ... TopX : top-k query processing 
for semistructured data ...  
Web Search - BL Direct  
IO-Top-k: index-access optimized top-k query 
processing - all 5 versions » 
H Bast, D Majumdar, R Schenkel, M Theobald, G 
… - … of the 32nd international conference on 
Very large data …, 2006 - portal.acm.org 
... index-access steps in TA-style top-k 
query processing in the ... In these cases, the 
query optimizer needs to find a ... attributes 
that are relevant for top-k queries ...  
Cited by 20 - Related Articles - Web Search - BL 
Direct  
[PDF] Top-k query evaluation with probabilistic 
guarantees - all 6 versions » 
M Theobald, G Weikum, R Schenkel - … 
Conference on Very Large Data Bases (VLDB), 
Toronto, Canada, 2004 - cse.iitb.ac.in 
... error relative to “exactly top-k” queries, 
translatable into guarantees about query-
result precision ... on algorithms that 
process index lists by ...  
Cited by 85 - Related Articles - View as HTML - 
Web Search  

Fig. 8. Searching Google Scholar for “top-k query processing for semistructured data” 

Example 2 (Scores for old publications; CiteSeer (CiteSeer, 2008)): The two plots in Figure 9 
show in-citation counts of two relatively highly cited publications from CiteSeer (CiteSeer, 
2008) ( the observations made in this example do apply to most of the top-cited papers; 
check the full list posted by CiteSeer (CiteSeer-Lists, 2008)). Notice that the popularities of 
the two publications have dropped significantly after 2004. We observe that the probability  
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Fig. 9. Citation count per year for two publications that appeared in 1992 and 1994 (from 
CiteSeer) and cited around 300 times each. 

 
Fig. 10. Popularity drop of webpages, as opposed to observed in-citation life cycle of 
publications. 
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Google Scholar. Given that users usually check only a few pages of a returned list of 
documents (Bani-Ahmad & Ozsoyoglu, 2007), this publication may not even have a chance 
to develop popularity unless, in time, awareness of readers increases, i.e., it becomes known 
to users. 
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Example 2 (Scores for old publications; CiteSeer (CiteSeer, 2008)): The two plots in Figure 9 
show in-citation counts of two relatively highly cited publications from CiteSeer (CiteSeer, 
2008) ( the observations made in this example do apply to most of the top-cited papers; 
check the full list posted by CiteSeer (CiteSeer-Lists, 2008)). Notice that the popularities of 
the two publications have dropped significantly after 2004. We observe that the probability  
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Fig. 9. Citation count per year for two publications that appeared in 1992 and 1994 (from 
CiteSeer) and cited around 300 times each. 

 
Fig. 10. Popularity drop of webpages, as opposed to observed in-citation life cycle of 
publications. 
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that a publication receives new citations drops as it gets older. And, we also observe that 
PageRank scores of old publications reach a certain value, and do not change after that, even 
when they are not cited anymore. The reason is that citations do not age or disappear, and 
as we shall shortly explain, citation graphs around old publications minimally change. We 
thus conclude that PageRank scores of old publications represent their peak popularity (that 
they achieved in the past), but not their current popularity. This means that, even though old 
publications may in time be of lower interest to present users, their PageRank scores do not 
change. 
Based on the above two examples, we argue that, although PageRank is effective in 
capturing the peak popularity of publications, PageRank may assign inaccurate popularity 
scores for both old and recent publications.  
In (Cho et al., 2005), a web-user model is introduced and a new popularity growth model of 
webpages is presented. Using the growth model, Cho et. al. derived a quality estimator to 
compute webpage quality as opposed to its peak-time popularity.  
In this section, we experimentally validate the popularity growth phase model of 
publications proposed by (Cho et al., 2005). Moreover, we observe the following differences 
between publication citation and web-link graphs that the popularity growth model does 
not take in consideration: (i) publication citations do not ever disappear like web links, (ii) 
unlike web links, once two papers are published, no new citations between them are added, 
(iii) also unlike web links, new citations to old papers are very unlikely to occur, and (iv) 
indirect citations to a publication are of lesser effect on its PageRank score (Desikan et al., 
2005). We observe that these differences result in popularity decay for old publications 
overtime, which we refer to as the publication popularity decay phase. In this section, these 
differences guide us in extending the popularity growth model to accurately capture 
popularity decay of publications in technology-driven fields of study where authors tend 
not to cite publications that get older, and publication quality becomes less relevant. We 
demonstrate that our proposal successfully assigns accurate publication scores that are in 
turn useful for two tasks: 
i. Ranking search results of user queries in literature digital libraries. Accurate 

publication scores may help users retrieve new and yet promising publications; and new 
publications may contain undiscovered ideas at the frontiers of the topic of interest for 
users. Our extended quality estimator identifies high quality papers, presents them to 
the user, and thus gives new papers a better chance to accumulate awareness more 
quickly.  

ii. Modeling popularity life cycle of publications. Coupled with the probabilistic model 
of researchers’ citation behavior, which we discuss in section 5.4, popularity life cycle of 
publications in different publication venues can be modeled. Cho et. al. analytically 
verified that the quality estimator they propose can successfully be used for pages with 
changing quality (growth and decay) (see figure 5.3). However, they did not investigate 
the popularity decay of pages (Cho et al., 2005), probably because of the difficulties in 
capturing such web data and the complexity of web-link graph dynamics. Studies show 
that, for literature digital libraries, the popularity decay phase can be successfully 
modeled and integrated with the popularity growth phase. 

Our two-phase publication popularity model, i.e., the popularity growth and decay model, 
is in heavily different than the webpage popularity model. To illustrate the differences, 
figure 10 shows two popularity growth and decay curves, one for a webpage (figure 5.3.a 
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from (Cho et al., 2005)) and another for a publication (figure 10.b from CiteSeer (CiteSeer, 
2008)). Notice that the popularity of a webpage keeps increasing as the webpage becomes 
known and those who “like“ it place links to it in other pages (Cho et al., 2005). After the 
webpage reaches the peak, its popularity decays until it reaches a steady-state popularity 
value (Cho et al., 2005). In comparison, the decay of publication popularity has a much 
different curve. Studies show that researchers rarely cite old works, especially in fast-
moving fields like computer and life sciences. Consequently, we show that, by properly 
modeling users’ citation behavior along with accurate publication quality estimators, we 
obtain realistic publication popularity growth and decay curves similar to the dashed curves 
of figure 10.b. Empirically, we observe that the majority of publication “citation count per 
year” curves conform to this growth and decay model.  

4.2 Page quality and webpage popularity evolution model 
Cho et. al. (Cho et al., 2005), via a simple user-web model, developed a formula for the 
popularity growth of webpages, and then used the formula to estimate page quality.  
Publication quality, based on the web-user model, is defined as the popularity of the 
publication given that all possibly interested authors are aware of it and those who like it 
have cited it.   
After getting published, a paper goes through two main phases: 
i. a popularity growth phase where its popularity increases as more authors become 

aware of it and cite it. After some time, the publication’s popularity reaches to a certain 
value. During the growth phase of the publication, (i) researchers develop awareness of 
the publication, i.e., more authors get to know it, and (ii) research problems inspired by 
the paper get studied by authors. This means that the longer the growth phase of a 
paper, the better the quality of the paper; and (iii) the authors who like the paper cite it 
in their works. 

ii.  a saturation phase: after the transient growth phase, the publication’s PageRank score 
settles at a certain value, and minimally changes.  

Definition:  
1. The growth region of a publication is the time interval during which the publication 

popularity grows.  
2. The saturation region of a publication is the time interval that starts at the saturation 

point; and, afterwards, the publication usually does not receive new citations. 
3. The popularity function  of publication p, is a function that computes the 

popularity of p at time t.  
4. Publication quality  is the intrinsic and (saturation-time popularity) quality of  a 

publication (Cho et al., 2005). 
We empirically calculate an estimation  for the publication quality  of publication p 
as the PageRank score at the saturation region. Or,  where   is 
PageRank score of p at the saturation time point .  
The popularity growth function , proposed in (Cho et al., 2005), is derived as: 

  (1) 

Note that the function  is monotonically increasing with time t. The constant  is 
the intrinsic quality of the publication p (that is estimated as p’s PageRank score in the 
saturation region), constant  is the rate of PageRank score growth in Cho’s PageRank score 
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that a publication receives new citations drops as it gets older. And, we also observe that 
PageRank scores of old publications reach a certain value, and do not change after that, even 
when they are not cited anymore. The reason is that citations do not age or disappear, and 
as we shall shortly explain, citation graphs around old publications minimally change. We 
thus conclude that PageRank scores of old publications represent their peak popularity (that 
they achieved in the past), but not their current popularity. This means that, even though old 
publications may in time be of lower interest to present users, their PageRank scores do not 
change. 
Based on the above two examples, we argue that, although PageRank is effective in 
capturing the peak popularity of publications, PageRank may assign inaccurate popularity 
scores for both old and recent publications.  
In (Cho et al., 2005), a web-user model is introduced and a new popularity growth model of 
webpages is presented. Using the growth model, Cho et. al. derived a quality estimator to 
compute webpage quality as opposed to its peak-time popularity.  
In this section, we experimentally validate the popularity growth phase model of 
publications proposed by (Cho et al., 2005). Moreover, we observe the following differences 
between publication citation and web-link graphs that the popularity growth model does 
not take in consideration: (i) publication citations do not ever disappear like web links, (ii) 
unlike web links, once two papers are published, no new citations between them are added, 
(iii) also unlike web links, new citations to old papers are very unlikely to occur, and (iv) 
indirect citations to a publication are of lesser effect on its PageRank score (Desikan et al., 
2005). We observe that these differences result in popularity decay for old publications 
overtime, which we refer to as the publication popularity decay phase. In this section, these 
differences guide us in extending the popularity growth model to accurately capture 
popularity decay of publications in technology-driven fields of study where authors tend 
not to cite publications that get older, and publication quality becomes less relevant. We 
demonstrate that our proposal successfully assigns accurate publication scores that are in 
turn useful for two tasks: 
i. Ranking search results of user queries in literature digital libraries. Accurate 

publication scores may help users retrieve new and yet promising publications; and new 
publications may contain undiscovered ideas at the frontiers of the topic of interest for 
users. Our extended quality estimator identifies high quality papers, presents them to 
the user, and thus gives new papers a better chance to accumulate awareness more 
quickly.  

ii. Modeling popularity life cycle of publications. Coupled with the probabilistic model 
of researchers’ citation behavior, which we discuss in section 5.4, popularity life cycle of 
publications in different publication venues can be modeled. Cho et. al. analytically 
verified that the quality estimator they propose can successfully be used for pages with 
changing quality (growth and decay) (see figure 5.3). However, they did not investigate 
the popularity decay of pages (Cho et al., 2005), probably because of the difficulties in 
capturing such web data and the complexity of web-link graph dynamics. Studies show 
that, for literature digital libraries, the popularity decay phase can be successfully 
modeled and integrated with the popularity growth phase. 

Our two-phase publication popularity model, i.e., the popularity growth and decay model, 
is in heavily different than the webpage popularity model. To illustrate the differences, 
figure 10 shows two popularity growth and decay curves, one for a webpage (figure 5.3.a 
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from (Cho et al., 2005)) and another for a publication (figure 10.b from CiteSeer (CiteSeer, 
2008)). Notice that the popularity of a webpage keeps increasing as the webpage becomes 
known and those who “like“ it place links to it in other pages (Cho et al., 2005). After the 
webpage reaches the peak, its popularity decays until it reaches a steady-state popularity 
value (Cho et al., 2005). In comparison, the decay of publication popularity has a much 
different curve. Studies show that researchers rarely cite old works, especially in fast-
moving fields like computer and life sciences. Consequently, we show that, by properly 
modeling users’ citation behavior along with accurate publication quality estimators, we 
obtain realistic publication popularity growth and decay curves similar to the dashed curves 
of figure 10.b. Empirically, we observe that the majority of publication “citation count per 
year” curves conform to this growth and decay model.  

4.2 Page quality and webpage popularity evolution model 
Cho et. al. (Cho et al., 2005), via a simple user-web model, developed a formula for the 
popularity growth of webpages, and then used the formula to estimate page quality.  
Publication quality, based on the web-user model, is defined as the popularity of the 
publication given that all possibly interested authors are aware of it and those who like it 
have cited it.   
After getting published, a paper goes through two main phases: 
i. a popularity growth phase where its popularity increases as more authors become 

aware of it and cite it. After some time, the publication’s popularity reaches to a certain 
value. During the growth phase of the publication, (i) researchers develop awareness of 
the publication, i.e., more authors get to know it, and (ii) research problems inspired by 
the paper get studied by authors. This means that the longer the growth phase of a 
paper, the better the quality of the paper; and (iii) the authors who like the paper cite it 
in their works. 

ii.  a saturation phase: after the transient growth phase, the publication’s PageRank score 
settles at a certain value, and minimally changes.  

Definition:  
1. The growth region of a publication is the time interval during which the publication 

popularity grows.  
2. The saturation region of a publication is the time interval that starts at the saturation 

point; and, afterwards, the publication usually does not receive new citations. 
3. The popularity function  of publication p, is a function that computes the 

popularity of p at time t.  
4. Publication quality  is the intrinsic and (saturation-time popularity) quality of  a 

publication (Cho et al., 2005). 
We empirically calculate an estimation  for the publication quality  of publication p 
as the PageRank score at the saturation region. Or,  where   is 
PageRank score of p at the saturation time point .  
The popularity growth function , proposed in (Cho et al., 2005), is derived as: 

  (1) 

Note that the function  is monotonically increasing with time t. The constant  is 
the intrinsic quality of the publication p (that is estimated as p’s PageRank score in the 
saturation region), constant  is the rate of PageRank score growth in Cho’s PageRank score 
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growth model. For new publications, ���� �� � �. In time, the exponent component, ����, 
approaches zero as t increases, and, consequently, ���� �� converges to ����, the intrinsic 
quality score of the publication, over time.  
Remark: The popularity of a publication p at time t is estimated as the p’s PageRank score 
based on the citation graph at time t.  Also, the quality of publication p is estimated as the 
PageRank score at saturation phase (Cho et al., 2005). 
The above remark forms a bridge between the PageRank score change curve and Cho et. al.’s 
popularity growth model (and our model of publication popularity growth and decay model).  
(Cho et al., 2005) base their model on the fact that the quality of a page is time-invariant and 
does not change overtime. Thus; ���� is assumed to be a constant estimated at any time as 
the sum of (a) the current popularity or PageRank score of p, and (b) the relative popularity 
(PageRank) rate of change, i.e., 

 ����� � ����� �� � �
� .

�������
�� . �

������� (2) 

where � � � � � is a constant which we choose to be 0.1 as in (Cho et al., 2005). 
A high quality publication is one with a scientific value, and one can intuitively estimate the 
quality of a publication based on its impact on other authors. Quantitatively, the quality can 
be measured as the conditional probability that an author will like the publication ���� 
given that s/he has became aware of it ����. Mathematically, ���� � ��������, as defined in  
(Cho et al., 2005). 
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Fig. 11. In-citation per research pyramid (inter-research pyramid citations, i.e. citations from 
publications outside an RP to ones inside it). 
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Fig. 12. Inter-pyramid Citation count (x-axis) vs the (average difference in publication dates 
of publications in a research pyramid). 

We argue that we need to distinguish between two measures of quality for a  
publication. 
i. The first measure represents the scientific value of that publication (i.e., how well-

written it is, the authors follow a suitable technique to solve the research problem, …, 
etc). This value is time-invariant and is represented by  (Cho et al., 2005). 

ii. The second measure represents the value of the paper to the user at the time s/he is 
searching the digital library. This value, in contrast to , is time-dependent, 
especially in fast-moving fields of study. We refer to this quality measure as the 
Publication Quality with Aging Factor. 

Next in the following subsection, we show that publications go through the popularity 
growth phase during which publications gain awareness and thus popularity. And in 
section 5.6, we empirically show the popularity growth curves conform to the “sigmoidal” 
evolution pattern derived by (Cho et al., 2005). Finally, in section 5.4, we study one aspect of 
researcher citation behavior, and use it in section 5.5 to propose our notion of Publication 
Quality with Aging Factor.  

4.3 Properties of publication citation graphs and research pyramids 
In this section we validate Cho et. al.’s popularity growth phase by (i) using PageRank as 
a popularity indicator, and (ii) utilizing the research-pyramid model of research evolution 
(Bani-Ahmad & Ozsoyoglu, 2007; Aya et al., 2005), to show that popularity scores  
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growth model. For new publications, ���� �� � �. In time, the exponent component, ����, 
approaches zero as t increases, and, consequently, ���� �� converges to ����, the intrinsic 
quality score of the publication, over time.  
Remark: The popularity of a publication p at time t is estimated as the p’s PageRank score 
based on the citation graph at time t.  Also, the quality of publication p is estimated as the 
PageRank score at saturation phase (Cho et al., 2005). 
The above remark forms a bridge between the PageRank score change curve and Cho et. al.’s 
popularity growth model (and our model of publication popularity growth and decay model).  
(Cho et al., 2005) base their model on the fact that the quality of a page is time-invariant and 
does not change overtime. Thus; ���� is assumed to be a constant estimated at any time as 
the sum of (a) the current popularity or PageRank score of p, and (b) the relative popularity 
(PageRank) rate of change, i.e., 

 ����� � ����� �� � �
� .

�������
�� . �

������� (2) 

where � � � � � is a constant which we choose to be 0.1 as in (Cho et al., 2005). 
A high quality publication is one with a scientific value, and one can intuitively estimate the 
quality of a publication based on its impact on other authors. Quantitatively, the quality can 
be measured as the conditional probability that an author will like the publication ���� 
given that s/he has became aware of it ����. Mathematically, ���� � ��������, as defined in  
(Cho et al., 2005). 
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Fig. 12. Inter-pyramid Citation count (x-axis) vs the (average difference in publication dates 
of publications in a research pyramid). 

We argue that we need to distinguish between two measures of quality for a  
publication. 
i. The first measure represents the scientific value of that publication (i.e., how well-

written it is, the authors follow a suitable technique to solve the research problem, …, 
etc). This value is time-invariant and is represented by  (Cho et al., 2005). 

ii. The second measure represents the value of the paper to the user at the time s/he is 
searching the digital library. This value, in contrast to , is time-dependent, 
especially in fast-moving fields of study. We refer to this quality measure as the 
Publication Quality with Aging Factor. 

Next in the following subsection, we show that publications go through the popularity 
growth phase during which publications gain awareness and thus popularity. And in 
section 5.6, we empirically show the popularity growth curves conform to the “sigmoidal” 
evolution pattern derived by (Cho et al., 2005). Finally, in section 5.4, we study one aspect of 
researcher citation behavior, and use it in section 5.5 to propose our notion of Publication 
Quality with Aging Factor.  

4.3 Properties of publication citation graphs and research pyramids 
In this section we validate Cho et. al.’s popularity growth phase by (i) using PageRank as 
a popularity indicator, and (ii) utilizing the research-pyramid model of research evolution 
(Bani-Ahmad & Ozsoyoglu, 2007; Aya et al., 2005), to show that popularity scores  
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of publications converge to a steady-state value that can be estimated by equation (2) 
above. 
We first note one difference between a publication citation graph from a web citation graph: 
Publication citation graph evolution behavior is to some extent more controlled than web 
graphs and can be anticipated. A webpage that has been on the web for a relatively long 
time may still receive new links (citations); old publications, however, are rarely cited 
(Ahmed et al., 2002; Bani-Ahmad & Ozsoyoglu, 2007; Case & Higgins, 2000). Consequently, 
publication citation graphs are highly unlikely to face structural changes around relatively 
old publications. This special characteristic of publication citation graphs allows for 
developing accurate mathematical models for changes to publication’s PageRank scores, 
and thus better estimation of publication quality. In contrast, a web graph may face abrupt 
structural changes at any time in any part of the graph. Studies show that, every week, 
around 8% web pages are replaced and that about 25% new links are created (Ntoulas et al., 
2004). 
Next we describe the research-pyramid (RP-) model (Bani-Ahmad & Ozsoyoglu, 2007; Aya 
et al., 2005) of publications that also suggests time-dependent growth patterns in publication 
citation graphs. The RP-Model is based on the observation that citations between research 
publications produce multiple, small pyramid-like structures, where each pyramid 
represents publications related to a highly specific research topic (Aya et al., 2005). A 
research pyramid is defined as a set of publications that represent a highly specific research 
topic, and usually has a pyramid-like structure in terms of its citation graph (Aya et al., 
2005; Bani-Ahmad & Ozsoyoglu, 2007).  
The RP-Model suggests that publication citation graphs evolve in a time-controlled manner 
through the stimulation of most-specific research topics from one another as follows. A 
publication that deals with a new specific research problem appears, and proposes the first 
solution for it. More publications appear after that publication, addressing the same 
problem and proposing enhanced or refined solutions to that problem. In time, the research 
problem (i) is either solved, (ii) settles down with “good-enough” solutions, or (iii) 
subdivided into more specific research problems (i.e., new research pyramids) (Bani-Ahmad 
& Ozsoyoglu, 2007).  
Publications within an individual research pyramid are (i) motivated by earlier publications 
in the topic area, or (ii) use techniques proposed in publications from other research 
pyramids. We have observed that citations between different research pyramids conform to 
a highly left-skewed distribution, (figure 13), which indicates that as research pyramids of a 
particular research topic is formed and new research pyramids are instantiated, the RPs 
already formed receive few external citations from other research pyramids.  
Consequently, publication citation graphs are highly unlikely to face structural changes 
within an already constructed research pyramid because (i) citations do not disappear like 
web links, (ii) once two papers are published, no new links between them are added, (iii) 
new citations to old paper are less likely to occur, and (iv) indirect citations to a publication 
are of lesser effect on its PageRank score (Desikan et al., 2005). Structural changes affect only 
the developing (i.e., recent) research pyramids. Thus, popularity (or PageRank scores) of 
publications are expected to converge over time to a steady-state value, which is the essence 
of the popularity growth model (Cho et al., 2005).  
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of publications converge to a steady-state value that can be estimated by equation (2) 
above. 
We first note one difference between a publication citation graph from a web citation graph: 
Publication citation graph evolution behavior is to some extent more controlled than web 
graphs and can be anticipated. A webpage that has been on the web for a relatively long 
time may still receive new links (citations); old publications, however, are rarely cited 
(Ahmed et al., 2002; Bani-Ahmad & Ozsoyoglu, 2007; Case & Higgins, 2000). Consequently, 
publication citation graphs are highly unlikely to face structural changes around relatively 
old publications. This special characteristic of publication citation graphs allows for 
developing accurate mathematical models for changes to publication’s PageRank scores, 
and thus better estimation of publication quality. In contrast, a web graph may face abrupt 
structural changes at any time in any part of the graph. Studies show that, every week, 
around 8% web pages are replaced and that about 25% new links are created (Ntoulas et al., 
2004). 
Next we describe the research-pyramid (RP-) model (Bani-Ahmad & Ozsoyoglu, 2007; Aya 
et al., 2005) of publications that also suggests time-dependent growth patterns in publication 
citation graphs. The RP-Model is based on the observation that citations between research 
publications produce multiple, small pyramid-like structures, where each pyramid 
represents publications related to a highly specific research topic (Aya et al., 2005). A 
research pyramid is defined as a set of publications that represent a highly specific research 
topic, and usually has a pyramid-like structure in terms of its citation graph (Aya et al., 
2005; Bani-Ahmad & Ozsoyoglu, 2007).  
The RP-Model suggests that publication citation graphs evolve in a time-controlled manner 
through the stimulation of most-specific research topics from one another as follows. A 
publication that deals with a new specific research problem appears, and proposes the first 
solution for it. More publications appear after that publication, addressing the same 
problem and proposing enhanced or refined solutions to that problem. In time, the research 
problem (i) is either solved, (ii) settles down with “good-enough” solutions, or (iii) 
subdivided into more specific research problems (i.e., new research pyramids) (Bani-Ahmad 
& Ozsoyoglu, 2007).  
Publications within an individual research pyramid are (i) motivated by earlier publications 
in the topic area, or (ii) use techniques proposed in publications from other research 
pyramids. We have observed that citations between different research pyramids conform to 
a highly left-skewed distribution, (figure 13), which indicates that as research pyramids of a 
particular research topic is formed and new research pyramids are instantiated, the RPs 
already formed receive few external citations from other research pyramids.  
Consequently, publication citation graphs are highly unlikely to face structural changes 
within an already constructed research pyramid because (i) citations do not disappear like 
web links, (ii) once two papers are published, no new links between them are added, (iii) 
new citations to old paper are less likely to occur, and (iv) indirect citations to a publication 
are of lesser effect on its PageRank score (Desikan et al., 2005). Structural changes affect only 
the developing (i.e., recent) research pyramids. Thus, popularity (or PageRank scores) of 
publications are expected to converge over time to a steady-state value, which is the essence 
of the popularity growth model (Cho et al., 2005).  
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Figure 13 shows that user interest in citing a particular paper significantly decays over 
time. The best probabilistic distribution that fits the citation-age PDFs of figure 13 is the 
Weibull distribution (Mathworks, 2008). Figure 14 contains the cumulative distribution 
function (CDF) of the Weibull distribution, and the empirical CDF of the citation-age 
distribution for the data-management dataset. The two CDF curves show a high match. 
Using Minitab, 2008 software (Minitab, 2008), we have observed that the citation age 
curve (figure 14) conforms to the Weibull distribution with the estimated parameters 
shape (�)=1.548 and Scale (�)=6.735. Thus, the probability ��� � �� of the citation from � 
to � to occur, is computed as  

 ��� � �� � ���������|������ ��|�  �� ��  (3) 

where |������ ��| is the absolute time difference (in years) between the publication years of 
u and v. The probability density function of Weibull distribution is given by  

 �����������  �� �� � �
� � ������������

���
 (4) 

assuming that �����������  �� �� = 0 for x < 0 (which is true in our case as a publication will not 
receive any citation if it is not published). In section 5.5, we use this formula in estimating 
the publication quality considering the aging factor. 

4.5 Publication quality with aging factor 
Assume that a user issues a search query at time t. Viewing the user as a potential author of 
an upcoming publication, the user will probably follow the Weibull distribution in his/her 
citations. i.e., the user cites a relevant publication v with probability equal to ���������� �
���������  where �������� is the publication year of v.  
Thus, we argue that considering both the publication quality and the aging factor together 
leads to a better search output ranking. One possible way to order user search query results 
is to consider three factors: (i) text-based relevancy of v and the query terms, (ii) the 
publication quality, (iii) the probability that the user will cite the publication given the ages 
of relevant publications. Thus, for a given search query term �, and output (publication) �, 
one possible form of combining the three factors is as follows 

 ������������� � ������ �� �  ����� ��  (5) 

where ������ �� is the text-based similarity between � and �, and  ����� �� is the temporal 
popularity of the publication at time t which is computed as  
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Definition: The temporal popularity of a publication p at time t, ����� �� represents users’ 
expected interest in p at t. 

4.7 Section summary 
In this section, we have (i) experimentally validated the popularity growth phase of 
publications (Cho et al., 2005), (ii) proposed a probabilistic model for domain-specific 
publication citation behavior, and (iii) extended the popularity growth phase to capture 
publication popularity decay phase. 
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5.  Chapter summary and future research directions  
5.1 Chapter summary 
In this chapter, we have introduced a number of recent techniques for ranking the search 
results of online digital libraries.  
Evaluating citation-based score measures of publications. 
In section 2 of this chapter, we compared and evaluated several publication score functions; 
including PageRank (Brin & Page, 1998), Authorities (Kleinberg, 1998) and citation-count 
scores (Chakrabarti, 2003). We observed the separability problem with all of these functions, 
which is defined as the scoring functions producing scores that do not distribute well over a 
given scale, e.g., [0, 1]. Instead, distributions of the existing publication score functions are 
highly skewed, and decay very fast (Render, 2004), resulting in a much less useful 
comparative publication assessment capability for users. This lack of separability is caused 
by the “rich gets richer” phenomena (Render, 2004; Li & Chen, 2003), i.e., a very small 
number of publications with relatively high numbers of in-citations have even higher 
chances of receiving new citations. Yet, these scoring functions are still not very accurate, 
probably due to topic diffusion in search outputs (Haveliwala, 2002).  
Improved publication scores via research-pyramids 
In section 3, we observed that (a) the complete publication citation graph (of AnthP) is 
highly clustered, (b) each cluster of the complete publication set has a pyramid-like 
structure in terms of the citation graph of the cluster, and (c) each cluster represents a highly 
specific research topic. These three observations validated the research pyramid model 
proposed by (Aya et al., 2005).  
We also found that topic similarities decay over both citation ages and citation paths. We 
used two topic similarity decay curves to guide the research-pyramid construction, and 
proposed and validated two algorithms to identify research pyramid structures in citation 
graphs. 
Within research-pyramid citation graphs, we noticed that the average number of in-citations 
per paper varies, pointing to the importance of comparative publication scores within 
research pyramids. We then observed that normalizing publication scores within research-
pyramids produces accurate and nearly normally distributed scores of publications.  
Popularity Growth and Decay of Publications 
In section 4, we proposed new definitions for popularity growth and decay for publications 
by coupling Cho et. al.’s model of popularity growth with our probabilistic publication 
citation behavior model, which we referred to as the publication quality with aging factor. In 
detail, we (i) experimentally validated the popularity of publications change over time and 
follow the logistic growth equation (Cho et al., 2005), (ii) proposed an empirical model for 
one aspect of researchers’ citation behavior in technology-driven fields of study such as 
computer science (this model captures researchers’ tendency not to cite old publications), 
and (iii) extended the popularity growth model (Cho et al., 2005) to capture publication 
popularity decay. Our major findings were as follows: (a) empirically, the probability of 
citing any publication conforms to the Weibull distribution (Mathworks, 2008) over the age 
of that publication. However, the shape and scale parameters of the distribution changes 
with the quality of publication venues, (b) we showed that the derivative of the popularity 
growth function accurately represents (i.e., directly proportional to) the temporal 
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Figure 13 shows that user interest in citing a particular paper significantly decays over 
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with the quality of publication venues, (b) we showed that the derivative of the popularity 
growth function accurately represents (i.e., directly proportional to) the temporal 



Digital Libraries - Methods and Applications 120 

publication popularity at any time, (c) we observed that our definition of publication quality 
with aging factor matches the derivative of the popularity growth curve. This provides an 
analytical foundation for our growth and decay model of publication popularity. 

5.2 Future research directions 
Advanced Search Interface via Research Pyramids 
As future work, one may work on the problem of automatically annotating research 
pyramids with keywords representing fine-grained research topics. Also, by using the 
identified research pyramids, we may work on visualization, namely, building a hierarchical 
structure that places research pyramids into a hierarchical structure. Using RP annotations 
and the hierarchical structure of RPs, building an advanced query interface that involves 
pruned searches becomes possible. 
Accurate Identification of Research Pyramids  
The two RP-identification algorithms proposed in section 2 are very basic, and form the first 
attempts. As future work, one may find more accurate techniques to identify cornerstone 
publications within research pyramids. Also, more accurate techniques to identify members 
of each RP need to be developed.   
Publication-venue Specific User Citation Behavior 
As future work, one can work on identifying the correlation between the impact of the 
publication venue on user’s citation behavior and publications that appear in prestigious 
conferences. More specifically, one may attempt to model users’ citation behavior for 
prestigious publication venues. Our hypothesis is that, by understanding users’ citation 
behavior, one can provide users of online digital libraries with higher quality of services. 
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1. Introduction 
Libraries are long standing institutions, providing an important service of making 
information widely available. So it is with Digital Libraries (DL), but this evolution into a 
computerized format does not come without its own unique challenges. The variety and 
quantity of information available in the digital space is truly astounding. However, as this 
growth continues, traditional methods for searching are becoming less effective to support 
the needs of users to find information quickly and easily. 
The conventional library book search system provides several attributes associated with 
books as a response to the users’ inquiry.  This includes title, author, publication year, ISBN, 
page total, and similar information.  While considering the increasing volume of data, the 
current text-based approach to result presentation is not an ideal solution for the modern 
digital environment. Particularly in the case of comparing a lengthy list of search results, 
this approach is ill-suited, as it is inefficient and non-intuitive (Good et al., 2005).  
Assistance, such as ranked results, can aid in such problems but the user will still be relied 
on to investigate the top results individually (Veerasamy & Heikes, 1997; Dushay, 2004).  
Additionally, the current popular approach of presenting a summary of content may not 
accurately reflect what is of value to the user. 
The advancements and trends that allow for the rapid growth of DL also permit more 
elaborate interfaces with which to access them (Bertini et al., 2005). Information 
Visualization is one such avenue, which has proven to be an effective approach in acquiring 
information from a large compilation of data.  By making use of users' perceptual cognition 
for navigating extensive digital workspaces, their ability to understand, and speed with 
which they review the information space is improved (Card et al., 1999). Previous studies 
have proven the significance of visualization in the users’ information forage (Veerasamy & 
Heikes, 1997; Hawkins, 1999; Kim et al., 2002). 
One common approach to assist users’ search activities uses visualization techniques 
combined with information filtering. The users’ interaction defines the attributes of interest 
that easily filter out unrelated data. The following visualization procedure transforms the 
remaining data into graphical illustrations. FilmFinder and HomeFinder are interactive 
visual interfaces which assist the user to narrow down the search scope and easily compare 
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results using the visualization (Ahlberg & Shneiderman, 1994; Williamson & Shneiderman, 
1992).  Another common approach focuses on presenting the underlying information 
through visualization. A novel text visualization interface, TileBars, shows the distribution 
behavior of a set of query terms (Hearst, 1995).  This presentation allows users to compare 
multiple documents compactly and concurrently. Other visualization techniques in this 
category concentrate on showing a portion of the information at a great level of detail while 
maintaining the overall structure of the information (Lamping et al., 1995). Information 
clustering is another method for supporting navigation of a large data collection. Related 
documents are clustered together, whose notable characteristics are visualized using a 
mixture of attributes (Shneiderman et al., 2000; Au et al., 2000; Nowell et al., 1996). 
Visualization methodologies, such as those mentioned here, have shown that the illustration 
of data has contributed to improving the user's ability to comprehend information quickly.  
This, in turn, leads to increased speed and accuracy in finding desired information (Card et 
al., 1999; Kim, 2004). 
We can apply these kinds of visual abstractions to enhance searches on different types of 
data domains. By presenting information in such a way, a large amount of content can be 
displayed in a format which is more intuitive. This has the benefit of allowing the user to 
analyze data more effectively, increasing the user's ability to comprehend results and make 
better content selections. Periscope, for example, is a visualization system targeted at web 
search results.  It provides a series of different visualizations which users can utilize to 
analyze and explore the result set. A holistic interface can be used to organize documents 
into various categories, such as language and format, or web related attributes such as DNS 
domains.  An analytical interface allows for up to seven attributes to be relayed at a time, 
through use of X, Y, Z axes, color, size, shape, and animation (Wiza et al., 2004).  
The search based on the underlying content will increase the accuracy in finding targeted 
information from the available resources. Think for a moment how one might search a 
physical book for a topic of interest. The logical place to start would be the index.  Indexes 
are valuable resources for referencing major terms which appear in a book. The categorical 
and hierarchical layout of terms in the index allows us to identify associated topics easily, 
along with their relationships without reading the underlying contents. The page numbers 
coupled with each entry makes it possible to estimate the amount information relating to a 
particular subject. The index will represent the overall layout of entire book contents. Due to 
a lack of readily available sources, this valuable information has been under utilized. The 
current trend of digitizing books in recent years allows us to exploit content in searches, 
instead of just depending on superficial book attributes. The visualization techniques 
utilizing this information will further enhances the user’s search on the DL system.  
The main objective of this book chapter is on the utilization of visualization techniques for 
exploring the DL system. The following chapter will survey and summarize various 
visualization approaches which applied to DL. We will introduce a visual interface which 
presents general book information through iconic representations. This chapter also 
proposes a novel visualization which utilizes the book index for mimicking the content 
analysis. It will allow for detailed comparison of index-based information between selected 
works. Two different visualizations for this detail view are implemented, each with different 
strengths. The procedure and analysis of results for a usability test follow, along with 
discussion and future possibilities, and final conclusions.  
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2. Related works  
The efficacy of visualization in searching a large information space has been proven in many 
previous studies (Veerasamy & Heikes, 1997; Kim et al., 2002). DL are one promising area 
that should exploit visualization techniques in searching on various forms of archived 
information, such as text, imagery, multimedia, citations, and even computer mediated 
communication (Abbasi & Chen, 2007). The 3D Vase Museum is one example applying 
visualizations for browsing photographs in a digital library collection (Shiaw et al., 2004). A 
Focus+Context type visualization displays a set of Greek vases in the Perseus digital library 
in a simulated 3D virtual museum. By moving around the virtual space, users can 
appreciate vases with accompanying text data.  Christel and Martin introduced visualization 
techniques for browsing and navigating another type of multimedia, video documents 
(Christel & Martin, 1998). Meanwhile, Chen proposed a novel approach utilizing a different 
side view of information in accessing the digital library (Chen, 1999).  It visualizes semantic 
structures and co-citation networks extracted from a collection of documents.  This method 
displayed the author co-citation networks in a 3D virtual space attempting to reveal the 
structure of a field of hyperlinks with co-citation patterns of authors.  
Borner and Chen explained that there are three common usage requirements for visual 
interfaces to the DL: First, to support the identification of the composition of retrieval result. 
Second is to understand the interrelation of retrieved documents to one another. Lastly, to 
refine a search, gain an overview of the coverage of a DL and to visualize user interaction 
data in relation to available documents. The goal would be to evaluate and improve DL 
usage (Borner & Chen, 2002).   
Clarkson et al. developed a visual interface emphasizing on the hierarchy of the repository 
in presenting the DL search results. They used the hierarchical representation in digital 
repositories for developing an interface for enhancing query-based search engines. A 
treemap, a well-known technique, is used to organize results in a space-efficient hierarchical 
display (Bederson et al., 2002). The system, known as ResultMap, maps each document in 
the hierarchical tree structures to a treemap where items matched with given query are 
highlighted.  ResultMap presents the full contents of a hierarchical dataset while providing 
a view of underlying levels. The experimental results from two controlled lab studies 
showed that participants expressed preferences to use ResultMap system and produced 
comparable performance to a text-only engine (Clarkson et al., 2009). 
When using physical books, people tend to view multiple at once. This is to better compare 
and review information across multiple sources, and to have a better overall understanding 
of the domain.  In their study, Good et al, identify this to be a major weakness in current DL 
displays (Good et al., 2005). To address related issues, researchers have conducted studies 
applying visualization techniques for book searches and presenting various forms of search 
results for easy comparison (Shen et al., 2006; Silva et al., 2003).  Envision is a visual interface 
presenting book search results in a rigid matrix (Nowell et al., 1997).  The search results are 
presented as icons in a 2D grid where the visual attributes represent the characteristics of 
returned documents. Envision allows the user to organize the visualized output 
interactively based on their information needs.   
The Graphical Interface for DL (GRIDL) and ActiveGraph adopted a similar approach in 
presenting search results.  The GRIDL displays a hierarchical cluster of the relevant data to a 
query on two-dimensional display (Shneiderman et al., 2000). This system provides an 
interactive grid layout, the axes of which are selectable from a variety of different attributes.  
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results using the visualization (Ahlberg & Shneiderman, 1994; Williamson & Shneiderman, 
1992).  Another common approach focuses on presenting the underlying information 
through visualization. A novel text visualization interface, TileBars, shows the distribution 
behavior of a set of query terms (Hearst, 1995).  This presentation allows users to compare 
multiple documents compactly and concurrently. Other visualization techniques in this 
category concentrate on showing a portion of the information at a great level of detail while 
maintaining the overall structure of the information (Lamping et al., 1995). Information 
clustering is another method for supporting navigation of a large data collection. Related 
documents are clustered together, whose notable characteristics are visualized using a 
mixture of attributes (Shneiderman et al., 2000; Au et al., 2000; Nowell et al., 1996). 
Visualization methodologies, such as those mentioned here, have shown that the illustration 
of data has contributed to improving the user's ability to comprehend information quickly.  
This, in turn, leads to increased speed and accuracy in finding desired information (Card et 
al., 1999; Kim, 2004). 
We can apply these kinds of visual abstractions to enhance searches on different types of 
data domains. By presenting information in such a way, a large amount of content can be 
displayed in a format which is more intuitive. This has the benefit of allowing the user to 
analyze data more effectively, increasing the user's ability to comprehend results and make 
better content selections. Periscope, for example, is a visualization system targeted at web 
search results.  It provides a series of different visualizations which users can utilize to 
analyze and explore the result set. A holistic interface can be used to organize documents 
into various categories, such as language and format, or web related attributes such as DNS 
domains.  An analytical interface allows for up to seven attributes to be relayed at a time, 
through use of X, Y, Z axes, color, size, shape, and animation (Wiza et al., 2004).  
The search based on the underlying content will increase the accuracy in finding targeted 
information from the available resources. Think for a moment how one might search a 
physical book for a topic of interest. The logical place to start would be the index.  Indexes 
are valuable resources for referencing major terms which appear in a book. The categorical 
and hierarchical layout of terms in the index allows us to identify associated topics easily, 
along with their relationships without reading the underlying contents. The page numbers 
coupled with each entry makes it possible to estimate the amount information relating to a 
particular subject. The index will represent the overall layout of entire book contents. Due to 
a lack of readily available sources, this valuable information has been under utilized. The 
current trend of digitizing books in recent years allows us to exploit content in searches, 
instead of just depending on superficial book attributes. The visualization techniques 
utilizing this information will further enhances the user’s search on the DL system.  
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The Graphical Interface for DL (GRIDL) and ActiveGraph adopted a similar approach in 
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Results were displayed within each cell as a collection of different size icons, color coded by 
document type. ActiveGraph presented search results based on scatter plots (Marks et al., 
1996). ActiveGraph also provides similar functionalities to specify shape, color, and size of 
nodes representing various forms of digital resources. Because ActiveGraph system results 
in much more node clustering and overlap, a logarithmic transformation is provided, along 
with the ability to filter out unwanted items.   
Many studies mainly focus on aiding the user in comparing the search results effectively by 
presenting book properties such as book title, author, publication, year, through various 
visual attributes, but they don’t express in detail the amount of content related to user 
interest. Citiviz is a visual interface tool kit combining text mining and information 
visualization (Kampanya et al., 2004). In order to present the insight of similarity among 
documents as well as traditional document attributes, this system used two visualization 
techniques: an animated 2D scatter plot to represent document attributes and a dynamic 
hyperbolic tree to show hierarchical relationships among documents. By allowing users to 
manipulate the manner in which data is displayed, these visualizations provided a better 
chance to find patterns within the data that may not typically be apparent.   
Lin proposed another approach through a graphical table of contents (GTOC) that tries to 
exploit a different perspective of underling information by utilizing the table of contents of 
the book. GTOC showed the dimension of items in the table of contents based on Kohonen’s 
self organizing feature map algorithm (Lin, 1996). The paper introduces how documents can 
be organized and then visualized to allow the user easy access of underlying contents. The 
GTOC prototype describes various interactive tools to assist the user exploring document 
contents and analyzing relationships among terms in the table of contents. 
Both the attributes associated with documents and its underlying contents are valuable 
resources finding the relevant information of the users’ interest. The increasing computing 
power and performance of graphics devices make it possible to exercise these information in 
presenting search results. The following section introduces a newly developed visualization 
system that will assist the user’s search while utilizing the book index, which has been 
underutilized as a visualization resource. 

3. Method 
The Visual Interface for Digital Library Search (VIDLS) system utilizes an Overview+Detail 
approach for presenting book search results.  This is a visualization technique that uses 
multiple images to display the entire data space, as well as show an up-close, detailed view 
of the data (Baudich et al., 2002; Shneiderman, 1996).  Similar to traditional library searches, 
the overview will present outline of the book search results through graphical illustration.  
The user interactively selects a subset of visualized icons that will allow them to execute 
content level exploration. When a user provides search terms of interests, the Detail view 
presents a visualization which relates, in depth, the information presented by the index. For 
our pilot study, we developed two possible visualizations for this view of the index, each 
with its own strengths. One emphasizes space utilization, whereas the other is designed to 
focus on clearly presenting term relationships.   

3.1 Overview visualization  
The Overview allows the user to perform a general search on the data space, similar to 
traditional library tools. This visualization utilizes a tabular layout which offers a familiar 
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spread-sheet style organization of book search results. The attribute of each axis can be 
independently selected by the user, allowing for a more targeted display and increasing the 
users’ comprehension of the data set (Shneiderman et al., 2000). This functionality will assist 
the user in customizing the search based on their own judgment of which attributes are 
more important.  In the Overview, each book is represented as a circular node, located in the 
appropriate cell based on the axes.  To deliver the estimated amount of content, node size is 
determined by the normalized page count of the book compared to the rest. Books with a 
greater number of pages naturally map to the largest nodes. This will allow users to quickly 
identify the amount and distribution of content available.   
 

 
Fig. 1. Overview interface displaying search results with tool-tip 

The system presents other book attributes through a color coding scheme.  The green 
component is derived through collaborative filtering.  This is a content-filtering technique 
based upon the opinion of users whom have already evaluated the item in question (Resnick 
et al., 1994). This will be a valuable piece of information to know regarding the quality of the 
book.  In the case of VIDLS, collaborative filtering would be done by collecting user reviews, 
much like you found find at a merchant website.  Higher intensity of the green component 
would indicate a more positive response from reviews. 
The accuracy of the content-filtering is highly correlated with the number of evaluators and 
their preferences.  As an example: the mean score of a book which has a low number of 
reviews could potentially be misleading and unreliable (Allen, 1990). To account for this, the 
Overview associates the blue component with the number of unique evaluations given to a 
book. The publication year is a valuable attribute to find the most up to date information.  
This metric has been represented through the red component. With the utilization of the 
RGB color scheme, the larger more recent books with a solid review will be closer to white 
in intensity, while older, smaller, poorly reviewed works tend toward black.  If the user 
needs to know more precise information for the components, or other detailed information 
of the work, the system provides this via a tooltip interface (figure 1).  
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presents a visualization which relates, in depth, the information presented by the index. For 
our pilot study, we developed two possible visualizations for this view of the index, each 
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spread-sheet style organization of book search results. The attribute of each axis can be 
independently selected by the user, allowing for a more targeted display and increasing the 
users’ comprehension of the data set (Shneiderman et al., 2000). This functionality will assist 
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more important.  In the Overview, each book is represented as a circular node, located in the 
appropriate cell based on the axes.  To deliver the estimated amount of content, node size is 
determined by the normalized page count of the book compared to the rest. Books with a 
greater number of pages naturally map to the largest nodes. This will allow users to quickly 
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The system presents other book attributes through a color coding scheme.  The green 
component is derived through collaborative filtering.  This is a content-filtering technique 
based upon the opinion of users whom have already evaluated the item in question (Resnick 
et al., 1994). This will be a valuable piece of information to know regarding the quality of the 
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much like you found find at a merchant website.  Higher intensity of the green component 
would indicate a more positive response from reviews. 
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Overview associates the blue component with the number of unique evaluations given to a 
book. The publication year is a valuable attribute to find the most up to date information.  
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RGB color scheme, the larger more recent books with a solid review will be closer to white 
in intensity, while older, smaller, poorly reviewed works tend toward black.  If the user 
needs to know more precise information for the components, or other detailed information 
of the work, the system provides this via a tooltip interface (figure 1).  
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3.2 Detailed visualization 
Once a user makes a set of selections from the Overview, the system will provide a detailed 
view of those items.  This display is tasked with presenting visualized index data for each 
book, allowing the user to perform more refined queries, and compare and contrast each 
work in detail.  Two visualizations were implemented on a data model to present the same 
information while emphasizing different attributes: one a radial graph, and the other a 
sunburst-like display (Stasko et al., 2000). 

3.2.1 Data model 
The underlying model for the detailed visualizations relies on several important 
characteristics associated with a term in the index.  These are: number of pages, number of 
occurrences, content density, and location relative to the parent term. Although this 
information is readily available in the index, it is unintuitive in a text format.  Presenting 
these attributes via graphical illustration, the user should gain greater understanding of the 
content, and make more informed choices of which books to choose. 
The number of pages associated with a term by the index is a potential indicator as to how 
much coverage a topic receives in a book. A work with a greater number of pages on a 
subject is intuitively going to have more potential value than one with less.  Naturally, this 
attribute is represented by size in the visualizations.  To assist the user in quickly making 
general comparison between each book, this attribute is further expanded to be a 
cumulative page total of the term along with its sub-terms. 
The number of occurrences and content density are related through a color code. This is 
intended to give the user a better understanding of the comparative value of each term 
being displayed. Term occurrence within the book is related by the green component.  
Although one work may have more information referenced in a single index entry for a 
topic, that does not necessarily make it the better choice. If another book contained 
references of a particular term in many different locations within the index, that may be an 
indication of a greater breadth or complexity of coverage on that topic.  The number of term 
occurrences are normalized across the display, with the instances of greatest coverage 
mapping to the highest green intensity, and the one with the fewest having no green 
intensity. 
Although two books may have the same total of pages for a particular topic, this should not 
be taken to mean they have equal value.  Consider the situation in which one index allocates 
ten pages for a topic, but they are separate and not listed as a single range of pages.  Another 
index containing the same topic, but listed as a single range of ten pages, such as 152-161 
may be more valuable to the user.  The first may have fragmented references of the topic, 
but no detailed coverage, whereas the second may have a full section or chapter dedicated 
to the subject.  To relate this information to the user, the content density is mapped to the 
blue color component.  The value is given by calculating the ratio of page continuity to the 
total number of pages for a term.  This is shown by equation 1, where Cib is the blue intensity 
for term i, 0

n c
jj P=∑  is the number of individual page ranges for i, Ti is the total number of 

pages for the term i, and Imax is the brightest intensity of blue possible on the machine. This 
gives terms with more concentrated information a stronger representation in the 
visualization.  
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The last attribute represents the relationship between a sub-term and its parent.  Similar to 
the previous attribute, a sub-term which is located close to its parent within the book could 
be an indication of cohesive coverage of the topic.  A user may regard such a case with more 
value than one where the sub-term is more removed from the parent's location.  The value 
of this attribute is calculated by equation 2. 
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Dj is a normalized distance between the root node and associated sub-node j;  k
jP  is the page 

number contains sub-term j; iRoot  is the mean page number having the root word i; and 
NORM and ABS are a normalization and absolute function respectively. 

3.2.2 Visualizations 
The two visualizations share several aspects, in addition to the attributes described 
previously. Each displays the matching term of the search prominently in the center, with 
the sub-terms radiating outward. Since each term is sized based on the cumulative page 
count of itself and sub-terms, the root node will give users a quick guidance as to which 
book has more content. Additionally, each graph has a context side-bar that indicates which 
term is currently moused-over, along with a histogram displaying its color components. The 
similarities end here for the two visualizations.  
 

 
Fig. 2. Diagram shows two books being compared in the Detail View.  The left shows 
expanded sub-terms and an overflow node. The right has context highlighting of text list 
(bold-face font) and bar display from user interaction 
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Although two books may have the same total of pages for a particular topic, this should not 
be taken to mean they have equal value.  Consider the situation in which one index allocates 
ten pages for a topic, but they are separate and not listed as a single range of pages.  Another 
index containing the same topic, but listed as a single range of ten pages, such as 152-161 
may be more valuable to the user.  The first may have fragmented references of the topic, 
but no detailed coverage, whereas the second may have a full section or chapter dedicated 
to the subject.  To relate this information to the user, the content density is mapped to the 
blue color component.  The value is given by calculating the ratio of page continuity to the 
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The last attribute represents the relationship between a sub-term and its parent.  Similar to 
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Dj is a normalized distance between the root node and associated sub-node j;  k
jP  is the page 

number contains sub-term j; iRoot  is the mean page number having the root word i; and 
NORM and ABS are a normalization and absolute function respectively. 

3.2.2 Visualizations 
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the sub-terms radiating outward. Since each term is sized based on the cumulative page 
count of itself and sub-terms, the root node will give users a quick guidance as to which 
book has more content. Additionally, each graph has a context side-bar that indicates which 
term is currently moused-over, along with a histogram displaying its color components. The 
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Fig. 2. Diagram shows two books being compared in the Detail View.  The left shows 
expanded sub-terms and an overflow node. The right has context highlighting of text list 
(bold-face font) and bar display from user interaction 
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The first visualization approach employs a radial graph layout; with each term presented as 
a circular node branching off the parent.  Sub-terms are sized in the same way as the root, 
with node size directly correlated to the total number of pages.  The largest sub-terms start 
from the top toward the bottom of the visualization. This is done to prevent over-crowding 
of the display. Terms with the fewest pages are considered less important, and are collapsed 
into a single node, indicated by a red outline, if not enough space is available.  Another way 
in which space is conserved is by displaying only the first level of sub-terms.  A node with 
hidden sub-terms has a ridged outline.  These along with the red 'overflow' node can be 
clicked show the hidden terms (figure 2). 
In contrast, the second visualization follows a sunburst-like design. Sub-terms are displayed 
in concentric sections around the center, extending from their parent term. Each sub-term 
'slice' is sized as a percentage of its page allocation from the parent's. This has the benefit 
that all terms can be displayed compactly without hiding any. No additional user 
interaction would be required to explore the full term hierarchy.  One potential downside of 
this design, compared to the previous one, is that terms are crowded together. This may 
cause difficulty in picking them out from their neighbors. 
 
 
 

 
Fig. 3. Alternate sunburst detailed view 

In the radial graph, the relation between a sub-term and its parent is indicated by the branch 
length. Terms which appear on pages near those of the parent naturally are drawn with 
shorter branches.  Since the sunburst approach has forgone branches to conserve space, a 
different analogue is required.  Each slice instead contains a bubble, which will relate this 
information (figure 3). As the closeness to parent is normalized, the term with the closest 
relationship has a bubble at the base of the slice, while the term with the most distant has a 
bubble on the outer edge of its slice.   
As was previously noted, the chief difference between the two visualizations is their concern 
for space conservation.  With its emphasis on the term relation branch, and distinct nodes, 
the radial graph may have more clarity, but at the cost of poorer space utilization. This 
results in the need to hide terms considered less important. The other visualization puts 
more value in making better use of space, and is able to display all terms efficiently.  
However, when many terms are displayed at once, the resultant crowding could make 
smaller slices difficult to see.  The addition of the bubble overlay to each slice can add to this 
difficulty.  
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4. Experiment 
To measure the effectiveness of VIDLS, a series of usability tests were performed to compare 
it to more traditional text-based interfaces.  In this set of experiments the VIDLS system, 
using the radial graph detailed layout, was used in conjunction with a text-only interface for 
the same information. 
Each usability test consisted of a small group of three to five students, comfortable in the use 
of computers, whom had no prior experience with VIDLS.  Each group was given a brief 
orientation presentation, and then allowed to acclimate to the functionality of both 
applications for a few minutes. The tests then began, with each user asked to search for 
books and information with the text-only application and then with the visualization based 
approach. Once the test concluded, participants then filled out a survey to measure their 
quantitative and qualitative feedback of VIDLS in comparison to the text-based format. 
The questionnaire has 14 questions which utilize a 5 point Likert scale; 5 indicating the 
highest level of satisfaction, and 1 the lowest. Table 1 shows the survey results that 
summarizes the user’s feedback to VIDLS over a text-based library search system.  
Participants overall found the VIDLS system to be satisfactory, with some comments 
highlighting that unfamiliarity with the visualizations led to preference of the text-based 
design. 
The Overview visualization was well received, with 82% of testers responding that it 
improved their ability to quickly identify desirable books.  This was supported through the 
exploratory aspects of the system, which participants indicated positively as giving 
meaningful result displays, and facilitating better understanding of the information. 
The radial graph visualization of index level information was also seen in a positive light, as 
65% found it to be a useful representation, and only 11% preferring the familiar text-only 
listing of results. As with the Overview, testers considered the Detail View to also be useful 
in expressing the concentration of information, and improving selection among the results. 
Table 1 shows a summary of survey results. 
 

Question Pos. Neut. Neg. 
VIDLS overall was preferable to a text-based search 53% 35% 12% 
The Overview improved identification of desirable books 82% 6% 12% 
Use of the selectable axis facilitated a better understanding of a set 
of books. 71% 24% 5% 

The Overview helped in selecting a subset of books. 65% 29% 6% 
It was easy to discern book attributes based on node color 53% 18% 29% 
The Detailed view was preferable to a text approach 65% 24% 11% 
It was easy to discern term attributes based on node color 47% 24% 29% 
The Detail view made relevant book selection easier 88% 12% 0% 
The relation between a term and it’s child was understandable 65% 35% 0% 
The Detail view helped identify terms related to the search 94% 6% 0% 

Table 1. Post experiment survey results 
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5. Discussion and future work 
Overall, feedback was positive toward the VIDLS system.  Users indicated it was a helpful 
and effective alternative to more traditional search utilities. Among the responses, 
familiarity with text-based result displays was a common explanation for favoring it over a 
new approach.  It is promising that the majority of participants still showed preference for 
the visualized prototype. 
One of the chief strengths of VIDLS highlighted by the usability tests is its exploratory 
nature.  The customization afforded by the selectable axes in the overview, and the 
interactive nature of the detailed view greatly enhanced users search activity.  Many felt that 
their understanding of the information was improved by these traits.  This aspect of the 
system is also important, in that it may help lead users to other terminology related to their 
goal, but exempt from their initial search vocabulary. 
Although most were comfortable with it, the color-coded attributes proved to be the main 
area of difficulty for users.  The primary issue highlighted by the experiment is user 
difficulty with interpreting the color codes of both views. Although around half in both 
instances were comfortable with this aspect of the system, around 30% had trouble with it.  
The post-experiment interviews provided two main causes for the diverging opinions.  
First, the RBG color model was not familiar to some. These users cited heavy exposure to 
the RYB (primary color pigments) model as being a source of confusion when interpreting 
the displays. The increased unfamiliarity left those individuals feeling more comfortable 
using a text-based search.   
The other difficulty reported by users was in determining the relative value of one result 
with another.  This could be, in part, a result of the human eye being more sensitive to some 
colors rather than others. For example, green-yellow colors have the strongest reception, 
which could mislead a user into considering a result with this color to have more overall 
value than another when that may not be the case (Foley et al., 1996). Researching and 
examining alternate color models will be one of the challenging task for future work on the 
VIDLS system. 
While users found the graph approach to be effective, it has plenty of room for 
improvement. The issue of overlapping prevents showing all information at once. If 
possible, it would be preferable to avoid that situation, as it may reduce the effectiveness of 
the visualization. As stated earlier, the layout does give the graph design more clarity and 
makes it easy to pick out individual items; however some users found it difficult to compare 
two nodes which aren't adjacent to each other. 
The sunburst layout could improve upon these points.  The compact design greatly reduces 
the need to hide information for typical indexes without extensive hierarchies. It may also 
cut down on unnecessary competing visual information created by the empty space seen in 
the graph layout. Another possibility is that the slice shape of sub-term nodes is more 
distinct, and may afford more visual context when making comparisons. 
Though small in size, the experiment supported the viability of VIDLS as a search utility.  
Still, larger experiments will need to be planned in order to better understand how the 
prototype compares against existing search methodologies. Testing will also need to be done 
to confirm how the sunburst and radial visualizations differ in effectiveness. These will be 
key topics as future work on VIDLS continues. 

Exploring Digital Libraries through Visual Interfaces   

 

133 

Other areas for future work include investigating content analysis.  Although indexes 
proved to be a useful foundation for visualization, these are limited to books.  Other media 
lack such precompiled information.  VIDLS would need to integrate methods to examine 
document content in order to extract the information it presents.  This is a very ambitious 
topic, but could expose additional attributes for expressing to the user, as well as allowing 
for a more universal application of the system. Similarly, enhancing VIDLS to have 
thesaurus-like capability to identify similar topics would be another valuable addition.  
Grouping such items together would further improve a users understanding of which work 
has more comprehensive coverage on a topic.   

6. Conclusion 
The emergence of the Digital Library provides an interesting dichotomy: effortless access 
to a large compilation of data, but increased challenges in finding a few specific works of 
interest.  Having effective mechanisms for exploring this space is both an important and 
also demanding research topic. Information visualization can be one possible solution in 
addressing these difficulties presented by digital library systems. This chapter surveyed 
existing approaches, applying a range of visualization techniques for querying 
information in the digital library system with a focus toward books. The developed 
interfaces presents multiple attributes associated with books through visual icons on a 
table. This simple graphical illustration assists the user to compare and contrast search 
results intuitively. The chapter also introduces a novel method that utilizes book indexes 
for enhancing searches. The exploitation of indexes will further enhance search activities, 
making them more efficient and effective. The conducted survey-based usability tests that 
compared the proposed system over traditional text-based approaches showed the 
efficacy of the visual interfaces as a search supporting tool on digital libraries. This 
chapter concludes with the belief that visualizations will be a promising approach to 
address current issues in the digital library system suffering from the complexity and 
volume of its sources. 
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1. Introduction 
Many applications generate multimedia documents, such as images and video, on a daily 
basis. For example, many municipalities have a photo-radar system to catch vehicles that 
violate traffic laws such as speeding or ignoring red lights. Many pictures of vehicle license 
plates are created every day. If these images are organized into a digital library, the 
collection would need to be updated regularly to incorporate new images. Another example 
is a traveller who wants to update a digital library of trip photos with new pictures of her 
travels while traveling around the world. 
When documents and metadata are added to a digital library collection on a regular basis, 
such as hourly, daily or weekly, an automated and scheduled approach to collection 
maintenance is preferred over having to manually update the collection. In addition, an 
automated approach should be simple to use, therefore making time available for other 
important tasks. 
Digital library software such as Greenstone (Witten et al., 2009), DSpace (Tansley et al., 2006) 
and Fedora (Lagoze et al., 2006) require that items be added manually to the collection. In 
Fedora, data is retrieved at the time of viewing. However, a location needs to be manually 
configured. Further, although Fedora and DSpace do provide application programming 
interfaces (APIs) to extend functionality, programming knowledge is required for using an 
API and for setting up tools based on it. 
We present a solution for automating and scheduling updates that occur on a regular basis. 
Our solution is implemented in the Greenstone digital library software system (Witten et al., 
2009), and comes in two parts. The first part of our approach is a command-line scheduling 
module. The Scheduler both automates the construction and modification of a collection, 
and schedules the construction to occur at specific intervals, such as hourly, daily or weekly. 
In addition, the owner of a collection can update the collection manually, without affecting 
the scheduled collection builds. Further, the Scheduler interacts with the existing task 
scheduling mechanism on the host system, which keeps the Scheduler minimal, yet 
powerful. The second part of our approach involves incorporating the Scheduler into the 
Greenstone Librarian Interface (GLI) (Witten, 2004). This will allow users who are more 
comfortable with managing collections through a graphical user interface to take advantage 
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                 (a) Front Page of pics Collection                       (b) Viewing pics Collection 

Fig. 1. pics Collection in Greenstone 

of the functionality of the Scheduler. In addition, this allows us to handle certain tasks 
associated with scheduling in a uniform and flexible manner. 
This chapter proceeds as follows. Sections 2, 3 and 4 present background information on 
Greenstone, the Librarian Interface, and Cron. Section 5 presents the Scheduler, the 
command-line tool for scheduling automatic builds of Greenstone collections. Section 6 
presents an evaluation of the Scheduler. Section 7 presents the extensions to the Librarian 
Interface required to support the Scheduler. Section 8 presents a scenario that overviews the 
use of the Scheduler from the Librarian Interface. Finally, Section 9 concludes the chapter 
and provides some future directions of research. 

2. Greenstone 
Greenstone (Witten et al., 2009) is a suite of software for creating digital library collections 
and making them available locally or via the Internet. A collection can contain documents of 
different formats, including images, PostScript and PDF files, audio, formatted and 
unformatted text, and many others. A collection built using Greenstone can be customized 
in many ways. For example, a collection owner can customize the types of documents that 
can appear in the collection, the appearance of the interface to the collection, and how the 
collection will be accessed by other users. In addition, Greenstone is extensible. For example, 
functionality to support other data formats that are not provided with Greenstone can easily 
be added to a collection. 
There are two types of accessors in Greenstone. The first is an index that provides support 
for searching. The second is a classifier that provides support for browsing. A collection can 
be configured for browsing by any metadata that is specified by the collection owner or 
extracted by Greenstone. Furthermore, a collection can be configured for searching on the 
same metadata fields, as well as full text. 
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Fig. 2. Internal Representation of a Greenstone Collection 

Figures 1(a) and 1(b) depict a Greenstone collection called pics. The pics collection is 
configured to accept images only. Figure 1(a) shows the front page of the collection, which 
provides general information on the collection. In addition, the collection is configured for 
both browsing and searching by either Title or Filename. Figure 1(b) shows a display of 
some images from the pics collection. In this view, the collection is being browsed by Title. 
The user can click on any image to obtain a larger image for viewing. 
Figure 2 depicts the internal representation of a Greenstone collection. Here, the four main 
directories of a collection — import, archives, building, and index — are displayed. The 
purpose of each is described below: 
• import. The import directory contains all documents that are to be added to the 

collection. If desired, the documents can be organized in a hierarchical directory 
structure within the import directory. 

• archives. The archives directory stores all documents that have been processed from the 
import folder and added to the collection. All documents in the archives directory are 
represented in a canonical XML format. 

• building. The building directory is a working directory for creating all indices and 
classifiers that are specified for the collection. 

• index. The index directory contains the indices and classifiers after they are created. 
A Greenstone collection is created or modified by the following four steps (Witten et al., 
2009): document addition, document importation, accessor creation, and collection 
activation. Each step is described in detail below: 
1. document addition. New documents that will be added to a collection are placed into the 

import directory for the collection. 
2. document importation. Each document in the import directory is processed for inclusion 

by creating a canonical XML representation for it. This is accomplished by specifying an 
import command. Different importing options can be specified by the user. For example, 
documents in the import directory can be added to an existing collection by using a –
keepold option. Alternatively, all documents in the import directory—new and existing—
can be used to create a new instance of the collection by using a –removeold option. All 
imported documents are placed in the archives directory. 
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3. accessor creation. After the documents in the import directory are added to the collection, 
indices and classifiers are set up by processing the canonical XML representations of all 
documents. This is accomplished by specifying a build command. New indices and 
classifiers can be built by specifying a –removeold option. Alternatively, existing indices 
and classifiers can be modified by specifying a –keepold or –incremental option. The 
resulting indices and classifiers are located in the building directory. 

4. collection activation. Finally, the collection is activated by moving the indices and 
classifiers from the building directory to the index directory. The collection is now 
viewable online. 

The command for each step can be executed in a terminal or command window, or via the 
Greenstone Librarian Interface. 

3. Greenstone Librarian Interface 
The Greenstone Librarian Interface (GLI) (Witten, 2004) is a graphical user interface that 
provides a user-friendly method to build and configure Greenstone collections. It 
incorporates the four steps above. The only steps that are required by the user are to place 
documents to the import directory via the Gather panel, and to add the documents to the 
collection via the Create panel. In addition, the Librarian Interface allows a user to create 
new collections, select metadata sets, configure which document types to allow, and select 
import and build command options. Figure 3 shows the Librarian Interface. 
 

 
Fig. 3. The Greenstone Librarian Interface 
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4. Cron 
Cron (Nemeth et al., 2007) is a program for users to schedule tasks that will run 
automatically at a specified time. A task can be one command, or a script containing several 
commands that are executed in sequence. Initially, Cron was implemented for Unix and 
Linux platforms, with most systems running Vixie Cron (Vixie, 1994). Mac OS X also runs 
Vixie Cron. In addition, versions of Cron now exist for Windows platforms, such as Pycron 
(Schapira, 2004). We summarize the general ideas behind all implementations of Cron that 
are applicable to our work. 
Cron runs continuously in the background of the operating system. Every minute, Cron 
reads several task configuration files. Each such file is called a crontab file. A crontab file 
contains a record for every task that is scheduled for execution. Cron locates and runs all 
tasks that are scheduled at the current time. 
The format of a crontab record is (min hr dom moy dow user task), where min, hr, dom, moy, 
and dow are the minute, hour, day of month, month of year and day of week, respectively, 
user is the username that the command will run under, and task is the command or script 
that is executed at the specified time. A task can be scheduled to run hourly, daily, weekly, 
monthly, or yearly: 
• hourly. An hourly scheduled task executes every hour at a specified minute. 
• daily. A task that is scheduled daily executes at a specific hour, which is required, and a 

specific minute. If no minute is specified, execution will occur every minute during the 
specified hour. 

• weekly. A weekly scheduled task runs on a specified day, which is required, and at a 
specified hour and minute. If no hour is specified, execution will occur every hour 
during the specified day. 

• monthly. A monthly scheduled task runs on a specified day (between the 1st and last 
day of the month). 

• yearly. A yearly scheduled task runs on a specified month. 
Any unspecified values are replaced with an asterisk in the crontab record. 
Systems that use Vixie Cron support two types of crontab files – system crontab and user 
crontab. The system crontab files are primarily for system administration and maintenance 
tasks. Also, even if all tasks have a specified low-level username, root privileges are 
required for modifying a system crontab file. User crontab files, on the other hand, can be 
set up by any user on the system to execute tasks under their own username. Assuming the 
user has permission to execute the task, no root permissions are required. In addition, 
Pycron only supports user crontab files. Therefore, the Scheduler will employ a user crontab 
file. 
Figure 4 displays a sample user crontab file. It contains 4 tasks that are scheduled for specific 
times. The first task, /collect/pics/gsdl.pl, is scheduled to be run at 30 minutes past every 
hour. The second task, /usr/bin/cleanup.bash, is scheduled for execution daily at 11:59pm.  
 

30 * * * * /collect/pics/gsdl.pl
59 23 * * * /usr/bin/cleanup.bash
00 6 * * 7 /home/someuser/alarm
00 0 1 1 * echo "Happy New Year!"

 
Fig. 4. Sample Crontab File 
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The third task, home/someuser/alarm, is scheduled every Sunday at 6:00am. Finally, the 
fourth task, which echoes ”Happy New Year!”, is schedule for execution every January first 
at 12:00 AM. 

5. The Scheduler 
We first present our design for the Scheduler command-line module in Greenstone. The 
Scheduler is written in Perl and runs on Linux, Windows and Mac OS X. It also utilizes the 
Cron scheduling service (Nemeth et al., 2007) for scheduling collection re-building. We 
chose Perl because a Perl script can be executed across different platforms without the need 
to recompile. Similarly, we chose Cron because it is available for Linux and Mac OS X (Vixie, 
1994), as well as Windows (Schapira, 2004). Therefore, we can maintain the the cross-
platform requirement of Greenstone. 
The Scheduler requires the following parameters from the user as input: 
1. the collection to be rebuilt, 
2. the full import command that is required to import documents into the collection, 
3. the full build command required to construct the indices and classifiers for the 

collection, and 
4. a specification of either an hourly, daily, or weekly build. 
For example, if the user wants the collection pics to be scheduled for construction on a daily 
basis, the parameters would look something like this: 
 
schedule.pl pics “import.pl –removeold pics”  
“buildcol.pl –removeold pics” daily 
 
where pics is the name of the collection, ”import.pl –removeold pics” is the Greenstone 
command for importing documents into the collection pics, ”buildcol.pl –removeold pics” is the 
Greenstone command for creating the required indices and classifiers for pics, and daily 
indicates that the collection will be scheduled for construction on a daily basis. 
Using the arguments provided by the user, the Scheduler performs two main tasks: 1) create 
a script that automates the building of the collection (i.e. build script), and 2) create a 
crontab record that schedules the execution of the build script at specified intervals. 

5.1 Automation script generation 
The Scheduler generates a build script for any import and build command, and for the Linux, 
Windows or Mac OS X platforms. The build script contains all instructions that are required 
for building the specified collection. The commands include those for setting the Greenstone 
environment variables required for the collection building process, the import command and 
the build command. 
Figure 5 shows a sample build script for Linux that contains the instructions for building the 
collection pics, as specified in the schedule.pl command above. The first four instructions set 
the environment variable that are required for the import.pl and buildcol.pl commands. The 
next two instructions are the specified import and build commands. The remaining 
instructions handle cleanup in order to activate the collection. Similarly, Figure 6 shows  
a sample build script for Windows that is generated for the same schedule.pl command 
above. 
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#!/usr/bin/perl

$ENV{’GSDLHOME’}="/gsdl";
$ENV{’GSDLOS’}="linux";
$ENV{’GSDLLANG’}="EN";
$ENV{’PATH’}="/usr/local/gsdl/bin/script:/usr/local/gsdl/bin/linux";
system("import.pl -removeold pics");
system("buildcol.pl -removeold pics");
system("\\rm -r /gsdl/collect/pics/index/*");
system("mv /gsdl/collect/pics/building/*

/gsdl/collect/pics/index/");
system("chmod -R 755 /gsdl/collect/pics/index/*");

 
Fig. 5. Sample Automation Script for Linux 
 

#!/usr/bin/perl

$ENV{’GSDLHOME’}="C:\\gsdl";
$ENV{’GSDLOS’}="windows";
$ENV{’GSDLLANG’}="en";
$ENV{’PATH’}="C:\\gsdl\\bin\\windows\\perl\\bin;C:\\gsdl\\bin\\windows;
C:\\gsdl\\bin\\script;C:\\Perl\\bin\\;
C:\\WINDOWS\\system32;C:\\WINDOWS;
system("import.pl pics");
system("buildcol.pl pics");
system("rd \/S \/Q \"C:\\gsdl\\collect\\pics\\index\"");
system("md \"C:\\gsdl\\collect\\pics\\index\"");
system("xcopy \/E \/Y \"C:\\gsdl\\collect\\pics\\building\\*\"
\"C:\\gsdl\\collect\\pics\\index\\\"");  
Fig. 6. Sample Automation Script for Windows 

5.2 Crontab generation 
A crontab record is created to execute the automation script at a specified interval. The user 
has the option of specifying an hourly, daily or weekly build. An hourly build is scheduled 
for the beginning of the hour, a daily build is scheduled for midnight, and a weekly build is 
scheduled for Sunday morning at midnight. After creating the crontab record, it is added to 
the crontab file or replaces an existing crontab record. Figure 7 depicts the daily crontab 
record for the automation script in Figure 5, while Figure 8 depicts the crontab record 
corresponding to the automation script in Figure 6. 
 
00 0 * * * /gsdl/collect/pics/gsdl.pl

 
Fig. 7. Crontab Record for Linux 

 
00 0 * * * c:\gsdl\collect\pics\gsdl.pl

 
Fig. 8. Crontab Record for Windows 
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The third task, home/someuser/alarm, is scheduled every Sunday at 6:00am. Finally, the 
fourth task, which echoes ”Happy New Year!”, is schedule for execution every January first 
at 12:00 AM. 

5. The Scheduler 
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Cron scheduling service (Nemeth et al., 2007) for scheduling collection re-building. We 
chose Perl because a Perl script can be executed across different platforms without the need 
to recompile. Similarly, we chose Cron because it is available for Linux and Mac OS X (Vixie, 
1994), as well as Windows (Schapira, 2004). Therefore, we can maintain the the cross-
platform requirement of Greenstone. 
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2. the full import command that is required to import documents into the collection, 
3. the full build command required to construct the indices and classifiers for the 

collection, and 
4. a specification of either an hourly, daily, or weekly build. 
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schedule.pl pics “import.pl –removeold pics”  
“buildcol.pl –removeold pics” daily 
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Windows or Mac OS X platforms. The build script contains all instructions that are required 
for building the specified collection. The commands include those for setting the Greenstone 
environment variables required for the collection building process, the import command and 
the build command. 
Figure 5 shows a sample build script for Linux that contains the instructions for building the 
collection pics, as specified in the schedule.pl command above. The first four instructions set 
the environment variable that are required for the import.pl and buildcol.pl commands. The 
next two instructions are the specified import and build commands. The remaining 
instructions handle cleanup in order to activate the collection. Similarly, Figure 6 shows  
a sample build script for Windows that is generated for the same schedule.pl command 
above. 
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#!/usr/bin/perl

$ENV{’GSDLHOME’}="/gsdl";
$ENV{’GSDLOS’}="linux";
$ENV{’GSDLLANG’}="EN";
$ENV{’PATH’}="/usr/local/gsdl/bin/script:/usr/local/gsdl/bin/linux";
system("import.pl -removeold pics");
system("buildcol.pl -removeold pics");
system("\\rm -r /gsdl/collect/pics/index/*");
system("mv /gsdl/collect/pics/building/*

/gsdl/collect/pics/index/");
system("chmod -R 755 /gsdl/collect/pics/index/*");

 
Fig. 5. Sample Automation Script for Linux 
 

#!/usr/bin/perl

$ENV{’GSDLHOME’}="C:\\gsdl";
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$ENV{’GSDLLANG’}="en";
$ENV{’PATH’}="C:\\gsdl\\bin\\windows\\perl\\bin;C:\\gsdl\\bin\\windows;
C:\\gsdl\\bin\\script;C:\\Perl\\bin\\;
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system("import.pl pics");
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system("rd \/S \/Q \"C:\\gsdl\\collect\\pics\\index\"");
system("md \"C:\\gsdl\\collect\\pics\\index\"");
system("xcopy \/E \/Y \"C:\\gsdl\\collect\\pics\\building\\*\"
\"C:\\gsdl\\collect\\pics\\index\\\"");  
Fig. 6. Sample Automation Script for Windows 

5.2 Crontab generation 
A crontab record is created to execute the automation script at a specified interval. The user 
has the option of specifying an hourly, daily or weekly build. An hourly build is scheduled 
for the beginning of the hour, a daily build is scheduled for midnight, and a weekly build is 
scheduled for Sunday morning at midnight. After creating the crontab record, it is added to 
the crontab file or replaces an existing crontab record. Figure 7 depicts the daily crontab 
record for the automation script in Figure 5, while Figure 8 depicts the crontab record 
corresponding to the automation script in Figure 6. 
 
00 0 * * * /gsdl/collect/pics/gsdl.pl

 
Fig. 7. Crontab Record for Linux 

 
00 0 * * * c:\gsdl\collect\pics\gsdl.pl

 
Fig. 8. Crontab Record for Windows 
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6. Evaluation 
In this section, we discuss the performance of the Scheduler. The focus of our experiments is 
to evaluate the Scheduler for correct execution in specific situations. For correct execution, 
we looked at the following: 
• Crontab. Does the Scheduler generate a correct crontab record? A crontab record is 

correct if: 1) it is accepted by the crontab program (Linux and Mac OS X only), and it 
causes Cron to execute the automation script at the proper time. 

• Automation Script. In addition, does the scheduler generate the correct automation script 
to build a collection. An automation script is generated correctly if the collection it is 
created for is rebuilt correctly given the parameters that are specified when the script is 
created. 

We conducted three experiments. The first is an hourly build of one collection. The second is 
an hourly build of two collections. The third is a daily build of one collection. All three 
experiments were performed on both Linux and Windows. These tests were not performed 
extensively on Mac OS X. However, the scheduler was executed many times on this 
platform to ensure that it does work. 

6.1 Hourly build of one collection 
The focus of this experiment is to ensure that the Scheduler produced a correct crontab 
record and automation script to re-build a collection of images every hour for 24 hours. To 
determine that each execution of the automation script was successful, we looked at the 
following. For Linux, Cron was configured to send an email message containing the output 
of the automation script. The email message for each of the 24 builds contains an output for 
a successful Greenstone build. For Windows, Pycron maintains a log that contains two 
records for each automation script execution – one record indicating the start of execution, 
and one record indicating the end of execution and a return code. The terminating records 
for all 24 builds have a return code of zero, which indicates a successful execution of the 
automation script. 
In both cases, a visual inspection of the collection was also performed periodically to verify 
the success of the Scheduler. 

6.2 Hourly build of two collections 
The focus of this experiment is to ensure that if multiple collections are scheduled to be 
rebuilt at the same time, they are successfully rebuilt. We scheduled the building of two 
collections on hourly intervals for 24 hours. A perusal of email messages (for Linux) and the 
log (for Windows) verify that both collections were rebuilt successfully. 

6.3 Daily build of one collection 
The focus of this experiment is twofold. The first is to ensure correct daily execution of an 
automation script generated by the Scheduler. The second is to simulate a situation of a 
collection that has images added to it on a daily basis. We schedule one collection to be built 
daily for seven days. The collection starts with 10 images, and 10 images are added daily. In 
addition to the successful daily build, the collection did reflect the addition of the new 
images that arrived daily. 
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Fig. 9. The Schedule Options Panel 

7. Scheduling in the Librarian Interface 
The Scheduler is a minimal, yet powerful tool for maintaining Greenstone collections. It 
hides the details concerning the collection building process, and also the details for 
scheduling a Cron task. However, the Scheduler has two main limitations. The first is that 
the user is still required to know the syntax and command-line parameters for both the 
import and build commands in order to perform scheduling. The second is that, currently, 
notification of collection building success—or failure—is still dependent on the version of 
Cron (and indirectly, the operating system it is running on) that is used. 
The Librarian Interface provides a user-friendly tool for building collections, including 
configuring the import and build commands. Therefore, it is ideal to extend the Librarian 
Interface to allow the configuration of the Scheduler as well. Figure 9 depicts the Librarian 
Interface extension to support the scheduling of collection builds. Currently, the Create 
panel is displaying most of the parameters (i.e. Schedule Options) for the Scheduler. 
Notice that no explicit options exist for the import and build commands. This is because the 
import and build commands are created based on the arguments selected from the Import 
Options and Build Options panels. Therefore, the user no longer needs to know the exact 
syntax of the import and build commands. 

7.1 User modes 
The Librarian Interface has four modes of use— Library Assistant, Librarian, Library 
Systems Specialist, and Expert—stepwise increasing the functionality available to the user 
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6. Evaluation 
In this section, we discuss the performance of the Scheduler. The focus of our experiments is 
to evaluate the Scheduler for correct execution in specific situations. For correct execution, 
we looked at the following: 
• Crontab. Does the Scheduler generate a correct crontab record? A crontab record is 

correct if: 1) it is accepted by the crontab program (Linux and Mac OS X only), and it 
causes Cron to execute the automation script at the proper time. 

• Automation Script. In addition, does the scheduler generate the correct automation script 
to build a collection. An automation script is generated correctly if the collection it is 
created for is rebuilt correctly given the parameters that are specified when the script is 
created. 

We conducted three experiments. The first is an hourly build of one collection. The second is 
an hourly build of two collections. The third is a daily build of one collection. All three 
experiments were performed on both Linux and Windows. These tests were not performed 
extensively on Mac OS X. However, the scheduler was executed many times on this 
platform to ensure that it does work. 

6.1 Hourly build of one collection 
The focus of this experiment is to ensure that the Scheduler produced a correct crontab 
record and automation script to re-build a collection of images every hour for 24 hours. To 
determine that each execution of the automation script was successful, we looked at the 
following. For Linux, Cron was configured to send an email message containing the output 
of the automation script. The email message for each of the 24 builds contains an output for 
a successful Greenstone build. For Windows, Pycron maintains a log that contains two 
records for each automation script execution – one record indicating the start of execution, 
and one record indicating the end of execution and a return code. The terminating records 
for all 24 builds have a return code of zero, which indicates a successful execution of the 
automation script. 
In both cases, a visual inspection of the collection was also performed periodically to verify 
the success of the Scheduler. 

6.2 Hourly build of two collections 
The focus of this experiment is to ensure that if multiple collections are scheduled to be 
rebuilt at the same time, they are successfully rebuilt. We scheduled the building of two 
collections on hourly intervals for 24 hours. A perusal of email messages (for Linux) and the 
log (for Windows) verify that both collections were rebuilt successfully. 

6.3 Daily build of one collection 
The focus of this experiment is twofold. The first is to ensure correct daily execution of an 
automation script generated by the Scheduler. The second is to simulate a situation of a 
collection that has images added to it on a daily basis. We schedule one collection to be built 
daily for seven days. The collection starts with 10 images, and 10 images are added daily. In 
addition to the successful daily build, the collection did reflect the addition of the new 
images that arrived daily. 
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Fig. 9. The Schedule Options Panel 

7. Scheduling in the Librarian Interface 
The Scheduler is a minimal, yet powerful tool for maintaining Greenstone collections. It 
hides the details concerning the collection building process, and also the details for 
scheduling a Cron task. However, the Scheduler has two main limitations. The first is that 
the user is still required to know the syntax and command-line parameters for both the 
import and build commands in order to perform scheduling. The second is that, currently, 
notification of collection building success—or failure—is still dependent on the version of 
Cron (and indirectly, the operating system it is running on) that is used. 
The Librarian Interface provides a user-friendly tool for building collections, including 
configuring the import and build commands. Therefore, it is ideal to extend the Librarian 
Interface to allow the configuration of the Scheduler as well. Figure 9 depicts the Librarian 
Interface extension to support the scheduling of collection builds. Currently, the Create 
panel is displaying most of the parameters (i.e. Schedule Options) for the Scheduler. 
Notice that no explicit options exist for the import and build commands. This is because the 
import and build commands are created based on the arguments selected from the Import 
Options and Build Options panels. Therefore, the user no longer needs to know the exact 
syntax of the import and build commands. 

7.1 User modes 
The Librarian Interface has four modes of use— Library Assistant, Librarian, Library 
Systems Specialist, and Expert—stepwise increasing the functionality available to the user 
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(Witten, 2004). It was important to determine which modes would have access to the 
Scheduling Options, and for those modes that were granted access, how much access each 
would be granted. It was decided that Library Systems Specialists and Experts would be 
provided access to the Scheduling Options. In addition to determining which options to 
make available to each user mode, it is also necessary to determine how the Scheduler 
would interact with the existing import and build functionality in the Librarian Interface. 

7.1.1 Mode level for options 
The Scheduler was first modified so that the passing of command-line arguments 
conformed with that of other Greenstone commands, such as import and build. This also 
allowed us to easily specify which user mode could have access to each argument when it is 
added as a Schedule Option in the Librarian Interface. The Expert user mode is granted full 
access to all Schedule Options, while Librarian Systems Specialist is only granted limited 
access to options. This user mode can only specify whether or not to schedule a collection 
build with the default values—a frequency of hourly, and no sending of email. 

7.1.2 Scheduling and building 
Another important decision was how the Scheduler would interact with the collection 
building functionality of the Librarian Interface. The question asked was, should scheduling 
be done at the same time as collection building, or be a completely separate task? 
For Expert mode, the functionality for Scheduling is separate from that of collection 
building. This is because an expert user may want to configure and manually re-build their 
collection before scheduling an automatic re-build of it. For Library System Specialist mode, 
the Scheduling functionality is done at the same time as collection building. If the specialist 
chooses to schedule, a new scheduled build is created. If the specialist chooses not to 
schedule, any existing scheduled builds are deleted. 

7.2 Cron event logs 
It is important to maintain logs that keep track of the outcome of a scheduled collection 
build. Both Vixie Cron and Pycron maintain a log that keeps track of the attempted 
execution of all scheduled tasks. Neither scheduling service keeps track of the success or 
failure of a scheduled task, nor do they keep track of the output of a task. In addition, to 
view logs created by Vixie Cron, the user must have root access. 
Another desirable feature of maintaining logs is the ability to be able to only record  
output that is considered important, and to disregard all other task output. For example, if 
the output from the input and build commands of Greenstone is required, but the  
output from moving indices and classifiers is not considered important, the log should 
reflect this. 
Therefore, the Scheduler is modified in two ways to handle the logging of building script 
output. The first is to create a custom log for each execution of the automation script. The 
automation script creates a unique filename every time it is executed by using a timestamp. 
The second is to specify in the automation script which actions will have its output 
redirected to the logfile. The actions whose output is to be ignored will have its output 
redirected to the ‘bit bucket’ (e.g. /dev/null/ in Linux). 
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7.3 Email notification 
It is also important than an email notification service be provided, which will inform users 
of the outcome of their scheduled collection build. We handle email notification from the 
Scheduler and Librarian Interface for the following reasons: 
1. User notification. Whether Cron notifies users about the outcome of a scheduled task 

depends on the its implementation. For Vixie Cron, the outcome of a task (i.e. output 
from either successful task completion, or error output) is emailed to the owner of the 
task. Pycron does not send email notification. 

2. Flexibility of Notification. In Vixie Cron it is possible to suppress email notification, either 
by setting an environment variable to null, or by redirecting all output to a file or the 
‘bit bucket’. However, this is normally an all-or-nothing event—either all output, or 
none, is sent by email. Similar to logging, a desirable feature would be to send email 
that contains only the most important parts of the building process, and ignores other 
parts of the building process. 

3. Greenstone Email Support. Greenstone comes with a Perl email script, that is a wrapper 
for the Perl sendmail command. The email script is platform-independent. Therefore, it 
is ideal to use it to provide a uniform way to send email concerning the execution of a 
scheduled task. In addition, the script does not require the piping of build output 
directly to it, but instead can send the contents of a file. 

Therefore, both the Librarian Interface and the Scheduler are modified so that email 
notification is handled in a uniform and user-friendly manner across all operating systems. 
First, options have been added to the Scheduler that are required for the Perl email script— 
specifically, a flag to specify that email will be sent (–email), the sender (–fromaddr), receiver 
(–toaddr) and the email server that will be used to send the email (–smtp). Also, the 
corresponding fields exist in the Schedule Options pane of the Librarian Interface. In order 
to assist users in using the email features of scheduling, the Librarian Interface attempts to 
populate the fields –toaddr, –fromaddr, and –smtp in the Schedule Options pane by consulting 
the configurations for the Librarian Interface and Greenstone. If suitable values are available 
from these sources, they are assigned to the appropriate fields. 
Second, the output from the building script must be captured and re-directed to the Perl 
email script. The capturing of output already takes place, in the event log. This serves as the 
file that the email script will send to the user. Also, since it contains only the output that is 
considered important, this will be reflected in the email message as well. 
Finally, the Scheduler is modified so that, if specified, the automation script will send an 
email message containing the contents of the log to the specified recipient. An added bonus 
is that if email is not specified, the log can still be consulted by the user if required. 

7.4 Scheduled building in isolation 
An important modification to the Scheduler is to ensure that a scheduled build is completed 
in its entirety without interference from another scheduled build. A build may take a 
significant amount of time depending on the size of the collection—from seconds for a small 
one to 33 hours for a collection containing 20 GB of raw text and 50 GB of metadata (Boddie 
et al., 2008). 
To handle this, the automation script for the collection checks for a lock file, which indicates 
that a collection build is underway. If the file exists, the collection owner is notified via email 
and information is placed in the event log. Otherwise, a lock file is created before the 
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(Witten, 2004). It was important to determine which modes would have access to the 
Scheduling Options, and for those modes that were granted access, how much access each 
would be granted. It was decided that Library Systems Specialists and Experts would be 
provided access to the Scheduling Options. In addition to determining which options to 
make available to each user mode, it is also necessary to determine how the Scheduler 
would interact with the existing import and build functionality in the Librarian Interface. 

7.1.1 Mode level for options 
The Scheduler was first modified so that the passing of command-line arguments 
conformed with that of other Greenstone commands, such as import and build. This also 
allowed us to easily specify which user mode could have access to each argument when it is 
added as a Schedule Option in the Librarian Interface. The Expert user mode is granted full 
access to all Schedule Options, while Librarian Systems Specialist is only granted limited 
access to options. This user mode can only specify whether or not to schedule a collection 
build with the default values—a frequency of hourly, and no sending of email. 

7.1.2 Scheduling and building 
Another important decision was how the Scheduler would interact with the collection 
building functionality of the Librarian Interface. The question asked was, should scheduling 
be done at the same time as collection building, or be a completely separate task? 
For Expert mode, the functionality for Scheduling is separate from that of collection 
building. This is because an expert user may want to configure and manually re-build their 
collection before scheduling an automatic re-build of it. For Library System Specialist mode, 
the Scheduling functionality is done at the same time as collection building. If the specialist 
chooses to schedule, a new scheduled build is created. If the specialist chooses not to 
schedule, any existing scheduled builds are deleted. 

7.2 Cron event logs 
It is important to maintain logs that keep track of the outcome of a scheduled collection 
build. Both Vixie Cron and Pycron maintain a log that keeps track of the attempted 
execution of all scheduled tasks. Neither scheduling service keeps track of the success or 
failure of a scheduled task, nor do they keep track of the output of a task. In addition, to 
view logs created by Vixie Cron, the user must have root access. 
Another desirable feature of maintaining logs is the ability to be able to only record  
output that is considered important, and to disregard all other task output. For example, if 
the output from the input and build commands of Greenstone is required, but the  
output from moving indices and classifiers is not considered important, the log should 
reflect this. 
Therefore, the Scheduler is modified in two ways to handle the logging of building script 
output. The first is to create a custom log for each execution of the automation script. The 
automation script creates a unique filename every time it is executed by using a timestamp. 
The second is to specify in the automation script which actions will have its output 
redirected to the logfile. The actions whose output is to be ignored will have its output 
redirected to the ‘bit bucket’ (e.g. /dev/null/ in Linux). 
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7.3 Email notification 
It is also important than an email notification service be provided, which will inform users 
of the outcome of their scheduled collection build. We handle email notification from the 
Scheduler and Librarian Interface for the following reasons: 
1. User notification. Whether Cron notifies users about the outcome of a scheduled task 

depends on the its implementation. For Vixie Cron, the outcome of a task (i.e. output 
from either successful task completion, or error output) is emailed to the owner of the 
task. Pycron does not send email notification. 

2. Flexibility of Notification. In Vixie Cron it is possible to suppress email notification, either 
by setting an environment variable to null, or by redirecting all output to a file or the 
‘bit bucket’. However, this is normally an all-or-nothing event—either all output, or 
none, is sent by email. Similar to logging, a desirable feature would be to send email 
that contains only the most important parts of the building process, and ignores other 
parts of the building process. 

3. Greenstone Email Support. Greenstone comes with a Perl email script, that is a wrapper 
for the Perl sendmail command. The email script is platform-independent. Therefore, it 
is ideal to use it to provide a uniform way to send email concerning the execution of a 
scheduled task. In addition, the script does not require the piping of build output 
directly to it, but instead can send the contents of a file. 

Therefore, both the Librarian Interface and the Scheduler are modified so that email 
notification is handled in a uniform and user-friendly manner across all operating systems. 
First, options have been added to the Scheduler that are required for the Perl email script— 
specifically, a flag to specify that email will be sent (–email), the sender (–fromaddr), receiver 
(–toaddr) and the email server that will be used to send the email (–smtp). Also, the 
corresponding fields exist in the Schedule Options pane of the Librarian Interface. In order 
to assist users in using the email features of scheduling, the Librarian Interface attempts to 
populate the fields –toaddr, –fromaddr, and –smtp in the Schedule Options pane by consulting 
the configurations for the Librarian Interface and Greenstone. If suitable values are available 
from these sources, they are assigned to the appropriate fields. 
Second, the output from the building script must be captured and re-directed to the Perl 
email script. The capturing of output already takes place, in the event log. This serves as the 
file that the email script will send to the user. Also, since it contains only the output that is 
considered important, this will be reflected in the email message as well. 
Finally, the Scheduler is modified so that, if specified, the automation script will send an 
email message containing the contents of the log to the specified recipient. An added bonus 
is that if email is not specified, the log can still be consulted by the user if required. 

7.4 Scheduled building in isolation 
An important modification to the Scheduler is to ensure that a scheduled build is completed 
in its entirety without interference from another scheduled build. A build may take a 
significant amount of time depending on the size of the collection—from seconds for a small 
one to 33 hours for a collection containing 20 GB of raw text and 50 GB of metadata (Boddie 
et al., 2008). 
To handle this, the automation script for the collection checks for a lock file, which indicates 
that a collection build is underway. If the file exists, the collection owner is notified via email 
and information is placed in the event log. Otherwise, a lock file is created before the 
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scheduled build begins, and is removed when the build finishes. This ensures that multiples 
builds do not occur concurrently. 

8. Example: collecting pictures while traveling 
In this section, we present a simple application of scheduling from the Librarian Interface. In 
this scenario, we have a traveler who wants to post pictures of their trip in a Greenstone 
collection for her friends to view. Instead of waiting until the end of the trip, the traveler 
wants to post her pictures from each day, incrementally adding to the collection on a daily 
basis. The traveler does not want to worry about obtaining the Librarian Interface to rebuild 
the collection while traveling. Instead, she simply wants to upload the pictures to the import 
directory of her collection, and have her collection rebuilt automatically and on a daily basis. 
This can be accomplished by setting up a scheduled, automatic rebuild of the collection of 
travel photos from the Librarian Interface. 
First, before departing, the traveler runs the Librarian Interface and creates a new collection. 
Then, the user selects the Create tab to display the collection creation pane. From here, 
clicking on Schedule Options will display the available options for setting up a scheduled, 
automatic collection build of the collection of travel pictures. Figure 10(a) depicts the 
available scheduling options, which are displayed with default and derived values as 
appropriate. Here, the traveler selects schedule, which indicates that she wants to set up a 
scheduled, automatic build. Also, she selects a frequency of hourly and an action of add (or, 
to create a new scheduled build). 
Next, the traveler clicks on Schedule Build. This will set up the building script for the 
collection of travel pics, as well as the crontab record that will indicate to Cron that the 
collection is to be rebuilt daily. The collection is now ready to be re-built while the traveler is 
away. 
At the end of the first day of travel, she uploads three pictures, which are added to the 
collection when the collection is re-built automatically overnight. The updated collection is 
depicted in Figure 10(b). The next day, the traveler uploads three more pictures. When the 
collection is re-built overnight, these pictures are added to the existing collection. Figure 
10(c) depicts the updated collection with the new pictures. 
Although not shown here, the user can switch to the Import Options and Build Options and 
select any options that are required for collection importing and building. These options are 
incorporated into the automatic building script that is created for the collection. In addition, 
the user can manually build and configure their collection as many times as necessary to 
confirm the right sequence is being performed, before setting up a scheduled, automatic 
build. 

9. Conclusion and future work 
In this paper, we present our solution to automated and scheduled collection maintenance 
in Greenstone. First, we propose the Scheduler, which provides support for an automatic 
rebuild of a collection at specific intervals by specifying a few simple parameters. The 
Scheduler interacts with a resident task scheduler on the local operating system, which 
results in a minimal but powerful tool. Several experiments are performed to show the 
correct execution of the Scheduler for different build times and for different numbers of 
collections. 
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In addition, we propose the incorporation of the Greenstone Scheduler into the Librarian 
Interface. This overcomes two limitations of the Schedule—the requirement to know the 
syntax and command-line arguments for both the import and build commands, and the 
inconsistency of notification of collection building success or failure. Providing an interface 
to the Scheduler improves its usability and provide further abstraction of the scheduling 
process from the user. Some future directions of work include the following. The first is to 
allow the user to select a specific period of time (e.g. 20 minutes after the hour) for their 
collection to be re-built. Currently, collection building occurs at the top of the hour (hourly), 
at midnight (daily) and on Sunday at midnight (weekly). The second is support for 
dependencies between fields in the Librarian Interface. For example, if a user selects the 
email option, it requires –toaddr, –fromaddr, and –smtp. Currently, the user must ensure that 
these are also selected, as it is not done automatically. A final research direction is to 
provide support for an automatic re-build of a collection when certain events are triggered. 
For example, the arrival of a new document can trigger an automatic rebuild of the 
collection. 
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1. Introduction 
Security is an important issue in digital library design. Security weaknesses in digital 
libraries, coupled with attacks or other types of failures, can lead to confidential information 
being inappropriately accessed, or loss of integrity of the data stored. These in turn can have 
a damaging effect on the trust of publishers or other content providers, can cause 
embarrassment or even economic loss to digital library owners, and can even lead to pain 
and suffering or other serious problems if urgently needed information is unavailable 
(Tyrväinen, 2005). 
There are many security requirements to consider because of the variety of different actors 
working with a digital library. Each of these actors has different security needs (Chowdhury 
& Chowdhury, 2003). Thus, a digital library content provider might be concerned with 
protecting intellectual property rights and the terms of use of content, while a digital library 
user might be concerned with reliable access to content stored in the digital library. 
Requirements based on these needs sometimes are in conflict, which can make the security 
architecture of a digital library even more complex. 
The design of the security architecture of a digital library must go beyond simply adding 
one or a few modules to a previously designed system. This is because there may be security 
holes in pre-existing modules, and because difficulties can arise when attempting to 
integrate the modules. The security architecture of a digital library must be designed so that 
security concerns are handled holistically. A security system designer must view the whole 
architecture and consider all of the applicable security factors when designing a secure 
digital library. The nature of a security attack may differ according to the architecture of the 
digital library; a distributed digital library has more security weaknesses than a centralized 
digital library.   
Security attacks can be categorized as physical attacks and logical attacks (Stallings, 2006). A 
physical attack involves hardware security where keys, locks, cards, and visitor monitoring 
is used. A logical attack involves an attack on the content or digital library system. We focus 
on the logical attacks and software security of digital libraries. 

2. Security issues with digital libraries 
According to the DELOS Reference Model (Candela et al., 2007) there are 6 main concepts in 
a digital library universe: content, user, functionality, architecture, quality, and policy. Each 
of these concepts has security issues that affect it. 
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1. Introduction 
Security is an important issue in digital library design. Security weaknesses in digital 
libraries, coupled with attacks or other types of failures, can lead to confidential information 
being inappropriately accessed, or loss of integrity of the data stored. These in turn can have 
a damaging effect on the trust of publishers or other content providers, can cause 
embarrassment or even economic loss to digital library owners, and can even lead to pain 
and suffering or other serious problems if urgently needed information is unavailable 
(Tyrväinen, 2005). 
There are many security requirements to consider because of the variety of different actors 
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protecting intellectual property rights and the terms of use of content, while a digital library 
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security concerns are handled holistically. A security system designer must view the whole 
architecture and consider all of the applicable security factors when designing a secure 
digital library. The nature of a security attack may differ according to the architecture of the 
digital library; a distributed digital library has more security weaknesses than a centralized 
digital library.   
Security attacks can be categorized as physical attacks and logical attacks (Stallings, 2006). A 
physical attack involves hardware security where keys, locks, cards, and visitor monitoring 
is used. A logical attack involves an attack on the content or digital library system. We focus 
on the logical attacks and software security of digital libraries. 

2. Security issues with digital libraries 
According to the DELOS Reference Model (Candela et al., 2007) there are 6 main concepts in 
a digital library universe: content, user, functionality, architecture, quality, and policy. Each 
of these concepts has security issues that affect it. 
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2.1 Content 
The content of a digital library includes the information objects that a digital library 
provides to the users. Some of the security issues involved are integrity and access control. 
Integrity requires that each object/resource has not been altered or changed by an 
unauthorized person. Access control encompasses two security requirements. The first is 
authentication where the user must log into the system while the second is confidentiality, 
which means that the content of an object is inaccessible by a person unless they have 
authorization. Not all digital libraries are free; often content is provided to digital library 
users for a certain fee, whereupon access control is needed to protect the content. Further, 
some content is inappropriate for some users, or targeted to particular user groups; there are 
a whole host of such other reasons for access control. 
Logical attacks such as hacking and message tampering can affect the integrity and 
confidentiality of the content. Improved information access in digital libraries has raised 
many issues that affect the management of digital libraries. Content Management, or more 
specifically Digital Rights Management, refers to the protection of content from the different 
logical security attacks and issues relating to intellectual property rights and authenticity. 

2.1.1 Digital rights management 
DRM provides content protection by encrypting the content and associating it with a digital 
license (Tyrväinen, 2005). The license identifies the user allowed to view the content, lists the 
content of the product, and states the rights the user has to the resource in a computer 
readable format using a digital rights expression language (DREL) or extensible Rights 
Markup Language (XrML) that also describes constraints and conditions. 
There are 7 technologies used to provide DRM (Fetscherin & Schmid, 2003). Table 1 
summarizes the DRM components and supporting technology. 
Each of these components involves mechanisms used to provide DRM: 
• Encryption: Encryption techniques such as symmetric and asymmetric ciphers can be 

used to provide access control; public-key encryption is used in payment systems that 
control how and by whom the content is used. 
Symmetric ciphers using DES, 3DES, AES, and RC4 algorithms require the use of a 
shared secret key to encrypt data before it is sent. At the receiver’s end the cipher text is 
decrypted using the same secret key. Symmetric ciphers depend on both the sender and 
receiver knowing the shared key.  
Asymmetric ciphers use a pair of keys, public and private, for each of the sender and 
the receiver. The public keys of both the sender and the receiver are known but the 
private key is kept secret. If encryption is performed using the public key then only the 
private key can be used for decryption and vice versa.  

• Passwords: Stored strings must be matched by users desiring access. 
• Watermarking: Characters or images are added to reflect ownership. Steganography is 

used to conceal data inside audio, video, or images (Johnson & Jajodia, 1998). Different 
watermarking techniques have different aims; some watermarks might be visible while 
others invisible. Some watermarks are reversible (Mintzer et al., 1997); it depends on the 
desired use of the watermark and what is being protected. 

• Digital signature: Asymmetric encryption can be used. Likewise, hash algorithms such 
as MD5 and SHA can be used to create a signature (Stallings, 2006). 
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Component Protection Technology 

Access and usage control Encryption (e.g., symmetric, asymmetric), 
passwords 

Protection of authenticity 
and integrity 

Watermarks, digital signatures, digital 
fingerprints 

Identification by metadata Allows description of an object in suitable 
categories, covering the digital content, rights 
owner, and conditions. 

Specific hardware and 
software 

Includes all hardware and software used by 
the end-device through which the digital 
content is being played, viewed, or printed. 

Copy detection systems Search engines, which search the network for 
illegal copies and use watermarking. 

Payment systems Can be seen as a certain type of protection 
technology as it requires user registration, or 
credit card authentication, which also require 
a trust relationship between the content 
provider and the customer. 

Integrated e-commerce 
systems 

DRMS must include systems which support 
contract negotiation, accounting information, 
and usage rules. 

 
 

Table 1. DRM Components and Protection Technologies, adapted (Fetscherin & Schmid, 
2003) 

• Digital fingerprint: Digital fingerprints are a more powerful technique involving 
digital signatures and watermarking. The creator of the content creates a unique copy of 
the content marked for each user; the marks are user-specific hence called fingerprints. 
Should a user illegally distribute the content, the creator can use search robots to find 
those copies (Schonberg & Kirovski, 2004). 

• Copy detection systems: Search engines also can help locate such copied objects. Copy-
detecting browsers can protect digital content too. 

• Payment systems: Users must divulge personal information to pay for content. 
Installing payment systems can help protect digital content. 
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There is no standard mechanism for providing DRM, mainly due to the lack of regulations 
(Chowdhury & Chowdhury, 2003), however there are various systems and protocols 
introduced to provide content management and support fair usage policies. 
There is a tradeoff between security and performance. Nadeem and Javed use a Pentium-4, 
2.4 GHz machine running Microsoft Windows XP operating system, encrypt 20527 bytes to 
2323398 bytes of data using DES, 3DES, and AES. For 20527 bytes of data it took 2 seconds to 
encrypt using the DES algorithm and 4 seconds to encrypt using the AES algorithm 
(Nadeem & Javed, 2005). It can be seen that the more complex the encryption algorithm the 
longer it takes to encrypt the data. In another study, encrypting data with the RSA algorithm 
using a key size of 1024 took 0.08 milliseconds/operation on an Intel Core 2 1.83 GHz 
processor under Windows Vista in 32-bit mode, while using a key size of 2048 took 0.16 
milliseconds/operation (Dai, 2009). 

2.2 User 
The User in a digital library refers to “the various actors (whether human or machine) 
entitled to interact with digital libraries” (Candela et al., 2007). Digital libraries connect the 
different actors with the information they have and allow the users to consume old or 
generate new information. Security issues relating to the users of a digital library intersect 
with content issues discussed above. A main logical security issue relating to users and 
content is access control. Different access control requirements arise for distributed systems 
(Tolone et al., 2005) to ensure both confidentiality and authentication: 
• Access control must be applied and enforced at a distributed platform level, so should 

be scalable and available at various levels of granularity. 
• Access control models should allow a varied definition of access rights depending on 

different information and must be dynamic where changes to policies are easily made 
and easy to manage. 

• “Access control models must allow high-level specification of access rights.”(Tolone et 
al., 2005) 

Digital library users may need to be authenticated before they can access content. 
Global/universal identification may not suffice. A service provider that provides content 
based on a non-identity based criteria like age will not benefit from global identification 
because there is no way to verify the authenticated user’s personal information. Usernames 
and passwords are not efficient ways to provide authentication.  
One of the most widely used authentication protocols is Kerberos. It (Neuman & Ts‘o, 1994) 
is a client–server model, which secures communication with servers on a local network. 
Developed at MIT in the 1980s to provide security across a large campus network, it is based 
on the Needham-Schroeder protocol and has now been standardized and included in many 
operating systems such as UNIX, Linux, Windows 2000, NT, XP, etc. 
Kerberos is used as an authentication protocol in cases where attackers monitor network 
traffic to intercept passwords. It secures communication, provides single sign on and mutual 
authentication, and does not send a user’s password in the clear on an insecure network. 
An alternative solution suitable for digital libraries (Winslett et al., 1997), is to represent 
information about an individual using credentials. Credentials are “abstract objects which 
contain statements expressing knowledge or information from a definite context.” 
Credentials do not specify direct information about a client and their attributes, they 
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describe the local environment and context in which the requests originate (Ching et al., 
1996).  
Digital credentials can be used as a means of authentication in providing DL access control 
(Winslett et al., 1997). Two agents can be used to assist in the management: a personal 
security assistant and a server security assistant, to manage digital credentials using a 
client/server model. The server must notify the client of the credentials required for the 
current request. The client then sends its credentials for authentication. The client must have 
some trust of the server to give its credentials, which raises privacy issues.  
The personal security assistant is used to obtain credentials on behalf of the client, store the 
credentials, parse and interpret the required credentials, and manage the acceptance policies 
(Winslett et al., 1997). A server security assistant is available to specify the credential 
acceptance policies and their usage. 
There is a tradeoff between flexibility and security that must be considered when choosing 
an access control model, as is discussed below. 

2.2.1 Access matrix model 
This conceptual model specifies the rights that each subject possesses for each object (Tolone 
et al., 2005). Actions on objects are allowed or denied based on the access rights specified. 
There are 2 implementations of the AMM: 
• An Access Control List provides a direct mapping of each object the subjects are 

allowed to access, and their usage rights (owner, read, or write).  
• A Capability List defines the objects each subject is allowed to access and the usage 

rights. 
Access control lists and capability lists are not suitable for distributed systems. Their 
limitations lead to multiple problems (Nagaraj, 2001). ACL provides limited expressibility of 
policies. Any change in the policies will propagate in the system/application. 
Authentication in a system that uses ACL solely is a problem because using username & 
password in a distributed system is not practical. In a distributed system, administration of 
the system should be decentralized by delegation to reduce the overhead. The owner of the 
object specifies a policy in ACL. If an overall policy is specified by an entity higher than the 
object owner, then conflicts may occur in the access rights. The number of administrative 
entities in a distributed system can be very large. Not all the administrators may have trust 
amongst themselves, resulting in incorrectly defined policies. For example, admin A may 
trust B but not C, however B may trust C. If A were to define policy for B then it would be 
implicitly applicable to C, causing problems. 

2.2.2 Role-based access control 
Role-based access control involves policies that regulate information access based on the 
activities the users perform. Such policies require the definition of roles in the system: “a set 
of actions and responsibilities associated with a particular working activity” (Sandhu & 
Samarati, 1994). Permissions are assigned to roles instead of individual users. Specifying 
user authorization involves 2 steps: first assigning the user to a role, second defining the 
access control that the role has over certain objects. 
RBAC is easier to manage and is more extensible than ACL. However RBAC doesn’t flexibly 
handle constraints, where a user with a specific role may need specific permission on an 
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describe the local environment and context in which the requests originate (Ching et al., 
1996).  
Digital credentials can be used as a means of authentication in providing DL access control 
(Winslett et al., 1997). Two agents can be used to assist in the management: a personal 
security assistant and a server security assistant, to manage digital credentials using a 
client/server model. The server must notify the client of the credentials required for the 
current request. The client then sends its credentials for authentication. The client must have 
some trust of the server to give its credentials, which raises privacy issues.  
The personal security assistant is used to obtain credentials on behalf of the client, store the 
credentials, parse and interpret the required credentials, and manage the acceptance policies 
(Winslett et al., 1997). A server security assistant is available to specify the credential 
acceptance policies and their usage. 
There is a tradeoff between flexibility and security that must be considered when choosing 
an access control model, as is discussed below. 
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This conceptual model specifies the rights that each subject possesses for each object (Tolone 
et al., 2005). Actions on objects are allowed or denied based on the access rights specified. 
There are 2 implementations of the AMM: 
• An Access Control List provides a direct mapping of each object the subjects are 

allowed to access, and their usage rights (owner, read, or write).  
• A Capability List defines the objects each subject is allowed to access and the usage 

rights. 
Access control lists and capability lists are not suitable for distributed systems. Their 
limitations lead to multiple problems (Nagaraj, 2001). ACL provides limited expressibility of 
policies. Any change in the policies will propagate in the system/application. 
Authentication in a system that uses ACL solely is a problem because using username & 
password in a distributed system is not practical. In a distributed system, administration of 
the system should be decentralized by delegation to reduce the overhead. The owner of the 
object specifies a policy in ACL. If an overall policy is specified by an entity higher than the 
object owner, then conflicts may occur in the access rights. The number of administrative 
entities in a distributed system can be very large. Not all the administrators may have trust 
amongst themselves, resulting in incorrectly defined policies. For example, admin A may 
trust B but not C, however B may trust C. If A were to define policy for B then it would be 
implicitly applicable to C, causing problems. 

2.2.2 Role-based access control 
Role-based access control involves policies that regulate information access based on the 
activities the users perform. Such policies require the definition of roles in the system: “a set 
of actions and responsibilities associated with a particular working activity” (Sandhu & 
Samarati, 1994). Permissions are assigned to roles instead of individual users. Specifying 
user authorization involves 2 steps: first assigning the user to a role, second defining the 
access control that the role has over certain objects. 
RBAC is easier to manage and is more extensible than ACL. However RBAC doesn’t flexibly 
handle constraints, where a user with a specific role may need specific permission on an 
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object.  An example of RBAC architecture addressing key limitations is OASIS (Bacon et al., 
2003), for use in distributed systems. Role management in OASIS is decentralized and 
service specific. OASIS is integrated with an event-based middleware that notifies 
applications of any environmental changes. Roles are parameterized by applications and 
services to define their client roles, and to enforce policies for role activation and service 
invocation within each session. Role membership certificates (RMC) are returned to  
each user on successful login, to be used as a credential to activate other roles (Bacon et al., 
2003). 
RBAC is suitable for use with digital libraries because it supports decentralized architectures 
and varying roles, however RBAC doesn’t allow for the definition of different roles in a 
collaborative group. 

2.2.3 Task based access control 
The Task based access control model extends subject/object access control by allowing the 
definition of domains by task-based contextual information (Tolone et al., 2005).  Steps 
required to perform the task are used to define access control; the steps are associated with a 
protection state containing a set of permissions for each state, which change according to the 
task. TBAC uses dynamic management of permissions. 
TBAC systems are limited to defining contexts in relation to activities, tasks, or workflow 
progress. Since it is implemented by recording usage and validity of permissions, therefore, 
TBAC requires a central access control module to manage permissions activation and 
deactivation in a just-in-time fashion.  

2.2.4 Team based access control 
RBAC doesn’t address cases where group members of different roles want to collaborate in 
a single group. The TMAC model defines collaboration by user context and object context. 
“User context provides a way of identifying specific users playing a role on a team at any 
given moment” (Tolone et al., 2005) while object context defines the objects required. 
 TMAC offers the advantages of RBAC along with ability to specify fine-grained control on 
users and on object instances. A scalable access control data structure can be used with large 
collections, applying concepts of team based access control, focusing mainly on the access 
control data structure, and employing an access control framework called Document Access 
Control Method (DACM) with a Document Storage System (DocSS) (Gladney, 1997). DACM 
allows the decentralized administration of privileges, the definition of different rule sets to 
control a single collection, and different delegation patterns as models. 
Current object access control policies use an array of rules to record the privileges each 
subject is allowed to each object. This is impractical to manage in the large data collections 
found in digital libraries. DACM solves this problem by finding symmetries in a permission 
function to allow a brief expression without losing important distinctions. 

2.2.5 Content based access control 
Another approach to access control models involves defining models according to content. 
This approach is applicable in digital libraries and distributed systems (Adam et al., 2002), 
where the access rights to the user are dynamic and may change with each login. Content 
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based access control policies are very well suited for digital libraries and distributed 
systems. Recent research has proposed different models; most use digital credentials for 
authentication, but vary in the definition/storage of the policy. 
An important content based access control model (Ferrari et al., 2002), introduces a content-
based access control system, Digital Library Authorization System, that utilizes the Digital 
Library Authorization Model (DLAM). Subject, object, and privilege sets can’t be used to 
define policies in digital libraries mainly because DLs are dynamic with large collections of 
data and subjects. It defines access control policies based on subject qualifications and 
characteristics. DLAM provides a means to specify the qualifications and characteristics of 
subjects. It uses content dependant and independent access control and allows the definition 
of policies with varied granularity. 

2.3 Functionality 
The concept of functionality encompasses the services that a Digital Library offers to its 
users (Gonçalves et al., 2008). The minimum functions of a Digital Library include adding 
new objects to the library or searching and browsing the library and other functions relating 
to DL management. A security attack that can affect the functionality of the Digital Library 
is a Denial of Service attack, which can affect the performance of the system and prevent 
users from accessing the system.  

2.4 Architecture 
Digital libraries are complex forms of information systems, interoperable across different 
libraries and so require an architectural framework mapping content and functionality onto 
software and hardware components (Candela et al., 2007). There are various models for 
architecture, e.g., client-server, peer-to-peer, and distributed. All these require the protection 
of the communication channels between 2 parties, where sensitive data might be transferred 
(Kohl et al., 1998). Securing the connections involves different layers - Internet, transport, or 
application layer - depending on the architecture of the system. 
The distributed model is scalable and flexible. It is useful when building a digital library 
with changing content from different sources and offers potential for increased reliability. 
The security requirements for a distributed digital library are challenging, since the content 
and operations are decentralized. Fault tolerance and error recovery are issues that affect a 
distributed system. Replication is used to increase the availability of the system. While this 
approach solves problems with denial of service attacks, it complicates the protection of the 
content because a replica of the content exists. 
The client-server model doesn’t have the same security problems as a general distributed 
model, however, it presents a major security weakness, the server being a single point of 
failure. Attacks are concentrated on one server rather than on the multiple replicas of a 
distributed model. 

2.5 Quality 
The content and behavior of a Digital Library is characterized and evaluated by quality 
parameters. Quality is (Gonçalves et al., 2007) a concept not only used to classify 
functionality and content, but also used with objects and services. Some of the parameters 
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are automatically measured and are objective while others are considered subjective; some 
are measured through user evaluations. 

2.6 Policy 
Policy is the concept that represents the different regulations and conditions that govern the 
interaction between the Digital Library and users. Policy supports both extrinsic and 
intrinsic interactions (Candela et al., 2007) and their definition and modification.  
Examples of security issues relating to policies include providing digital rights 
management, privacy, and confidentiality of the content and users, defining user behavior, 
and collection delivery.  

3. Summary 
Digital libraries should be secure. This is an important quality that affects all aspects, as has 
been shown above using the DL characterization of the DELOS Reference Model (Candela et 
al., 2007). We also can summarize and elaborate upon this point using another framework 
for DLs (Goncalves et al., 2004).  
The 5S framework supports Societies and their needs, covering all aspects mentioned above 
about Users and related Policies, as well as Quality (Gonçalves et al., 2007). Since Societies 
cover software actors, agents, components, modules, etc., this also encompasses related 
Architectural issues. Thus, security with regard to Societies covers issues like client/server, 
commerce, identity, peer-to-peer, privacy, rights, roles, teams, and trust. 
Scenarios cover functions, operations, requirements, services, and tasks. Examples 
(Gonçalves et al., 2008) include access, access control, authentication, browsing, copying, 
denial of service attacks, encryption, payment, recovery, searching, usage, and 
watermarking. 
Spaces cover distributed aspects, as well as representations related to 1D, 2D, 3D, and higher 
dimensional spaces. These include feature, measure, metric, probability, vector, and 
topological spaces – used throughout computer and human systems. 
Structures cover all types of organization, including data structures and databases, with lists 
(e.g., access control or capability), graphs, and networks. Structures are overlaid on other 
constructs in the 5S framework, especially on Streams.  Thus, documents are structured 
streams, while protocols involve scenarios applied to structured communication streams. 
Structures and Streams cover all types of content, and the many security issues related, 
including digital rights management, fingerprints, and watermarks. 
Clearly, DL security support can be complicated, but the above discussion should help 
readers organize their thinking and make sure that DL systems meet security requirements. 
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1. Introduction 
The advancement of information and communication technology (ICT) – Internet in 
particular – has caused enormous changes in the world we are living today. Many things are 
not what they used to be decades, or even years ago. Imagine how we communicated and 
shared information in the fifties, when computers were still ‘archaic’ and the Internet was 
still in its inception stage.  Compare that to the numerous communication gadgets and the 
information overload that we have today. All those changes happened in only a little over 
fifty years.  
Libraries as information providers have also undergone massive changes due to their close 
association to the way people communicate, collect, manage, use, and share information. 
Any advancement in ICT will have direct and indirect impacts on the ways libraries provide 
their collections and services to their user communities and society in general. Some 
advancements might be welcome by libraries. Others might be perceived as threats to the 
existence of (traditional) libraries since they are perceived as ‘things’ that would cause 
(traditional) libraries to become obsolete, or at least redundant, amidst the new emerging 
technologies. Some have also caused mixed reactions among librarians, who might ‘love’ 
and ‘hate’ them at the same time. Librarians usually love advancements in ICT since they 
can help tremendously in the librarians’ efforts to fulfill the information needs of their users. 
However librarians might also notice that many (or most?) of their traditional roles as 
librarians have been, or will be, taken away from them by those advancements. 
Digital libraries (DLs), which include all of its variants such as institutional repositories 
(IRs), is one of the most important changes in libraries triggered by advancements in ICT. 
DLs have caused fundamental changes in the way libraries operate. It has also challenged 
the traditional roles of libraries and compelled them to redefine their roles in this new 
environment. It is in this context that discussions in this chapter will proceed. 
Discussions in this chapter are the results of the expansions and ‘conversations’ from several 
of my previous journal articles on IRs. However they will take into account as much as 
possible and where appropriate, recent developments and discussions about IRs. The 
discussions will also use Desa Informasi (Information Village) – an institutional repositories 
project at Petra Christian University (PCU) Library in Surabaya, Indonesia – as a study case. 
The project is not intended to serve as an example of a success in IRs implementation. In 
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fact, it is still far from an ideal implementation of IRs. It is being used solely for the purpose 
of sharing experiences gained from its execution. Naturally, perspectives raised in the 
discussion will be of an academic librarian in a developing country. The environment, 
where the project is being carried out – a medium-sized private university with mostly 
undergraduate students – will certainly offers certain influences into the discussions as well. 

2. ICT Advancements and the future of libraries 
The rapid developments of ICT since the birth of computers and the Internet has 
contributed so much in changing the way we live our daily life. They affect the way we do 
things, which includes the way we do our jobs. They even affect the way we relate to one 
another in terms of personal relationships, as well as professional ones. Almost everything 
we do in daily basis has something to do with ICT. It ranges from simple stand-alone 
applications to collaborative and networked systems. Nowadays it’s almost unimaginable to 
write an article without the help of a word processor application, online dictionary or 
thesaurus, reference management application, and online journal databases. All these 
advancements have offered invaluable help for people from any professions in terms of 
working more effectively and productively. 
Some ICT advancements however can cause fundamental changes in the traditional roles 
and functions of certain professions. They fundamentally alter the ways in which people or 
institutions provide products and services. Libraries – especially academic libraries – and 
their librarians have been living through these inevitable, yet often subtle, transformations. 
Nowadays most librarians are familiar with – or at least aware of – approval plans, selector 
services, new acquisitions of library materials with embedded electronic bibliographic 
records, copy cataloging, self-check-in/out, Internet search engines, virtual reference 
services, etc. All these roles and/or functions (acquisition, cataloging, reference, etc.) were 
traditionally the domains of (local) librarians. Local librarians used to have the authority 
over or in charge of performing these roles and/or functions. However the new 
environment affected or created by ICT advancements has created new ‘arrangements’, 
where these basic roles and/or functions are gradually being taken over by ICT, or at least 
transferred to other institutions outside the libraries (Liauw, 2006b).  In short, traditional 
roles and/or functions of librarians are being challenged by the rapid technological changes, 
which usually also leads to social changes. 
Librarians need to ‘redefine’ their roles and/or functions in the new landscape of the future 
information society. Davenport stated something that I believe is a good response to the 
challenge. She suggested that librarians should have “expanded, more collaborative roles in 
the creation and dissemination of knowledge,” which will empower (academic) libraries to 
assume new role and/or function as learning space instead of information storehouse 
(Davenport, 2006). It is now up to librarians on how to assume this ‘new’ role and/or 
function in the new landscape. 
Digital libraries (DLs) and/or institutional repositories (IRs) offer opportunities for 
librarians and libraries to re-assert their influence in the creation and dissemination of 
knowledge. DLs/IRs is a strategic move for libraries to maintain their relevance in the new 
landscape of ICT-savvy society. However before going into any further discussions, we need 
to be on the same page on what we call digital libraries (DLs) and/or institutional 
repositories (IRs). 
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3. Institutional repositories and desa informasi 
IRs is one of the relatively new terms generated by advancements in ICT, one that needs to 
be defined to enable us to proceed with our discussion. One of the pioneers in IRs – Clifford 
Lynch – gave one of the most fundamental definitions of IRs:  

"a university-based institutional repository is a set of services that a university offers to the 
members of its community for the management and dissemination of digital materials created by 
the institution and its community members. It is most essentially an organizational commitment 
to the stewardship of these digital materials, including long-term preservation where 
appropriate, as well as organization and access or distribution." (Lynch, 2003) 

It is worth to mention specifically that Lynch defined IRs as “a set of services” instead of 
merely digital contents. Lynch also sees “institutional repositories as a species of digital 
library than a publishing platform,” (Poynder, 2006) which is a sufficient ground for me to 
conclude that “the terms IRs and DLs … [are] interchangeable” (Liauw, 2006a). Lynch’s 
definition – “a set of services” – suggests his far reaching look into the future. However for 
the sake of flow of discussion, let’s talk first about (digital) contents of IRs. 
There are several different views on what IRs should contain. These different views don’t 
necessarily contradict one another. They rather define IRs contents from different scopes 
and perspectives, which in my opinion can complement one another. McDowell gave a 
more technical classification of IRs contents by stating: 

“IR contents were classified into the following types: ETDs; e-prints (pre- or post- print 
articles); working papers and technical reports; conference proceedings and presentations; e-
journals and e-books; learning objects; multimedia files (digital audio/video); datasets; pictures 
(images); digitized archival documents and university records (historical texts and primary 
sources); non-scholarly institutional publications; undergraduate student work; graduate 
student work (non-ETD); and course content (syllabi, assignments, lectures).” (McDowell, 
2007) 

Crow defined IRs contents more concisely as “scholarly; produced, submitted, or sponsored 
by an institution’s faculty (and, optionally, students), or other authorized agents; non-
ephemeral; and licensable in perpetuity” (Crow, 2002a). In terms of contents of IRs, Lynch 
suggested that: 

“a mature and fully realized institutional repository will contain the intellectual works of faculty 
and students – both research and teaching materials – and also documentation of the activities of 
the institution itself in the form of records of events and performance and of the ongoing 
intellectual life of the institution.” (Lynch, 2003) 

It is interesting to notice that Lynch’s definition above doesn’t limit IRs contents to “the 
intellectual works of faculty and students – both research and teaching materials” (emphasis 
added) only. Instead it also encompasses “documentation of the activities of the institution 
itself in the form of records of events and performance and of the ongoing intellectual life of 
the institution” (emphasis added). 
Desa Informasi (DI) adopts Lynch’s definition for IRs contents and assumes that Crow’s and 
McDowell’s definitions as “subsets of Lynch’s” (Liauw, 2006a) and summarizes them into 
the characteristic of “locally-produced” contents. Desa Informasi then expands the 
definition to also include contents that have “features of local entities” (Liauw, 2006b). 
Using parallel terminologies from the traditional (hardcopy) collections, the “locally-
produced” contents are the equivalence of “grey literature”, while contents with “features of 
local entities” are the equivalence of “local collections” (see “Harrod’s librarians’ glossary 
and reference book”). The term “local content” is a familiar term among Indonesian 
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librarians in defining both characteristics, and it will be used in this chapter to refer to 
contents with both characteristics. 
DI started off as a limited-in-scope of theses digitization project to address the physical 
space limitation of PCU Library, which then evolved into an institutional repositories 
project. DI utilizes a custom-made web-based application called iSPEKTRA to manage 
digital objects using modified Dublin Core metadata set 
(http://dewey.petra.ac.id/dgt_directory.php). Although “interoperability on a metadata 
level has clearly been the most active area in digital repositories … [and] spurred by the 
Open Access movement, numerous repositories exposed their metadata through standard 
protocols,” (Aschenbrenner et al., 2008) iSPEKTRA has not yet addressed the 
interoperability issues in terms of compliance to Open Archives Initiatives – Protocol for 
Metadata Harvesting (OAI-PMH). It is a crucial issue that is being addressed along with the 
development of the new version of iSPEKTRA.  
DI divides its collections into Themes instead of one big collection in order to create ‘added 
value’ to the collections. The main consideration is that “having several smaller thematic 
collections of interest to the communities is far better than having one big collection 
consisting of just about anything people can throw into the collection without any defining 
‘character’ that binds them together” (Liauw, 2006a). The current DI collections are as 
follows: (Liauw, 2005) 
• Digital Theses: Petra Christian University students’ theses collection in digital format; mostly 

PDF documents. There are also an increasing number of multimedia resources generated by the 
students of Faculty of Art and Design. 

• eDIMENSI: digital version of articles from DIMENSI, scientific journals published by various 
academic departments of Petra Christian University. 

• Petra@rt Gallery: works of art by campus communities (mostly students’ works) or works of art 
that are exhibited/displayed at Petra Christian University campus; mostly photographs and 
digitized-images. The collection contains wonderful visual resources, capturing and 
immortalizing the intrinsic knowledge and values of art in the works documented. Some of the 
wonderful themes are the Visual Poetry, Café Décor, Chairs of Indonesia, Destination Branded, 
Nusantara Bersatu (United Archipelago), etc. 

• Petra iPoster: posters (with visual design elements) of events or issues related to Petra Christian 
University. 

• Petra Chronicle: historical documents related to Petra Christian University. 
 

 
Fig. 1. An old photo from Surabaya Memory 

Institutional Repositories: Facilitating Structure, Collaborations,  
Scholarly Communications, and Institutional Visibility   

 

167 

The collection themes above clearly represent the “locally-produced” definition of DI 
contents. One other collection that represents the definition of “features of local entities” is 
the Surabaya Memory collection. It contains digital heritage resources on Surabaya city. 
Another newly-planned collection will be the “Chinese in Indonesia” digital collection, 
which is intended to supplement the special collection of the same name (in physical/ 
hardcopy format). This latest collection (still in planning stage as of the time of this book’s 
publication) is created as support system for the newly-established Center for Chinese 
Indonesian Studies at Petra Christian Universities. 

4. Facilitating structure amidst information overload and chaos 
As with most IRs, “student work accounts for the largest percentage of items” in DI. Digital 
Theses is the largest collection in DI so far. This phenomenon happens in many institutions 
implementing IRs since “ETDs [Electronic Theses and Dissertations] are simply the lowest 
hanging fruit, and new submission batches can generally be counted on each semester” 
(McDowell, 2007).  ETDs are also the ‘preferred’ contents since they “raise the profiles of the 
students who author them, the faculty and departments who foster them, and the 
institutions that provide them to the world” (Lippincott, 2006). The following tables will 
give readers a glimpse of DI collections. 
 

Collection Name/Theme # of Records # of Digital Objects Total Size (bytes) 
Digital Theses 12,618 134,268 170,284,316,475 
eDIMENSI 809 809 282,689,311 
Petra iPoster 120 244 365.416.831 
Petra@rt Gallery 261 854 4,132,526,401 
Surabaya Memory 258 657 402,415,694 
Petra Chronicle 180 559 2,489,567,862 
TOTAL 14,246 137,391 177,956,932,574 

Table 1. Breakdown of Desa Informasi’s Digital Collections by Themes (as of Aug 31, 2010). 
Source: Petra Christian University Library – 2009/2010 Annual Report 

 
# of Digital Objects 

Collection Name Text Image Moving 
Image/Video Animation Audio, etc. 

Digital Theses 115,830 18,228 119 24 67 
eDIMENSI 809 0 0 0 0 
Petra iPoster 0 244 0 0 0 
Petra@rt Gallery 57 797 0 0 0 
Surabaya 
Memory 25 632 0 0 0 

Petra Chronicle 160 399 0 0 0 
TOTAL 116,881 20,300 119 24 67 

Table 2. Breakdown of Desa Informasi’s Digital Collections by Types of Document (as of 
Aug 31, 2010). Source: Petra Christian University Library – 2009/2010 Annual Report 
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In their article titled “Size isn’t everything: Sustainable repositories as evidenced by 
sustainable deposit profiles,” Carr & Brody stipulated that “sustained deposits” is a more 
accurate measurement than merely the size of IRs, since it reflects “community 
engagement.” They stated that “one of the measures of repository success should therefore 
be the university community's take-up of these services” (Carr & Brody, 2007). They warned 
against using the size of IRs as the only indication of ‘healthy’ IRs. Referring to Davis and 
Connolly’s 2007 article titled Institutional repositories: Evaluating the reasons for non-use of 
Cornell University's installation of DSpace, they noticed that “a repository can exhibit 
respectable overall growth that is attributable mainly to special-case batch imports” (Carr & 
Brody, 2007). Along this line of thinking, we should then analyze the deposit profile of DI to 
see any indication of its ‘health.’ Table 3 shows the growth of digital resources in DI from 
2005 up to 2010. Carr & Brody used daily deposit profile in their survey of IRs by utilizing 
ROAR registry of Institutional Repositories. However since such data is not available for DI, 
Table 3 uses annual deposit profile instead. 
 

 2005/2006 2006/2007 2007/2008 2008/2009 2009/2010 
# of Records 3,178 5,025 7,697 10,857 14,246 
Growth from Previous 
Year N/A 1,847 2,672 3,160 3,389 

# of Digital Objects N/A 39,438 68,510 98,092 137,391 
Growth from Previous 
Year N/A N/A 29,072 29,582 39,299 

Table 3. Growth of Desa Informasi’s Digital Collections (2005 – 2010). 
Source: Petra Christian University Library – 2005/2006 to 2009/2010 Annual Reports 

We can conclude from Table 3 that DI has a ‘healthy’ deposit profile since the growth of its 
contents is sustainable. Table 3 shows a steady growth in # of Records and Digital Objects 
every year.  It is an indication of community engagement in supplying resources for DI. 
We can also conclude from our discussion so far that higher education institutions produced 
intellectual works in numerous subjects and formats besides the obvious scholarly works 
(theses and dissertations, journal articles, and research reports). Student works usually 
comprise the bulk of the works. 
Unfortunately most lecturers and academic departments don’t have the ‘sensitivity’ or the 
expertise needed to identify these student works as intellectual outputs that can be re-used 
as learning resources. They don’t know how to collect, organize, manage, and re-use/serve 
these digital objects as learning resources. Davenport observed that “[academic departments 
in universities] lack the organization and structures that would allow campus departments 
to easily share such information” (Davenport, 2006). Based on my observations, most 
faculties only keep the digital version of the resources on CD Roms and stack them in 
cabinets. This practice will consequently make the resources hard to be found and re-used. 
It’s as if faculties are lost amidst the chaotic and unstructured information overload. 
Academic libraries could and should jump into the scene to introduce some sense of 
structure into the seemingly chaotic information resources produced by students (and 
faculties). IRs can be introduced as an elegant solution for the academic departments’ need 
for organizing these works and re-use them as learning resources. JISC (Joint Information 
Systems Committee) suggested this approach when it reported that IRs “are increasingly 
expected to act as corporate information management tools (records management and 
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content management systems) and data sharing platforms (e.g. for the re-use of research 
data and learning objects)” (Poynder, 2006). This is one of the variations of IRs 
implementations (Furlough, 2010) and a common approach in Indonesian higher education 
libraries. However libraries should not just offer the IRs platform as a solution and then 
leave the academic departments, faculties, and students on their own to figure out how to 
self-archive (uploading their works into the IRs) and help them organize those resources. 
Based on an article by Erickson, Rutherford, & Elliott (2008), Salo warned against this 
approach when she reminded the readers that “the term ‘self-archiving’ has been taken too 
literal, abandoning faculty to their uncertainties and incapacities” (Salo, 2008).  
Librarians should actively assume their ‘new’ role as IRs managers to increase the 
probability of a successful implementation of IRs by providing needed assistance to students 
and (especially) faculties in populating IRs. Libraries should do extra efforts to assist the 
academic departments, faculties, and students to get their works into IRs. However in their 
efforts to populate IRs, it is of a strategic importance for libraries to always present the issue 
as the academic departments and lecturers’ interests, not merely the libraries’ (Liauw, 
2006a). 
Mediated-deposit services was the method of choice for content acquisition for DI since it 
was formally launched in 2005. Local conditions required it and the fact that librarians 
would be the ones in charge of managing the contents – including the metadata – sounded 
more promising in the long run. The approach also asserts the role of librarians in providing 
some sense of structure into the whole collections. This choice turns out to be the right one 
since it works so far, while the alternative doesn’t look too promising. In her article Salo 
stated that “the notion that faculty members [(and students for that matter)] will actually 
push buttons and type metadata in order to deposit materials into IRs is an article of faith 
among repository-software developers. In practice, however, most deposits are third-party 
mediated, many by librarians, some by support staff or IT personnel” (Salo, 2008, emphasis 
added). Salo’s assertions and experience in DI prove that although mediated-deposit 
services might sound more ‘expensive’ and labor-intensive, it does offer more sustainability 
for IRs and more visibility to the role of librarians in the overall landscape of university-
wide information management/organization. 
 

 
Fig. 2. Batik pattern in PetraArt Gallery 

Content acquisition strategy is different from one collection to the others, based on the 
nature of the contents. For example, the content acquisition for Digital Theses is pretty 
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expertise needed to identify these student works as intellectual outputs that can be re-used 
as learning resources. They don’t know how to collect, organize, manage, and re-use/serve 
these digital objects as learning resources. Davenport observed that “[academic departments 
in universities] lack the organization and structures that would allow campus departments 
to easily share such information” (Davenport, 2006). Based on my observations, most 
faculties only keep the digital version of the resources on CD Roms and stack them in 
cabinets. This practice will consequently make the resources hard to be found and re-used. 
It’s as if faculties are lost amidst the chaotic and unstructured information overload. 
Academic libraries could and should jump into the scene to introduce some sense of 
structure into the seemingly chaotic information resources produced by students (and 
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for organizing these works and re-use them as learning resources. JISC (Joint Information 
Systems Committee) suggested this approach when it reported that IRs “are increasingly 
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content management systems) and data sharing platforms (e.g. for the re-use of research 
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implementations (Furlough, 2010) and a common approach in Indonesian higher education 
libraries. However libraries should not just offer the IRs platform as a solution and then 
leave the academic departments, faculties, and students on their own to figure out how to 
self-archive (uploading their works into the IRs) and help them organize those resources. 
Based on an article by Erickson, Rutherford, & Elliott (2008), Salo warned against this 
approach when she reminded the readers that “the term ‘self-archiving’ has been taken too 
literal, abandoning faculty to their uncertainties and incapacities” (Salo, 2008).  
Librarians should actively assume their ‘new’ role as IRs managers to increase the 
probability of a successful implementation of IRs by providing needed assistance to students 
and (especially) faculties in populating IRs. Libraries should do extra efforts to assist the 
academic departments, faculties, and students to get their works into IRs. However in their 
efforts to populate IRs, it is of a strategic importance for libraries to always present the issue 
as the academic departments and lecturers’ interests, not merely the libraries’ (Liauw, 
2006a). 
Mediated-deposit services was the method of choice for content acquisition for DI since it 
was formally launched in 2005. Local conditions required it and the fact that librarians 
would be the ones in charge of managing the contents – including the metadata – sounded 
more promising in the long run. The approach also asserts the role of librarians in providing 
some sense of structure into the whole collections. This choice turns out to be the right one 
since it works so far, while the alternative doesn’t look too promising. In her article Salo 
stated that “the notion that faculty members [(and students for that matter)] will actually 
push buttons and type metadata in order to deposit materials into IRs is an article of faith 
among repository-software developers. In practice, however, most deposits are third-party 
mediated, many by librarians, some by support staff or IT personnel” (Salo, 2008, emphasis 
added). Salo’s assertions and experience in DI prove that although mediated-deposit 
services might sound more ‘expensive’ and labor-intensive, it does offer more sustainability 
for IRs and more visibility to the role of librarians in the overall landscape of university-
wide information management/organization. 
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straight forward since it ‘piggybacks’ on the university-wide theses deposit policy, which 
mandates all graduating students to deposit their theses to the Library in hardcopy and 
softcopy format. Contents for Petra@rt Gallery on the other hand are much harder to acquire 
since they are produced sporadically without any fixed-patterns. However it is crucial that 
content acquisition process establishes some kind of connections to the “administrative 
systems of the university or the local communities it serves” as Liauw suggested, since 
“otherwise the collection [(acquisition)] process will be too massive to manage sporadically 
and the sustainability of the flow of resources from the communities into the IRs will 
depend largely on fluctuating individual interests” (Liauw, 2006a). Contents for eDIMENSI 
are acquired through formal cooperation with the university’s research center, which acts as 
the publisher for DIMENSI journals. This approach ensures 100% incorporation of all 
articles published by the center into DI. Petra iPoster provides valuable lessons in its content 
acquisition effort and deserves a longer description. It is a common practice in Indonesian 
universities for the Public Relations office to be in charge for approving posters that will be 
posted on campus premises. We would have thought that a formal cooperation with the 
Public Relations office would guarantee 100% acquisition of posters at PCU by requiring 
poster-issuing units to provide the digital version of the submitted posters. However 
experience showed that it isn’t as simple as that initial assumption. User behaviors play 
critical roles in this matter. Poster-issuing units usually don’t have the digital version since 
they outsource the design and printing process to outside vendors. It requires extra time and 
effort to get them from the vendors. Other reasons might simply be the reluctance of the 
poster-issuing unit to spend more time preparing the digital copy to be submitted to the 
Public Relations office, especially when people are usually under a tight deadline to put the 
posters up. A request to provide an extra hardcopy poster as an alternative, instead of the 
digital version, was not successful either. We then noticed that another unit – the Campus 
Facility Management unit – is in charge for taking down ‘expired’ posters all across campus 
based on the expiry date stamped on each poster by the Public Relations office. We saw it as 
an opportunity to collect the posters for inclusion into Petra iPoster. So, instead of 
discarding the posters we merely ask the Campus Facility Management unit to send the 
posters to the Library. This never-thought-of-before approach proves to work well since it 
does not require any – or at least too much – disruption in the unit’s daily operations. 
Aschenbrenner et al. suggested this approach by saying that “repositories [should] become a 
natural part of the user's daily work environment” (Aschenbrenner et al., 2008). The authors  
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were referring to the overall aspects of IRs but the principal can be applied in a narrower  
scope to content acquisitions in IRs. We don’t encounter too many difficulties in acquiring 
contents for Petra Chronicle since most historical materials related to PCU will be deposited 
to the Library. The Library has had supports from various parties in developing Petra 
Chronicle and Petra iPoster since the personal nature of the resources, which have certain 
appeals to the nostalgic aspects of various stakeholders. The support only increases with the 
upcoming 50th Anniversary of PCU in 2011. 
 

 
Fig. 4. Surabaya Memory Exhibition in A Mall (2007) 

In acquiring contents for IRs, librarians should actively come to the academic departments, 
lecturers, and students as someone who is offering an information/resources management 
system to address their needs for organizing faculty and student works. IRs can be offered 
as the solution that will help in introducing and facilitating structure amidst the bulk and 
numerous different types of faculty and (especially) student works. Librarians will then be 
able to re-assert their role as information managers for their campus communities. 
Surabaya Memory (SM) presents another challenge in its content acquisition due to the 
nature of its contents that features “local entities,” which translates into public participation 
in the content development. Unlike contents for other collections in DI that are locally 
produced, contents for SM is developed by involving the campus communities as well as 
general public. There has been some level of public participation from individuals and 
organizations that lent their personal or institutional collections relating to the heritage and 
history of Surabaya city. However the current level of public participation is still not as well 
as expected. Liauw observed that the two main reasons for this lack of participation are “the 
lack of information-sharing culture and the sentimental/personal [or even financial] values 
of heritage-related resources to their owners or copyright holders.“ Bluntly put, ”some 
people have been making money out of selling duplicates of old photographs and 
manuscripts” (Liauw, 2010). On the other side, some individuals have been spending a lot of 
money to acquire old photographs and manuscripts into their personal collections. The 
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money spent in acquiring those resources has become a big obstacle to share the resources – 
not even their digitized version – with the society.  It’s also a common knowledge that “big 
collectors tend to collect for their own enjoyment” (Liauw, 2010, emphasis added). Facing 
such challenges, Liauw suggested two strategies to help alleviate the problem. The first 
strategy is to collaborate with big collectors to hold exhibitions. When we have gained their 
trust it usually (but not always) is easier to solicit their participations by contributing some 
of their collections to SM. The second strategy is to “network with other heritage-based 
organizations to identify individuals with possession of cultural heritage materials” (Liauw, 
2010). I would like to also add that it is very important to show to stakeholders (especially 
those big collectors) that the shared resources will benefit the society. 
Although content acquisition itself has posed many challenges, it is essential that we do not 
view any IRs projects only as a matter of populating it with the desired contents. McDowell 
offered another perspective on IRs. He offered a definition from functional point of view, 
which defines IRs as: (McDowell, 2007) 
1. “an institution-wide service. Faculty members of every academic unit must be able to submit, 

regardless of departmental affiliation [no use or subject limitations]. 
2. intended to collect, preserve, and provide access to, among other things, faculty scholarly output 

in multiple formats. 
3. must be actively taking submissions.” 
Although DI does fulfill the above definition and has managed to reach some level of 
sustainability in content acquisition, it still falls short in providing services and interactions/ 
collaborations to its users, capitalizing on the acquired contents. Regarding future directions 
for IRs, Furlough suggested that IRs (contents) should be “integrated into instruction, 
reference and collection development” (Furlough, 2010). 
Based on the discussions above IRs, such as DI, has managed to fulfill its role to “serve as 
tangible indicators of a university's quality and to demonstrate the scientific, societal, and 
economic relevance of its research activities.” Let’s now examine the successfulness of IRs in 
fulfilling its other role to “provide a critical component in reforming the system of scholarly 
communication … [and to] reasserts control over scholarship by the academy, increases 
competition and reduces the monopoly power of journals” (Crow, 2002b). 

5. Facilitating scholarly communications 
Although reforming scholarly communication system has been one of the “two strategic 
issues” (Crow, 2002b) that IRs try to address, McDowell concluded that “IR has been 
relatively unsuccessful in fulfilling [that] ‘original’ role.” This assertion was supported by 
his survey, which found that “the percentage of peer-reviewed works – pre- and post-prints, 
e-journal articles, and e-books – is considerably [small], around 13%” (McDowell, 2007). It is 
obvious IRs has been facing serious challenges in the scholarly communication arena. 
There are several reasons why IRs is not the preferred choice for disseminating researches. 
Aschenbrenner et al. observed that “journal publication patterns are already well in place 
and they are often (rightly or wrongly) considered the most reliable route to scientific 
credit” (Aschenbrenner et al., 2008). Foster added to that observation by identifying the 
current established system that “rewards faculty members with tenure and promotion based 
on their success at getting published in respected scholarly journals” as the main reason 
why “professors do not have much incentive to put their material in an experimental online 
archive” (Foster, 2004). There are also some faculties “who believe that self-archiving [in 
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IRs] may threaten their rights over their work, their relationship with their favorite 
publishers, or their status in their disciplinary communities.” This trend has led Salo to 
assert that “libraries whose support for repositories rests purely on hopes of collecting peer-
reviewed literature would be well-advised not to bother with them” (Salo, 2008). 
Another challenge in the scholarly communication arena comes from the fact that most IRs 
are functioning only as digital resources management system, without “the more complex 
services on which users [authors or faculties] depend” (Chavez, et al., 2007). IRs might be 
useful and/or powerful for organizing and managing digital resources, but “[authors] want 
something that will support the authoring process, not just the finished product” (Foster, 
2004). IRs also needs to strive to “become a natural part of the user's [or authors’] daily work 
environment” (Aschenbrenner et al., 2008). This might explain why IRs can achieve relative 
successes in acquiring contents from students, but not from faculties or peer-reviewed 
publication authors. Salo noticed that slight exceptions might apply for “younger scholars 
[or faculties, who] may [still] be attracted to self-archiving as a way to game a prestige 
system otherwise stacked against them” (Salo, 2008).  
Besides all the shortcomings of IRs in the scholarly communication arena, I believe IRs has 
managed to reduce the total monopoly of conventional journal publishers. Many journal 
publishers have revised their publishing and copyright policies to allow authors to self-
archive in institutional or subject repositories. The new policies wouldn’t have had 
materialized had it not been because of open access movement (or spirit) embodied in IRs. 
There are currently open access (book and journal) publishers offering alternatives to 
conventional publishers. More and more universities and research institutions are jumping 
into the open access (and IRs) bandwagon by instituting Open Access Mandates in their 
institutions. Although in its current state IRs might not achieve big success in (radically) 
reforming scholarly communication, I believe that IRs has contributed – to certain extent – 
the efforts in “advancing the positive transformation of scholarly communication over the 
long term” (Crow, 2002b, emphasis added). 
The same challenge is faced by DI in acquiring journal articles from faculties. DI – as an IRs 
system – has not yet accommodated any authoring or collaborative process. In its current 
state, DI acquires contents for eDIMENSI (scientific journal articles) collections through a 
formal cooperation with the Research Center at PCU. The Research Center is the formal 
agency at PCU that manages the review, editorial, and publication processes of DIMENSI 
journals using the Open Journal System (OJS). The cooperation allows the Library to batch 
download the newly published articles and feed them into DI. It might be the future 
direction to merge the two systems into a single platform, which will streamline much of the 
processes involved in both entities (Research Center and Library) and open up opportunities 
to create new collaborative features in the future. 

6. Facilitating collaborations 
An important aspect of IRs that is often overlooked is its potential as a collaborative 
platform for the campus communities. If we agree that IRs is, as Lynch stated, "a set of 
services that a university [library] offers to the members of its community for the 
management and dissemination of digital materials created by the institution and its 
community members" (Lynch, 2003, emphasis added) then academic libraries have an 
invaluable asset in their hands. This asset has a functions and/or roles that span traditional 
boundaries of campus communities, units, and academic disciplines. Due to this nature, 
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money spent in acquiring those resources has become a big obstacle to share the resources – 
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IRs] may threaten their rights over their work, their relationship with their favorite 
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academic libraries that implement and manage IRs will soon discover themselves 
introduced to a rich variety of local contents produced by different campus communities 
covering a wide range of academic disciplines. 
 

 
Fig. 5. A Thematic Onsite Exhibition Featuring Photography Documentary of Sedulur Sikep 
Ethnic Group in Central Java, Indonesia (2006) 

Cross-pollination or cross-fertilization of knowledge is a natural consequence of exposures 
to such rich and diverse local contents. Contents produced by a campus community can be 
re-used as learning resources by other campus communities. Marketing or promotional 
efforts can be conducted by academic libraries to introduce these local contents to all 
academic departments and provide insights on possibilities of their uses for each 
department. Libraries can also expand features in their IRs to be able to link to e-learning 
systems (such as Moodle) used on campus. The linking will enable students and faculties to 
access our local contents directly from the e-learning systems that they are using for 
teaching and learning, thus increasing exposures of the contents to various campus 
communities. These efforts will expose local contents from a specific campus community to 
a wider audience. 
Thematic exhibitions will also provide rich exposures for students, who otherwise would 
have been ‘confined’ to their particular field of studies. The experience will enrich students’ 
learning experience. Thematic exhibitions of local contents can sometimes create unique 
opportunities for inter-disciplinary conversations. Liauw told of an interesting story as an 
example of how thematic exhibitions can create such conversations. A thematic onsite 
exhibition featuring photography documentary of Sedulur Sikep – an ethnic minority in 
Central Java, Indonesia – was held in 2006, displaying works of a student from Visual 
Communication Design Department. The exhibition sparked interests from other academic 
disciplines to conduct other researches on the ethnic minority. An English Department 
faculty was interested to conduct further study on the linguistic aspects of the ethnic 
minority. Another faculty from Interior Design Department expressed interests in doing 
further studies on the ornamental design on the ethnic’s settlements (Liauw, 2006b). This 
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example shows that academic libraries should treat their local contents and exhibition 
spaces as assets to be used to facilitate collaborations and conversations across academic 
disciplines. 
 

 
Fig. 6. School Children Playing Information Scavenger Game at Surabaya Memory 
Exhibition (2007) 
 

 
Fig. 7. Surabaya Memory Heritage Walk (2007) 

Wider collaborations among different campus units and academic departments can be 
facilitated when academic libraries capitalize on their local contents in IRs to reach out to the 
society. Academic libraries can create and carry out various programs and activities jointly 
with other campus communities. Surabaya Memory (SM) provided a good example on this 
aspect.  Digital resources in SM have been used as part of the teaching and learning process 
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by Architecture Department, Tourism and Leisure Management Department, and Hotel 
Management Department. However SM has also become a collaborative platform for PCU 
Library and other campus units to reach out to the society in Surabaya city. Every May 
(anniversary of Surabaya) SM conducts thematic exhibitions in a mall in Surabaya. During 
the exhibition, which usually lasts four to ten days, various competitions, cultural 
performances, and heritage walks are held to celebrate the city’s anniversary. All these 
programs and activities have been made possible by the collaborations between the Library 
and various academic departments. The Event Management course at Hotel Management 
Department has been using SM as real world projects for its students. The students are 
assigned to help the Library in preparing and supervising the exhibition, looking for 
sponsors, creating events and performances during the exhibition, etc. The Cultural Tourism 
course at Tourism and Leisure Management Department has also been using SM as real 
world projects for its students by conducting heritage walks throughout the year for campus 
communities as well as the general public. IRs can also serve as collaborative platform to 
build networks with various parties outside the university boundaries. SM has been 
functioning as a networking tool for PCU. Various co-operations and collaborations have 
been initiated between PCU communities and outside parties through SM. Furthermore SM 
has served as a common platform for campus communities at PCU to reach out to the 
society.  
It is obvious from the discussions above that IRs can facilitate collaborations if academic 
libraries are willing to go beyond merely populating their IRs with digital contents. 
Collaborations with various campus communities will strengthen the libraries’ roles on 
campus and help libraries tremendously in advocating their services to the campus 
communities. Libraries can even increase the institutional visibility of the whole institution 
with their IRs projects. 

7. Facilitating institutional visibility 
Academic libraries have always contributed to the institutional visibility of their host 
institutions. They have unconsciously played ‘silent’ marketing role, promoting their host 
institutions in the process. Their unique nature as public spaces has allowed them to be 
visited by various members of the community, inside and outside of campus boundaries. 
Libraries are the very few institutions in the world where ordinary people would feel 
comfortable to visit even though they don’t have any membership or institutional affiliation. 
Academic libraries should capitalize on this aspect to facilitate institutional visibility. Before 
the advent of the Internet and DLs/IRs, this would mean providing their traditional 
collections and services, and physical spaces to the campus communities and the society. 
The Internet, open access movement, and DLs/IRs have provided new opportunities for 
academic libraries to raise their contributions to the facilitating of institutional visibility of 
their host institutions. Digital contents in IRs should be provided freely to enable a wider 
dissemination to the global audience, which in turn will translate into a significant increase 
in institutional visibility. There is no longer any physical barrier that limits the scope of the 
dissemination of the IRs’ contents as in physical library collections. This is also the 
experience of DI. Table 4 shows the web access profile for “petra.ac.id” domain (accessed on 
September 30, 2010 from http://www.alexa.com). The table shows that 
http://digilib.petra.ac.id (the server that stores the digital local content of DI) and 
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Table 4. Domain Profile for “petra.ac.id” from Alexa 
Source: http://www.alexa.com/siteinfo/petra.ac.id 

http://dewey.petra.ac.id (the online catalog of PCU Library that store the metadata of the 
digital resources stored in DI) are the two top sub-domains that generate 80.1% of the traffic 
to “petra.ac.id” domain. (years) age range and mostly browse the Internet from school or 
home. This is a very significant contribution that PCU Library – through DI – has made to 
the overall ‘Internet marketing’ of the university.  The access statistics from Alexa is 
confirmed by the weblog of the DI server (http://digilib.petra.ac.id) as shown in Table 5. 
More opportunities to facilitate institutional visibility can be gained when we share 
metadata of our digital contents with other IRs. This can be achieved by utilizing the OAI-
PMH or even a ‘low-tech’ approach by exporting the metadata and exchange them using 
spreadsheet application such as Microsoft Excel. This approach is being utilized by DI while 
an upgrade to an OAI-PMH compliant system is still in progress.  The Indonesian Ministry 
of National Education under its Directorate General of Higher Education has launched a 
collaborative program to create a ‘union catalog’ of metadata for local contents from higher 
education institutions across Indonesia called Garuda (http://garuda.dikti.go.id). 
Networking opportunities like this provide increased visibility of our IRs and host 
institution. 
Rankings by independent organizations that measure websites and online resources provide 
additional incentives for developing IRs. One of them is the Ranking Web of World 
Universities (http://www.webometrics.info) that measures world universities’ commitment 
to open access by looking at digital contents on their websites. Using certain methodology it 
has managed to rank world universities based on several parameters. DI opens up its digital 
contents to be indexed by Google, which has enabled Webometrics to measure the “Size” 
and “Rich Files” (see http://www.webometrics.info/methodology.html) stored in DI. 
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Month Unique 
Visitors 

Number of 
Visits Pages Hits Bandwidth 

Sep-09 160,097 355,177 3,125,802 6,686,167 191.36 GB 

Oct 2009 224,082 607,877 5,305,997 11,296,525 315.91 GB 

Nov 2009 215,583 563,184 5,005,537 10,664,877 325.83 GB 

Dec 2009 201,370 510,646 4,581,746 9,751,878 283.93 GB 

Jan-10 212,415 538,796 4,538,643 9,769,348 295.05 GB 

Feb-10 197,727 450,327 4,293,240 8,789,435 360.64 GB 

Mar-10 247,483 615,001 5,058,876 10,573,688 431.89 GB 

Apr-10 237,076 577,638 4,845,910 10,138,585 454.83 GB 

May 2010 207,424 484,272 4,225,088 8,831,741 436.39 GB 

Jun-10 199,156 454,782 3,975,456 8,281,444 496.72 GB 

Jul-10 174,474 360,614 3,175,481 6,503,735 398.71 GB 

Aug 2010 157,810 317,685 2,804,185 5,897,145 338.25 GB 

 2,434,697 5,835,999 50,935,961 107,184,568 4,329,51 GB 

Table 5. Web Access Statistics of Desa Informasi (Sep 2009 – Aug 2010) 
Source: http://digilib.petra.ac.id/awstats/awstats.pl 
Webometrics rankings are important for us in Indonesia since they are being used by 
Directorate General of Higher Education as one of several metrics to measure performances 
of Indonesian higher education institutions. PCU has been ranked #5 along with big state 
universities in Indonesia. A good rank will surely contribute to the increased visibility of the 
host institutions. This fact strengthens the assertion that IRs serve as one of “meaningful 
indicators of an institution’s academic quality … thus increasing the institution’s visibility, 
status, and public value” (Crow, 2002b). 

8. Conclusion 
Advancement in ICT has reshaped the landscape of the future for many professions. 
Librarian as a profession and libraries as institutions are not immune to changes brought by 
ICT. Many of their traditional functions and/or roles have been altered or even taken away 
from them by technology, thus librarians and libraries –especially academic libraries – need 
to ‘redefine’ their functions and/or roles to stay relevant in the new landscape of the future. 
Institutional repositories (IRs) – as a species of digital libraries (DLs) – provides 
opportunities for academic libraries to re-assert their roles in the communities they serve. 
Through IRs academic libraries can strengthen their roles as managers of institutional 
information assets and re-use them as learning resources for the benefits of the campus 
communities. 
In their efforts to populate IRs, academic libraries should not leave faculties on their own. 
Besides providing an IRs application to manage digital contents, libraries should also assist 
faculties and campus communities in identifying, collecting, and re-using those contents. By 
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doing all these efforts libraries introduce structure into the myriads of digital contents 
available in or produced by campus communities.  
Although in the scholarly communications arena IRs has not yet achieved substantial 
successes, IRs has managed to at least reduce the total domination of conventional journal 
publishers. With extra efforts libraries can utilize IRs to facilitate scholarly ‘conversations’ 
across different academic disciplines on campus. 
By setting goals beyond merely populating IRs, libraries will be able to capitalize on IRs’ 
contents to create various programs and activities that will facilitate and foster 
collaborations among different campus communities, and between campus communities 
and the society. IRs can even develop into a common platform for campus communities to 
reach out to the society. 
Amidst the ups and downs of IRs projects in academic libraries across the globe I would like 
to echo the optimism voiced by Aschenbrenner et al.: 

“Digital repositories have rapidly become an integral part of higher education and other digital 
environments. Setbacks with regard to user adoption, and technological dead ends of insular 
efforts, have not induced a significant dip in the growth of the community. Instead, they have 
added new perspectives on how repositories can be embedded into their organizational and social 
contexts.” (Aschenbrenner et al., 2008) 

More fundamentally, amidst technological changes and the changing landscape of our 
profession, I would like to close our discussion by citing one of the fundamental principles 
of our profession: 

Underlying the special character of librarianship is not its techniques, but its fundamental 
values. The significance of librarianship lies not in mastery of sources, organizational skills, or 
technological competence, but in why librarians perform the functions they do. (Rubin, 2004,  
p. 468) 
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1. Introduction 
The democratization of content creation via ubiquitous Internet tools and infrastructure 
(Anderson, 2006) has fueled an explosion of user-generated digital content in the 
commercial and educational markets. Federal agencies in the United States, such as the 
National Science Foundation, are actively seeking ways to integrate teachers and learners 
into the education cyber-infrastructure (Computing Research Association, 2005; Pea et al., 
2008). The overall purpose of this education cyberinfrastructure is to connect people with 
information and with web-based tools to improve productivity, teaching, and learning. By 
connecting teachers and learners with tools, they become co-creators of educational content.   
Educational digital libraries, part of this cyberinfrastructure, have been created as places to 
deposit and disseminate educational content, which often takes the form of online learning 
resources of varying levels of granularity. Digital library content can be created easily and 
deposited rapidly, placing it outside the peer review processes typically employed by 
publishers and professional societies, but it is unclear whether teachers are using high 
quality online learning resources in the classroom. To date, educational digital library 
developers, catalogers, teachers and school administrators have depended on one or a 
combination of the following proxies to establish an imprimatur of content quality: the 
reputation and oversight of a funding organization (e.g., the National Science Foundation), 
the credentials of the content creator (e.g., the National Science Teachers Association), or the 
collection development policies of specific digital libraries (e.g., the National Science Digital 
Library or the Digital Library for Earth System Education). However, the definition of 
"quality“for organizations like those listed above often reflects internal policies and goals, 
resulting in reviews or judgments that are not comparable across institutions. 
Further blurring the boundaries between creator-reviewer, teacher-learner and publisher-
consumer, many sites employing user ratings and comment tools, such as YouTube 
(http://www.youtube.com/), Flickr (http://www.flickr.com/), iTunesU 
(http://www.apple.com/education/itunes-u/), and ccMixter (http://ccmixter.org/) provide 
an alternative to the evolving education cyber-infrastructure, creating a rich and diverse 
environment for disseminating user-generated educational content. Most educational digital 
libraries do not rely on even a quasi-review for assessing the quality of the content created for, 
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or by, their users as the above sites do. However, in the omnipresent climate of accountability 
within the U.S. K-12 education system at the federal, state and local levels, education digital 
libraries are being challenged to prove their value. For these reasons, it is useful, if not 
necessary, to develop a method to review the quality of online education resources. And, since 
social networking tools make sharing a by-product of content creation, it is necessary to 
develop a standardized set of measures that can be employed across a range of education 
digital library environments while leveraging existing and emerging social and technical 
networks to enrich, facilitate, and automate the review process.  
This chapter describes the development of a guide to assess the quality of educational 
learning resources within the context of the Instructional Architect (http://ia.usu.edu), a 
web-based content-authoring tool for K-12 teachers in the United States. We describe the 
motivation for developing this Quality Guide, the process for creating it by synthesizing the 
rubrics of other education digital libraries, and the results of testing and using the Guide 
with K-12 teachers in the context of professional development workshops. Analyses of its 
usability and reliability indicate that the Quality Guide influences how teachers design 
instructional activities using online learning resources. But, defining “quality“ remains a 
difficult task since the perception of quality is dependent on a reviewer’s, or user’s, purpose 
for the learning resources and context of their use. 

2. Background 
Over the past 10-15 years, as part of the many global initiatives created to provide access to 
online educational resources, educational digital libraries in the United States have been 
developed for K-12 and higher education audiences with support from state and federal 
agencies: (e.g., the Department of Education; the National Science Foundation), from private 
foundations (e.g., the William and Flora Hewlett Foundation; the George Lucas Education 
Foundation), and from universities (e.g. MIT). These institutions funded projects create, or 
provide access to, curricula that integrates online educational resources and training 
programs to empower teachers to incorporate learning technologies into their daily 
preparation and practice and, ultimately, to design their own learning resources. 
Educational digital library developers have gathered online learning resources of varying 
levels of granularity (e.g., from images to entire lessons) and of varying sources of 
authorship (e.g., grant-funded subject matter experts; K-12 teachers; graduate students) into 
central online portals to enable discovery and re-use by other educators. 
While traditional libraries use collection development plans to guide acquisitions that are 
based on knowledge of their users, educational digital libraries acquire resources created as 
a result of projects with museums, practicing teachers, researchers and from Internet users. 
The challenge is to balance collecting and providing access to many online learning 
resources while maintaining a level of resource quality, cataloging, and curation that 
distinguishes educational digital libraries from generic Internet search engines and non-
educational social software. 
However, it is often as difficult for teachers and learners to define quality as it is for the 
courts to define pornography. As U.S. Supreme Court Justice Potter Steward once noted, "I 
know it [pornography] when I see it." The problem (or the solution?) lies in the perspective 
of users who are confronted with a variety of resources of indeterminate origin. For school 
administrators, teachers, and learners, a high quality resource could consist of an entire 
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lesson that meets several state standards; a web-based animation that accurately depicts a 
science concept; or, an essay that provides an answer in a quiz. 
Grappling with the idea of “quality“, several education digital libraries have already created 
rubrics to assess their content. As we tried to apply these criteria to the content in the 
Instructional Architect, as described below, we observed that portions of each rubric were 
applicable in different settings, and other portions were specific to each digital library with 
little room for re-use outside of the original context (Martin, 2004). As such, our goals were 
1) to synthesize the various dimensions of existing rubrics in order to identify a 
standardized set of criteria that could potentially be used by any digital library with online 
educational resources (Giersch, Leary, Palmer & Recker, 2008a), and 2) to create a guide that 
could be used to assess the quality of materials in the Instructional Architect projects 
(http://ia.usu.edu). This chapter briefly describes our process for developing the 
standardized set of assessment criteria; evaluating its utility and usability with middle 
school science and math teachers; developing a Quality Guide for use with Instructional 
Architect projects; testing its reliability; and, exploring how the Guide could foster teachers’ 
skills in designing learning resources. 

3. Previous research 
Many education digital library builders have developed rubrics to help assess the quality of 
online educational resources generated by teachers, faculty and learners. However, the 
motivations and methods for implementing the rubrics vary as do the implied assumptions 
about the value of the results for each education digital library.  
Established publishing houses and professional societies institute peer review processes to 
maintain a reputation for producing quality publications thereby increasing subscriptions 
and membership. For newly-funded education digital libraries, under pressure to prove 
their value, rubrics and a process to measure quality, were created to first establish a 
reputation with users (Robertshaw, Leary, Walker, Bloxham, Recker, 2009). Similarly, other 
education digital libraries used rubrics to support access to high quality resources in a 
digital library or repository (Liu & Ward, 2007; McMartin, 2004) because use of a collection 
development policy for inclusion of quality resources adds value and buy-in from peer 
reviewers and users (Sumner et al, 2003). Still other sites developed a rubric to guide 
authors in creating high quality online resources by gathering feedback from target users 
(McMartin, 2004). 
The methods by which education digital libraries collected data using rubrics and how they 
used that information also varied. Muramatsu and Agogino (1999) used a rubric to gather 
feedback from targeted users to inform collection development, while Recker, Walker, and 
Lawless (2003) gathered data through automated mechanisms to provide teachers with 
suggestions based on resources they had previously viewed and used. Establishing peer-
review panels and processes was not a de facto choice for every education digital library 
(Fitzgerald, Lovin, & Branch, 2003; ORC, McMartin, 2004). Enlisting users-as-builders, or 
reviewers-as-builders, is a characteristic of the grass-roots environment in which many 
education digital libraries evolved over the last decade in the U.S. However, many digital 
library developers found that gathering reviews from users was difficult, though providing 
incentives, in the form of awards (Muramatsu & Agogino, 1999) or other methods 
(McMartin, 2004), was one way to increase acceptance and adoption of the rubric and 
review process and of the education digital library in general.  
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incentives, in the form of awards (Muramatsu & Agogino, 1999) or other methods 
(McMartin, 2004), was one way to increase acceptance and adoption of the rubric and 
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 Digital Libraries - Methods and Applications 

 

184 

The process of creating and testing an assessment rubric can be time consuming. Many 
rubric creators believe it is important to map out stakeholders and end-users, review 
previous work by other digital libraries (Knox et al, 1999), and learn how to gather data 
(Recker, Walker, Lawless, 2003; Sumner et al., 2003). Testing a rubric with users, for 
formative evaluation, further refines the rubric, yielding usability information (Fitzgerald, 
Lovin, & Branch, 2003) as well as real time feedback from target users (Recker, Walker, 
Lawless, 2003; Sumner et al., 2003), which ultimately assists with the process of 
implementing the rubric with a larger group of users. 

4. Context 
4.1 The Instructional Architect 
The Instructional Architect is a simple, web-based authoring tool designed to help K-12 
teachers find, design, and use online learning resources in their classrooms (Recker, 2006). 
When using the Instructional Architect, teachers search for and save links to online learning 
resources from the Web and educational digital libraries such as the National Science Digital 
Library (http://nsdl.org). Resources that can be linked include online content, RSS feeds 
and podcasts. Once resources are gathered users then create ‘Instructional Architect 
projects’ (in the form of web pages) that contain instructional objectives, activities, and 
assessments. The resources are either embedded into the project or link out to web-based 
resources. In this way, teachers create Instructional Architect projects that customize 
resources to their local context. Figure 1 shows an Instructional Architect project and an 
accompanying resource.  
 

 
Fig. 1. Example of an Instructional Architect project created by Mr. B and related resource. 

Initially the majority of users were K-12 teachers in the U.S. who participated in professional 
development workshops from 2005-2009. Recently, the Instructional Architect system has 
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garnered more widespread usage and spread ‘virally’ to teachers not directly attending 
these workshops. Table 1 shows statistics on Instructional Architect usage and growth in the 
number of Instructional Architect projects and resources over the last 12 months.  
 

Data N 12-month growth 
Registered users 5,300 23% 
Instructional Architect projects 
created 11,500 37% 
Online learning resources used 52,100 67% 
Visits to Instructional Architect 
project (since 8/2006) 1 million 64% 

Table 1. Instructional Architect usage data (to August 2010). 

Before any of the abundant Instructional Architect projects created by users can be ingested 
into educational digital libraries, like the National Science Digital Library, to become part of 
the education cyberinfrastructure, they need to be evaluated for quality. To support this 
outcome, the Instructional Architect projects must be reviewed with a rubric that is reliable 
across multiple sites, a process that is scalable across the thousands of IA projects, and that 
has useful results for end-users, reviewers, and digital library developers. 

5. Method 
5.1 Synthesizing existing rubrics & creating the Quality Guide 
Following the recommendations above for establishing a rubric to assess content (Knox et al, 
1999; Recker, Walker, Lawless, 2003; Sumner et al., 2003), we began with a literature review 
in the disciplines of computer science, library and information science, education 
(specifically online learning objects), and digital libraries. We selected only articles that 
included or referenced rubrics used to review online educational resources. The literature 
review yielded articles with descriptions of 12 rubrics (Liu, & Ward, 2007; Fitzgerald, Lovin, 
& Branch, 2003; Nesbit, Belfer, Leacock, 2003; Ohio Resource Center; Knox et al., 1999; 
Recker, Walker, & Lawless, 2003; Sumner, Khoo, Recker, & Marlino, 2003; Custard & 
Sumner, 2005; Kastens, DeFelice, Devaul, DiLeonardo, Ginger, Larsen, et al., 2005; 
McMartin, 2004; Muramatsu & Agogino, 1999). 
In keeping with our first goal (to synthesize the various dimensions of existing digital 
library rubrics in order to identify a standardized set of criteria that could potentially be 
used by any digital library with online educational resources), our initial plan was to 
identify review criteria at the most granular level and then do a frequency analysis to 
identify broad topics that applied across criteria (e.g., pedagogy or usability). These would 
then become the foundational criteria. Accordingly, we un-bundled the rubrics and 
identified over 200 review criteria, some of which included only one or two words and 
sometimes no definition. However, when conducting our frequency analysis, we found it 
difficult to group similar review criteria because: 
• None of the rubrics used a standard vocabulary for their review criteria; 
• The definitions for criteria contained multiple concepts that defied easy categorization; 

and, 
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The process of creating and testing an assessment rubric can be time consuming. Many 
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Fig. 1. Example of an Instructional Architect project created by Mr. B and related resource. 

Initially the majority of users were K-12 teachers in the U.S. who participated in professional 
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garnered more widespread usage and spread ‘virally’ to teachers not directly attending 
these workshops. Table 1 shows statistics on Instructional Architect usage and growth in the 
number of Instructional Architect projects and resources over the last 12 months.  
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Table 1. Instructional Architect usage data (to August 2010). 
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then become the foundational criteria. Accordingly, we un-bundled the rubrics and 
identified over 200 review criteria, some of which included only one or two words and 
sometimes no definition. However, when conducting our frequency analysis, we found it 
difficult to group similar review criteria because: 
• None of the rubrics used a standard vocabulary for their review criteria; 
• The definitions for criteria contained multiple concepts that defied easy categorization; 

and, 
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• Some criteria (with and without definitions) were so contextualized to their site that  
they became virtually meaningless when viewed out of context from the whole  
rubric. 

These factors also made it difficult to create topic areas before and after the frequency 
analysis. Given the challenges of our initial approach, we revised our methods and used a 
card sort technique. Card sorts are typically employed as a user-centered design approach 
for assessing web site structure (Maurer & Warfel, 2004). This process has participants sort a 
series of cards, each labeled with a piece of content or functionality into groups that make 
sense to them (Lamantia, 2003). This technique allows input from several experts, with the 
consensus between them resolving ambiguities in and across the review criteria.  
In preparing the initial list of over 200 review criteria for sorting, we realized that some of 
the most granular criteria, especially those without definitions, would prove difficult to sort, 
appearing as so much noise to study participants. Therefore, we culled the list to include 
only criteria from the literature that included a definition and that would make sense when 
read outside the context of its original use. Our intention was not to represent criteria as they 
had been used within a particular review process, but to use the criteria as presented in the 
literature. The result was that 104 review criteria remained for use in the card sort exercise. 
The card sort methodology recommends using seven to ten participants. Our sorting 
exercise included 10 participants who were graduate students, professors from instructional 
technology and education, and academic librarians. We presented the participants with a 
spreadsheet containing the review criteria, criteria definitions, and the source rubric or 
citation. We chose the "open sort" method and asked participants to sort the review criteria 
into groups of their own choosing within a spreadsheet and to provide their own titles for 
the groups. Participants were allowed to place criteria in more than one group as long as 
they indicated which criteria-group pairing represented their highest priority. 
Each of the ten participants created an average of nearly 13 groups into which they 
individually sorted the 104 review criteria. One participant sorted criteria into multiple 
groups but did not indicate a top priority, so rather than guessing at the intention, the 
results were not included. Ultimately, we analyzed the nine result sets containing an 
average of 11 groups per participant. 
A detailed analysis (Giersch, Leary, Palmer, Recker, 2008a; Giersch, Leary, Palmer, Recker, 
2008b) yielded six elements from the 11 groups. These became the foundational set of 
criteria, which were standardized to the point where they could be used by any digital 
library with online education resources, thereby accomplishing our first goal. Table 2 shows 
the six elements, or standardized criteria, developed by study participants in the card sort 
exercise (e.g., Content). Corresponding definitions and the references for them are also 
displayed. The definitions (e.g., Resource content is accurate) are statements from the 
original 12 rubrics that participants associated with the standardized criteria.  
Using these foundational criteria, we then began to address the second goal of creating a 
guide that could be used to assess the quality of materials in the Instructional Architect 
projects. Figure 2 shows the prototype of the foundational criteria and definitions in beta 
form before it was designed to be more user-friendly and visually appealing. This 
subsequently became the first version of the Instructional Architect Quality Guide, and 
included five Likert scale star ratings for each criterion, as these are widely used by rating 
systems, and less-detailed definitions of criteria.  

Developing and Using a Guide to Assess Learning Resource Quality in Educational Digital Libraries   

 

187 

Standardized criteria Definitions and references 
Interface Design & 
Accessibility 

The resource is attractive (Liu & Ward, 2007) 
The resource is easy to navigate (Ohio Resource Center) 
The resource contains no advertising (Custard & Sumner, 2005; 
Sumner, Khoo, Recker, Marlino, 2003) 
The resource contains links that work (Liu & Ward, 2007) 
The resource is designed to accommodate disabled and mobile 
learners (Nesbit, Belfer, Leacock, 2003) 

Technical Reliability 
(Muramatsu & 
Agogino, 1999) 

The resource uses multimedia (Flash, sound clips, videos, or 
applets) that work (Custard & Sumner, 2005) 
The resource clearly identifies the supporting technical 
resources required (Knox et al., 1999) 
The resource contains help features (Nesbit, Belfer, Leacock, 
2003) 

Content Resource content is accurate (Muramatsu & Agogino, 1999; 
Kastens et al., 2005; Nesbit, Belfer, Leacock, 2003; Recker, 
Walker, Lawless, 2003; Ohio Resource Center) 
Resource content is complete (Fitzgerald, Loving, & Branch, 
2003) 
Resource content is impartial (Fitzgerald, Loving, & Branch, 
2003) 
Resource content is clearly written (Ohio Resource Center) 
Resources content is maintained (Custard & Sumner, 2005; Liu 
& Ward, 2007) 

Pedagogy The resource is engaging (Liu & Ward, 2007) 
The reource is motivating (Fitzgerald, Lovoing, & Branch, 2003) 
The resource is interactive (Muramatsu & Agogino, 1999) 
The resources includes assessment(s) (Ohio Resource Center) 
The resource provides feedback (Nesbit, Belfer, & Leacock, 
2003) 
The resource supports learners proceeding at their own pace 
(Muramatsu & Agogino, 1999) 
The resource supports introductory, reinforcing, or summative 
activities 

Administrative The resource contains direct and explicit links to state or 
national educational teaching standards (Custard & Sumner, 
2005; Ohio Resources Center) 
The resource contains information about ist author or creator, 
email (Recker, Walker, Lawless, 2003), site domain (Custard & 
Sumner, 2005), role (Custard & Sumner, 2005) 
The resource is described by current metadata (Custard & 
Sumner, 2005) 

Other The resource requires a fee for access (Custard & Sumner, 2005) 
The resources overall rating/confidence level (Recker, Walker, 
Lawless, 2003) 

Table 2. Standardized set of criteria with definitions. 
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Fig. 2. Prototype of foundational criteria and definitions 
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Fig. 3. First version of the Instructional Architect Quality Guide. 
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5.2 Testing the Instructional Architect Quality Guide 
Twenty-eight participants were recruited to test the first version of the Instructional 
Architect Quality Guide. They were part of a cohort of U.S. K-12 teachers in an online 
graduate program, and they completed required activities as part of an online course. 
Complete data were received from 17 participants. Testing the Quality Guide was directed 
by the following research questions: 
1. What is the student’s view of using technology in a classroom? 
2. How do teachers assess an online educational resource before and after using the 

Quality Guide? 
3. Using the Quality Guide, how helpful are conducting and receiving peer reviews for 

the student? 
4. What changes should be made to the Instructional Architect Quality Guide based on 

student use and feedback? 

5.3 Data sources 
The participants took part in an online learning module in the context of learning how to use 
the Instructional Architect and the Quality Guide. They completed pre-and post-online 
surveys, which used a combination of open-ended and Likert-scale questions. Surveys 
measured the extent of participants’ experience and classroom practice in using online 
educational resources; their attitudes about online educational resources and technology in 
general and their use in a classroom; and, strategies for evaluating an online educational 
resource. Within the learning module, participants were placed in small groups of 4-5 
participants, and they evaluated one another’s Instructional Architect projects using the 

Quality Guide. Conversations about these evaluations were posted in a BlackBoard 
discussion forum and collected for analysis by the researchers. Lastly, participants wrote a 
reflection paper describing their experience using the Instructional Architect, how they used 
online educational resources in an instructional situation, difficulties and successes in 
designing and implementing their project, what they learned by reviewing their peers’ 
Instructional Architect projects and by using the Quality Guide, and how they could 
improve their Instructional Architect project. 

6. Results 
Research question one used data from the pre-and post-survey Likert items. Effect sizes 
were calculated on questions relating to participants’ attitude, experience with and use of 
online educational resources and technology in their classrooms in order to understand 
changes in participants’ pedagogical choices and activities in their classrooms. An effect size 
(dw) shows a magnitude of change and is considered small at 0.2 detectable by an expert 
looking closely at the phenomenon, medium at 0.5, and large at 0.8 detectable by an 
untrained observer (Cohen, 1988). Larger effect sizes equate to larger impacts due to the 
intervention. Small, but positive changes, statistically significant at p < 0.05, were shown 
from the pre-test to the post-test as teachers reported that they knew how to effectively 
teach with technology in the classroom (dw = 0.28, p < 0.05), and they knew how to 
effectively use technology in their classroom (dw = 0.42, p < 0.05). From this we know that 
after participating in the learning module, teachers began to overcome initial barriers of 
using technology in the classroom and could now focus on making better pedagogical 
decisions about the type of learning resources they could create. 
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We then used a qualitative analysis to address research question two with the 
understanding that participants had learned how to use online educational resources. Using 
a constant comparative analysis (Glaser & Strauss, 1967), data from the reflection papers, 
discussion boards, and one question in the pre-and post-survey were mapped into themes 
and analyzed. Participants reported in the pre-survey that when evaluating online 
educational resources they looked for fit with the curriculum, accuracy, ease of use, 
currency, text readability, and recommendations by others. After completing this course 
module, participants added in their post-survey comments that they looked for: content 
quality, distractions on the resource pages, credibility of the site, and engagement. Many of 
the criteria they added were items listed in the Quality Guide. Thus, it appeared that use of 
the Quality Guide helped refine participants’ approach to designing online learning 
resources, in the form of Instructional Architect projects.  
To answer research question three, the comments from the discussion boards in Blackboard 
where participants posted their evaluations of their peers’ Instructional Architect projects 
were used. Some participants commented on the readability and text clarity of the 
Instructional Architect project, and many caught spelling errors. One participant 
commented after receiving some feedback, “I have learned that having a peer read through 
my projects can be very valuable. They catch mistakes that I do not see.” Overall, 53% of the 
participants reported that providing and receiving feedback from their peers via reviews 
was valuable.  
Two additional themes surfaced from analyses of the discussion boards during the process 
of peer evaluation that related to re-use of other teachers’ Instructional Architect projects 
and ideas. First, participants asked if they could use an Instructional Architect project they 
reviewed, or said they planned to use it in their classroom. The second theme was that 
participants learned what others had done and wanted to implement the same idea in their 
project. A participant commented that, “Completing a peer review gives us an opportunity 
to see other creations and improve our programs as we see fit.”  
The final data collection point included participants’ reflection papers. Participants were 
asked to report on their instructional situation, successes and difficulties, what they learned 
from their peers and using the Quality Guide, and how they could improve their 
Instructional Architect project. Three areas of learning were repeatedly reported in the 
reflection papers: what they learned by reviewing peer work; what they learned for their 
own work; and, the value of re-using Instructional Architect projects. Similar ideas were also 
expressed throughout the discussion boards and survey answers.  

6.1 Reliability and improvements  
Version one (see Figure 3) of the Quality Guide was tested for reliability in order to answer 
research question four. Peer ratings of Instructional Architect projects using the Guide, 
provided by the students in the online graduate course, were used for this analysis. The 
Quality Guide criteria (5 stars) were scored on a scale of 0-4, where zero or one star is low 
(e.g., very unclear) and four or five stars is high (e.g., very clear). See Figure 3 above. Means 
and standard deviations were run for each question. 
Criteria one through four and six of the Quality Guide were analyzed using an intra-class 
correlation (scale of -1 to 1, high agreement is found as it approaches 1, with less agreement 
as it approaches -1). Criteria five was not analyzed as it asks for a classification on what the 
Instructional Architect project is doing (e.g., teaching a new concept, reinforcing a concept, 
etc). Table 4 shows the intraclass correlation values for each question analyzed. 
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A close look at the data (see Table 3) shows that the teachers generally rated their peers at an 
average of 2 or more (3 or more stars on the Quality Guide) for any of the criteria on the 
Guide. This could possibly be attributed to the fact that educators as a whole tend to 
provide high ratings for their peer, a phenomenon observed in prior work (Walker, Recker, 
Lawless, & Wiley, 2004). As a result of the high ratings, the full range of the scale was not 
used, and slight departures were magnified in the intraclass correlation. The negative values 
indicate that there was more variation between projects than there was between raters. As is 
shown in the low intraclass correlation (Table 4), agreement on those ratings was never 
high, and in most cases was non-existent. 
 
 
 

Criteria Mean Standard 
Deviation 

1 – Content accuracy 2.50 1.13 
2 – Text clarity 2.34 0.98 
3 – Links in project 3.30 0.83 
4 – Project completeness 2.14 1.50 
6 – Overall rating 3.22 1.84 

 

Table 3. Means and standard deviations for criteria 1-4, 6 of the Instructional Architect 
Quality Guide. 
 

 
 

Criteria Intraclass 
Correlation 

1 – Content accuracy 0 
2 – Text clarity -0.129 
3 – Links in project 0.031 
4 – Project completeness -0.89 
6 – Overall rating -0.129 

 

Table 4. Intraclass correlation (ICC) values for criteria 1-4, 6 of the Instructional Architect 
Quality Guide. 

The reliability analysis suggests that the scale needs more explanation for each item and that 
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7. Conclusion 
The foundational list of criteria (see Table 2), which was derived from rubrics of 12 different 
education digital libraries, can be used by other digital library developers to evaluate the 
quality of online learning resources, or it can be modified to fit the need of local contexts, 
such as the Instructional Architect. We created the Instructional Architect Quality Guide to 
encourage change in teachers’ perspective and behaviors around designing and using online 
educational resources. The results of our evaluation indicate that participants found value in 
the Quality Guide as a means to improve their own projects through completing and 
receiving reviews. Unfortunately, we found that the Instructional Architect Quality Guide 
does not scale well when it is used to determine which of the 11,500 Instructional Architect 
projects are of sufficient quality to be ingested by the National Science Digital Library. 

8. Future research 
Future work is focused on addressing these scalability issues through using an already-
developed and -tested automated and scalable quality assessment method, which will better 
support and facilitate teacher co-creation of online content. Similar to the work described in 
this chapter, this approach relies upon distilling the elusive notion of quality into a set of 
concrete indicators. We are also testing a previously developed machine learning algorithm, 
called Opera (Bethard et al., 2009), to assess whether its quality ratings along these 
indicators match teacher assessments (Recker et al., 2011). Results from these ongoing 
studies will help determine if Opera can serve as a proxy for the laborious and expensive 
task of having teachers or peer reviewers assess the quality of online resources and IA 
projects. We are still motivated by having online learning resources and Instructional 
Architect projects reviewed so that quality content can be ingested by educational digital 
libraries, such as the National Science Digital Library and ultimately included in the 
education cyberinfrastructure.  
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1. Introduction 
When personal computers first arrived, many predicted that by the end of the century our 
desktops would become free from clutter as we moved to the paperless office. However, if 
we look at desktops of current researchers, we can see that this has definitely not happened 
(see Figure 1). But it is not only researchers’ physical desktops that are cluttered; their 
computer desktops (and file systems) are just as cluttered. This should not come as a 
surprise. Because the process of writing is such a complex process, people need this space to 
lay out their notes, readings, drafts, printouts, etc. As a result, the desktop is literally 
disappearing under piles of paper, just not in the way predicted. 
 

        
Fig. 1. Example of a cluttered desktop and office of a person (one of the authors) engaged in 
research and academic writing. 
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Writing is an extremely complex process, consisting of multiple components that can occur in 
many different combinations. With respect to academic writing, these components include 
planning and organization, presentation of facts, marshalling of arguments, preparing tables, 
figures, diagrams and references, searching for references, reading, annotating related and 
possibly related work, citation chaining, countering argument threads in related work, 
searching for inspiration, and searching for supporting and refuting evidence in the literature 
(Brockman et al., 2001; Fister, 1992;  Kuhlthau, 2004; Palmer, 2005; Torrance et al., 1994; Wolber 
et al., 2002). At times it can help to consider these activities, some of which are very different, 
as a special kind of multitasking, raising the question of how best to support it. 
Before personal computers, writing involved the accumulation of resources from books, 
journals, preprints, the authors’ prior work, notebooks, outlines and previous drafts. These 
paper sources might be laid out on available flat surfaces (desks, tables, often the floor) in 
order to be easily available during writing, not only for immediate reference, but to serve as 
passive reminders and awareness agents of other activities to do and issues to consider. 
Working in an office means that even vertical surfaces can be recruited – whiteboards 
containing the results of discussions with co-authors, and bookshelves serving as reminders 
of other resources that might be considered, or as sources of inspiration when writing meets 
an impasse. 
What is so noticeable is that since the arrival of personal computers in the mid 1980s, and 
despite the enormous improvements in processing power, memory capacity and screen size, 
as well at the dramatic improvements in online access to digital libraries, web pages, 
scholarly repositories etc., the paper-strewn scenario of the previous paragraph is still all too 
familiar. If anything, access to more resources more quickly just means that it is easier to 
print out and strew more documents around one’s office while writing. Additionally, the 
access to online full text versions of papers means that researchers can also accumulate 
substantial personal digital collections of papers on their hard drives. If poorly organized, 
these collections themselves are difficult to navigate, and are in need of a context-aware 
retrieval system (Kljun & Carr, 2005).  
The issue in interface design is that in the context of writing the desktop metaphor is not 
necessarily bad or obsolete. Rather the problem is that it has never really been tried. Desktop 
computers have limited screen real estate and so must employ various tricks of overlapping, 
iconization, listing of files, links and other tricks to manage the quantity and diversity of 
materials needed to support writing. Even with 24” screens and double, even triple 
monitors, the available space is small compared to most people’s actual desktops (let alone 
their floors and walls that can be employed in the more intense periods of writing). If 
anything, current screens resemble the tiny individual desktops used by examination 
candidates (typically less than 3’ by 3’), with just enough room for a question paper and an 
answer booklet (see Figure 2). That is fine for a test of memory, but is wildly unsuitable for 
rich, contextualized writing, let alone thinking and searching while writing. 
The growing availability of academic literature on the Internet makes it possible for authors 
to multitask by switching between writing and information searching; as easy as switching 
between two windows on their computer monitors. However, this poses a new challenge to 
writers. The complexity of information searching (generating query, browsing, assessing 
results, etc) makes it very hard to stay focused on writing. Furthermore, an overwhelming 
diversity of poorly connected online research tools (search engines, digital libraries, 
bookmarking sites, etc) often leads to information fragmentation among their users 
(Boardman & Sasse, 2003).  
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Fig. 2. The existing manifestation of the desktop metaphor implies a very tiny desktop, more 
like that used for examinations involving writing from memory than larger office desktops 
(plus floors and walls) used for writing from resources. 

We are exploring the design of an online context-aware retrieval system that allows users to 
multitask by writing while still actively engaged in research activities online. We have 
developed a web-based prototype called PIRA (Personal Information Research Assistant) 
available at http://writeNcite.com. PIRA relies on external digital libraries and search 
engines to produce a list of academic references related to what a user is writing at the 
moment; thus, allowing authors to stay focused on their writing.  
PIRA attempts to support many of the awareness features provided by a papers strewn 
desktop and floor, but with a more active approach, providing an ambient awareness of work 
that may be relevant and inspirational. In its current form, PIRA remains locked into a single 
screen, although attempting to use it in a more integrated manner for supporting writing. 
This paper focuses on the methodological aspects of user-centric evaluations of PIRA. More 
specifically, we investigate influences of multitasking as supported by PIRA on users’ 
writing. 

2. Related work  
Previous research in this area produced a number of interesting design solutions for context-
aware retrieval systems that can support writing and reading. Some examples of earlier 
work in this area include: Watson to support desktop-based writing/reading activities 
(Budzik et al., 2002), Implicit Queries (IQ) to support composing/reading e-mails (Dumais 
et al., 2004), Phrasier to support interactive document retrieval using keyphrases (Jones & 
Staveley, 1999), and systems like Letizia and PowerScout (Lieberman et al, 2001) and 
WebTop (Wolber et al., 2002) to support browsing and reading of web pages. There are also 
some context-aware desktop search engines for local files like Remembrance Agent, Margin 
Notes, and Jimminy (Rhodes, 2003). And more recently, there are also the  Context Creation 
Tool which is designed to support interactive reference gathering, academic note taking and 
writing (Berendt et al, 2010) , CONTEXT – a context-aware information retrieval system for 
bloggers (Gruzd & Wong, 2010), and the Context Awareness Tool (CAT) - a general-purpose 
“writing for the web” tool (Powell et al., 2009).  
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Fig. 2. The existing manifestation of the desktop metaphor implies a very tiny desktop, more 
like that used for examinations involving writing from memory than larger office desktops 
(plus floors and walls) used for writing from resources. 

We are exploring the design of an online context-aware retrieval system that allows users to 
multitask by writing while still actively engaged in research activities online. We have 
developed a web-based prototype called PIRA (Personal Information Research Assistant) 
available at http://writeNcite.com. PIRA relies on external digital libraries and search 
engines to produce a list of academic references related to what a user is writing at the 
moment; thus, allowing authors to stay focused on their writing.  
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The existence of these tools show that there is both interest and progress being made to 
develop a truly context-aware retrieval system that can better support users’ information 
behavior. However, there is still a lot more work that needs to be done to address all  of the 
challenges associated with writing (especially, academic writing) in the context of using 
digital libraries. Some of the challenges include designing interfaces that are more context-
aware (e.g., Ruthven, 2008) and interfaces that enable users to serendipitously discover new 
ideas (e.g., Toms & McCay-Peet, 2009). One system that has been designed to address some 
of these challenges is PIRA.  

3. PIRA’s user interface  
In this section, we provide a brief overview of PIRA. A more detailed description of PIRA 
and review of the related work can be found elsewhere (Gruzd & Twidale, 2006; Twidale et 
al., 2008).  
PIRA is a web-based writing tool with two main interface components. On the left is a basic 
text editor. On the right is an area for searching and managing references. As the user writes 
(or pastes) new content in the editor, PIRA automatically extracts significant search 
keywords, displays them in the “Suggested Search Terms” pane, and retrieves and presents 
suggested references in the “Auto References” pane (see Figure 3). These can be simply 
ignored if the user is focusing on writing, or glances at them and deems them irrelevant. 
They are gradually replaced by alternate suggestions based on the current area of writing 
activity in the text editor. Mousing over a reference provides more details including the 
paper’s abstract. If a user sees a potentially useful citation among the sources suggested by 
PIRA, they can temporarily lock the citation by clicking on the Pin  icon in the front of the 
suggested reference. Along with temporarily locking the citation, a user can also open the 
full-text of an article in a new window (if provided by the digital library) or save the citation 
for use in future sessions using the Disc  icon. If a user decides to save a citation for later 
use, he or she will have the option of associating the suggested reference with the current 
document or with any other (previously saved) documents. This is done to help users avoid 
situations when they “often don't remember that they've already saved potentially useful or 
meaningful material” (Fister, 1992). Once a citation is saved, it can be later accessed using a 
built-in bibliographic management interface (see Figure 4). 
PIRA automatically and continuously suggests new reference sources related to the content 
of users’ writing. Reference sources are suggested from various open-access digital libraries 
and search engines. By default, Google.com and CiteUlike.org are automatically selected. 
Users can leave the default selection or build their own personal list. For example, 
depending on their research topic, users may prefer to only use specialized data sources like 
CiteSeer.IST (Information and Computer Science – oriented), or they might choose to use 
only general sources like the Directory of Open Access Journals (DOAJ) 
(http://www.doaj.org). To select or deselect an external data source, users just simply need 
to click the “USE” or “DON’T USE” button accordingly (see Figure 5). 
PIRA has been built as a web mashup, using a variety of different web services (different 
text editors, text and concept extraction services, and different user-specifiable digital 
libraries) enabling us to undertake a systematic exploration of the design space of variants 
on writing support and ambient search. 
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Fig. 3. PIRA’s main display showing integration of writing and ambient searching. 

 
 

 
 

Fig. 4. Built-in bibliographic management interface based on RefBase, open source software. 



 Digital Libraries - Methods and Applications 

 

200 

The existence of these tools show that there is both interest and progress being made to 
develop a truly context-aware retrieval system that can better support users’ information 
behavior. However, there is still a lot more work that needs to be done to address all  of the 
challenges associated with writing (especially, academic writing) in the context of using 
digital libraries. Some of the challenges include designing interfaces that are more context-
aware (e.g., Ruthven, 2008) and interfaces that enable users to serendipitously discover new 
ideas (e.g., Toms & McCay-Peet, 2009). One system that has been designed to address some 
of these challenges is PIRA.  

3. PIRA’s user interface  
In this section, we provide a brief overview of PIRA. A more detailed description of PIRA 
and review of the related work can be found elsewhere (Gruzd & Twidale, 2006; Twidale et 
al., 2008).  
PIRA is a web-based writing tool with two main interface components. On the left is a basic 
text editor. On the right is an area for searching and managing references. As the user writes 
(or pastes) new content in the editor, PIRA automatically extracts significant search 
keywords, displays them in the “Suggested Search Terms” pane, and retrieves and presents 
suggested references in the “Auto References” pane (see Figure 3). These can be simply 
ignored if the user is focusing on writing, or glances at them and deems them irrelevant. 
They are gradually replaced by alternate suggestions based on the current area of writing 
activity in the text editor. Mousing over a reference provides more details including the 
paper’s abstract. If a user sees a potentially useful citation among the sources suggested by 
PIRA, they can temporarily lock the citation by clicking on the Pin  icon in the front of the 
suggested reference. Along with temporarily locking the citation, a user can also open the 
full-text of an article in a new window (if provided by the digital library) or save the citation 
for use in future sessions using the Disc  icon. If a user decides to save a citation for later 
use, he or she will have the option of associating the suggested reference with the current 
document or with any other (previously saved) documents. This is done to help users avoid 
situations when they “often don't remember that they've already saved potentially useful or 
meaningful material” (Fister, 1992). Once a citation is saved, it can be later accessed using a 
built-in bibliographic management interface (see Figure 4). 
PIRA automatically and continuously suggests new reference sources related to the content 
of users’ writing. Reference sources are suggested from various open-access digital libraries 
and search engines. By default, Google.com and CiteUlike.org are automatically selected. 
Users can leave the default selection or build their own personal list. For example, 
depending on their research topic, users may prefer to only use specialized data sources like 
CiteSeer.IST (Information and Computer Science – oriented), or they might choose to use 
only general sources like the Directory of Open Access Journals (DOAJ) 
(http://www.doaj.org). To select or deselect an external data source, users just simply need 
to click the “USE” or “DON’T USE” button accordingly (see Figure 5). 
PIRA has been built as a web mashup, using a variety of different web services (different 
text editors, text and concept extraction services, and different user-specifiable digital 
libraries) enabling us to undertake a systematic exploration of the design space of variants 
on writing support and ambient search. 

Multitasking Made Easy:  
Supporting Academic Writing in Digital Libraries with an Ambient Search System   

 

201 

 
 

 
 

Fig. 3. PIRA’s main display showing integration of writing and ambient searching. 

 
 

 
 

Fig. 4. Built-in bibliographic management interface based on RefBase, open source software. 



 Digital Libraries - Methods and Applications 

 

202 

 
Fig. 5. Reference sources that are available in PIRA. 

4. User study design 
4.1 Research questions and method 
In this chapter we try to address two research questions: 
• Is multitasking in the context of writing and searching (as supported by PIRA) a 

manageable process that might be adopted and accepted by the average user? 
• Is multitasking (as supported by PIRA) more effective than the more traditional 

approach to academic writing (first searching and then writing)? 
To answer the first question, we need to identify whether users were actually engaged in the 
process of writing and searching in a sequential manner (one activity followed by the other) 
or in a more parallel manner (working on both simultaneously or frequently switching 
between the two). We will refer to the parallel manner as multitasking or a Write While You 
Search (WWYS) approach. In our analysis, we look for instances when a user was switching 
back and forth between writing and searching activities. We note that a user applied the 
WWYS approach whenever he or she consulted (e.g. accessed or saved) references 
suggested by PIRA in between making any changes to the text. Or, better yet, when a user 
actually cited any of references suggested by PIRA.  
To answer the second question, we need to operationalize the effectiveness of PIRA usage. 
One way to do this is to conduct an assessment of reference gathering productivity. There 
are two parameters that can be used for this purpose: the number of references accessed by 
the user and the number of references saved by the user. The higher value of either of these 
parameters per user per session may be characterized as evidence of a higher level of 
effectiveness of PIRA usage. The reason we need to examine both parameters is because a 
user may access a relevant reference without saving it into his or her online account, or vice 
versa. Finally, we compare average effectiveness between users using the WWYS approach 
and those using the sequential model.  
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To answer both questions, we rely on content analysis of each user’s drafts, quantitative 
analysis of users’ interaction logs and users’ responses to an online questionnaire. 

4.2 Users and data collection 
All participants in our study were volunteers invited at our demo sessions or by their 
colleagues or professors who attended our demo sessions. To become a user, a person has to 
create an online account with PIRA and agree to the terms of the informed consent. 
Participants were asked to use PIRA for their research-related writing tasks. Users could 
create and modify any text documents and reference collections. They could discontinue 
their participation at any time for any reason.  
PIRA recorded users’ writing, what it recommended, and what if anything users chose to do 
with those recommendations. After the user has used PIRA for three times, the user was 
asked some questions via an online questionnaire about what he or she thought about the 
use of PIRA, and how it might be improved. Completing this questionnaire was optional. 
The log data was collected for the period of four months. During this period, our users 
consisted of two main groups: 11 undergraduate students in the English program and 14 
graduate students in the Library and Information Science (LIS) program. On average, users 
in each group visited PIRA a similar number of times; 7 and 5 for undergraduate and 
graduate users respectively. 

4.3 Data analysis 
We began the analysis by identifying common approaches to writing used in PIRA by 
examining the content of papers and how that content changed over time. We distinguished 
four main writing approaches:  
• Keywords. This approach is very similar to the way people search on the Internet. The 

user starts with a list of main keywords/concepts to describe a problem domain, and 
then modifies this list depending on the retrieved results.  

• Freewriting. The user writes down full sentences about issues they want to address 
and/or statements about their prior knowledge of these issues.  

• Copy & Paste. The user copies a chunk of pre-written text to PIRA’s text editor. The 
chunk may range from a short paragraph to several pages. 

• Think by Writing. The user writes down his or her thoughts when assessing the 
relevance of suggested references.  

In addition to four common writing approaches described above, we added one new 
approach for the graduate students - Proof Reading. This approach involves only minor 
changes to the text, mostly to make one’s writing sound better. 
Tables 1 & 2 below show which approaches and in what order were used by each user. To 
indicate whether or not the user switches between writing and searching activities (the 
WWYS approach) or only was focusing on one activity at the time, we use an additional 
category: Monitoring References. If the user is engaged in Monitoring References this means 
that he or she completely stopped writing (at some point) and exclusively began interacting 
with some suggested search keywords and references.  
Although Copy & Paste can be conducted in parallel with searching, we will not consider it 
as an indicator of the WWYS approach. This is primary because the copied text was already 
written prior to the session with PIRA. Similarly, we will not consider the use of the 
Keywords only approach as WWYS because this approach does not produce any coherent  
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Approach 
\ User ID Keywrods Freewriting Copy & 

Paste 
Think by 
Writing 

Monitor 
References 

49 #1 #2    

50  #1    

51  #1    

52  #1    

53 #2   #1  

54  #1    

58  #1    

59  #1   #2 

60  #1    

67  #2 #1   

71   #1  #2 

Table 1. Common writing approaches in PIRA for undergraduate students (each cell value 
indicates the order in which the particular approach occurred). 
 

Approach 
\ User ID Keywords Freewriting

Copy 
& 

Paste 

Think 
by 

Writing 

Proof 
Reading

Monitor 
References 

28   #1  #2  

31   #1   #2 

32  #1     

33  #1     

37* #1     #2 

41  #1 #2   #2 

44*  #1    #2 

55 #1     #2 

57*   #1   #2 

62*   #1   #2 

65 #1 #3  #2   

69* #1     #2 

84*  #1    #2 

92   #1   #2 

Table 2. Common writing approaches in PIRA for graduate students (each cell value 
indicates the order in which the particular approach occurred). 
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text that can be used in the future paper. However, if a user started with Copy & Paste or 
Keywords, but then switched to Freewriting, and he or she was not engaged in Monitoring 
References, then the overall user’s approach can be considered as WWYS. 
The following section presents results for each group separately. To ensure confidentiality, 
we refer to each user by a code number. 

5. Results 
5.1 Undergraduate students 
Q1. Is multitasking in the context of writing and searching (as supported by PIRA) a 
manageable process that might be adopted and accepted by the average undergraduate user? 
Based on the content analysis, we can conclude that the majority of undergraduate students 
in the study preferred to use Freewriting as their primary writing approach. This preference 
may be influenced by the fact that they are all English majors. The log data shows that as 
they wrote, the users were also interacting with various search features of the system such 
as accessing and saving relevant references. Different users were more or less involved in 
the use of these features. Although the majority of users accessed and read potentially 
relevant references as soon as they noticed them; there were two users (ID# 58 and 60) who 
preferred not to stop writing when they saw something interesting. Instead, they simply 
saved any potential relevant references to read later. (Such behavior is characterized by the 
much higher number of saved references than those that were accessed while in the midst of 
writing.) Despite these differences in reactions to potential relevant references, we can 
consider both types of behaviors as multitasking to some degree since both involved writing 
and reference assessment/gathering.  
Additional evidence that multitasking as supported by PIRA was manageable can be found 
in the responses to the online survey. Many undergraduates expressed their support of the 
idea of multitasking and switching between writing and searching. As one student noticed, 
nowadays multitasking is part of their normal behavior on the Internet. They often do 
instant messaging with their online friends, browser websites, work on a class assignment, 
search for information, etc, simultaneously. This is a more extreme form of multitasking 
than the one we are referring to in this chapter – the switching between different 
components of the overall single goal of writing.  
In general, our analysis of the current data suggests that the majority of the undergraduate 
users were able to successfully adopt the WWYS approach.  
Q2. Is multitasking (as supported by PIRA) more effective than the more traditional 
approach to the academic writing (searching and then writing)? 
The fact that two users, who were not engaged in the WWYS approach, accessed and saved 
a significantly smaller number of references compared to the group’s average, may suggest 
that the WWYS approach is likely to be more productive than a more traditional approach. 
Unfortunately, since the majority of users preferred the WWYS approach over the other, we 
do not have enough data to draw a conclusion as to which of two approaches is more 
productive. Further testing is necessary to answer this question.  

5.2 Graduate students 
Q1. Is multitasking in the context of writing and searching (as supported by PIRA) a 
manageable process that might be adopted and accepted by the average graduate student 
user? 
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Graduate students did not multitask much (except 4 users). About half of all graduate 
students in the study re-used parts of their papers written elsewhere and simply pasted 
them into PIRA. Many other users either wrote one or two sentences stating their research 
topic or simply typed a few search keywords into the text editor. After this, they were 
mostly monitoring references. This type of behavior suggests that graduate students in our 
study perceived PIRA primary as a searching tool rather than a writing tool. This does not 
necessarily mean that multitasking was not manageable, but rather that users adopted other 
ways of using PIRA (to our pleasant surprise) which will be one of the subjects of our future 
evaluations. As with other context-aware interfaces, it is important that developers be 
reminded that a measure of success is not merely that the application is adopted by those 
users who work in the way that the developers intend, but that the application is flexible 
enough that alternate, even novel uses are facilitated or at least not impeded. 
Q2. Is multitasking (as supported by PIRA) more effective than the more traditional 
approach to the academic writing (searching and then writing)? 
To conduct a reliable comparison, we decided to exclude the 6 “spectators”-users from this 
analysis (marked with an asterisk * in Table 2). This is due to the fact that their interactions 
with PIRA were limited to only few minutes. As a result, it is hard to say which approach 
they really followed or would follow. (After a close examination of the log data and 
documents created by these 6 users, we came to the conclusion that these users were just 
checking out PIRA’s functionalities.) 
Among the 8 remaining users, there were 4 users (ID# 28, 32, 33, 65) who were engaged in 
multitasking (further referred to as Group A) and 4 users (ID# 31, 41, 55, 92) who were not 
(Group B). Group A accessed an average of 20 and saved an average of 13 references per 
user. Group B accessed an average of 8 and saved an average of only 4 references per user. 
In sum, users who were engaged in multitasking accessed about 2 times more and saved 3 
times more references per user than those who were not. Therefore, although based on our 
very small sample, we would claim that in general, multitasking seems to be a more 
productive approach, despite the risks of distraction. 

6. Conclusions and future consideration  
The results from our small scale user study suggest that undergraduate users are more likely 
to multitask between writing and search-related activities than graduate users. The difference 
between two groups may be due to the difference in their tasks. Most graduate users were 
focusing on finding relevant references (Keywords approach) or making sure that they had 
already cited all relevant references (Copy & Paste approach); whereas undergraduate users 
were more concerned with producing coherent text. This, in turn, may be explained by many 
different factors such as specific requirements of the assignment, students’ major and/or 
upcoming deadlines. However, this matter requires further investigation. 
Our second conclusion is that in general those users from both groups who did use the 
multitasking approach demonstrated a more productive reference gathering behavior than 
those who did not. This can be explained from the system’s point of view. Users who 
multitasked were often modifying their drafts. As a result, PIRA was able to suggest 
references that are related to newly emerged themes in the text. Furthermore, users who 
multitasked also interacted with suggested search keywords and references more frequently 
than those who did not. Since every such interaction provided PIRA with user’s relevance 
feedback, the system was able to significantly improve the relevance of its suggestions. 
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PIRA enabled users to manage the information that could inform their evolving thinking, 
supporting that fine line between an overly narrow focus just on the resources currently on 
the users’ mind, and the insights and balance that come from a larger perspective, but one 
that can lead to endless distraction. 
In our future work on PIRA, we are planning to increase the size of our user sample as well 
as diversify its population by including students and faculty members from disciplines 
other than English and LIS. Also we are planning to explore other ways to measure the 
effectiveness of PIRA usage to consider the quality of gathered references as well as their 
impact on the completion of the user-specific tasks (for example, to complete a literature 
review versus prepare a paper outline versus come up with creative ideas).  
The challenge of context-aware retrieval for supporting the web-based writing process is 
similar to that of the more conventional issues of planning, coordinating appointments and 
organizing and accessing personal files. However, it has rather different emphases. The 
fluid, rapid multitasking nature of the different components of web-based writing means 
that it is important to support low-effort context-aware information retrieval. There is also a 
need to support both awareness of the familiar (papers already read, issues that must be 
considered), as well as the unfamiliar (new papers not yet considered, possibly relevant 
related work, interesting inspirational insights etc.). As with much research on Digital 
Libraries, there is a recurrent need to help people handle complexity and diversity, and to 
exploit context and visibility as a way of supporting ambient rather than distractingly 
intrusive awareness. Finally the diversity of ways in which people accomplish complex 
tasks such as writing reminds us that digital libraries must accommodate a wide range of 
use patterns rather than forcing users to conform to an idealized mode of acting. Such 
diversity typically means allowing for a range of appropriation activities including 
combination with other resources and tailoring to fit both long term user preferences and 
the particular needs of the current task at hand. 
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1. Introduction 
Digital libraries are collections of information represented as digital text, images, audio files, 
video files and other media, and are gaining increasing importance in people's everyday 
activities due to their continuously updated contents and services. Digital libraries store 
great amounts of a variety of information and deliver associated services to user 
communities using a variety of technologies (Frias-Martinez, Magoulas, Chen, & Macredie, 
2006). Although many websites provide a great deal of media including text, pictures, 
animation and maps, a rich assortment of media does not necessarily guarantee the valid 
delivery of information. In fact, most websites are structured for navigation according to the 
classification of materials, rather than the cognitive abilities of learners. Previous studies 
have reported that multimedia contents for navigation do nothing to help in the 
comprehension of knowledge (Eveland & Dunwoody, 2000; Nilsson & Mayer, 2002; 
Schwartz, Verdi, Morris, Lee, & Larson, 2007). On the contrary, learners actively organize 
what they read to develop their own cognitive models to maintain the internal structure of 
the knowledge (Ausubel, 1978). Therefore, the content structured according to users’ 
conceptual models will be appropriate for learners of diverse backgrounds. This chapter 
described the experiences of designing and promoting web-based learning environments 
with integrated digital libraries through a sequence of projects across a number of years. 

2. Digital archives project 
2.1 Background 
The National Digital Archives Program (NDAP), sponsored by the National Science Council 
of Taiwan, was launched in 2002 (NDAP, 2003). The purpose of this program is to promote 
and coordinate content digitization and preservation at leading museums, archives, 
universities, research institutes and other content holders in Taiwan. 
Since 2002, the program has being digitizing Taiwan's natural treasures and cultural 
heritage in order to be preserved and utilized in the digital era. However, another goal of 
the NDAP is to promote the utilization of the digital archives. Its missions are to popularize 
knowledge, improve information sharing, enhance education and life-long learning, as well 
as to improve literacy, creativity and quality. To achieve these goals, the training and 
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Digital libraries are collections of information represented as digital text, images, audio files, 
video files and other media, and are gaining increasing importance in people's everyday 
activities due to their continuously updated contents and services. Digital libraries store 
great amounts of a variety of information and deliver associated services to user 
communities using a variety of technologies (Frias-Martinez, Magoulas, Chen, & Macredie, 
2006). Although many websites provide a great deal of media including text, pictures, 
animation and maps, a rich assortment of media does not necessarily guarantee the valid 
delivery of information. In fact, most websites are structured for navigation according to the 
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have reported that multimedia contents for navigation do nothing to help in the 
comprehension of knowledge (Eveland & Dunwoody, 2000; Nilsson & Mayer, 2002; 
Schwartz, Verdi, Morris, Lee, & Larson, 2007). On the contrary, learners actively organize 
what they read to develop their own cognitive models to maintain the internal structure of 
the knowledge (Ausubel, 1978). Therefore, the content structured according to users’ 
conceptual models will be appropriate for learners of diverse backgrounds. This chapter 
described the experiences of designing and promoting web-based learning environments 
with integrated digital libraries through a sequence of projects across a number of years. 

2. Digital archives project 
2.1 Background 
The National Digital Archives Program (NDAP), sponsored by the National Science Council 
of Taiwan, was launched in 2002 (NDAP, 2003). The purpose of this program is to promote 
and coordinate content digitization and preservation at leading museums, archives, 
universities, research institutes and other content holders in Taiwan. 
Since 2002, the program has being digitizing Taiwan's natural treasures and cultural 
heritage in order to be preserved and utilized in the digital era. However, another goal of 
the NDAP is to promote the utilization of the digital archives. Its missions are to popularize 
knowledge, improve information sharing, enhance education and life-long learning, as well 
as to improve literacy, creativity and quality. To achieve these goals, the training and 
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promotion division under the NDAP has started projects to integrate NDAP resources with 
the curriculum in elementary and high schools.  
The author, also a researcher of the above projects, designed a sequence of activities to 
promote the application of digital archives in the educational community. In doing so, the 
researcher first formed teams consisting of college and graduate students and in-service 
teachers, as well as scholars, and then provided basic training on the topic. When handling 
these projects, team members were asked to browse the available resources and interact 
with potential users in order to implement system and determine its usefulness. The 
information that emerged from the interaction with people in the educational community 
and from the process of solving various problems made the project more complete.  

2.2 Integrating GIS with digital libraries 
In the information age, activities in the real world are recorded in digital forms. People tend 
to use space, either physical or cyber, as a framework for understanding information 
(National Research Council, 2006). According to geography researchers, Geographic 
Information System (GIS) supports contextually rich student learning by extending the 
ability to perform inquiries, promoting in-depth data explorations, and by giving meaning 
to their works. Particularly for projects in the school community, GIS can facilitate the data-
to-information transition by providing the essential interpretive context that gives meaning 
to the data (National Research Council, 2006).  
Social studies and geography are subjects that involve concepts of time and space, which 
must be integrated to understand the historical implications of land and culture, as well as 
changes in nature and humanity. Using space as a framework to understand domestic 
affairs helps students synthesize complex information regarding history and geography 
during instruction. According to Bunch and Lloyd (2006), the constructive use of maps in 
classrooms can promote the communication of information that is often too complex to 
easily express with words. With the ability to efficiently provide large amounts of visual 
information, mapping tools such as GIS offer new ways to present spatial information and 
deliver an engaging learning experience. As a tool for the presentation of location-based 
subject matter, GIS has helped social scientists to search for patterns and order in society 
and discover knowledge in cyberspace (Slocum, 1999; Sui, 2004). 
Based on the aforementioned rationale, this study designed websites with GIS interfaces 
covering geography and digital libraries to help students interact and learn through the use 
of digital archives. After evaluating the available resources of digital archives and the 
feasibility of the projects, this study decided to use web-based GIS technologies and Flash 
animations to produce works useful for young students. The project was implemented in 
three stages: the implementation stage, the promotion stage and the enhancement stage. 

3. Implementation stage: Integrating with electronic maps   
3.1 Contents 
Chiayi, a historical city in Taiwan, has played an important role in the past hundred years of 
Taiwan history. Thematic information about Chiayi includes language, history, geography, 
nature and arts. Data related to Chiayi City is identified in some of the archives, which consists 
of different types of data including images, texts, maps, drawings and sound collections. To 
reduce the waiting time for visualization, a client-server architecture was implemented. The 
front-end interface used Flash technology and the web server stored the archive data.  
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3.2 Design 
GIS provides the users with intuitive perception through information visualization. Atlases 
and photos describe the landscape created by either natural processes or human activities 
during a period of time, annotate what happened during specific space-time conditions, and 
reflect the culture of a place (Summerby-Murray, 2001). Reviewing maps of the same place 
from different periods can assist users to rehabilitate history and understand changes in the 
environment, society and culture. In order to correlate unstructured information such as 
images, sounds, drawings and textual descriptions with spatial information, the system 
designed three levels of interaction to represent the complex associations: an interactive 
map, a time map and a hyperlinked map. There were two main user interface designs to 
facilitate learning. 
The first component was an interactive map. Layers of maps, which are similar to GIS, were 
used as the information visualization technology to organize and display various kinds of 
information for every point on a computerized map. This involved powerful, complex 
computer databases that organized information around a specific location (see Fig. 1). Users 
could select a thematic representation or an automatic combination of layers of maps. The 
thematic representation was selected and tested as a better view to comprehend the 
information about a specific topic about Chiayi (see Fig. 2).  
 

 
Fig. 1. Users can zoom, move and select different map layers 
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3.2 Design 
GIS provides the users with intuitive perception through information visualization. Atlases 
and photos describe the landscape created by either natural processes or human activities 
during a period of time, annotate what happened during specific space-time conditions, and 
reflect the culture of a place (Summerby-Murray, 2001). Reviewing maps of the same place 
from different periods can assist users to rehabilitate history and understand changes in the 
environment, society and culture. In order to correlate unstructured information such as 
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designed three levels of interaction to represent the complex associations: an interactive 
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The first component was an interactive map. Layers of maps, which are similar to GIS, were 
used as the information visualization technology to organize and display various kinds of 
information for every point on a computerized map. This involved powerful, complex 
computer databases that organized information around a specific location (see Fig. 1). Users 
could select a thematic representation or an automatic combination of layers of maps. The 
thematic representation was selected and tested as a better view to comprehend the 
information about a specific topic about Chiayi (see Fig. 2).  
 

 
Fig. 1. Users can zoom, move and select different map layers 
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Fig. 2. Users can select map layers to obtain a better view about a specific topic  

The other design was a time map. Three major challenges for a time-series data exploration 
system are providing algorithms for the analysis and creation of metadata, filtering out data 
that is uninteresting, and the interactive exploration of the regions of interest. In this project, 
a time map was used a tool to filter out uninteresting data (Grady, Flanery, Donato, & 
Schryver, 2002). Sliders, which are a generic user input mechanism for specifying a numeric 
value from a range, were used to control a threshold filtering the entities shown on the 
display. In this level of interaction, the time map provided users with a tool to move 
between different representations, thereby enabling them to explore the data from several 
perspectives. The data visualization slider, designed as a chronicle scale, was tied to a set of 
map layers. A user operated the slider by holding down the left mouse button and moving 
to a new position. Information within the time interval would be displayed on the map 
(Figure 3). In addition, a hyperlinked map was designed to retrieve further information. A 
straightforward approach of enabling users to dynamically retrieve time–sensitive 
information is to link further information to the entities distributed over the map, based on 
the values in the chronicle field (Risch, et al., 1997). Users were able to click on each entity 
shown on the map and retrieve additional information through a pop-up window that 
appeared. By clicking on keywords on the windows, the hyperlinks would display more 
information stored in the original archives (Figure 4). 
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Fig. 3. The slider sets the calendar year and related information is shown. 

 
Fig. 4. A pop-up window and hyperlinks retrieve information. 
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3.3 Instruction and evaluation 
To evaluate the effects of these learning environments, two empirical studies were 
conducted in two elementary schools respectively (see Figure 5). In the first study, the 
subjects were 32 fourth-grade students. The teacher integrated the electronic map and 
digital archives with classroom instruction. The achievement test after instruction showed 
that the students performed significantly better than those under traditional instruction. In 
the second study, project-based learning activities were arranged to collect qualitative data 
for assessment. After becoming familiar with the resources, the students were divided into 
several groups to complete their own project. The project for each group was to construct a 
thematic map based on the electronic map and digital resources. Students in each group 
participated in the activities of discussing the theme, distributing tasks, collecting data, 
constructing the map and preparing a slide to present their works. Analysis showed that the 
students possessed a positive attitude toward using digital libraries for constructing their 
own presentation. In addition, the teacher was convinced of the educational advantages of 
using digital archives. Through watching the students working together as a team, she 
realized that the digital archives were playing the role of mediating the students' active 
learning. In addition to factual knowledge, the students also learned by doing. 
 
 

   
 

Fig. 5. Two teachers using digital libraries in classroom instruction 

4. Promotion stage: Additional media and workshops 
4.1 Extension and promotion 
The successful experience encouraged the research team to promote additional learning 
resources. Resources on Chiayi City and Chiayi County were developed in the previous 
stage. However, there are 16 cities or counties in Taiwan. The research team utilized the 
same design pattern to create resources on the other 14 cities or counties (see Figure 6). 
Later, several training workshops were held to train teachers how to use the digital libraries. 
These teachers were first introduced to the concept of digital libraries and their educational 
applications. Then, the speaker demonstrated how to use a web-based interactive map to 
retrieve resources related to the curriculum. At the end of the workshops, questionnaires 
were dispatched to assess their impressions and intention to use these materials. Table 1 
shows the workshop attendants’ positive attitude toward these materials.  
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Fig. 6. Users can choose specific cities in Taiwan when accessing the digital library. 

 

Items Strongly 
agree agree neutra

l 
disagre

e 
Strongly 
disagree 

This web-site is well designed 12 26 3 0 0 
This website will help to comprehend the 
contents 22 15 4 0 0 

You will use this website in your instruction 13 23 4 1 0 

Table 1. Workshop attendants’ attitude toward the developed materials (N=41) 

4.2 Follow-up evaluation 
Six months after the workshops, the research team interviewed the attendants on the phone 
to understand the status of their digital library utilization. Surprisingly, none of the 
interviewees actually used these resources in the classroom. The major reason for not using 
these media was a lack of time. Since the textbooks used in the classroom were not city-
oriented, teachers had to spend time retrieving related information for certain cities. 
Teachers were too busy to re-organize these materials for instruction. If the resources could 
be designed as independent components according to the concepts in the textbooks, teachers 
could easily select related media and assemble them as teaching resources. 
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5. Enhancement stage: Revision for teachers’ needs 
In light of the importance of providing easy access to media for instruction, the research 
team selected themes on domestic geography in the social studies curriculum as the 
teaching content and designed computer animations as the instructional media to foster 
teachers’ interests in integrating technology with classroom instruction. There were two 
major enhancements: one was to organize the resources into the structure of the textbooks, 
and the other was to organize the resources into themes. 

5.1 Resources in textbook structure 
The goal at this stage was to bridge the gap of expected usability between the instruction 
material developers and the practicing teachers. From the perspective of the teachers, 
integrating the GIS and digital archives with the existing curriculum as packages would 
help teachers to use these instruction materials. The tasks of this project included selecting 
related units in the textbooks, searching for useful resources in the digital archives, and then 
designing instruction plans and digital resources. Table 2 shows the selected units and the 
associated media. 
 

School 
year Unit Name Number of 

Lessons Media 

Name and location of hometown 3 Interactive maps 
Natural environment and living of 
hometown 2 animations 

Development of hometown 2 animations 
Festivals and folk cultural activities in 
hometown 2 Video clips 

Unique sights and products in hometown 2 pictures 

Grade 
Four 

Tours around hometown 2 maps 
Where is Taiwan 2 maps 
Natural environment of Taiwan 3 Satellite images 
Resources in Taiwan 2 pictures 
Population and change of towns 2 Interactive maps 
Area and traffic 3 Interactive maps 

Grade 
Five 

Care for Taiwan 2 pictures 
Environment of Taiwan 6 pictures Grade 

Seven History of Taiwan 6 animations 

Table 2. Textbook units selected for media development 

5.2 Resources in theme structure 
The themes related to geographic subject content in the elementary and junior high school 
social studies curriculum were associated with the topics of population, economy, 
settlement and traffic, as well as regional development and environmental protection. With 
the combination of texts, pictures, digital maps, simulated animations and games, these e-
learning resources supported teachers in constructing a learning environment to engage 
students in learning and discussion. Animated simulations were used to illustrate abstract 
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concepts. For example, an animation with different phases of urbanization aroused 
students’ feelings towards various environments, and provided students with a context to 
share their experiences (see Fig. 7). This was helpful for teachers to explain the process of 
how a settlement develops in the suburbs. As Brookfield (1987) pointed out, the process of 
internally examining and exploring an issue of concern, when triggered by a relevant 
experience, creates and clarifies meaning in terms of self and results in a changed conceptual 
perspective.   
 
 

 
Fig. 7. Simulation of the urbanization process. From left to right: Phase 1, 3 and 6. 

Thematic maps were used for cross-referencing to create meaningful learning. Animations 
provided cross references associated with a particular topic, to encourage students to reason 
and seek evidence for arguments. To develop their critical perspective, students need to 
reason within various points of view and use evidence in order to draw conclusions, make 
decisions or seek solutions. For example, to answer why the intensive construction of traffic 
infrastructure was needed on the west coast, a link to a population distribution map and a 
traffic network map provided evidence for reasoning (see Fig. 8). In addition, statistical data 
could be converted into a graphical form to facilitate comprehension (see Fig. 9). 
 
 

 
Fig. 8. Maps referencing traffic issues. The left is the population distribution and the right is 
the traffic network. 



 Digital Libraries - Methods and Applications 

 

216 

5. Enhancement stage: Revision for teachers’ needs 
In light of the importance of providing easy access to media for instruction, the research 
team selected themes on domestic geography in the social studies curriculum as the 
teaching content and designed computer animations as the instructional media to foster 
teachers’ interests in integrating technology with classroom instruction. There were two 
major enhancements: one was to organize the resources into the structure of the textbooks, 
and the other was to organize the resources into themes. 

5.1 Resources in textbook structure 
The goal at this stage was to bridge the gap of expected usability between the instruction 
material developers and the practicing teachers. From the perspective of the teachers, 
integrating the GIS and digital archives with the existing curriculum as packages would 
help teachers to use these instruction materials. The tasks of this project included selecting 
related units in the textbooks, searching for useful resources in the digital archives, and then 
designing instruction plans and digital resources. Table 2 shows the selected units and the 
associated media. 
 

School 
year Unit Name Number of 

Lessons Media 

Name and location of hometown 3 Interactive maps 
Natural environment and living of 
hometown 2 animations 

Development of hometown 2 animations 
Festivals and folk cultural activities in 
hometown 2 Video clips 

Unique sights and products in hometown 2 pictures 

Grade 
Four 

Tours around hometown 2 maps 
Where is Taiwan 2 maps 
Natural environment of Taiwan 3 Satellite images 
Resources in Taiwan 2 pictures 
Population and change of towns 2 Interactive maps 
Area and traffic 3 Interactive maps 

Grade 
Five 

Care for Taiwan 2 pictures 
Environment of Taiwan 6 pictures Grade 

Seven History of Taiwan 6 animations 

Table 2. Textbook units selected for media development 

5.2 Resources in theme structure 
The themes related to geographic subject content in the elementary and junior high school 
social studies curriculum were associated with the topics of population, economy, 
settlement and traffic, as well as regional development and environmental protection. With 
the combination of texts, pictures, digital maps, simulated animations and games, these e-
learning resources supported teachers in constructing a learning environment to engage 
students in learning and discussion. Animated simulations were used to illustrate abstract 

Integrating Digital Libraries with Instruction: Design and Promotion of Educational Applications   

 

217 

concepts. For example, an animation with different phases of urbanization aroused 
students’ feelings towards various environments, and provided students with a context to 
share their experiences (see Fig. 7). This was helpful for teachers to explain the process of 
how a settlement develops in the suburbs. As Brookfield (1987) pointed out, the process of 
internally examining and exploring an issue of concern, when triggered by a relevant 
experience, creates and clarifies meaning in terms of self and results in a changed conceptual 
perspective.   
 
 

 
Fig. 7. Simulation of the urbanization process. From left to right: Phase 1, 3 and 6. 

Thematic maps were used for cross-referencing to create meaningful learning. Animations 
provided cross references associated with a particular topic, to encourage students to reason 
and seek evidence for arguments. To develop their critical perspective, students need to 
reason within various points of view and use evidence in order to draw conclusions, make 
decisions or seek solutions. For example, to answer why the intensive construction of traffic 
infrastructure was needed on the west coast, a link to a population distribution map and a 
traffic network map provided evidence for reasoning (see Fig. 8). In addition, statistical data 
could be converted into a graphical form to facilitate comprehension (see Fig. 9). 
 
 

 
Fig. 8. Maps referencing traffic issues. The left is the population distribution and the right is 
the traffic network. 



 Digital Libraries - Methods and Applications 

 

218 
 

 
Fig. 9. Visualization of economic transition and distribution of industrial parks 

6. Future works 
The future work is to develop digital media and activities on interactive whiteboards based 
on the digital archive resources. The research team will first search and organize the 
resources in the digital archive project, and then integrate in a spatial concept with touch-
control operations to design efficient instructional activities and media. For example, as 
shown in Fig. 10, an interactive tool for settlement planning was developed for students to 
practice their urban design. Using drag and drop operations, students arranged 
constructions such as buildings or airports according to their ideal locations to build a 
village or city. Students’ works were then be presented and evaluated by classmates. 
Students with diversified backgrounds and values designed cities with a variety of features 
and functionalities. The teacher used challenging questions to inspire students to respond, 
expand and develop the topics during critical–talk lessons. In addition, an interactive quiz to 
compare traffic infrastructure was used to attract students’ attention and efforts on reaching 
consensus (see Fig. 11). According to Moon (2008), peer assessment provides practice in 
making judgments on the basis of evidence. The act of assessing the work of another is a 
matter of making a judgment. It more deeply involves learners in the process of meta-
cognitive critical thinking skills. 
 
 

 
 

Fig. 10. Settlement designs by two students. 
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Fig. 11. Interactive matching quiz partly completed by a student 

7. Conclusions 
Web-based instruction is known for its media-rich online environment, providing users 
access to remote resources for self-paced learning. Although a number of schools have 
designed educational websites to integrate in-classroom learning activities with the school 
curriculum, designing effective learning resources based on sound educational theory will 
encourage students and teachers to use them more often.  
Constructivist educational models are based on the theory that instead of being passive 
receivers of information, learners should be active explorers of their own understandings. 
Teachers and technology merely serve as mediators or guides to support the development 
of learners. Several researchers have treated technology as a vehicle to foster active learning 
and believe that such learning environments motivate and facilitate the acquisition of 
knowledge by providing an intuitively comprehensible context (Milson & Earle, 2007; 
Papert, 1980; Piburn, Reynolds, MacAuliffe, Leedy, & Birk, 2005).  
The prevalence of computer usage in schools is driving the need to understand its effects on 
learning when technology is integrated within instruction. The experiences of this project 
addressed the needs of teachers to enhance students’ geographical knowledge through the 
use of GIS-based resources. Such knowledge is a useful reference when examining issues 
related to educational practices using digital libraries. 
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Digital library is commonly seen as a type of information retrieval system which stores 
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