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1. Introduction

The main purpose of the book is to present examples of non-invasive methods that allow for
automatic analysis of biomedical images and signals. These methods can be used to support
diagnosis, therapy and monitoring of patients’ health [1, 2]. Moreover, the book discusses some
selected solutions enabling observation and assessment of health status with the support of
information technology. By means of the described methods, it is often also possible to quantify
the health status, which allows for the standardization and increased objectivity of the assess-
ment as well as improved diagnosis. These methods are not inconvenient for the patient, which
enables to use them in many cases. The current research of non-invasive diagnostic methods
uses, among others, standard X-ray images [3, 4], computed tomography images [5, 6], microto-
mographic images [7] as well as thermographic and ultrasound images [8, 9]. In addition to
human tissue testing and assessment, the results of image processing can be also used to evalu-
ate the quality and correctness of assembly of prosthetic elements, implants and endoprosthe-
ses, which may affect the effectiveness of therapy [10, 11].

2. Biomedical signal analysis

The first presented method is monitoring the foetal health based on the observation of cardioto-
cographic (CTG) signal and heart rate variability (HRV). The study was conducted in 49 women
divided into four groups, characterized by different pregnancies and well-being. A group of
features describing the condition of the foetus containing information from CTG and HRV was
preselected from the examined data set. They were then evaluated on the basis of ROC curves
and Spearman correlation, choosing those best correlated with the Apgar score. The STV and

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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LTV (obtained from CTG) as well as SI and AMO (obtained from HRV) parameters were used
for further research. Next, an expert system based on the Mamdani-type fuzzy logic rules was 
built. Based on the input data in the form of four parameters (STV, LTV, SI, AMO), 16 fuzzy rules
(fuzzy rules), the system at the output, indicated foetal well-being. According to the adopted
assumptions, the system defined the level of well-being as ‘normal’ (output values in the range
from 0 to 0.4), ‘distress’ (values in the range from 0.6 to 1.0) and ‘indeterminate’ (values in the
range from 0.4 to 0.6). As a result of the classification of 188 records, 84 with foetal distress were
classified correctly (true positives), and only one was classified as normal (false negative). In
the other cases, 103 stress-free cases were diagnosed correctly (true negatives). The accuracy in 
foetal stress prediction was 98.8%. The global efficiency was therefore 0.9882 and specificity was
equal to 1. The obtained results confirmed the thesis that effective monitoring and observation
of the foetus is possible based on data obtained from CTG and ECG apparatuses. 

3. Biomedical image analysis 

Another example is the method of quantifying the cortical morphological dynamics of brain 
deformation. The study used data from 105 adult patients, at different ages, from the publicly 
available OASIS collection. A spatio-temporal statistical shape model (stSSM) was used for 
the measurement of shape deformation. In order to prepare the model, MR brain images were 
segmented and edge-based features were generated. Based on these data, the authors pre-
pared mean shapes representing brains of patients in several age groups. On the basis of these 
models, measurements of instantaneous changes in the shape of the brain over time were 
made. The selection of the appropriate values of the model operation parameters allowed 
for a reliable assessment of the correctness of the normal cortical shape evolution for healthy 
adults. According to the authors, the proposed method can be used not only to create 3D 
models of the brain but also other organs, i.e. the heart or liver. 

The last example is the non-contact method of measuring the heart rate and respiration using a 
visible light camera and a thermal imaging camera. The basic principles and assumptions that 
enable to use this type of techniques to assess the health of patients with a suspected infectious 
disease are discussed here. The research was carried out in a group of 10 students; the cameras 
were located approximately 50 cm from the subjects’ faces. The observations were carried out 
at rest and after exercises for a period of time equal to 30 seconds. The examination involved 
simultaneous reading of parameters of breath and electrocardiogram sensors (as reference 
data) and recording images from visible light and thermal imaging cameras. During respira-
tion, the temperature in the facial area changed, and due to heart beating, the luminance in the 
facial area also changed. These changes were recorded as a series of images, from which the 
values representing the current state of the subject in quantitative form were extracted. As a
result of the research, it was established that there was a relationship between signals received 
from the cameras and signals registered by breath and pulse sensors. The obtained results 
of identification of affected patients (in the study group) indicated the high potential of the
proposed solution. According to the authors, the presented solution can be used to prepare an
infectious disease screening system. The prediction of positive cases was 100%. 
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The solutions presented in the book are practical examples of using modern computer technol-
ogy in the diagnosis, therapy and observation of patients. The application of image analysis 
and processing methods opens the possibility of automating and accelerating the measure-
ment process. The described research results may be of interest to a wide audience in the field
of biomedical engineering. 
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Abstract

Monitoring of fetal cardiac activity is a well-known approach to the assessment of fetal
health. The fetal heart rate can be measured using conventional cardiotocography (CTG).
However, this method does not provide the beat-to-beat variability of the fetal heart rate
because of the averaging nature of the autocorrelation function that is used to estimate the
heart rate from a set of heart beats enclosed in the autocorrelation function window.
Therefore, CTG presents important limitations for fetal arrhythmia diagnosis. CTG has a
high rate of false positives and poor inter- and intra-observer reliability, such that fetal
status and the perinatal outcome cannot be predicted reliably. Non-invasive fetal electro-
cardiography (NI-FECG) is a promising low-cost and non-invasive continuous fetal mon-
itoring alternative. However, there is little that has been published to date on the clinical
usability of NI-FECG. The chapter will include data on the accurate diagnosing of fetal
distress based on heart rate variability (HRV). A fuzzy logic inference system was
designed based on a set of fetal descriptors selected from the HRV responses, as evident
descriptors of fetal well-being, to increase the sensitivity and specificity of detection. This
approach is found to be rather prospective for the subsequent clinical implementation.

Keywords: fetal non-invasive electrocardiography, fetal heart rate variability, fetal distress

1. Introduction

Electronic fetal monitoring is an important part of the prenatal surveillance system that con-
tributes to the best perinatal outcome. Its objective is the correct evaluation of fetal well-being.
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However, the lack of precision of several methods that monitor the fetal well-being is well 
known [1]. 

Cardiotocography (CTG) methods have been standard, despite the lack of evidence that it 
reduces the adverse sequelae of neurodevelopment, including neonatal hypoxic-ischemic 
encephalopathy and cerebral palsy. This method has a high rate of false positives, and poor 
inter- and intraobserver reliability [2–4], such that fetal status and the perinatal outcome 
cannot be predicted reliably. 

CTG is a widely available method for fetal development research, based on cardiac rhythm 
reactivity to fetal intrauterine motor activity in the prenatal period. Doppler ultrasound is the 
most obvious technological approach for monitoring fetal well-being. However CTG-based 
techniques require prolonged ultrasonic monitoring. 

CTG demonstrates the response of the sinus node to the continuous interaction of the sympa-
thetic and parasympathetic tones of the autonomic nervous system [5, 6]. Autonomic control 
of fetal cardiac rhythm could be investigated by fetal heart rate variability (HRV). HRV 
captures the impact of central and peripheral circuits on regulation in hemodynamics [7]. The 
recording of primary bioelectrical processes in the sinus node can be assumed to be a more 
valuable technique than the mechanical detection of cardiac cycles used in CTG [1]. 

The fetal HRV parameters exhibit a wide range, even under normal conditions. The peculiar-
ities of the fetal neurobehavioral response in the active and sleepy periods may complicate the 
interpretation of the conventional CTG tracing, and increase the level of cesarean interventions 
[8–10]. 

Recent research has explored different biochemical and biophysical markers, as well as the 
correlation between maternal-fetal hemodynamic processes, to better understand the complex 
processes involved in the loss of fetal well-being [11–20]. 

The objective of this study is the design of a fuzzy inference system based on a set of fetal 
descriptors, selected from the CTG and HRV responses, as evident markers of fetal well-being, 
to increase the sensitivity and specificity in evaluation of fetal distress. 

2. Analysis and selection of descriptors 

For the development of this study, records of 49 pregnant women were used. These were taken 
in the Department of Maternal and Fetal Medicine of Kharkiv municipal perinatal center. 
These records were divided into four groups: Group I composed of healthy pregnant women 
without loss of fetal well-being, group II of healthy pregnant women with loss of fetal well-
being, group III of pregnant women of high-risk type III without loss of fetal well-being, and 
group IV of pregnant women of high-risk type III with loss of fetal well-being. NI-FECG 
tracing was obtained from the maternal abdominal wall using the Cardiolab Babycard equipment 
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(Scientific and research center “KhAI Medica,” Ukraine) [1, 11, 12]. The sampling rate was 
1000 Hz. For all reported cases, the study protocol was approved by the Bioethics Committee 
of the Kharkiv Medical Academy of Postgraduate Education (registration number 
0105 U002865). For training purposes of fuzzy inference system, the 49 records were divided 
into windows of 2 minutes to obtain 296 datasets of HRV and CTG parameters. 

In order to select the best descriptors to design the fetal well-being inference system, an 
observation was made using ROC curves and Spearman correlation of the different fetal HRV 
and CTG parameters used in [12] and shown as the best correlated with Apgar Score 1. These 
parameters are shown in Table 1. 

The specificity (Sp) and the sensitivity (Se) of the parameters concerning the fetal well-being 
were obtained from the ROC analysis. Sp and Se are given by Eqs. (1) and (2), respectively: 

VN
Sp ¼ (1)

VN þ FP 

where VN are the true negatives and FP are the false positives. 

Index Definition 

HRV parameters 

SDNN Standard deviation of normal to normal intervals 

RMSSD Root mean square of successive heart beat interval differences 

PNN50 Proportion of the number of pairs of NNs differing by more than 50 ms divided by the total 
number of NNs 

AMO Mode amplitude (the most frequent value of NN interval of the highest column in the 
histogram 

SI Stress index 

TP Total power 

VLF Very low frequency 

LF Low frequency 

HF High frequency 

CTG parameters 

STV Short-term variability 

LTV Long-term variability 

ACC Accelerations 

DES Des-accelerations 

LOWVAR Low variability 

HIGVAR High variability 

Table 1. HRV and CTG parameters. 

http://dx.doi.org/10.5772/intechopen.80223
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VP
Se ¼ (2)

VP þ FN 

where VP are the true positives and FN corresponds to the false negatives. 

Figure 1. ROC curves for HRV variables. (a) SDNN AUC = 0.8653, (b) RMSSD AUC = 0.8922, (c) pNN50 AUC = 0.7982, 
(d) SI AUC = 0.9956, (e) AMo AUC = 0.917, (f) TP AUC = 0.8614, (g) VLF AUC = 0.8514, (h) LF AUC = 0.898, and (i) HF 
AUC = 0.8976. 
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Spearman’s correlation (r) between bio-signal parameters and well-being fetus state is given by: 

ð3Þ 

where di is the ranges of values for i-parameter and the clinical diagnosis. 

Figures 1 and 2 show the ROC curves for the HRV and CTG fetal parameters. As can be seen, 
the highest AUC is obtained for AMo = 0.9170 and SI = 0.9956 for HRV and, ACC = 0.9974, 
LTV = 0.9950, STV = 0.9972 and LOWVAR = 0.9922 for CTG. The smallest area was obtained for 
PNN50 = 0.7982 and DES = 0.6071 for HRV and CTG, respectively. 

Table 2 shows the results of the sensitivity, specificity, and Spearman’s correlation for HRV 
parameters which are also shown in Figure 3. SDNN, which measures the general variability 
of the neurovegetative system, showed a high Sp = 1 and a Spearman’s correlation of �0.6352, 

Figure 2. ROC curves for CTG parameters: (a) STV = 0.9772, (b) LTV = 0.9950, (c) ACC = 0.9974, (d) DES = 0.6071, 
(e) LowVar = 0.9922, and (f) HighVar = 0.8353. 

http://dx.doi.org/10.5772/intechopen.80223
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Descriptor AUC Sensitivity Specificity r-Spearman 

SDNN 0.8653 0.7765 1 �0.6352 

RMSSD 0.8922 0.7765 0.8235 �0.6826 

PNN50 0.7982 0.7647 0.7412 �0.5612 

SI 0.9956 0.9882 1 0.8585 

AMO 0.9170 0.9882 0.8112 0.7243 

TP 0.8614 0.7882 0.9647 �0.6262 

VLF 0.8514 0.7882 1 �0.6089 

LF 0.8980 0.7765 0.9882 �0.6895 

HF 0.8976 0.7765 0.8824 �0.6894 

Table 2. AUC, sensitivity, specificity, and Spearman’s correlation of fetal HRV parameters. 

Figure 3. AUC, sensitivity, specificity, and Spearman’s correlation of HRV parameters in the study population. 

however showed a low value of Se = 0.7765. RMSSD, which is related to high-frequency 
components, like HF are below 0.90 in the values of both Se = 0.7765 and Sp = 0.8235. TP and 
LF, although they have a high specificity, 0.9647 and 0.9882 respectively, have a low sensitivity 
of 0.7882 and 0.7765, respectively. VLF although it has a high specificity Sp = 1 and a 
Spearman’s correlation of �0.6089, its sensitivity is low, Se = 0.7882; HF also presents a low 
sensitivity of 0.7765. Pnn50 had the lowest sensitivity and specificity Se = 0.7765 and 
Sp = 0.7412. SI presented Se = 0.9882 and Sp = 1; and AMo showed Se = 0.9882 and Sp = 0.8112. 
The Spearman’s correlation for SI and AMo are, respectively, 0.8585 and 0.7243, which is 
consistent since SI and AMo are independent of the steady state of the fetus and can be 
considered evident markers of fetal well-being [12]. 

In the same way in Table 3 are shown AUC, Se, Sp, and r for CTG parameters, these are shown 
also in Figure 4. As can be seen, the highest values were obtained for: STV with a Se = 0.9765, 
Sp = 1, and r-Spearman = �0.8271. LTV with a Se = 0.9882, Sp = 1, and r-Spearman = �0.8579. 
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Parameter AUC Sensitivity Specificity r-Spearman 

STV 0.9772 0.9765 1 �0.8271 

LTV 0.9950 0.9882 1 �0.8579 

ACC 0.9974 0.9882 0.9882 �0.8826 

DES 0.6071 0.7765 0.4824 �0.2176 

LOWVAR 0.9922 0.9765 1 0.9218 

HIGVAR 0.8353 1 0.6706 �0.6918 

Table 3. AUC, sensitivity, specificity, and spearman’s correlation of fetal CTG parameters. 

Figure 4. AUC, sensitivity, specificity, and Spearman’s correlation of CTG parameters in the study population. 

The accelerations (ACC) with Se = 0.9882, Sp = 0.9882, and r-Spearman = �0.8826. LOWVAR 
with a Se = 0.9765, Sp = 1, and r-Spearman = 0.9218. Although HIGHVAR shows a high Se = 1, 
its Sp is low of 0.6706. The evaluation of short-term variations (STV) and long-term variations 
(LTV) allow that can be used as markers of fetal compromise. 

3. Fuzzy inference system design 

The inference system of the fetal well-being state was designed with fuzzy logic, Mamdani-type, 4 
inputs (SI, AMo, STV, and LTV), 1 output (status of fetal well-being), and 16 fuzzy rules. The block 
diagram is shown in Figure 5. The fuzzy logic design allows us to take advantage of the linguistic 
interpretation capacity in complex problems, when there is no simple solution model or a precise 
mathematical model, such as the detection of loss of fetal well-being. The ranges of selected descrip-
tors are shown in Table 4, and were used as the basis for the design of the fuzzy membership 
functions. 

The input variables for fuzzy inference system are SI and AMo for HRV and STV and LTV for 
CTG. Figure 6 shows the input membership functions for these variables. 

http://dx.doi.org/10.5772/intechopen.80223


16 Non-Invasive Diagnostic Methods - Image Processing 

Figure 5. Fuzzy inference system for loss of fetal well-being detection. 
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Descriptor Normal Distress 

SI, C.U. 75–2000 1246–3040 

AMO, % 29–99 69–100 

LTV, MS 26.6–165 14–27.5 

STV, MS 5.3–40.4 2.5–6.1 

Table 4. Ranges of values of the fetal status descriptors. 

Figure 6. Membership functions for input descriptors: (a) SI, (b) AMo, (c) LTV, and (d) STV. 

Figure 7. Membership functions for fuzzy system output sets. 

The fuzzy output is shown in Figure 7, and this is defined by two trapezoidal membership 
functions, representing normal (N) or distress (D) fetal status, and by a triangular function in 
which the diagnosis is indeterminate by fuzzy system. The “Normal” output is in the range 
from 0 to 0.4; for the output “Distress,” the rank is of 0.6 to 1.0; and if the output is between 0.4 
and 0.6, it is classified as “indeterminate.” 

The fuzzy knowledge base is shown in Table 5. In order to increase the presumption of fetal 
well-being detection, the inference would have to be “Normal,” if and only if, the membership 
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SI AMO LTV STV DX 

1 Low Low Fast Fast Normal 

2 Low Low Fast Slow Undeterminated 

3 Low Low Slow Fast Undeterminated 

4 Low Low Slow Slow Undeterminated 

5 Low High Fast Fast Undeterminated 

6 Low High Fast Slow Distress 

7 Low High Slow Fast Distress 

8 Low High Slow Slow Distress 

9 High Low Fast Fast Undeterminated 

10 High Low Fast Slow Distress 

11 High Low Slow Fast Distress 

12 High Low Slow Slow Distress 

13 High High Fast Fast Undeterminated 

14 High High Fast Slow Distress 

15 High High Slow Fast Distress 

16 High High Slow Slow Distress 

Table 5. Fuzzy knowledge base for well-being fetal status. 

of the fuzzy sets in the four input descriptors belongs to “Normal” set. On the other hand, the 
output will be “distress” if the membership in at least one variable of HRV and CTG belong to 
the input set related to fetal distress. Fuzzy inference can be indeterminate if membership of 
fuzzy sets in three inputs belongs to sets related to normal fetal status. The “Normal” output is 
in the range of 0–0.4; “Distress” output range is from 0.6 to 1.0, and the output range from 0.4 
to 0.6 will be classified as “Indeterminate.” 

The fuzzy rules can be written as: 

# Rule 1. If SI low and AMo low and LTV fast and STV fast, then there is normal fetal 
well-being. 

IF SI↓ AND AMo↓ AND LTV↑ AND STV↑ THEN NORMAL. 

# Rule 2. If SI low and AMo low and LTV fast and STV slow, then there is unclear diagnosis. 

IF SI↓ AND AMo↓ AND LTV↑ AND STV↓ THEN UNDETERMINATED. 

# Rule 3. If SI low and AMo low and LTV slow and STV fast, then there is unclear diagnosis. 

IF SI↓ AND AMo↓ AND LTV↓ AND STV↑ THEN UNDETERMINATED. 

# Rule 4. If SI low and AMo low and LTV slow and STV slow, then there is unclear diagnosis. 

IF SI↓ AND AMo↓ AND LTV↓ AND STV↓ THEN UNDETERMINATED. 
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# Rule 5. If SI low and AMo high and LTV fast and STV fast, then there is unclear diagnosis. 

IF SI↓ AND AMo↑ AND LTV↑ AND STV↑ THEN UNDETERMINATED. 

# Rule 6. If SI low and AMo high and LTV fast and STV slow, then there is fetal distress. 

IF SI↓ AND AMo↑ AND LTV↑ AND STV↓ THEN DISTRESS. 

# Rule 7. If SI low and AMo high and LTV slow and STV fast, then there is fetal distress. 

IF SI↓ AND AMo↑ AND LTV↓ AND STV↑ THEN DISTRESS. 

# Rule 8. If SI low and AMo high and LTV slow and STV slow, then there is fetal distress. 

IF SI↓ AND AMo↑ AND LTV↓ AND STV↓ THEN DISTRESS. 

# Rule 9. If SI high and AMo low and LTV fast and STV fast, then there is unclear diagnosis. 

IF SI↑ AND AMo↓ AND LTV↑ AND STV↑ THEN UNDETERMINATED. 

# Rule 10. If SI high and AMo low and LTV fast and STV slow, then there is fetal distress. 

IF SI↑ AND AMo↓ AND LTV↑ AND STV↓ THEN DISTRESS. 

# Rule 11. If SI high and AMo low and LTV slow and STV fast, then there is fetal distress. 

IF SI↑ AND AMo↓ AND LTV↓ AND STV↑ THEN DISTRESS. 

# Rule 12. If SI high and AMo low and LTV slow and STV slow, then there is fetal distress. 

IF SI↑ AND AMo↓ AND LTV↓ AND STV↓ THEN DISTRESS. 

# Rule 13. If SI high and AMo high and LTV fast and STV fast, then there is unclear diagnosis. 

IF SI↑ AND AMo↑ AND LTV↑ AND STV↑ THEN UNDETERMINATED. 

# Rule 14. If SI high and AMo high and LTV fast and STV slow, then there is fetal distress. 

IF SI↑ AND AMo↑ AND LTV↑ AND STV↓ THEN DISTRESS. 

# Rule 15. If SI high and AMo high and LTV slow and STV fast, then there is fetal distress. 

IF SI↑ AND AMo↑ AND LTV↓ AND STV↑ THEN DISTRESS. 

# Rule 16. If SI high and AMo high and LTV slow and STV slow, then there is loss of fetal well-
being. 

IF SI↑ AND AMo↑ AND LTV↓ AND STV↓ THEN FETAL DISTRESS. 

4. Results 

The results of the fuzzy diagnosis for 188 datasets are shown in Figure 8. Two well-defined 
clusters can be observed, corresponding to those who were clinically diagnosed as healthy 
pregnancies (+) and those who presented loss of fetal well-being (o). Can be observed that a 
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Figure 8. Scatter plot for fuzzy outputs of the 188 records. 

fuzzy output from a high-risk pregnancy record with fetal distress was incorrectly evaluated 
by fuzzy system, fuzzy output of 0.183 classifies it as normal pregnancy. 

Table 6 shows 6 of the 49 records, the values for their descriptors, the fuzzy output, and the 
clinical diagnosis. The records N16, N6, FGR6, FGR29, N27 are well evaluated by the fuzzy 
inference system, but the record FGR20, which corresponds to a fetal growth restricted preg-
nancy with fetal distress, is classified by fuzzy system as normal pregnancy. The ROC curve 
and confusion matrix for the 188 cases evaluated are shown in Figure 9. 

Of the 188 records, 84 with fetal distress were correctly evaluated (true positives) and only one 
was diagnosed as normal (false negative). On the other hand, the 103 normal cases were 

Record ID SI AMo LTV STV Fuzzy output Clinic DX 

N16 1057 75 49.1 12 0.242 Normal 

N6 3034 100 14.3 2.7 0.769 Fetal Distress 

FGR6 687 77 49.2 9.5 0.247 Normal 

FGR 29 2299 81 14.6 4.2 0.745 Fetal Distress 

N27 2594 97 23.2 6.2 0.765 Fetal Distress 

FGR 20 898 64 46.9 19.9 0.231 Fetal Distress 

Table 6. SI, AMo, LTV, and STV values for fuzzy input descriptors, fuzzy assessment, and clinic diagnosis. 
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Figure 9. (a) ROC curve of the overall fuzzy system evaluation and (b) confusion matrix for 188 data evaluated. 

diagnosed correctly (true negatives) by the fuzzy system. The global sensitivity was 0.9882 and 
global specificity was 1. 

Finally, fuzzy inference system was evaluated with 21 new records of 30 minutes, classified 
as distress: D1-D3, and normal pregnancy: N1-N18. Each record was sampled at 2-minute 
interval. Figure 10 shows the fuzzy evaluation of three records of patients with emergency 

Figure 10. Fuzzy evaluation of three 30-minutes records of patients with emergency pregnancy. 
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Figure 11. Fuzzy evaluation of eighteen 30-minute records of patients with normal pregnancy. 

pregnancy. D1 and D2 were classified with fetal distress correctly, but D3 is shown with a 
normal fetal well-being state. 

Figure 11 shows the fuzzy inference of 18 patients with normal pregnancy. Records N2-N4, 
N6-N16, and N18 show a normal fetal well-being during the 30-minute recording. The record 
N1 shows an indeterminate state, except for periods of 3–5 and 8–10 minutes, where the 
assessment of fetal well-being is normal. The record N5 was classified by the fuzzy system as 
indeterminate. N17 shows fetal distress from minutes 3 to 9, between minutes 15 and 21 the 
fetal state changes to normal, returning to distress after minute 27. 

5. Conclusions 

A combination of fetal HRV and CTG descriptors was proposed for discrimination between 
fetuses with loss of fetal well-being and normal fetuses, both in pregnancies with intrauterine 
growth restriction and healthy pregnancies. 

The feasibility of the selected descriptors, SI, AMo, STV, and LTV was evaluated by sensitivity, 
specificity, and Spearman’s correlation analysis, so that these parameters can be considered as 
evident markers of fetal well-being status in the case of FGR. 

Since SI and AMo are relevant to the sympathetic part of the autonomic regulation, the opinion 
on the involvement of the sympathetic mechanisms in fetal distress is supported [1]. The 
predictive value of the parasympathetic regulation variables was lower. The growing activity 
of this division of the autonomic function is a marker of fetal neurological maturation [5]. The 
relation found between maternal and fetal HRV parameters was a sign of fetal and maternal 
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coupling in healthy pregnancy. Maternal respiratory sinus arrhythmia was speculated as a 
reason of this regularity. It was disturbed in preeclampsia [11]. Fetal growth is known to be 
impacted by maternal organism [6, 13]. The investigation of the possible relations between 
maternal and fetal HRV and its fractal components will create a novel concept of the manage-
ment of women with growth-restricted fetuses. 

Formerly, the most sensitive and specific for fetal distress T/QRS ratio obtained from fetal 
noninvasive ECG tracing was found [1, 12]. Since peaks and intervals are detectable on fetal-
averaged PQRST complex, the subsequent investigation of their clinical significance is of great 
prospect. But the study population of the abovementioned research was suffered from pre-
eclampsia. Thus, preeclampsia could change fetal cardiac conductivity. But will T/QRS ratio be 
of use in diagnosing fetal distress among all pregnant women is still a question? 

The main criterion of fetal well-being is a reactivity to its motile activity by accelerating the 
heart rate during nonstress test [2, 3]. The obtained results could make it possible to think that 
SI and AMo will become an alternative to the Dawes-Redman criteria. The assessment of short-
term variations (STV) and long-term variations (LTV) was found to be of use in diagnosing 
fetal compromise. These variables used in CTG monitors are known as the most evident 
markers of fetal distress [4, 9]. But the duration of the recording should be not less than 1 hour 
or, at least, 30 minutes. This time interval is known to be associated with better sleep/awake 
fetal status ratio [2, 4]. Therefore, the application of the proposed fetal HRV variables will help 
to use fetal noninvasive ECG tracing of the only 10 minutes long. It will be more convenient in 
clinical practice. Another advantage is the possibility to support or neglect fetal distress in case 
of negative (areactive) or false-negative nonstress test. 

The hypothesis of the intrauterine programming of the diseases determines that any abnor-
malities during fetal life will have a subsequent clinical manifestation afterward. The cardiac 
signals proceeding is a convenient approach to the assessment of fetal autonomic maturation 
[6, 13]. Fetal HRV variables are disturbed in growth-restricted fetuses. Therefore, the investi-
gation of fetal neurobehavioral response in case of intrauterine growth restriction is a possible 
way for the fetal well-being screening. But fetal growth restriction is not always associated 
with fetal distress and still stimulating obstetrical aggression in its projections on the term and 
the mode of delivery. That is why the outcome of our research in future is an advanced 
protocol of management of pregnant women with fetal growth restriction. 

The findings of this work are based on fetal noninvasive ECG investigation. This method is still 
a challenge for the clinician [9]. The main problem is a low signal-to-noise ratio [1]. But fetal 
noninvasive ECG could be used for fetal Holter monitoring. The possibility for the creation of 
the system for fetal wireless distant monitoring will contribute to the better diagnosing of fetal 
compromise and cardiac arrhythmias. 

HRV and CTG proposed descriptors can be used in an assessment system, for discrimination 
or prediction between fetuses with loss of fetal well-being and normal fetuses, both in preg-
nancies with intrauterine growth restriction and pregnancies of healthy fetuses. 

Finally, a system based on fuzzy logic was designed with these descriptors in order to obtain 
an evaluation of the fetal well-being status. Only one false negative was obtained in the 
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diagnosis using 188 data, which represents an accuracy of 98.8% in fetal distress prediction, 
and 100% in healthy pregnancy. 
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Abstract

This chapter introduces a spatiotemporal statistical shape model (stSSM) using brain MR 
image which will represent not only the statistical variability of shape but also a temporal 
change of the statistical variance with time. The proposed method applies expectation-
maximization (EM)-based weighted principal component analysis (WPCA) using a tem-
poral weight function, where E-step estimates Eigenvalues of every data using temporal 
Eigenvectors, and M-step updates Eigenvectors to maximize the variance. The method 
constructs stSSM whose Eigenvectors change with time. By assigning a predefined 
weight parameter for each subject according to subjects’ age, it calculates the weighted 
variance for time-specific stSSM. To validate the method, this study employed 105 adult 
subjects (age: 30–84 years old with mean ± SD = 60.61 ± 16.97) from OASIS database. 
stSSM constructed for time point 40–80 with a step of 2. The proposed method allows 
the characterization of typical deformation patterns and subject-specific shape changes 
in repeated time-series observations of several subjects where the modeling performance 
was observed by optimizing variance.

Keywords: stSSM, brain, MRI, shape analysis, age, prediction

1. Introduction

Quantifying cortical morphological dynamics of brain deformation will help neuroscien-
tists identifying and characterizing brain deformation disorders. To be precise, if physicians 
could learn to predict the normal cortical shape evolution for healthy adults, they can predict 
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abnormal or early deformation of brain with time as well. The shape variability from sta-
tistical shape models has been successfully utilized to perform various deformation-based 
researches in the field of image analysis in both two-dimensional (2D) and three-dimensional 
(3D) images. In specific cases, their application for image segmentation in the context of sta-
tistical shape models has been well acknowledged. To constract those statistical models, a set 
of segmentations of the shape of interest is required. At the same time, a set of feature vectors 
are also needed which can be decidedly defined in each sample shape. There are a number 
of researchers who have used statistical models containing shape information as initials for 
segmentation via deformable models [1–3], deformable registration [4], or shape analysis 
[5]. Meanwhile, the fundamental problem faced at the time of constructing these models is 
the reality that they need the determination of point correspondences between the different 
shapes as the manual identification of such correspondences is a time-consuming and tire-
some work. It is specially applicable in 3D where the number of feature vectors required to 
describe the shape accurately rises dramatically compared to 2D applications. An easy but 
efficient way of handling this issue for the construction of statistical shape models is the use 
of distance transformations which has been proposed by a number of authors [2, 6, 7]. For 
example, in [2], the authors proposed an approach in which the statistical analysis is carried 
out directly on the signed distance maps of a set of aligned shapes. 

However, learning predictive models to trace forth the evolution trajectories of adult corti-
cal shapes remains challenging. There are some studies to analyze the brain deformation 
in adults. For example, they are studying nonrigid brain shape registration with respect to 
baseline distribution, brain region segmentation based on fuzzy object model, sulcal curves 
extraction on the outer cortex, etc. In [8], authors described an automated way in which 
correspondences between the surfaces of different shapes are established via a nonrigid
registration algorithm [9]. A similar approach has been proposed by [10]: there, a modified
iterative closest point algorithm [11] is used to calculate correspondences between geometric 
surface features of the shapes such as crest lines. The difficulty of analyzing the adult brain
shape points to the critical selection of parameter optimization. 

Recently, Durrleman et al. [12] have proposed the construction method of spatiotemporal 
statistical shape model but the study is confined to longitudinal data. To fill this critical gap,
we propose spatiotemporal statistical shape model (stSSM) for temporal 3D shape change
analysis of the adult brain. We are performing a dimensionality reduction analysis directly on 
a parametric representation of the feature vector calculated from training sample. To match 
different anatomies, all subjects are aligned using anterior-commissure (AC), posterior-
commissure (PC), and mid-plane for location and orientation alignment with a reference of 
AC as origin. This enables the construction of average models of the brain shape and their 
statistical variability across a population of subjects. Our approach is closely related to the
statistical shape models first proposed by [13, 14], but differs in an important aspect. Rather
than performing a classic principal component analysis (PCA) directly, we are creating an 
stSSM for temporal 3D shape change analysis of the adult brain with respect to cortical sur-
faces using an expectation-maximization (EM)-based weighted PCA (WPCA) learning frame-
work where the weight function is defined as a Gaussian function, whose center is time point,
and variance is a predefined parameter.
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2. Preliminary 

Basically, SSM construction is a method of extracting the average shape and a number of 
modes of variation from a collection of training samples. The methods are strongly dependent 
on the chosen shape of representation. A vital necessity for building shape models with sta-
tistical variability is that the features of all training samples need to be located at correspond-
ing positions and sharing same origin. With an assumption of a one-to-one correspondence 
of anatomical structures across subjects, the alignment of images between different subjects 
with chamfer distance calculation provides a dense set of correspondences. In this study, we 
performed an expectation-maximization algorithm-based wPCA on a compact parameteriza-
tion of the feature vector which is required to construct our proposed model. In the following 
subsections, we will describe the proposed approach in detail. 

2.1. Distance mask calculation 

For distance mask calculation, level sets were introduced by [15] and made popular for com-
puter vision and image analysis by [16]. They basically feature an implicit shape representa-
tion and can be utilized with regional or edge-based features. The authors of [17] presented a 
method of embedding the distance maps into the linear space, which could solve the model-
ing problems and Cremers et al. [18] have given an overview of statistical approaches to level 
set segmentation including prior shape knowledge. 

In order to construct stSSM, firstly, brain region was segmented from MR images. The seg-
mentation is done automatically using FSL [19]. In the next step, chamfer distances were 
calculated to extract shape features through a level set algorithm where negative values are 
assigned inside the brain region and positive value outside the brain region. 

2.2. Dimensionality reduction 

After calculation of chamfer distance, the next step is to reduce the dimensionality of the 
training set, that is, to find a small set of modes that best describes the observed variation. 
This is usually accomplished using principal component analysis (PCA) [20]. PCA is a very 
powerful tool to analyze data by creating a custom set of “principal component” eigenvectors 
that are optimized to describe the most data variance with the fewest number of components. 
Theoretically, the steps are simple: the principal components {Φk} of a dataset are simply the 
eigenvectors of the covariance of that dataset, sorted by their descending eigenvalues which 
results to a new observation, C = µ + ∑ᴪk Φk where µ is the mean of the initial dataset and ᴪi is 
the reconstruction coefficient for eigenvector Φi [21]. One of the limitation of classic PCA is 
that it does not distinguish between variance due to measurement noise vs. variance due to 
genuine underlying signal variations. Even when an estimation of the measurement variance 
is available, this information is not included while constructing the eigenvectors [22]. In order 
to overcome this problem, Bailey [22] introduces PCA based on EM-PCA. 

In our method, we used weighted PCA with EM-PCA. EM is an iterative technique for solv-
ing parameters to maximize a likelihood function for models with unknown latent variables 
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which basically consists of E-step and M-step. E-step estimates eigenvalues of every data using 
temporal eigenvectors, and M-step updates eigenvectors so that it maximizes the variance. E- 
and M-steps are iterated until convergence of updating vectors. The detail is described below. 

xj ⋅ Φ
→→ 

→
[E-step] Let the current eigenvector be Φ. Principal component (PC) score of data j is calcu-
lated by: 

cj = (1)

where → x
j 
 is the feature vector of data j. 

[M-Step] Update the eigenvector by maximizing the weighted variance of PC score. It is cal-
culated by: 

→xjΦ ∑ j wj cj 

→ 
= (2)

The eigenvectors are normalized after each M-step. E- and M-steps are iterated till the updated 
value of eigenvector is converged. 

3. Method 

To construct stSSM, firstly, brain region was segmented from MR images, and chamfer dis-
tances were calculated to extract shape features as shown in Figure 1. 

Figure 1. Preprocessing steps of brain MR image for feature extraction. (a) Raw MR image, (b) Segmented image, and 
(c) Signed distance. 
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Figure 2. Temporal weight function. 

After that, weighted PCA is applied to the shape features. The proposed method assigns a weight 
parameter for each subject according to subjects’ age, and calculates the weighted variance. Let 
ti be a time point, and the method can construct SSM at the time point. The weight function was 
defined as a Gaussian function, whose center is ti, and variance is a predefined parameter.

wj = exp(− (t − tj)
2

) (3)σ2

The shape of temporal weight function is illustrated in Figure 2. That is, subjects near ti are 
dominant to decide the Eigenvectors. By shifting the ti at a short interval from the minimum to 
the maximum age, the method constructs the stSSM whose eigenvectors change with growing 
or aging. Preliminarily, the eigenvector at the first time point is initialized randomly. Then, 
the obtained eigenvectors are used at the stSSM construction. 

4. Experimental results 

For evaluation purpose, the proposed method has been applied on both artificial and image 
data. 

4.1. Result of artificial data

In order to numerically evaluate the method, weighted PCA has been applied to point distri-
bution model. Assumed a point of an organ, and the statistical distribution changes tempo-
rally. Figure 3 shows the artificially generated 2D data where the points located one direction 
shown at the first time point (a), and rotates anticlockwise with 10-degree every time point. 
The time period was 20. Because, conventional SSM evaluates all data simultaneously without 
time, as shown in Figure 3(c). It cannot be statistical variation of shape.

Figure 4 shows the angle between x-axis and the first (second) principal axis obtained by the 
proposed method. The full-width-half-maximum (FWHM) of the weight Gaussian function 
was 3. The first principal axis rotates anticlockwise with 10-degree every time point. Results 
show that the proposed method can extract the statistical variability of point distribution in 
time. Note that the result around t = 1 has errors because the data existed only in the positive 
side of Gaussian function.

http://dx.doi.org/10.5772/intechopen.80592
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Figure 3. Temporal change point distribution. (a) t = 1, (b) t = 5, and (c) all data.

4.2. Image data 

To train and test the proposed model with respect to weighted variance optimization, we 
used 105 adult subjects (age: 30–84 years old with mean ± SD = 60.61 ± 16.97) from publicly 
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Figure 4. Temporal change of principal axes. 

available imaging database called OASIS [23]. These subjects were selected from a larger 
database of individuals who had participated in MRI studies at Washington University, were 
all right-handed, and older adults had a recent clinical evaluation. The representative MR 
imaging acquisition parameters were repetition time (TR) of 9.7 ms, echo time (TE) of 4.0 ms, 
image resolution (voxel) of 256 by 256, flip angle (FA) of 10°.

4.3. Results 

The method was applied to the adult brain MR image. We first segmented the brain region 
from MR images, and calculated the signed distance map to extract shape features. The pro-
posed method assigns a weight parameter for each subject according to subjects’ age, and 
calculates the weighted variance. Let ti be a time point, and the method can construct SSM at 
the time point. According to the weight function defined in Eq. (3), the center is ti, and vari-
ance is a predefined parameter.

From Figure 2, we can understand the shape of temporal weight function which implies that 
subjects near ti are dominant to decide the Eigenvectors. By shifting the ti at a short interval 
from the minimum to the maximum age, the method constructs the stSSM whose eigenvec-
tors change with aging. Preliminarily, the eigenvector at the first time point is initialized 
randomly (usual PCA can be applied to obtain the initial eigenvector). Then, the obtained 
eigenvectors are used at the following stSSM construction. Figure 5 shows the mean shape of 
constructed model between age range of 40–80 years old. Figure 6 illustrates stSSM of brain of 
adult subject at 60 years. The brain shape changes along with temporal domain with reference 
to variance (σ) can be seen. 

Next, the stSSM of adult brain between 52 and 58 years and temporal difference with chang-
ing variance is shown in Figure 7. While generating stSSM for an age range of 40–80, Gaussian 
function’s weight parameter has been varied between a range of 5–35.

Figure 8 illustrates stSSM of adult subject brain shape at age of 60 years old, where the indi-
vidual brain shape variety is synthesized within a range of −1σ to +1σ at the first eigenvector 
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Figure 5. stSSM mean shape (a) 40 years (b) 50 years (c) 60 years (d) 70 years, and (e) 80 years.

(horizontal) and −0.5σ to +0.5σ at the second eigenvector (vertical) with a step of 0.50. σ is 
the standard deviation (SD) in the training data along each eigenvector. Full-width-half-
maximum (FWHM) of the Gaussian weight function used in this case was 15.

5. Discussion 

The 3D SSM and stSSM in the medical imaging field are almost exclusively based on imaging 
modalities such as CT, MRI, that is, the original data representation of the training shapes is 
not a mesh but rather a segmented volume. Therefore, each shape of the training set must be 
annotated by features, each designating the same anatomical locus along the set. The set is 
considered as a collection of shape vectors which after alignment raises a covariance matrix. 
Figures 1 and 2 show these phases of our model from which we created feature vector matrix 
from 105 training samples.

For dimensionality reduction phase, we introduced weighted EM-PCA where every aligned 
training shape is described by the feature vector matrix. The mean shape has been formed by 
simply averaging over all samples with corresponding weight parameter where weight has 
been assigned by subject’s age. From age range of 40–80 years with a step of 2, stSSM model in
3D has been constructed. An eigen decomposition on covariance matrix gives principal modes
of variation (eigenvectors) and their respective variances (eigen values). Figure 5 visualizes the 
mean shape of 40, 50, 60, 70, and 80 years. From the computational point of view, this method
is used due to higher numerical stability. The resulting modes of variation are ordered by their 
variances. In a next step, the model approximated every valid shape by a linear combination of
the chosen accumulated variance which presented the shape variation with FWHM Gaussian
distribution function. The shape variation at a specific time point is visualized in Figure 6. The 
horizontal and vertical axes are the first and the second principal axes.

Difference between temporal deformations of all parameters has been shown in Figure 7. 
We calculated the temporal deformation change between two time points and evaluated the 
corresponding difference. Positive value has been assigned inside, while negative represents 
outside with a view that higher temporal deformation difference will show high contrast. Our 
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Figure 6. Spatiotemporal statistical shape model of adult brain. The horizontal and vertical axes are the first and the 
second principal axes. 

study shows that when FWHM of Gaussian function is set to a value smaller than 15, it shows 
larger difference in comparison with FWHM higher than 15 where it is not represented. This 
observation leads to an optimum value of weight parameter between 10 and 15. Constructed 
stSSM for specific age is shown in Figure 8. 

The proposed method was evaluated by generalization ability according to leave-one-out cross 
validation (LOOCV) procedure. Generalization ability evaluates the performance of representing

Figure 7. Temporal difference with changing variance.
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Figure 8. Spatiotemporal statistical shape model of adult brain. The horizontal and vertical axes are the first and 
the second eigenvectors. The individual brain shape variety is synthesized within a range of −1σ to +1σ at the first 
eigenvector (horizontal) and −0.50σ to +0.50σ at the second eigenvector (vertical) with a step of 0.50. σ is the standard 
deviation in the training data along each eigenvector. 

new acceptable models. First, data of the evaluation subject were projected into stSSM of the 
evaluation subject’s age. Next, brain shape of evaluation data was reconstructed, and compared 
with the original data. Evaluation criteria used in this study was Jaccard Index (J.I.). To restrict
the allowed variation to plausible shapes, weight parameter is assigned to a certain interval. 
Mean ± standard deviation of generalization ability with different Gaussian distribution func-
tion has also calculated. Overall, FWHM value 15 achieves the best prediction result which
closely follows observation-based optimum value of weight parameter between 10 and 15.

6. Conclusion 

Nowadays, statistical shape models have become an exciting robust tool for shape represen-
tation of medical images. The use of both 2D and 3D models appeared into the scenario in 
recent years. In this chapter, we introduced a 3D stSSM for brain MRI data. The presented 
method allows the characterization of typical deformation patterns and subject-specific shape 
changes in repeated time-series observations of several subjects. The modeling performance 
was observed by optimizing variance. This study can be seen as an extension of the usual 
statistical shape model of scalar measurements to high-dimensional shape or image data. 
From the analysis of difference between all parameters of temporal deformation, we can draw 
a conclusion toward optimum value of FWHM. 

We believe that the discussed method of this chapter enables the automatic construction 
of statistical models in 3D and is not limited to the brain but can be applied to other ana-
tomical structures such as the heart or liver. The spatiotemporal statistical shape model 
has a wide number of possible applications primarily in segmentation and morphometry. 
Another potential application of this method lies in the use of statistical modes of varia-
tion as a priori knowledge for image registration. We are currently working on this idea 
which uses the modes of variation from predefined weight parameter to provide a more
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compact parameterization of stSSMs. This may be specifically useful for intersubject analy-
sis tasks where these modes of variation can be learnt from a sample population of subjects 
as shown in this chapter. 

Another potential scope is the morphometric comparison of differences between groups
of subjects. Currently available morphometric methods can be classified into voxel-based
[24, 25] or deformation-based methods [26, 27]. Mostly, voxel-based methods depend on a 
global registration between subjects followed by a statistical analysis of tissue differences
to differentiate between groups of subjects. On the other hand, deformation-based meth-
ods use the information encoded in the deformation to describe the anatomical variability 
between groups. Future work will include investigation whether statistical shape models 
can be used as a deformation-based morphometric tool to characterize shape differences
between groups of normal and AD subjects.
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Abstract

In recent years, much attention is being paid to research and development of tech-
nology that provides noncontact measurement of vital signs, i.e., heart rate, respi-
ration, and body temperature, which are important for understanding the state of
a person’s health. As technology for sensing biological information has progressed,
new biological measurement sensors have been developed successively. There have
also been reports regarding methods for measuring respiration or heart rate using
pressure sensors, microwave radar, air mattresses, or high-polymer piezoelectric film.
The methods have wide-ranging applications, including systems for monitoring of
elderly people, identification of sleep apnea, detection of patients suspected to have
an infectious disease, and noncontact measurement of stress levels. In this chapter,
the principles behind noncontact measurement of respiration and heartbeat using
infrared/RGB facial-image analysis are discussed, along with the applications for such
measurement in the detection of patients suspected to be suffering from infectious
diseases.

Keywords: vital sign, noncontact, thermal image, infection screening, respiration

1. Introduction

Much attention is being paid to research and development of technology that provide non-
contact measurement of vital signs, such as heartbeat, respiration, and body temperature, 
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which are important for understanding the state of a person’s health. In the past, a prac-
tice called “悬丝诊脉 (suspension examination)” was documented in China’s Tang Dynasty, 
1400 years ago. Prominent physician Sun Simiao used strings to perform pulse diagnosis 
from the radial artery pulse without touching the patient’s body, demonstrating that minute 
movements on the body’s surface and changes in facial coloring have been used to obtain 
biological information and perform diagnoses since long ago. In recent years, as technology 
for sensing biological information has progressed, new biological measurement sensors have 
been developed successively. There have also been reports regarding methods for measuring 
respiration or heartbeat using pressure sensors [1], microwave radar [2], air mattresses, or 
high-polymer piezoelectric film. The methods have wide-ranging applications, including sys-
tems for monitoring elderly people [3], identification of sleep apnea [4], detection of patients 
suspected to have an infectious disease [5, 6], and noncontact measurement of stress levels [7]. 
In this chapter, the principles behind noncontact measurement of respiration and heartbeat 
using infrared/RGB facial-image analysis are discussed, along with the applications for such 
measurement in the detection of patients suspected to be suffering from an infectious disease.

2. Principles of measuring respiratory/heart rate using infrared/RGB 
facial-image analysis 

The blood vessels throughout the body are broadly categorized as arteries or veins, and there 
is a difference in the manner in which the volume of blood flowing through each blood vessel 
type changes. Blood flow volume through veins changes little, whereas blood flow volume 
through arteries varies according to the pulse. Further, one of the properties of oxygenated 
hemoglobin in the blood flowing through arteries is that it easily absorbs light from a specific 
wavelength. Because of these properties, when the skin is exposed to continuous light of a 
specific wavelength, the reflected light changes according to variation in blood flow volume, 
and the pulse waveform can be obtained by continuing to measure that reflected light [8]. The 
pulse wave obtained here is referred to as a volume pulse wave.

The simplicity and noninvasiveness of obtaining measurements with a photoplethysmogra-
phy (PPG) sensor have led to the PPG sensor’s application as a tool for monitoring health 
[9, 10]. In PPG sensors, light is emitted from a dedicated light source (wavelengths 660 and 
940 nm), and the volume pulse wave is obtained by measuring the reflected light with photo-
diodes. In this study, heartbeat was measured with an RGB camera by substituting ambient 
light for the dedicated light source and an RGB camera for the photodiodes and then measur-
ing the form of the volume pulse wave in the same way as in PPG. Because of the degree of 
skin exposure and ease of detection, the heartbeat waveform was measured from the face. 
Additionally, respiration was measured by using thermography to detect nasal-region tem-
perature changes associated with respiration. During exhalation, warm air from inside the 
lungs is released and it increases the temperature in the nasal region, whereas during inhala-
tion, cool air from the external environment is breathed in and it lowers the temperature in 
the nasal region. The respiration waveform can be obtained by using an infrared camera to 
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Figure 1. Principles of measuring respiratory/heart rate using infrared/RGB facial-image analysis.

measure such nasal-region temperature changes associated with respiration. Figure 1 shows 
the principles of measuring respiratory/heart rate using infrared/RGB facial-image analysis.

3. Evaluation of the accuracy of measuring respiratory/heart rate 
using infrared/RGB facial-image analysis 

3.1. Experimental protocol 

The experiment was conducted with ten healthy university students. An infrared/RGB cam-
era was set up 50 cm in front of the measurement subjects, and the subjects were instructed 
to sit and maintain a resting state. Images were taken for 30-s periods when at rest and after 
exercise (ergometer exercise: 70 rpm, 100 W, 2-min duration). Furthermore, measurements 

Figure 2. Experimental protocol.
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were also taken simultaneously using thoracoabdominal respiration sensors and an electro-
cardiogram as references for respiratory rate and heart rate, respectively (Figure 2).

The nasal area was manually extracted from the infrared images taken (150 × 150 pixels). 
During respiration, the temperature of the nasal area changes as air moves in and out. These 
temperature changes over time were recorded to create a waveform. A band-pass filter (0.17–
0.42 Hz) was applied to this waveform by a signal processer. Then, the waveform was normal-
ized, and the autocorrelation function was calculated. Last, the respiratory rate was calculated 
based on the peak interval of the autocorrelation function calculated earlier. Meanwhile, the 
visible images taken with the RGB camera were converted to a single color (green), and an 
area centered on the nose (150 × 180 pixels) was extracted. The formula below was applied to 
the extracted image to calculate luminance value Y [11]:

Figure 3. Respiration curves obtained from thoracoabdominal respiration sensors and infrared images; heartbeat curves 
obtained from ECG and visible images. (a) The respiratory rate signal obtained from IR camera. (b) The heartbeat signal 
obtained from RGB camera.
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Y = (0 0.587 0)
( 

R
G
B) 

(1)

The luminance values calculated were recorded over time to create a waveform. A band-pass 
filter (0.83–2.5 Hz) was applied to this waveform. Afterward, the same type of processing as 
in respiratory rate calculation was performed to calculate the heartbeat.

3.2. Results 

Figure 3(a) shows the respiration-heartbeat curves obtained from the thoracoabdominal res-
piration sensors and infrared images. Figure 3(b) shows the heartbeat curves obtained from 
the ECG and visible images. They demonstrate that both respiration and heartbeat are similar 
to the curves obtained from the references.

Figure 4. Plot of respiration/heart rate from Bland-Altman analysis.
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Next, a Bland-Altman analysis was applied to all 20 pieces of data obtained from each subject 
at rest and after exercising, and the accuracy was verified (Figure 4). The results for respira-
tory rate were as follows: a correlation coefficient of 0.99 (p < 0.01), an average difference of 
−0.03 (breaths per minute) between the respiratory rates obtained from the infrared images 
and thoracoabdominal respiration sensors, and a 95% confidence interval of −1.04 to 0.9 
(breaths per minute). The results for heart rate were as follows: a correlation coefficient of 
0.96 (p < 0.01), an average difference of −0.27 (beats per minute) between the respiratory rates 
obtained from the visible images and ECG, and a 95% confidence interval of −6.1 to 5.5 (beats 
per minute). These results demonstrate that highly accurate measurement of respiratory rate 
and heart rate are possible, regardless of how those values fluctuate (respiratory rate: 9.2–23.9 
breaths per minute, heart rate: 47.9–93.9 beats per minute).

4. Applications in infectious-disease screenings for respiratory/ 
heart rate measurement technology using infrared/RGB facial-image 
analysis 

In recent years, much importance has been placed on developing new quarantine systems 
to use against emerging infectious diseases and epidemics involving new strains of viruses. 
From past outbreaks of severe acute respiratory syndrome (SARS) to the H1N1 flu virus, a 
variety of infectious diseases have spread widely, causing damage to countries around the 
world. Although some of those infectious diseases are in the process of being eradicated, there 
are also fears about outbreaks of reemerging and emerging infectious diseases. In these condi-
tions, it is essential to take preventive measures at national borders at the time when a person 
enters the country, and quarantine inspection at airports and the like includes interview-
based medical exams using questionnaires and fever checks with thermography. However, 
because the former method relies on voluntary cooperation from people entering the country, 
false statements are a possibility, and the latter method has its own limits, for example, it does 
not cover passengers who have taken antifebrile medication. To overcome these challenges 
in quarantine inspections, Matsui and Sun et al. are developing infectious-disease screening 
systems using multiple biosensors that measure vital signs to identify symptomatic people 
[5, 6]. As a result of being infected, not only body temperature but also heart and respira-
tion rates increase. The system automatically detects infected individuals within 15 s by a 
discriminant function using measured vital signs. Heart and respiration rates are determined 
using a microwave radar by noncontact way, and facial skin temperature is monitored by a 
thermographic camera. By using these three parameters, the detection accuracy of the system 
improved ranged from 81.5 to 98.0% in case-control studies. This is notably higher compared 
to the conventional screening methods using only thermography.

Considering future practical applications for infectious-disease screening systems, it would 
be beneficial to build infectious-disease screening systems powered by image analysis using 
infrared cameras [12]. There are four reasons for this. (1) Infrared cameras are already used 
at airport quarantine stations around the world and are extremely versatile. (2) It is possible 
to measure vital signs by simply changing a camera’s software. (3) When vital signs can be 
measured, and symptomatic people identified by taking images with just a camera, the need 
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Figure 5. The infectious disease screening system using infrared/RGB facial-image analysis.

for quarantine can be determined using existing equipment without the need to bring in new 
devices. (4) There is a lower risk of secondary infection caused by contact with equipment, 
such as measurement devices.

A clinical evaluation was conducted to confirm the accuracy of identifications made by an 
infectious-disease screening system using infrared/RGB facial-image analysis (Figure 5). We 
used an infrared RGB camera to measure facial surface temperature, respiratory rate, and 
heart rate over a period of 10 s in a symptomatic group of 16 people (average age 36.6 ± 14.1) 
diagnosed with influenza A (seven people) or influenza B (nine people) by a physician. The 
same measurements were taken in a healthy group of 22 people (average age 43 ± 18.7). The 
identification accuracy was verified by conducting a logistic regression analysis of the symp-
tomatic and healthy groups based on the subjects’ body surface temperature, respiratory rate, 
and heart rate measured using image analysis:

piZ(x1, x2, x3) = log( = −203.27 + 0.49 x1 + 0.36 x2 + 4.68 x3 (2)1 − pi) 

p
Here, Z(x1

, x
2
, x

3) = log ( 1 −
i

p ) 
is the identification score, x

1 
is respiratory rate, x

2 
is heart rate, and 

i 
x

3 
is the body surface temperature. The results of the identification were as follows: false nega-

tives in two subjects produced misclassification, sensitivity was 87.5%, specificity was 100%, 
positive predictive value (PPV) was 100%, and negative predictive value (NPV) was 91.7%.

The goal of this study was to develop an infectious-disease screening system using infrared/
RGB facial-image analysis. Furthermore, to make this system a reality, we verified the accu-
racy and clinically evaluated measurement of respiratory rate and heart rate using infrared/
RGB images. The results confirmed that measuring respiratory rate and heart rate using infra-
red/RGB analysis makes highly accurate measurement possible.

5. Conclusion 

This chapter introduced the principles behind noncontact measurement of respiration and 
heartbeat using infrared/RGB facial-image analysis, and the applications for such measurement 
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in the detection of patients suspected to have an infectious disease were explored. Looking 
toward future practical applications, elimination of noise caused by body movement and a 
face/nose tracking function for automatic measurement of heart and respiratory rates will 
likely be added, improving the accuracy and stability of measurements, and we can expect 
this technology to be applied in a variety of ways.
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