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in how to accurately monitor environmental data and assess the change for the safe and re‐
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assessments. All submitted chapters were subjected to a peer-reviewing process. Chapters
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Abstract

In recent decades due to the negligence of groundwater management, the resources are 
degrading rapidly and have resulted in soil water stress. Owing to the role of climate 
change, now most of the environmental variables undergo variations in their dynamics 
and magnitude, and above all, arid zones suffer the greatest loss due to evapotranspiration 
and soil water stress. In order to understand the nutritional future of the most important 
agricultural regions in Mexico, this scientific contribution aims to analyze the trend of soil 
water stress in the Northern Mexico. The work emphasizes on the relationship between 
the energetic movement of groundwater and soil water stress which also includes the 
process of crop absorption that is affected by the changes in soil surface temperature and 
the geography of the region. The results reveal a positive trend that gradually leads to soil 
water stress and intensities associated with conditions of interdependence of unique vari-
ables in each valley. Global withdrawals of ground water tripled in the last 50 years with 
unequal volumes in arid zone that will definitely lead to instabilities, where sustainable 
management will be the basis of conservation to adapt to the new facies of climate change.

Keywords: groundwater, climate change, water stress, risk and agricultural valleys

1. Introduction

Worldwide, in many countries, the concerns of the productive sector on issues related to global 
warming and the consequences that current climate change could cause, especially the effects 
due to the changes in the average surface temperature of the world, will be discussed in this 
chapter. Soil and environmental temperature can significantly affect economic activities that 
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are mainly related to the agricultural sector where soil is the main source of supply for food 
sustainability which is at risk due to water stress. The situation strongly affects the developing 
countries because of scarce economic resources that make their population vulnerable and 
poor resilience when it comes to facing the phenomena related to climate change. Decades 
ago, simple observations permitted mankind to realize the changes experienced by the 
environment, preferably by the increase in the frequency of occurrence of extreme weather 
events and environmental changes. Likewise, global environmental events associated with 
global warming caused the initiation of relevant investigations that would implement dif-
ferent methodologies to evaluate the vulnerability of climate change and henceforth to bring 
in awareness among the people. The book “Training methodology to assess vulnerability to 
climate change” is a typical example of this action. Undoubtedly, the frequency of occurrence 
and extreme meteorological phenomena of the past, present, and future and the fundamental 
cause is largely due to the increases and/or decreases in the regime of precipitation and poten-
tial evapotranspiration resulting in droughts and heavy rainfall regimes. Several research 
papers have documented the disparities and influences of climate change, whereas this work 
presents the thematic behavior of the temporal variation of soil water stress in the agricultural 
zones of North Mexico. In the present investigation, climate modifying factors in reduced 
spaces are analyzed in an integrated manner which could permit the scientific community to 
focus on general concepts such as heat islands and heat waves [1, 2] as in the past, which is 
actually related to augmented temperature rise [3].

There are many documented evidences regarding the economic losses caused by extreme 
meteorological events due to climate change, for example, Colombia witnessed 1970–2000 
landslides and floods from 1970 to 2000 that caused heavy economic losses up to US $ 2.227 
million that the National Planning Department (NPD) of that country was only 2.66% of 
the National Gross Domestic Product (GDP) for the year 2000 [4]. Perilous phenomenon in 
Mexico that could cause economic losses in the future, such as those caused in other regions of 
the country, is the excessive accumulation of cloud systems around the great mountains in the 
south of the country, preferably over the southern mountain ranges of Oaxaca and Chiapas, 
and also in the Northwest on the eastern and western Sierra Madre Oriental and Occidental. 
Several satellite images have also represented an increase in the spatial and temporal distri-
bution of cloud systems (mostly clusters) that can reach up to size of a cyclone. The cloud 
accumulations before the presence of sufficient humid air initiate their route toward their 
distinct stages resulting in precipitation. However, irregular precipitations due to climate 
change can be considered to be the vital reasons that could increase the ambient and soil 
surface temperatures.

Specifically, in the mountain ranges of Sierra Madre Occidental and Oriental, the cloud 
clusters begin to group and tend to grow vertically to reach their mature state during the 
afternoons and later they begin to propagate throughout the region, but when crossing the 
great mountain ranges of the Sierra Madre, they form storms with intense lightning and 
up to the possible presence of hail. During the propagation, the clusters are conglomerated 
in large cloud systems of extensive oval shapes that can be observed by infrared satellite 
images. Likewise, the similar type of occurrences on August 23, 2010 caused heavy rains in the 
Papaloapan River Basin situated in the southeast part of Veracruz State, Mexico was observed, 
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which eventually resulted in the accumulation of large oval cumulus systems during the same 
time period causing electrical storms that by the end of August ensued large floods in the 
Tlacopalcan community of the same state. Given the damage caused, there is no doubt about 
the importance of continuous monitoring of meteorological phenomena by means of available 
resources, and that the evolution and trajectory of the meteorological events must be tracked, 
in order to anticipate possible damage and take right decisions immediately. However, cur-
rent meteorological studies do not reach such magnitudes of tracking, but with state-of-the-
art technology developed in Mexico, satellite imageries and high-end monitoring techniques 
can provide early alerts and prevent risks from fires, severe storms, hurricanes, and also infra-
red satellite images can track the trajectory of a tropical storm in real time [5]. It is important 
to highlight that there are many scenarios in Mexico where the historical levels of diverse 
phenomena related to extreme meteorological events are surpassed; and most of them occur 
in regions which have experienced the rainiest periods in their histories leading to massive 
floods in the agricultural areas affecting the economy. Otherwise, the phenomenon can also 
occur in regions with absence of precipitation face drought scenarios such as those found in 
the northwest of the country facing Gulf of California. Regardless of the conditions caused by 
climate change, increase in the frequency of extreme meteorological activities always affects 
the economy and GDP of a country as climatic variability in great proportions distresses dif-
ferent productive sectors. Several studies at the regional level indicate that agriculture and 
rural development are severely affected, especially during the presence of the El Niño and 
La Niña phases; that increase or decrease in the climatic anomalies in large proportions bring 
floods, landslides in cultivated lands, proliferation of diverse pests, expansion of diseases, 
changes in the vegetative cycles of crops that are commonly enabled to the repeated ways of 
practicing agriculture, the seasonality of crops and production. Agriculture largely depends 
on the rainfall regime, soil surface and ambient temperature, and the soil conditions.

Therefore, it is logical to think that in places where climate change effects are observed, it 
can be inferred by the presence of environmental damages, so this would be the areas where 
the responses of soil due to climate change have to be defined, considering that soil, air, and 
temperature are in equilibrium. The large coastal plains of Northwest Mexico located along 
the Gulf of California encompassing the states of Sonora, Sinaloa, and Nayarit are the regions 
in which changes have been observed and reported for a long time due to the increased occur-
rences of extreme meteorological events. In the present work, the abovementioned regions 
are considered to be regions where geography intervenes to the formation of meteorological 
events. So, in this work, it is assumed that the environmental interventions due to climate 
change are directly proportional to the local geographical conditions that aid the formation of 
extreme meteorological events described above. That is the reason why we selected a coastal 
region of the state of Sinaloa to raise the objective of determining the change in water stress 
with respect to time [  ∆ Eh (x, t)  ]     in the soil of the valley of Guasave better known as “The agri-
cultural heart of Mexico.” The region is predominantly agricultural in which the subsoil has 
undergone agricultural pressure continuously since the 1960s due to the growing technolo-
gies and ideals set by the “Green Revolution.”

In order to achieve the objective, data available from CONAGUA and the Environmental 
Engineering research group of CIIDIR-IPN-Sinaloa were analyzed and processed; in relation 
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to the intrinsic variables of the agricultural land possibly affected by extreme meteorological 
events. The temporal space variation of  ∆ Eh (x, t)   was measured based on the criteria of Medrano 
et al. [6] and conditioned to the methodological approaches of Sánchez [7]. The results can 
significantly measure over effects that could cause changes in the internal structure of the soil 
subjected to local climatic changes that could significantly affect the ways in which various 
crops exploit the H2O resource for its development in the area possessing climatic conditions 
ranging from arid to semi/arid.

The investigation is justified by the mere fact of the latent presence of the meteorological 
phenomenon that currently occurs in both Sierra Madre Occidental and Oriental that causing 
rare meteorological events and forcing to carry out agriculture unceasingly under high risk.

2. Methodology

Among the three states of the Northwest Mexico (Sonora, Sinaloa, and Nayarit), a coastal agri-
cultural region of Sinaloa State, Guasave, was selected for the present study. Located in the 
Northwest part of Sinaloa State, the region elucidates a long history of agricultural practices 
even from the period of “Green Revolution” (Figure 1). Due to its agricultural history, high pro-
ductivity, and high-end technology, the area represents the incursion of large foreign currency 
into the Mexican economy, which have been the fundamental bases to be called “The agricul-
tural heart of Mexico.” The region consists of soils with diverse granulometric extents originated 
by the geological processes derived from different episodes that date from the Late Oligocene, 
the Middle Miocene (25–15 million years ago), and late Pliocene (<5 million years ago) and the 
current Quaternary [8]. The region also characterizes intermountain relief and coastal valleys.

The variation in the present-day relief started approximately in the altitudinal elevation of 
1800 m, in the eastern limit of the Sierra Madre Occidental (natural barrier that protected 
Mexico against the dangerous tropical hurricane Patricia in mid-October 2015, formed by a 
tropical disturbance south of the Gulf of Tehuantepec). A transition towards the high plateau 
is characterized by a steep decline governed by an abrupt slope tending toward the Gulf 
of California and the Pacific Ocean until reaching the coasts at a regular altitude varying 
between 14 and 40 m above sea level. Specifically, to the North of the Sierra Madre Occidental, 
geological processes have resulted in an average altitude of 1400 m above mean sea level [9]. 
Henceforth, the area is made up of extensive agricultural coastal plains, and precisely the 
valley of Guasave constitutes slow and continuous flows of River Sinaloa streams of Ocoroni, 
Cabrera, and San Rafael; where the last three streams discharge into the Gulf of California. 
According to recent studies on the interpretation of geophysical data of geo-electric type [10], 
as a hydrogeological unit, the system is sometimes treated as a free aquifer that is commonly 
exploited and represents the regional geology which could be observed in varying depths 
where the hydraulic works are drilled [11].

Due to the changes in the environmental temperature, the increase and/or decrease of the 
precipitation regime, the presence of global warming and the consequences of climate change, 
some of the considerations of the criteria of Medrano et al. [6] were taken into account in order 
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to justify this investigation related to the ways in which a soil is stimulated ∆Eh (x, t). Given 
the presence and absence of the precipitation regime, it is considered that an environmental 
scenario can be altered under the behavior of the main factors that modify the climatic condi-
tions in a reduced and closed space, and such a scenario was constructed in this investigation 
taking into account that the local geography is the fundamental cause that intervenes the 
modification of the main climatic factors. The important evidence that integrates these main 
climatic factors is to consider that it is a continuous system that fills everything within a 
closed space, that is, each of the variables measured at each point of the continuous system 
is the result of the volumetric response of the matter before the intensity of each variable 
that occurs within a closed space and continuous, in order to modify the factors that govern 
climate change and resulting in dissimilar soil conditions ∆Eh (x, t).

Since each continuous system fills every space it occupies, the magnitude of the variables that 
described ∆Eh (x, t) is the total response of effects on the matter or mass measured. Therefore, 
the accurate measurements of different variables that intervene in the modification of climate 
change and soil conditions were evaluated in the present study. The processes to characterize 
(physiological response of crops to water flow, capacity, and volume of each soil to store 
water and climatic conditions), were selected according to the criteria of Medrano et al. [6] 

Figure 1. Coastal agricultural valley of Guasave, Sinaloa, Northwest Mexico.
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and various continuous variables were measured. Understanding the different physiological 
processes that govern water flow in plants allows us to estimate the efficiency of plants to 
manage water surplus and shortages. The density and depth of each plant species determines 
the water hold capacity of soil with respect to the total available water. However, the climatic 
conditions regulate the actions in which the plants need water and are strongly defined by the 
evaporation of the soil and in the same way by the atmospheric demand of how a soil requires 
water. The arguments by which the above criteria were selected was due to the fact that their 
variables can converge in an interdependent way and describe most of the processes that 
plants require during their development and growth, but also because they take into account 
a set of variables that intervene in the description of the physical state of the soil and which 
allows to act as indicators to estimate the behavior of ∆Eh (x, t).

The following is a brief description of the variables that intervene in the previous criteria and 
justifies the reason why they were taken into account in the definition of ∆Eh (x, t).

In the first criterion, the variables that intervene in the physical, chemical, and physiologi-
cal processes inside and outside the plants are addressed and correspond to the variables 
that integrally give an ideal representation of the mechanisms that govern the water fluids. 
Therefore, it was considered that these variables define the availability of water resources, the 
humidity of both the soil and the environment. The variables considered were the depth at 
which the groundwater table is located in the aquifer as this distance is defined according to 
the internal and porous structure of the subsoil by 80% in the presence of the surface moisture 
of the soil and the moisture of the environment.

Regardless of the fact that a change in the precipitation regime is the one that can largely 
define the presence and/or absence of both surface and groundwater resources, this process 
does not result in a significant change in the internal structure of the subsoil at great depths 
and influences the physicochemical properties that would occur only in the structure of the 
superficial parts of the soil. Henceforth, within the aquifer, there are no significant changes 
in the ways in which advection processes can occur simply because no changes occur in the 
internal structure that defines the properties in which the advection occurs, to mention a few; 
storage coefficient, porosity, transitivity, hydraulic conductivity, among others; which will be 
discussed in the following criteria. Nevertheless, the foregoing, significant changes may occur 
due to the intensity and long periods of rain affecting the surface soils and within the aquifer, 
the changes would occur in relation to the magnitude of the intensity of the flows and quanti-
ties of existing fluids during the transportation processes in the porous medium. Therefore, it 
was taken into account that the magnitude of the following variables is those that contribute 
greatly to the existence of water flows and directly related to the temporal space variation of 
the depth of the static level of a region.

In the second criterion, the soil scenarios in which the crops are grown are also directly related 
with the internal structure of the soil and/or with the potential of each soil to exercise agri-
culture. Texture is one of the main variables that define the granulometric variation of each 
soil, degree of characterizing its structure type from thin to thick; that allow plants with the 
facility to extend their roots to the length of the subsurface horizons and are associated with 
the potentiality of crop development. Other variables that develop a crop into plant and aid 
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in water storage are porosity (ϕ), hydraulic permeability (K), and transitivity (T) of the water 
resource through the porous medium that defines in a great way the opportunities of develop-
ment of the crop and the amount of water required by the soil based on the availability of water, 
that could be altered by the presence of ∆Eh (x, t). Continuous water flow received by a plant 
is determined by T and ϕ of the subterranean environment, which according to Villanueva 
and Iglesias [12] T must be in a range of 500–1000 m2/day. So, this research was based on the 
fact that the variables that define the development opportunities of a crop in terms of what is 
required to a high availability and/or absence of the water resource in the porous medium and 
in the plant would be the variation in the abovementioned parameters. Several field works 
were carried out in the area to define the variation of surface geology and to set up a monitor-
ing network of 42 wells where the monthly sampling of water at different depths and soil for 
every 2 m was performed. Laboratory measurements were carried out to evaluate the porosity, 
transitivity, and hydraulic permeability in the saturated and unsaturated zone of the free and 
confined aquifer.

The third criterion was selected because it indirectly contemplates for its occurrence which 
includes the effects of the amount of radiation, humidity (absolute and relative), environmen-
tal temperature, and wind speed, which can be altered due to global warming, changes in 
the rainfall, and climate regime of a region. Regarding the modification produced by climate 
change, the criteria of Sánchez [7] were taken into account to select the factors that have enor-
mous consequences on any climatic parameter and that depend on geography and that the 
literature considers them as the main regional climate modifiers. The modifying factors in 
a closed system that favor climate change were observed to be absolute height (ah), relative 
height (rh) or location, latitude (Lat), longitude (Long), exposure (Ex), and local continentality 
(Ct). The consideration by which we took into account these factors that can lead to climate 
change within a closed system was due to the fact that as a whole are the factors that depend 
on the local geography and can produce climatic mutations in a reduced space. Whereas in an 
open system, mutations are caused by the general circulation of the atmosphere (GCA) and 
they are generally very small and reduced to the degree which almost become nonexistent in 
such a short distance. Reduced climate change effects, unlike those that occur on a large scale, 
are favored by the conditions of the GCA, geographical factors, the shape of continents, and 
the action of the oceans. Therefore, the present investigation constitutes a basis to consider 
climate change as the sum of the set of microclimates influenced by closed spaces that func-
tion independently according to the local conditions and to the behavior of the main climate 
modifying factors already mentioned. Such climate modifiers are those that regulate the pres-
ence of water in a region, and according to the granulometric constitution of the soil, they 
would be those that as a whole affect the variations of the phreatic depth of the aquifer that 
regulates the presence or absence of environmental and soil humidity. Therefore, this work 
focused precisely on the exhaustive measurement of the phreatic depth in order to compre-
hensively describe the behavior of ∆Eh (x, t) considering other factors of vital importance of 
the soil, such as Tx and ϕ. The global climate change can be considered as a real representa-
tion of the climatic behavior at greater scales or by means of the summation or integral that 
makes a more complete estimate about the changes that occur globally. To understand this 
approach, it is important to establish that the main profound changes experienced by climate 
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that integrally give an ideal representation of the mechanisms that govern the water fluids. 
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variables in a relatively closed area such as the Guasave Valley have a behavior that responds 
differently according to their geographical factors and directly influences the thermal and 
fluviometric conditions. In this study, ∆Eh (x, t) is considered as a relative system as absence 
and/or extreme excess of water in the soil can be considered already engrossed in the process 
of ∆Eh (x, t) and its behavior cannot be estimated through a simple statistical correlation or 
factor thresholds, but rather with the use of a complex statistical analysis, in which all the 
variables intervene and the interdependence and percentage contribution, with which the 
influence of each variable of the Medrano et al. [6] criteria can be described in an accurate 
way. The factors or variables are also influenced by the geographical effects according to a 
representative function (ψ (x,t)) of the integrated behavior of the system ∆Eh (x, t) in which 
the temporal space variation is the summation of the behavior of each variable as defined by 
the equation  Eh (x, t)  =  ∮ 

to
  tn    ψ  (x, t)  dx , which integrates the changes occurred due to climate change 

in a closed system, where to and tn represent the change in time in the matter and that have 
effects on each variable to understand the intensive properties caused by climate change and 
as a whole can be considered as an extensive property as a function of time through each 
function ψ (x,t). The integral equation of the functions ψ (x, t) presents extensive properties 
in the matter that in this case is the soil and that in an integrated way the set of variables are 
those that define the response of ∆Eh (x, t) and the contribution of each of these is described 
mainly by the weight of each of the variables inside and outside the system. Furthermore, 
if the property of the material can be extensive in time, if and only if it is governed by the 
behavior of the previous equation, it can be said that the effects caused by climate change 
respond to two properties in the matter that is associated to “the intensive property given by 
the variables and the extensive property given by the effects of climate change.” In this case, 
according to the principle of continuity, the intensive properties are the variables resulting 
from continuous interaction of climate change with the matter resulting in different condi-
tions of ∆Eh (x, t), whereas extensive properties refer only to the effects that take place in the 
set of all the variables before the intrinsic properties of the soil and they result in the total 
presence of ∆Eh (x, t). Thus, the relationship presented is an integral function that defines 
an intensive property and establishes a one-to-one correspondence between extensive and 
intensive properties. In particular, if the values of the integral function are vector, then the 
corresponding extensive function will also be vector. It should be noted that there are differ-
ent ways to define an intensive property and, in our case, we have defined it as the property 
that has the effects of climate change per unit volume.

From the physical point of view, the basic hypothesis to formulate this investigation was “The 
balance of the extensive properties in the theory of the systems of the continuous flows and of 
the variables that interact with the matter, as a whole converge to define an integrated manner 
both in closed and open systems the effects produced by climate change” whose numerical 
analysis will be established through the type of system (closed and/or open) and its mass bal-
ance can be obtained through the premise “any variation of the extensive property caused by 
the changes in matter due to climate change is the result of what is generated or destroyed 
within the body or mass and of what enters or leaves through its borders.” Given that the effects 
caused by climate change depend on the main geographic factors that regulate the climate 
of each region, precipitation, and environmental temperature, their respective magnitudes 
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were concentrated in a database to position the variables according to the three criteria of 
Medrano et al. [6] and according to the territorial extension. To perform the measurements of 
the variables involved in the description of ∆Eh (x, t), a monitoring network of 660 wells was 
established. Because of the costly, laborious, and/or simple that it was to obtain the sample 
and how difficult and/or easy to access, from the general network in a random way, 42 wells 
were selected, which were taken monthly at every 2 m of depth. Water and soil samples were 
transferred to the laboratory to measure the physical and granulometric characteristics, respec-
tively. Following the techniques of Bouyocus and paraffin, the values of Tx and ϕ, respectively, 
were determined. In the network of 42 wells using the simplified Theis method, pumping tests 
were carried out to estimate the magnitudes of T, S and K, while in the network of 660 wells, 
we used an electrical probe to measure the phreatic depth and at the same time the height 
of the curb of each hydraulic work was also determined. With the measurements of phreatic 
depth and height of the curb, the hydraulic load (H) was obtained in each well and using 
Darcy’s Law, the regional hydraulic gradient (∇.H) was obtained from well to well; and thus, 
through the interpolation of data by means of a Kriging, maps were prepared that indicate the 
preferential direction of the groundwater flow from the recharge zones to the discharge zones.

During the field trips, the locations of the wells in both the networks were estimated using dif-
ferential GPS. The temporal variation of the solar radiation was also measured using a pyrom-
eter. Although a good number of variables were measured to understand the dynamics of 
∆Eh (x, t), the statistical analysis was focused on the description of the behavior of the phreatic 
depth of aquifers, since it was considered as one the most important variable responsible for 
the volumetric exchanges of H2O between the aquifer and the surface; besides the absence and/
or presence of this in the porous structure of the soil, in the plants as well as in the environ-
ment. Therefore, the proximity or phreatic distance was considered directly proportional to 
the moisture potential of plants. To describe the behavior of the zone of saturation, statistical 
measurements of central tendency, noncentral position, and dispersion were used [13]. The 
measures of central tendency used were Mean (    ̄  X    )  ,   Median (Me), Kurtosis (Ks), and the disper-
sion of range of variation   ( X  

min, 
   X  

max
  )  , Standard deviation (  σ  

0
   ), and Variance (σ2). The statistical 

measures carried out using the software STATISTICA (version 7.0) and the interpolations to 
obtain the equipotential curves of the variables were done using SURFER (version 10.0), where 
the latter formed to be the fundamental basis for the preparation of the final maps attached 
to the regional urban trace. Final details were elaborated using the program Corel Draw X6.

3. Results and discussion

To meet the first criterion of Medrano et al. [6] for the presence and/or absence of surface 
humidity in the soil and in the environment, indistinctly of precipitation, the results of the 
spatial variation of the phreatic depth are discussed. The phreatic depth variation from the 
measures of central tendency presented an irregular spatial behavior along the valley with 
respect to the average value obtained from the dataset in the network constituted by 660 wells 
from the coast to the mountain areas. The central tendency measurements marked somewhat 
similar values for    ̄   X ¯     and   M  

e
    equivalent to 5.88 and 5.61 m; measures of central tendency did not 
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variables in a relatively closed area such as the Guasave Valley have a behavior that responds 
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were concentrated in a database to position the variables according to the three criteria of 
Medrano et al. [6] and according to the territorial extension. To perform the measurements of 
the variables involved in the description of ∆Eh (x, t), a monitoring network of 660 wells was 
established. Because of the costly, laborious, and/or simple that it was to obtain the sample 
and how difficult and/or easy to access, from the general network in a random way, 42 wells 
were selected, which were taken monthly at every 2 m of depth. Water and soil samples were 
transferred to the laboratory to measure the physical and granulometric characteristics, respec-
tively. Following the techniques of Bouyocus and paraffin, the values of Tx and ϕ, respectively, 
were determined. In the network of 42 wells using the simplified Theis method, pumping tests 
were carried out to estimate the magnitudes of T, S and K, while in the network of 660 wells, 
we used an electrical probe to measure the phreatic depth and at the same time the height 
of the curb of each hydraulic work was also determined. With the measurements of phreatic 
depth and height of the curb, the hydraulic load (H) was obtained in each well and using 
Darcy’s Law, the regional hydraulic gradient (∇.H) was obtained from well to well; and thus, 
through the interpolation of data by means of a Kriging, maps were prepared that indicate the 
preferential direction of the groundwater flow from the recharge zones to the discharge zones.

During the field trips, the locations of the wells in both the networks were estimated using dif-
ferential GPS. The temporal variation of the solar radiation was also measured using a pyrom-
eter. Although a good number of variables were measured to understand the dynamics of 
∆Eh (x, t), the statistical analysis was focused on the description of the behavior of the phreatic 
depth of aquifers, since it was considered as one the most important variable responsible for 
the volumetric exchanges of H2O between the aquifer and the surface; besides the absence and/
or presence of this in the porous structure of the soil, in the plants as well as in the environ-
ment. Therefore, the proximity or phreatic distance was considered directly proportional to 
the moisture potential of plants. To describe the behavior of the zone of saturation, statistical 
measurements of central tendency, noncentral position, and dispersion were used [13]. The 
measures of central tendency used were Mean (    ̄  X    )  ,   Median (Me), Kurtosis (Ks), and the disper-
sion of range of variation   ( X  

min, 
   X  

max
  )  , Standard deviation (  σ  

0
   ), and Variance (σ2). The statistical 

measures carried out using the software STATISTICA (version 7.0) and the interpolations to 
obtain the equipotential curves of the variables were done using SURFER (version 10.0), where 
the latter formed to be the fundamental basis for the preparation of the final maps attached 
to the regional urban trace. Final details were elaborated using the program Corel Draw X6.

3. Results and discussion

To meet the first criterion of Medrano et al. [6] for the presence and/or absence of surface 
humidity in the soil and in the environment, indistinctly of precipitation, the results of the 
spatial variation of the phreatic depth are discussed. The phreatic depth variation from the 
measures of central tendency presented an irregular spatial behavior along the valley with 
respect to the average value obtained from the dataset in the network constituted by 660 wells 
from the coast to the mountain areas. The central tendency measurements marked somewhat 
similar values for    ̄   X ¯     and   M  

e
    equivalent to 5.88 and 5.61 m; measures of central tendency did not 
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provide an adequate description of the set of measurements that defined the spatial distribu-
tion of phreatic depth in the Valley, and could not give an exact description of the variation 
of this parameter; however, because the phreatic depth values turned out to be superficial, it 
can be regarded as a potential indicator of the evidence of  Eh (x, t)   type saturation in most of the 
soils of the study area. The values of   X  

min, 
    X  

max
    were 0.94 and 16.17 m, respectively, whereas the 

variability or dispersion of the variance was observed to be   σ   2   = 10.34 m and   σ  
0
    = 3.21 m with  

 E  σ  
0
   = 0.03, which was relatively low.

The values of   σ  
0
    were accepted to be less than the values for    ̄   X ¯     and   M  

e
   , situation observed by the 

symmetry of the phreatic distribution along the valley with the magnitude of 2.54 presented 
the distribution of  Ks .   σ  

0
    showed a less value, so in general terms, the data collected were 

considered adequate for the information process. The spatial variation of the phreatic depth 
is presented in Figure 3 and the lesser values of the phreatic depth ranged from 1 to 5 m with 
parallel alignments to the coast line and in the preferential direction of NW-SE revealing the 
protuberances of the Sierra Madre Occidental. These conditions of low depth represent the 
presence of a high environmental humidity; however, it is also indicative of high saturation 
states in the internal structure of the soil and in turn the presence of  ∆ Eh (x, t) ,  in which the 
soils by proximity to the sea in the presence of an intrusion phenomenon are no longer apt 
for practicing agriculture. In turn, the spatial configuration of the phreatic zone allows us to 
observe soils in transition to the presence of  ∆ Eh (x, t)   and that could be considered as a future 
risk. Nonetheless, the foregoing, before the most important factors that modify the climatic 
conditions of a closed environment, it is important to take into account the superficial granu-
lometric variation of the soil that may constitute its full conservation or its ease of destruction, 
and which is defined respectively by the magnitudes of  Tx  and ϕ; also indicate the potential 
of the soil to retain H2O, so they are both directly related to the field capacity of the soil that 
is an indicator of the amount of water moisture that the soil requires after being completely 
saturated, may be it has been wetted and drained with respect to the topographic slope until 
again the water potential stabilizes its action that lasts from 1 to 2 days (24–48 h).

There are evidences that at the depth at which the phreatic zone is located, a very specific 
humidity condition will be defined in the environment that is directly proportional to its 
depth, i.e., there is a linear and direct relationship with soil moisture. Due to the above condi-
tions, increases and decreases in the water table of a zone like those observed in Figure 2 can 
represent a direct relation to the period of time without precipitation, where  Tx  and ϕ play an 
important role in the filtration/runoff interaction, being greater and faster the response the 
shorter is the period. Similarly, considering the logic to a hydrological response of the soil of 
a valley in the presence of rainfall, it is expected that the phreatic zone will vary in large scale 
depending on the time in which the rain occurs with respect to the previous period, and this 
hydrological response of the soil has increased to the extent that there are increases in phre-
atic zone, or decreases before the decrease; therefore, the speed of the believed hydrological 
response will depend on the forms of how  Tx  and ϕ permit it.

In Figure 3(A), the spatial distribution 660 wells where the measurements of the depth of 
the water table (m), hydraulic conductivity (K, m/s), transmissivity (T, m2/s), curb height (hb, 
msnm), hydraulic load (H, dimensionless), and hydraulic gradient (∇.H) are presented. The 
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last three parameters were important in the determination of the piezometric map indicating 
the preferential direction of the waters in the subsoil. In part B, of the same Figure 3, the moni-
toring network of 42 wells selected from the general network is shown, under the consideration 
that there is an ease in the road and gaps to achieve access to the wells and facilitate the transfer 
of samples to the laboratory to perform the determination of the texture parameters (Tx, dimen-
sionless) and porosity (ϕ, %) of the soil. Parts C and D of Figure 3 present the map of the spatial 
distribution of the parameters Tx and ϕ measured in the laboratory. The last two maps are the 
result of the “Kriging” type interpolation made in the SURFER 10.0 computer program.

The reason why a wide network of 660 wells was selected was due to the fact that it was con-
sidered to have a greater control in the phreatic depth of the aquifer due to the fact that most 
of the water is concentrated throughout the year, and it is with respect to the phreatic depth. 
This network constitutes a constant and important source of water volumes that intervene in 
the content of the environmental and soil humidity, as well as large volumes of water for the 
ETP processes occurring between the plant and the soil.

Figure 2. Spatial variation of the depth of the static level ( Phreatic depth , m), configured for 2018 using 660 available wells 
for both human consumption and agricultural use (wells and deep agricultural wells) from the coastal zone of the Sierra 
Madre Occidental.
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atic zone, or decreases before the decrease; therefore, the speed of the believed hydrological 
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last three parameters were important in the determination of the piezometric map indicating 
the preferential direction of the waters in the subsoil. In part B, of the same Figure 3, the moni-
toring network of 42 wells selected from the general network is shown, under the consideration 
that there is an ease in the road and gaps to achieve access to the wells and facilitate the transfer 
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distribution of the parameters Tx and ϕ measured in the laboratory. The last two maps are the 
result of the “Kriging” type interpolation made in the SURFER 10.0 computer program.

The reason why a wide network of 660 wells was selected was due to the fact that it was con-
sidered to have a greater control in the phreatic depth of the aquifer due to the fact that most 
of the water is concentrated throughout the year, and it is with respect to the phreatic depth. 
This network constitutes a constant and important source of water volumes that intervene in 
the content of the environmental and soil humidity, as well as large volumes of water for the 
ETP processes occurring between the plant and the soil.
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Figure 3(C) and (D) represents the spatial behavior of the equipotential curves for the values 
of Tx and ϕ, both obtained in the laboratory with their respective techniques. Since most of 
the crops in the valley are concentrated in the central areas of the valley, in the search of the 
best representation for Tx and ϕ, it was decided to have the majority of the wells distributed 
in random form in the central area as presented in Figure 3(B). Figure 3 presents the spatial 
variation of Tx for which a scale was established, ranging from 1 to 11, which allowed to 

Figure 3. (A) General monitoring network of 660 wells selected randomly for the study (B) 42 wells selected for the 
measurements of textural parameters and porosity of the soil; (C and D) show the behavior of the spatial variation 
through the equipotential curves of textural parameters and porosity.
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analyze the granulometric variation that goes from the most compact, through the soils of 
intermediate type until reaching the lowest content of cement: (1) clay, (2) sandy clay, (3) silty 
clay, (4) clayey-sandy mudstone, (5) clayey mudstone, (6) clayey-silt mudstone, (7) sandy 
mudstone, (8) mudstone, (9) silty mudstone, (10) silt, and (11) sand. If it is taken into account 
that the soils have the highest concentration of cement between their grains, they are soils that 
have a tendency toward low values of K, T, and S, so this type of soil will be revealed in the 
drought seasons.

According to the values of  ϕ  (Figure 3(D)), a heterogeneity will be exhibited due to the high 
values of K allowing the soil to reach scenarios of  ∆ Eh (x, t)   of high water saturation or low values 
of  ϕ  with low  K  values that tend to be completely dry. Therefore, correlations between inten-
sive and expansive processes in the gradual scenarios of  ∆ Eh (x, t)   can be represented through 
the following multiple and interdependent correlations [ tx vs . K vs . Φ vs . T vs S ]. It is also important 
to mention that the porous medium and its changes with respect to its internal structure 
are made in a slow way and are minimal changes that may occur over long periods of time; 
however, in the presence of extreme meteorological events, soils present erratic portrayals.

Despite the slowness with which the internal structure of the soil occurs, a scenario of 
drought or saturation of its internal structure is highly conditioned to the availability of water 
resources, and the aforementioned multiple interdependent correlation would be dominated 
exclusively by a scenario of drought or saturation, with all the intrinsic parameters of the soil 
to be defined  ∆ Eh (x, t)   under the availability of water resources. In the map of  Tx , in Figure 2(C), 
an alignment in the direction NE-SW parallel to the flow of river sediments with the tendency 
of belonging to sandy soils can be observed, also the similar scenario is repeated in the area 
located to the NW and in some areas of the coastal zone. The clayey soils are observed to be 
distributed concentrically along the valley, which indicates isolated basin lines where the 
water is concentrated to drain quickly toward the tributaries of the area, not allowing the soils 
a strong interaction with the water resource which also puts them at risk of being dry. The 
region is partially covered by alluvial materials and fluvial deposits of the Quaternary, which 
occupy the subsoil of the entire region with variable thicknesses, heterogeneous in terms of 
lithology, degree of cementation, and hydraulic characteristics.

Figure 4 represents the water availability (mm3) in the valley. The statistical measurements in 
the distribution for the central tendency of the data describing the availability of H2O showed 
values for   x ¯    = 1337.92 mm3 and   M  

e
    = 1095.91 mm3, with very significant variations among 

each other; so, this type of measures of central tendency revealed the first approximation that 
the values of the distribution do not meet with a dominant or preferential tendency toward 
the minimum or maximum values of the whole distribution and propitious to reach in a grad-
ual way the different scenarios of  ∆ Eh (x, t)  . Water availability measurements are an indicator of 
the existence of a marked variation in the availability of the H2O resource within the aquifer, 
which controls the presence of moisture in the soil and environment. The observations were 
complemented by the statistical dispersion and noncentral measurements,   X  

min
    = 109.12 mm3;   

X  
max

    = 3194.33 mm3;   σ   2   = 599082.97 mm3;   σ  
0
    = 774 mm3 (defined by  E  σ  

0
   =  8.2), and  Ks  = 2.5. The 

manifestation of   σ   2   and high   σ  
0
    above 50% in the values of   x ¯    and   M  

e
    define a different avail-

ability of the water resource from one place to another, in such a way that the soil can have 
different values of absolute and relative humidity in the states of  ∆ Eh (x, t)  .
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Figure 3(C) and (D) represents the spatial behavior of the equipotential curves for the values 
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the crops in the valley are concentrated in the central areas of the valley, in the search of the 
best representation for Tx and ϕ, it was decided to have the majority of the wells distributed 
in random form in the central area as presented in Figure 3(B). Figure 3 presents the spatial 
variation of Tx for which a scale was established, ranging from 1 to 11, which allowed to 
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analyze the granulometric variation that goes from the most compact, through the soils of 
intermediate type until reaching the lowest content of cement: (1) clay, (2) sandy clay, (3) silty 
clay, (4) clayey-sandy mudstone, (5) clayey mudstone, (6) clayey-silt mudstone, (7) sandy 
mudstone, (8) mudstone, (9) silty mudstone, (10) silt, and (11) sand. If it is taken into account 
that the soils have the highest concentration of cement between their grains, they are soils that 
have a tendency toward low values of K, T, and S, so this type of soil will be revealed in the 
drought seasons.

According to the values of  ϕ  (Figure 3(D)), a heterogeneity will be exhibited due to the high 
values of K allowing the soil to reach scenarios of  ∆ Eh (x, t)   of high water saturation or low values 
of  ϕ  with low  K  values that tend to be completely dry. Therefore, correlations between inten-
sive and expansive processes in the gradual scenarios of  ∆ Eh (x, t)   can be represented through 
the following multiple and interdependent correlations [ tx vs . K vs . Φ vs . T vs S ]. It is also important 
to mention that the porous medium and its changes with respect to its internal structure 
are made in a slow way and are minimal changes that may occur over long periods of time; 
however, in the presence of extreme meteorological events, soils present erratic portrayals.

Despite the slowness with which the internal structure of the soil occurs, a scenario of 
drought or saturation of its internal structure is highly conditioned to the availability of water 
resources, and the aforementioned multiple interdependent correlation would be dominated 
exclusively by a scenario of drought or saturation, with all the intrinsic parameters of the soil 
to be defined  ∆ Eh (x, t)   under the availability of water resources. In the map of  Tx , in Figure 2(C), 
an alignment in the direction NE-SW parallel to the flow of river sediments with the tendency 
of belonging to sandy soils can be observed, also the similar scenario is repeated in the area 
located to the NW and in some areas of the coastal zone. The clayey soils are observed to be 
distributed concentrically along the valley, which indicates isolated basin lines where the 
water is concentrated to drain quickly toward the tributaries of the area, not allowing the soils 
a strong interaction with the water resource which also puts them at risk of being dry. The 
region is partially covered by alluvial materials and fluvial deposits of the Quaternary, which 
occupy the subsoil of the entire region with variable thicknesses, heterogeneous in terms of 
lithology, degree of cementation, and hydraulic characteristics.

Figure 4 represents the water availability (mm3) in the valley. The statistical measurements in 
the distribution for the central tendency of the data describing the availability of H2O showed 
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the values of the distribution do not meet with a dominant or preferential tendency toward 
the minimum or maximum values of the whole distribution and propitious to reach in a grad-
ual way the different scenarios of  ∆ Eh (x, t)  . Water availability measurements are an indicator of 
the existence of a marked variation in the availability of the H2O resource within the aquifer, 
which controls the presence of moisture in the soil and environment. The observations were 
complemented by the statistical dispersion and noncentral measurements,   X  
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Figure 4 presents the North and Northwest part of recharge of the area, as well as the dis-
charge area that is mostly located toward the most important water tributaries; the recharge 
was observed to be 1600 mm3 and reaches a volume of up to 3200 mm3.

The marked variation in the water availability of the central area of the valley is most probably 
to the sedimentary terrain of the region. High volumetric imbalance in the storage coefficient 
can be related to the high demand for groundwater that has always existed in the region due 
to extensive agriculture practices, livestock, and trade business. It should be noted that these 
soils, due to their varied granulometric composition, are the soils that are preferred in agricul-
tural activities because they allow diversity in the types of crops of commercial interest whose 
productivity provides guarantees of having diverse products throughout the year.

Differences in the agricultural activity governed by different types of soils throughout his-
tory have been favored by a superficial sedimentary geology in which the water tributaries 
play an important role in the formation of its granulometric efficiency. In the present study, 
soils are mostly characterized by a silty-sandy mudstone and silty-clay mudstone, making 
them suitable for agricultural activities as they permit water content in the pores that have 
no tendencies toward positive values and extreme negatives of being able to store H2O in 
its structure and are suitable for any type of crop growth. The variations that exist in the 
availability are relatively of small gradient (approximately 200–300 mm3 for every 2–3 km), 
defining the area as high risk tending to the presence of  ∆ Eh (x, t)   primarily subjected to water 
availability; however, in a previous year, a scenario with high intensities of precipitation 
had been presented.

Figure 4. Spatial variation of the available water resource in the aquifer of Sinaloa river valley.
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4. Conclusion

The current increase in temperature and changes in weather conditions had significant impact 
on the rainfall. The absence/increase of rainfall has possibly been resulted in flooding and/or 
drought. The soil in these regions has faced different “stress states” depending on the rain-
fall. So, it is always important to know its current response to the new precipitation regimes, 
in order to identify the porous internal structure and the current potential to store the water 
resources. Usually, the development of crops is based on the presence of maximum or mini-
mum H2O retention scenarios and/or absence of the relative and absolute humidity. One of the 
methods by which they form extreme meteorological events as mentioned in the introductory 
part, it is directly associated with the formation of cumulus clouds. Occurrence of meteorologi-
cal events increases when the clouds reach mature stage that causes high cumulus densities 
to accumulate in the atmosphere by setting the surrounding areas at risk with the continuous 
manifestation of high rainfall and droughts. It occurs mainly in the presence of humidity in 
the environment. Continuous accumulation phenomena of cumulus clouds and the saturation 
of the ground that caused increases in the conditions of  ∆ Eh (x, t)   depend on the soil moisture 
condition, the behavior of the water table, surface and subsurface processes of the soil, and 
the environment. Thus, it is important to know the conditions in which it can develop the 
magnitude of  ∆ Eh (x, t)   and are produced to a certain extent by the conditions of antrum factors 
depending on the activities of each region. The soil protection programs would preferably be 
aimed at protecting its internal structure through nondeforestation of green areas. Another 
way is to avoid the production of gases favoring the greenhouse effect, which in turn attri-
butes further changes in global temperature. Understanding the given essentiality of soil in 
the world, humans must adapt and adjust with respect to climatic stimuli in order to moderate 
the damages happening in the environment. In addition, it is worthy to identify the beneficial 
opportunities and possible resources to circumvent the new changes. On the other hand, the 
current flora and fauna is the result of a continuous evolution by an adaptation to the different 
environmental conditions, i.e., changes in the temperature on the face of the Earth. We suspect 
that these new meteorological processes like the one presented here would lead to environ-
mental changes affecting plants. As plants are mostly in contact with soil, water, and air, they 
are easily amenable for adaptations to environmental temperatures and the availability of the 
water resources. The governance in tolerance and the way of developing adaptability will allow 
the plants to define their permanence or disappearance as a species. Apparently, in a given 
land, fundamental factors like, the dynamics of changes undergone by a land through its his-
tory in the different stages of its evolution, and in some of the occasions, external conditions 
from other planet have been considered to identify the sources causing changes. On this occa-
sion, the evolution dynamics can be conditioned to the high and/or low availability of the water 
resource and to the environmental conditions in which the soil develops the phenomenon  
 ∆ Eh (x, t)  . Currently, many scenarios are changing in relation to the ambient temperature which 
has forced the plants to develop new tolerance limits and live in the presence or absence of H2O.

An increase or decrease in the ambient temperature, in different regions, will allow the exis-
tence of new living conditions experienced by the scenarios that will be conditioned by the 
presence and/or absence of the superficial or underground H2O depending on the phreatic 
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Figure 4 presents the North and Northwest part of recharge of the area, as well as the dis-
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The marked variation in the water availability of the central area of the valley is most probably 
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Figure 4. Spatial variation of the available water resource in the aquifer of Sinaloa river valley.
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4. Conclusion
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are easily amenable for adaptations to environmental temperatures and the availability of the 
water resources. The governance in tolerance and the way of developing adaptability will allow 
the plants to define their permanence or disappearance as a species. Apparently, in a given 
land, fundamental factors like, the dynamics of changes undergone by a land through its his-
tory in the different stages of its evolution, and in some of the occasions, external conditions 
from other planet have been considered to identify the sources causing changes. On this occa-
sion, the evolution dynamics can be conditioned to the high and/or low availability of the water 
resource and to the environmental conditions in which the soil develops the phenomenon  
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tence of new living conditions experienced by the scenarios that will be conditioned by the 
presence and/or absence of the superficial or underground H2O depending on the phreatic 

Hydrological Stress and Climate Change Impact in Arid Regions with Agricultural Valleys…
http://dx.doi.org/10.5772/intechopen.80390

17



depth and the water retention capacity of different types of soil. Henceforth, it is recommended 
in the places where the ambient temperate decreases or increases, studying the availability of 
water resources from a point of view where the variables are related by the geographical 
effects allow the development of climatic conditions that are different for both global and 
closed environment, so the representative function of the change  ψ  (x, t)   according to each vari-
able will tend to behave differently from the effects caused by the geographical factors but 
there will always be a function in each environment (representative of the integrated behavior 
of the system  ∆ Eh (x, t)  , in which the general spatial temporal variation of the global climate 
change can be represented by the summation of the behavior of each variable defined in the  
∆ Eh (x, t)  =  ∮ 

to
  tn    ψ  (x, t)  dx ). It is concluded based on the argument of the equation that integrates  ψ  

(x, t)   as a whole through its environmental phenomena having energetic properties, so they can 
produce changes in the extensive properties of matter, which in this case is the soil; and one of 
those changes in the set of variables that define the response of the soil to   Eh (x, t)  . The energetic 
process attributed to the changes in matter is found or conditioned mainly by the weight that 
each variable has inside and outside the soil system subjected to the continuity principle of the 
intensive property that interacts and formulates climate change with effects before the subject 
leading to different status of  ∆ Eh (x, t)   referred exclusively to the result caused by the extensive 
properties of matter between the effects produced by all the variables in relation to the intrin-
sic properties of the soil, which would be a response to anisotropy, heterogeneity, and inter-
dependence on the forms in which  ∆ Eh (x, t)   appears in the different soil types. Therefore, given 
the moisture content of the soil surface and the environment, since both are conditioned to the 
phreatic depth, a change in land use may affect the magnitude and seasonality of the storm 
flows and the seasonality of the plants and crops, making them difficult to evaluate due to the 
high variability in the response of the watersheds to the events of precipitation and the state 
of soil moisture, especially when evaluating with respect to the previous event, as Bruijnzeel 
[14] attributes that the observations in the variations of the humanity have observed in the 
different places of the world that have basins experiencing extreme precipitation events. Real 
quantitative predictions cannot be made for any area particularly since many of these sub-
jected to climate variability [15, 16]. Therefore, there is a need to implement specific monitor-
ing programs for hydrological variables focused on the identification and quantification of 
processes, in order to determine the effects on the flow dynamics in relation to the coverage 
and conditions of the basin or its state of alteration. So the availability of water resources in 
different parts of the earth is defined through the hydrological cycle conditions of H2O, and 
the magnitudes of different precipitation and evapotranspiration vectors that, together with 
other factors, will define the ideal amount retained in the subsoil thus favoring the develop-
ment and adaptation of the flora and fauna that characterizes each place. The decrease in 
water availability results in aridity and when the pluviometric manifestation occurs in large 
volumes that exceed the saturation threshold of the soil, flooding occurs. At present, concepts 
of drought and a weather condition in the absence of rain can be tolerated by all plants. Water 
deficit refers to the water content of a tissue or cell in a plant below the highest water content 
that can resist, and is exhibited in the state of greatest hydration [17]. The complexity in the 
analysis of this type of phenomena is attributed to the forms that originate them, as well as 
the lack of detailed quantitative information on the changes in the infiltration capacity of the 
different soil types and the fertile profiles of hydraulic conductivity with respect to the soil 
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depth, moisture retention capacity, and the depth of development of plant roots, in front of 
climate change risks, the presence of systematic sampling campaigns is demanded in order to 
perform numerical models of associated extreme flow rates in hydrological basins.
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Abstract

The evaluation of the quality of water bodies is of fundamental importance to the study
and use of water. Aiming to improve the understanding of the phenomena which occur in
these environments, several indices have been proposed over the years, using several
statistical, mathematical and computational techniques. For this, it is necessary to know
the variables which influence different water bodies. However, not all places are able to
make the most diverse analyses due to the financial and sanitary conditions, which can
promote greater expenses in treatment as well as make the limits of tolerance of the water
quality higher. Nowadays, there is a need to formulate indices which can address climate
change in its variables, making it even closer to reality. In this context, seeking to reduce
the number of variables used, collection costs, laboratory analyses and a greater represen-
tativeness of the indices, multivariate statistical techniques and artificial intelligence are
being increasingly used and obtaining expressive results. These advances contribute to the
improvement of water quality indices, thus seeking to obtain one which portrays the
various phenomena which occur in water bodies in a more rapid and coherent way with
the reality and social context of water resources.

Keywords: water quality index, statistical techniques, machine learning, artificial
intelligence, environmental monitoring

1. Introduction

Several quality indices are proposed for evaluation and definition of different uses of water.
These proposals are interesting so that the selection criteria of the parameters are more effective
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make the most diverse analyses due to the financial and sanitary conditions, which can
promote greater expenses in treatment as well as make the limits of tolerance of the water
quality higher. Nowadays, there is a need to formulate indices which can address climate
change in its variables, making it even closer to reality. In this context, seeking to reduce
the number of variables used, collection costs, laboratory analyses and a greater represen-
tativeness of the indices, multivariate statistical techniques and artificial intelligence are
being increasingly used and obtaining expressive results. These advances contribute to the
improvement of water quality indices, thus seeking to obtain one which portrays the
various phenomena which occur in water bodies in a more rapid and coherent way with
the reality and social context of water resources.

Keywords: water quality index, statistical techniques, machine learning, artificial
intelligence, environmental monitoring

1. Introduction

Several quality indices are proposed for evaluation and definition of different uses of water.
These proposals are interesting so that the selection criteria of the parameters are more effective
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and portray the true environmental state of the water body. In addition, other important factors
in this selection are the availability of analysis of variables by laboratories (if they have equip-
ment, reagents and staff for such analysis), the financial question of the region (poorer regions
have more flexible tolerance limits, whereas that water treatment is not as efficient), collection
logistics and representativeness for an audience which often does not have the ability to interpret
the analysis variables, thus requiring the use of quality indices.

These indices ought to be elaborated quickly, simply and objectively. In this way, the use of
water quality indices (WQI) is fundamental to represent a large number of parameters in a
single number. However, for this number to portray the reality of a water body, the correct
selection of environmental parameters is essential.

This selection of environmental parameters ought to be fundamental not only for the elabora-
tion of indices, but also for the monitoring of water resources. This monitoring has been
understood as the definition of strategies to mitigate environmental problems which can
guarantee sustainable development. A water quality index inserted in the context of monitor-
ing also makes it easier to reproduce the information for those involved in both management
and those who make direct use of water.

In this context, the modeling and construction of a single index which frames the water bodies,
whether these are lentic or lotic, involve several factors which combined make difficult the
existence of this uniqueness. The morphoclimatic diversity of each region of the world, climatic
changes and innumerable anthropogenic activities, as well as local social and economic devel-
opment are preponderant factors for different classifications of water quality and, conse-
quently, several indices. In order to face these adversities, multivariate statistical techniques
and artificial intelligence play a fundamental role, facilitating the framing and understanding
in the search for a globally accepted index.

In this sense, in order to reduce the number of environmental parameters to be measured, the
costs involved in collecting the water samples and the laboratory analyzes, in addition to
seeking greater representativity of the indexes, multivariate statistical techniques and artificial
intelligence have been used and the results have been significant and promising. Such tech-
niques allow greater agreement between the variables most suitable for the formulation of an
index and ought to be part of an environmental monitoring program.

2. Methods

2.1. Method of selection of variables

The water quality index (WQI) was initially proposed by Horton [1] as a linear summation
function. This index consisted of a weighted sum of subscripts, divided by the sum of the
weights multiplied by two coefficients related to temperature and the pollution of a water-
course. Horton [1], in his work, used as criteria of choice the variables most used in the analysis
of a water body in a total of 10, making the application of the index more practical. These
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variables should represent all the water bodies in the country and should reflect the availabil-
ity of the data, in order to obtain the smallest deviation among them [1–5].

In order to construct an index, four steps are taken: parameter selection, obtaining subindi-
ces; establishment of weights; use of aggregation functions. A criteria was developed based
on the existing indices, as presented in Table 1. Although indices are not expected to meet all
these criteria, different weights can be attributed to each one, depending on the use, region,
climate and water body. Thus, with the definition of weights, the criteria can be used to
elaborate the index as comprehensively as possible [4, 6, 7].

2.2. Main indices

Based on the index proposed by Horton [1], Brown et al. [8] proposed the best-known and most
widely used index in the world, i.e. the National Sanitation Foundation’s Water Quality Index
(WQI-NSF). This index can be used to define water quality for different uses such as irrigation,

Number Criteria

1 Relative ease of application

2 Balance between necessary technical complexity and simplicity

3 Present an understanding of the significance of the presented data

4 Include widely used and routinely measured variables

5 Include variables that have clear effects on aquatic life, recreational use, or both

6 Inclusion of toxic variables

7 Easy introduction of new variables

8 Based on recommended limits and water quality standards

9 Developed with a logical scientific reasoning or procedures

10 Tested in a number of geographic areas

11 Present agreement with expert opinion

12 Demonstrate compliance with biological water quality measures

13 Dimensionless

14 Well-defined intervals

15 Possessing statistical property which allows probabilistic interpretations

16 Avoid the eclipsing effect

17 Present sensitivity to small changes in water quality

18 Present tendencies over time aiming for applicability for comparisons of different
locations and for communication with the public

19 To present ways of dealing with the absence of data

20 Clearly explain the limitations of the index

Table 1. Criteria established for the elaboration of an index [4, 6].
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water supply and navigation, as well as for various water bodies (lakes, reservoirs and rivers). In
this index, nine parameters were used according to the criteria presented in Table 1: tempera-
ture, pH, turbidity, phosphate, nitrate, total solids, dissolved oxygen (OD), biochemical oxygen
demand (BOD) and fecal coliforms [8–11]. TheWQI-NSF is calculated based onweights assigned
to each parameter, according to a statistical survey conducted using the DELPHI technique,
elaborated by 142 experts. The weights of each parameter are shown in Table 2.

In 1973, The Engineering Division of the Scottish Research Development Department began a
research into the development of the Scottish Water Quality Index (WQI-SCO). Using the
Delphi technique, and based on the WQI-NSF, 10 parameters were selected for the WQI-SCO
with their respective weights: OD (0.18); BOD (0.15), free ammonia (0.12); pH (0.09); total
oxidized nitrogen (0.08); phosphate (0.08); suspended solids (0.07); temperature (0.05); conduc-
tivity (0.06) and Escherichia coli (0.12). The sum of the weights at this index must be equal to 1.
Two forms of calculation were then tested: the arithmetic form (Eq. 1) and the geometric form
(Eq. 2), the second one being more efficient and less biased to high quality indices, and therefore
more used. [9–12]

WQI ¼
X

wi ∗ Si (1)

WQI ¼
Y

Siwi (2)

Si corresponds to the parameter and wi to its weight.

In Spain, one of the indices most accepted by the scientific community was proposed by
Bascaron [13], represented in Eq. (3).

WQI ¼
Pn

i¼1 Ci ∗ Pi
� �
Pn

i¼1 Pi
(3)

whereupon: n – number of parameters; Ci – value of the subscripts after normalization;
Pi – assigned weight to each parameter.

Parameters Weight

DO 0.17

Fecal coliforms 0.15

pH 0.12

BOD 0.10

Nitrate 0.10

Total phosphate 0.10

Temperature 0.10

Turbidity 0.08

Total solids 0.08

Table 2. Parameter weights as index [20].
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The index proposed by Bascaron [13] presents normalization of the parameters seeking to
balance the influence of each one on the final value of the index. In addition, it is a very flexible
index in addition of other parameters [9, 13–15].

In order to represent the trophic status of a reservoir through WQI, Steinhart et al. [16] developed
the Environmental Quality Index (EQI) for the Great Lakes of North America. This index was
elaborated to collaborate with the multimillion-dollar cleaning projects of these lakes developed in
the 1970s. The authors sought to evaluate nine physical-chemical, biological and toxicity variables.
These variables were based on specific electrical conductivity, concentration of chlorine, pollutants
with specific characteristics of odor and color, organic and inorganic toxic contaminants. The
obtained data were converted into subscripts through mathematical functions which included
national and international tolerance limits. In addition, these sub-indices were multiplied by
weights assigned to each type of variable (0.1 for chemical (C), physical (P) and biological (B)
parameters and 0.15 for toxic (T) substances). The quality assignment range varies from bad (0) to
optimal (100). Each index, then, has its corresponding symbology indicating which parameter
was more problematic, for example, a 70C1P1 assessment means that a chemical parameter and a
physicist are outside the limits stipulated by the legislation, even the quality attribution being
considered good [9, 6].

In 1970, in Oregon, Canada, the O-WQI index was developed. This index was modified by
Dunnette [17] for the evaluation of water in fishing regions in icy waters, and therefore very
sensitive to high temperatures. This index became more used after Cude [18] re-evaluated it
and added total phosphorus as an indication of the risk of eutrophication of the water body in
Oregon [17, 18].

Cude [18], by proposing modifications, stated that the use of weights for the parameters which
compose a WQI is only justifiable when used for evaluation of the water body for single use.
Therefore, this author eliminated the weights of the variables and used a non-harmonic root
equation. The parameters selected were DO, Fecal coliforms, pH, nitrate + ammonia, total
solids, BOD, total phosphorus and temperature. The evaluation ranges defined for the index
classified the water in excellent (90–100), good (85–89), acceptable (80–84), bad (60–79) and
poor (10–59) [4, 14, 17–21].

The O-WQI index has been used in several parts of the world after the modifications proposed
by Cude [18]. The calculation of the harmonic mean by the square root, Eq. (4), although it is
more sensitive to the variations of the parameters, sometimes it can present ambiguity, as for
example, the individual variables have good quality values and the average ones do not
corroborate for this result of quality [4, 18–21].

O�WQI ¼ 1
n

Xn

i¼1

S�2
i

" #�0:5

(4)

whereupon Si – the value of the subscript corresponding to the variable under analysis;
n – number of parameters.

Also in relation to Canada, another well-accepted and used index (WQI-CCME) is proposed
by the Canadian Council of Ministers of the Environment [22]. The objective was to manage
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the quality of water by the water treatment and distribution agencies in the country. This is an
index which allows a flexibility in the alteration of the variables, being suitable for the most
diverse uses and morphoclimatic characteristics of the hydrographic basin under analysis. In
addition, there is no need to evaluate subindices, nor weights for each variable. The aggrega-
tion model consists of a few steps. First, the variables must be standardized and three factors
are determined (F1, F2, F3), where F1 refers to how many parameters that are not within the
quality standards (Eq. (5)), F2 is the percentage of samples which has one or more non-
standard parameters (Eq. (6)), F3 is calculated in three steps: the number of times the individ-
ual concentration of a parameter is outside the limit allowed by the law, called the excursion
calculation (Eqs. (7) and (8)); after the calculation of the excursion, the sum of the excursion
values is divided by the total number of tests (Eq. (9)); then F3 is calculated through Eq. (10). It
should be noted that Eqs. (7) and (8) for the determination of the excursion are for concentra-
tions of the parameters above and below the limits, respectively. Thus, to calculate the value of
the WQI-CCME, we use Eq. (11).

F1 ¼ number of variables out of standards
total variables

� �
� 100 (5)

F2 ¼ number of tests out of limits
total tests

� �
� 100 (6)

excursioni ¼ number of times that concentration was below limits
legislation limit

� �
� 1 (7)

or

excursioni ¼ legislation limit
number of times that concentration was below limits

� �
� 1 (8)

nse ¼
Pn

i¼1 excursion
number of tests

� �
(9)

F3 ¼ nse
0:01nseþ 0:01

� �
(10)

WQI � CCME ¼ 100�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
F12 þ F22 þ F32

p

1:732

 !
(11)

Some authors criticize the WQI-CCME for the calculation of F1, as it would not be adequate for
a few variables (requires at least four) or with covariance among them [14, 20, 23].

The WQI calculation can be developed by several types of mathematical and statistical tech-
niques. The indices, when created, tend to meet the needs of the region, the use of water and the
parameters which can be measured. These criteria may bring some deviations in the calculation
and, consequently, in the interpretation of the results. Smith [24] states that using, for example, a
multiplicative WQI calculation method can lead the index to a low score if one of the variables
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has its individual score low. Thus, Smith [24] used an index based on a minimum operator in the
aggregation of the subscript, according to Eq. (12).

WQI ¼ Min I1; I2; I3;…ð Þ (12)

where upon: I, the sub-index of the ith parameter.

However, this type of WQI calculation ends up poorly reflecting the average quality since only
one index will be attributed to the WQI, occurring the eclipsing phenomenon of the other
variables. This index was adopted in New Zealand as a way of legislating and disseminating
information about water quality [9, 14, 19, 21, 24].

The evaluation of WQI and its various forms of aggregation, the most commonly used being
the harmonic mean, geometric, arithmetic and minimum function method mentioned above,
should also take into account the financial question. The financial reality of the country,
therefore, affects the choice of WQI. This factor must be observed, as this may reflect the
amount of resources which will be allocated so that certain parameters can be better moni-
tored. Methods such as the minimum function and the arithmetic method can eclipse and
bring ambiguity to the final result and the financial investments destined to the improvement
of certain parameters end up not bringing the desired solution. Experts affirm that there is a
need for a better evaluation regarding the choice of the aggregation method and the weight
criteria of the environmental variables.

Biological, limnological and ecological studies have been increasing in the last 40 years, and a
revision of the proposed indices is necessary for either new variables to be included or their
weights changed. In addition, there is a lack of indices which can better portray the impacts of
climate change on the water body, as reported by Alves et al. [25] and that the improvement of
the water quality indices would be fundamental. Alves et al. [25] point to the need for the
development of indices that best portray tropical conditions such as those located in Brazil,
since most of them were developed for temperate regions [4, 7, 18, 25, 26].

2.3. WQI for reservoirs

In Brazil, in 1975, the Environmental Company of the State of São Paulo (CETESB) started
using the geometric quality index proposed by NSF (Eq. (2)), as shown in Figure 1. A number
of studies developed in the country are based on this index [27–30]. In addition, a specific
index for reservoirs was developed in Brazil and is widely accepted by the scientific commu-
nity and the National Water Agency (ANA), which is the Water Quality Index for Reservoirs
(IQAR), developed by the Environmental Institute of Paraná (IAP) [31–33].

The Environmental Institute of Paraná (IAP) seeking an evaluation of the water quality in
reservoirs created this IQAR. The selected variables were dissolved oxygen deficit, total inor-
ganic nitrogen, total phosphorus, chemical oxygen demand, transparency, chlorophyll a,
weather, average depth and cyanobacteria. It should be noted that the phytoplankton commu-
nity (diversity, algal bloom and amount of cyanobacteria) was included in the matrix through
the concentrations of chlorophyll a and cyanobacteria, due to their ecological importance in
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lentic ecosystems, however, this parameter received a different treatment. The developed
matrix presents six classes of water quality, which were established from the calculation of the
percentiles of 10, 25, 50, 75 and 90% of each of the most relevant variables and the selected
parameters had weights assigned, as shown on Tables 3 and 4 [34].

The water quality class to which each reservoir belongs is calculated through the Water
Quality Index of Reservoirs (IQAR), according to Eq. (13).

Figure 1. Average water quality variation curves of the WQI [33].
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IQAR ¼
P

qiwi
� �
P

wi
(13)

whereupon IQAR—Water Quality Index of Reservoirs; qi—water quality class in relation to
the variable “i,” which can range from 1 to 6; wi—calculated weights for the variables “i.”

A partial IQAR is calculated from the data collected for each monitoring campaign. Then, the
arithmetic mean of two or more partial indices are calculated to obtain the final IQAR and to
define the quality classification of each reservoir. A reservoir is said to be impacted to much
impacted if the IQAR varies from 0 to 1.5; the reservoir is poorly degraded when IQARs are

Variables “i” Weights wi

Deficit of dissolved oxygen (%)* 17

Total phosphorus (mg L�1)** 12

Total inorganic nitrogen (mg L�1)** 08

Chlorophyll-a (μg L�1)*** 15

Depth Secchi (m) 12

COD (mg L�1)** 12

Cyanobacteria (number of cells mL�1)** 08

Residence time (days) 10

Average depth (m) 06

*Average water column.
**Mean of depths I and II.
***Depth I.

Table 3. Selected variables and its respective weight [34].

Variables “i” Class I Class II Class III Class IV Class V Class VI

Deficit of oxygen (%) ≤5 6–20 21–35 36–50 51–70 >70

Total phosphorus (mg L�1) ≤0.010 0.011–
0.025

0.026–
0.040

0.041–
0.085

0.086–0.210 >0.210

Total inorganic nitrogen
(mg L�1)

≤0.15 0.16–0.25 0.26–0.60 0.61–2.00 2.00–5.00 >5.00

Chlorophyll-a (mg m�3) ≤1.5 1.5–3.0 3.1–5.0 5.1–10.0 11.0–32.0 >32

Depth Secchi (m) ≥3 3–2.3 2.2–1.2 1.1–0.6 0.5–0.3 <0.3

COD (mg L�1) ≤3 3–5 6–8 9–14 15–30 >30

Residence time (days) ≤10 11–40 41–120 121–365 366–550 >550

Mean depth (m) ≥35 34–15 14–7 6–3.1 3–1.1 <1

Phytoplankton (flowering) No flowering Rare Occasional Frequent Frequent/permanent Permanent

Table 4. Water quality matrix [34].
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between 1.51 and 2.5; moderately degraded when the IQAR values are between 2.51 and 3.5;
the reservoir is considered to be degraded to polluted between 3.51 and 4.5; the reservoir is in
the most polluted condition when IQAR has values between 4.51 and 5.5; and finally the
reservoir is said to be extremely polluted when the IQA is equal to or above 5.51 [34].

Reservoirs are lentic environments that suffer greatly from the variation of temperature and
oxygen by depth, leading to the appearance of several problems such as the process of
eutrophication and anoxia in the deep parts, especially if this reservoir has organic matter in
high concentrations and metals in its sediments. In this context, Lee et al. [35] sought to
develop a WQI for reservoirs and lakes in South Korea, selecting parameters which would
contribute to the solution of these problems and to describe the geology, climate and morphol-
ogy of more than 70 lakes and reservoirs evaluated. The Water Quality Index for Lakes (LQI)
was developed after the identification of the interrelationship of the parameters through the
principal component analysis (PCA), and then four environmental parameters were selected:
total organic carbon, chlorophyll a, total phosphorus and turbidity. Through the logistic
regression, using a sigmoidal function for each parameter, the average LQI of the water body
is calculated (Table 5). The LQI ranges from 0 to 100, in which 0 corresponds to a reservoir
classified as poor quality and 100 as optimal quality [35].

Azevedo Lopes et al. [37], seeking to evaluate the quality of water for recreational purposes,
proposed the Index of Conditions for Bath (ICB) to evaluate water bodies in Brazil, using the
Delphi statistical technique to define the index composition variables: E. coli, density of
cyanobacteria, visual clarity and pH. The authors used the minimal operator method, as
originally proposed by Smith [24]. These authors affirm that the minimal operator method is
effective for the definition of an index of quality and use of water bodies for recreational
purposes, since it is enough that one of the variables present a low score in order to define the
quality of the water body [24, 36, 37].

2.4. WQI through fuzzy logic and recent statistical techniques

Searching for improvement and accuracy in water quality indices, some computational tech-
niques, such as fuzzy logic and neural networks, have been used. The fuzzy logic presented by

LQI equations for each parameter Unit

LQI COTð Þ ¼ 1� 1
1þ78:9COT �3:11

� �
� 100 mg/L

LQI Cl� að Þ ¼ 1� 1
1þ24:8Cl�a�1:41

� �
� 100 mg/m3

LQI PTð Þ ¼ 1� 1
1þ583TP�1:93

� �
� 100 mg/m3

LQI Turbð Þ ¼ 1� 1
1þ17:5Turb:�2:02

� �
� 100 NTU

Adapted by the author Lee et al. [35].
COT, total organic carbon; Cl-a, Chlorophyll-a; PT, total; Turb, turbidity.

Table 5. Lake quality index.
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Zadeh [38] is widely used, mainly, in the environmental area in the issue of water quality,
because it can avoid the ambiguity and the eclipsing effect of the variables. Several authors
apply the fuzzy understanding to present the WQI with the smallest deviation and compare
with the WQIs already developed. The selection of the variables does not obey a rigid criterion,
and these can be chosen by the knowledge of the water bodies and the monitoring programs.
Once the variables have been defined, they will be the input to the fuzzy system. The fuzzy
inference system (FIS) consists then in the process of transforming these quantitative values
into qualitative values (fuzzification) applying pertinence functions and established rules for
the interaction between the parameters. Then, the inverse process (defuzzification) transforms
these qualitative values into numerical ones (output). The accuracy of the use of fuzzy logic is
related to the rules of interaction and the correct selection of parameters, which is a crucial step
for the success of the index development [14, 20, 32, 38–42].

In Brazil, several pieces of research using the fuzzy logic for the development of water quality
indices for reservoirs and rivers in the states of Rio de Janeiro, São Paulo, Sergipe and others
have been developed over the years obtaining expressive results for WQI [32, 40–42].

In addition to the use of fuzzy logic, several indices have been proposed applying linear,
nonlinear, multilinear regressions, principal component analysis (PCA) to identify weights,
establish aggregation models and define variables which interfere with water body quality.
These techniques for the development of water quality indices (WQI) are very recent in the
area, showing at the same time a delayed insertion of this type of analysis in the improvement
of WQIs, since many of the known indices were constructed using the statistical technique
Delphi. The use of more sophisticated statistical techniques to reduce the size of the variables
and to obtain more specific results in each analysis may be a way in the search for a single WQI
which is possibly used worldwide. Although some authors defend this path, others believe
that the need for an accepted model worldwide should be much more careful, especially
regarding the use of the water body and the financial conditions of the country [9, 31, 43–45].

2.5. Future perspectives

The creation of new WQIs has been repetitive in terms of the aggregation models and the
choice of parameters and, thus, basically without development of an index that is more
adequate regarding the definition of the use and general applications. The use of less rigid,
more objective formulas with flexibility in the choice of variables would contribute to the
search for an accepted and efficient index worldwide. The construction of a more precise index
is influenced by several factors, not only in terms of environmental parameters, but also in
relation to the various aspects of environmental management. Thus, a method which would
provide a kind of algorithm for the user to select the most coherent environmental variables
would be very important. This selection should also be linked to the probable types of con-
tamination of the water body in question, the financial aspects of the process for measuring
these variables and the definition of the technical staff. Based on these considerations would be
identified the use of water according to each legislation as well as the search for the appropri-
ate water treatment would also be more efficient. In addition, the transmission of information
would be faster between managers and society [4, 9, 19].
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An important observation is the use of the WQI for agriculture which is still at an early stage,
although works such as Stoner [46] present the division of the calculation for specific use of
irrigation and public supply. Meireles et al. [47] used factor analysis (FA) and PCA to identify
the variables which would most interfere with the amount of sodium in the soil, salinity and
toxicity in the plants, in the Acaraú basin, Ceará. Out of 13 parameters evaluated by the
authors, the ones which showed greater weight in the analysis were electrical conductivity,
sodium, bicarbonate and Sodium Adsorption Index (SARo). The WQI was calculated by the
sum of the quality product of each index multiplied by its respective weight and classified into
five classes (Table 6) [9, 46–48].

Zahedi [49] sought to compare the index proposed by Meireles et al. [47] with the one developed
in his work, through several statistical techniques, and to observe possible conflicts between the
use of water from the wells for human supply and irrigation. This analysis aimed to identify
water quality for both uses through WQIs. Much still has to be done to analyze conflicts over
water use, but the indices can be a great support solution to these conflicts [46, 47, 49, 50].

Thus, the present work contextualized the importance of the introduction of indices related to
traditional mathematical techniques alongside the most modern techniques such as fuzzy logic
(FL), neural networks (NN) and machine learning (ML). Water management is an area of
human knowledge which involves not only social and economic aspects, but also involves the
visualization of using analytical technology to obtain environmental data and advanced com-
putational technology, as presented on Figure 2.

WQI Restrictions
on water
use

Recommendation

Soil Plant

85–
100

No
restrictions
(NR)

It can be used for most soils with low probability
of sodification and salinization

No risk of toxicity to most plants

70–
85

Low
restriction
(LR)

Recommended use for irrigated soils of fine
texture or moderate permeability, being
recommended the leaching of the salts.
Salinization of thicker textured soils may occur
and it is recommended to avoid use in soils with
clay levels 2:1.

Avoid use in plants with salt sensitivity

55–
70

Moderate
restriction
(MR)

It can be used in soils with high or moderate
permeability, suggesting moderate salt leaching.

Plants with moderate salt tolerance still grow

40–
55

High
restriction
(HR)

Can be used on soils with high permeability
without layers of compaction. Programmed high-
frequency irrigations can be adopted in water
with electroconductivity above 2000 dS m�1 and
SAR above 7.

It should be used to irrigate plants with
moderate to high salt tolerance with special
salinity control practices, except waters with
low levels of Na, Cl and HCO3

0–40 Severe
restriction
(SR)

Use for irrigation under normal conditions
should be avoided. In special cases, it can be used
occasionally. Soils with high salt water content
have high permeability and excess water must be
used to avoid accumulation of salts.

Only plants with high salt tolerance, except
water with low levels of Na, Cl and HCO3.

Table 6. WQI for irrigation [47].
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Environmental management models are composed of tools which evaluate natural phenom-
ena and relate them to quantitative and qualitative values for decision making. Knowledge
about the different parameters which characterize an environmentally degraded area is now
one of the pillars of sustainable development and it is also a way of maintaining the sover-
eignty of a state in relation to the monitoring of water resources.

3. Conclusion

The evaluation of water quality by indices with several types of aggregation functions has been
applied for many years. However, the use of these indices should always be linked to the area
in which the water body is influenced, the climate of the region, the geology, the activities
developed around it and its use by the population, so that it is possible to identify which
physical, chemical and biological variables to be measured.

The type of the water body, lentic or lotic, will also influence this selection of variables for the
construction of the index and another important factor which must be inserted in this one
concerns the impacts of climate change. In this context, in order to meet these objectives, it is
necessary to develop indices which are less influenced by eclipsing and ambiguity effects,
requiring the use of better aggregation functions and statistics, as suggested by several authors.

In this sense, multivariate statistical techniques, regressions, machine learning and artificial
intelligence, are now of relevance and importance for the creation of indices which encompass
the most diverse variables for each specific use of water. In addition, this creation will facilitate
decision making and communication between environmental managers and society. It is
important to emphasize that such methods would allow a greater flexibility in the selection of
variables, making water quality indexes more assertive, efficient, and easier to understand and
manipulate.

Figure 2. Monitoring and proposing water quality indices.
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Abstract

The state of the ecosystems can be inferred in two ways, known as bioinference. One 
way (ground-based) is the use of some organisms to determine the environmental 
conditions within an ecosystem. The other is the use of multiband airborne or satellite 
imagery to identify the vegetation cover status, and also to track the biological diversity 
in marine ecosystems such as coral reef status, resources variation, and pollution. The 
standard example for the first state is the plankton as they represent a primary tool for 
ecologists to assess the health state of the marine environment. Their fast responses to 
the variability of the ecosystem, their nonexploitation as commercial organisms, and 
their favoring of subtle environmental conditions have suggested them to be bioindica-
tors of climate variability. These organisms can be used to identify many environmental 
problems including water acidification, eutrophication, and pollution. Remote sensing 
technique is being widely used today to solve many environmental problems due to the 
broad view and accuracy of the results and its participation in determining the environ-
mental conditions of different ecosystems. For example, remote sensing applications are 
used in vegetation and mangrove ecosystem management. Moreover, it is used to assess 
eutrophication problems by multiband spectrum remote sensing.

Keywords: bioindicators, remote sensing, plankton, mangrove, seagrass,  
aquatic and terrestrial

1. Introduction

New tools provide information that reduces the ever-increasing level of resources and cost 
now borne by regulatory agencies. Remote sensing tools, including satellite and airborne 
flights, as well as in situ devices, hold great promise for detecting selected taxa [1]. Alternative 
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monitoring technologies and methods should be developed to enhance existing options used 
for regulatory purposes, further reducing the cost incurred by monitoring agencies. This 
should also include integration of new technologies into current monitoring programs, such 
as molecular probes, remote sensing data, and in situ instrumentation.

2. Remote sensing and land coverage

The estimation of vegetation cover utilizing remote sensing tools has become a primary 
method to gauge the impacts of regional and worldwide scale drought and agricultural sta-
tus. It is likewise valuable in recognizing vegetation types in districts, including cultivated 
and wild assortments. Different investigations have exhibited that general biomass develop-
ment can be estimated as well as biodiversity can be differentiated from the obtained data; 
additionally regular seasonal changes, like when blossoming happens and the effects of 
drought, and how dry season influences the associated species, could be estimated utilizing 
more incessant intra-seasonal imagery [2].

The application of different techniques of remote sensing to habitat monitoring, characteriza-
tion of landscape, and geographical analyses of the cover change of the earth surface has 
made significant advances in the previous three decades [3]. However, at the least-developed 
areas, simple remote sensing tools are still relatively underused in ecological applications 
and especially in wetland systems and hydrobiology. Here, they have specific significance 
to inform environmental management system. There are several types of land cover changes 
that can be detected by using remote sensing applications that include agriculture cover 
thickening, regeneration and disturbance of vegetation, overgrazing, expansion of the urban, 
spatial changes in aquatic environment, and consequently the extent of the surface water, in 
addition to several changing processes of soil disturbance including accretion, abrasion, and 
erosion of the soil [4].

Turner et al. [5] checked out the application of remote sensing for monitoring biodiversity as 
well as conservation (reni application) over a wide spatial scale. Ecologists can use the help of 
the remote sensing applications in monitoring the vegetation state and detecting the changes 
in the environment and in areas where hard terrain, access difficulties, and extreme climate 
cause field studies very difficult. At spatial scales, remote sensing data are also appropriate for 
exploring the natural condition, type, biomass, geographical distribution, and productivity as 
well as quality of the vegetation ([4–8]). Classification of overall land use and change detection 
of cover [9–11] have worldwide applications particularly concerning assessments of the size 
and conversion rate of landscapes into urban and/or agricultural high-productivity systems. 
For aquatic ecosystems, data of airborne and satellite have a special use for monitoring changes 
of vegetation and water within these systems, as well as wetlands  [12–14].

In Africa, remote sensing techniques have introduced valuable contributions in monitor-
ing the environmental situation and diversity within multiple aquatic ecosystems [15–17]. 
Landsat information, for instance, has empowered the identification of the effects of both 
natural and human interaction on African wetlands, lakes, and freshwater eco-biological 
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systems [18]. Results from the studies using information have uncovered that contamination 
coming about because of land-use changes, ecological modification, and different practices 
related with quick populace development increment and abstraction of water has caused or 
quickened many negative changes in the African lakes [19, 20].

The primary dangers to water quality in Africa are eutrophication, contamination, increasing 
water demand, and the expansion of invasive aquatic plant species like the water hyacinth 
[21]. NASA’s earth observing system program studied Lake Chad; the results indicated that 
the lake declined to 1/20th of its original known size 35 years ago [22]. Abo-Taleb et al. [23] 
proved that the problems of eutrophication and pollution in Lake Idku have increased to the 
highest levels in addition to the shrinking of its total area and the depth of water in it. The 
Egyptian Lake Nasser development in North Africa and the new delta in the lake southern 
section have been monitored by remote sensing. Also the environmental changes of North 
African Lake Ichkeul in Tunisia were monitored [24, 25].

The use of remotely sensed data for monitoring North African wetlands has been effective 
[26] when combined with ground surveys and existing field data. An obvious example was 
the monitoring of environmental conditions and plankton distribution at the North African 
“El-Mex Bay” at the Egyptian Mediterranean Coast by Abo-Taleb et al. [27] by comparing in 
situ data with the satellite ones using GIS program. Turner et al. [5] focused on the signifi-
cance of acquiring validator ground proof to empower to translate remote detecting items. 
For the administration of North African seaside ponds, remote sensing strategies give excel-
lent methods for recognizing vegetation cover on a spatial scale and defining the open water 
extent, in addition to peripheral aggravation and quality of water [28, 29].

One of the most significant utilizations of remote sensing has been estimating agricultural 
yield through measurements of NDVI as this enables local and global organizations to 
assess what the outputs of yield will be. NDVI has been utilized to prognostic in advance 
of yield outcomes by standing on the developmental stage of agricultural vegetation and 
contracting it to the past. The usefulness of this permits sufficient time for drought prob-
lem-related choices and decisions to be made by relevant organizations and governments 
[30]. Techniques have been inserted to integrate imagery, symbolism, and statistical and 
simulation-based outcomes to foresee yields in various areas. Various sensitivities and sea-
sonal changeability to natural conditions have made prediction challenging in some nations. 
Therefore, the best option might be using multiple techniques, where strategies could be 
developed more particularly for nations or areas that have more prominent opportunity for 
environmental variability [31].

Korets et al. [32] studied Northern Siberia boreal forests of Evenkia (~3600 km2). An algo-
rithm of forest cover mapping based on combined GIS-based analysis of ground truth data, 
digital elevation model (DEM), and multiband satellite imagery was developed. Using the 
classification principles and Kolesnikov approach, maps of forest growing conditions (FGC) 
and forest types were built. The resulted first map (Figure 1) was based on remote sensing 
(RS) composite classification, while the second one was developed by the digital elevation 
model (DEM) composite classification (Figure 2). The percentage of each forest component 
can result in Table 1.
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2.1. Requirements

1. The images with very high spatial resolution (metric and sub-metric ones), obtained in 
mono or stereo mode, to identify agroforestry plot and tree crop structure, mixed cropping 
and intercropping, and agroecological infrastructures (riparian and hedgerow forests)

2. High image cloud-free obtaining recurrence of one to three on the biweekly sequence to 
distinguish practices whose recognition depends on the extraction of phenology-based 
features

3. Different consecutive croppings and so forth or practices of which the impact is of the brief 
term and needs many image acquisitions to be duly observed, for example, the date of the 
harvest and the mode, management of soil tillage, and residues of the crop

Figure 1. Two-layer composite map of potential forest growing conditions for two hierarchical classification levels: 
geomorphological (GMC) and types of forest growing conditions (FGC) [32].
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Figure 2. Remote sensing-based forest-type layer overplayed by digital elevation model (DEM-based) morphometric 
classes for the fragment of the study site [32].

Number Types and other land cover classes Area percent (%)

1 Larch stands, ledum, feather moss 10.6

2 Larch stands, dwarf shrub, lichen, feather moss 25.9

3 Birch stands, blueberry, sedge, feather moss 9.9

4 Larch stands, dwarf shrub, ledum, lichen 8.9

5 Larch open woodlands, feather moss, dwarf shrub, lichen 19.7

6 Larch stands, dwarf shrub, feather moss 16.7

7 Birch stands, sedge, feather moss 1.7

8 Open surfaces, rocks 2.9

9 Burned area of 2009 2.0

10 Another 1.6

Table 1. Percent of different forest components (class percent) of northern Siberia boreal forests of Evenkia [32].
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4. Using hyperspectral images in crop variety identification

5. Airborne lidar information (light detection and ranging technologies) utilized for a 3D 
tree structure (tree harvests and hedgerows) and the characterization of soil culturing and 
tillage

6. The synthetic aperture radar (SAR) information utilized in cloudy regions for analy-
sis of crop succession, multiple cropping mapping, and some product administration 
techniques

2.2. The encountered difficulties

1. Most of the research was done at the local scale, on small-size zones, and on a little number 
of fields, raising the issue of the cloning of the methodology and consequently the capacity 
to be developed at a local scale.

2. The small investigation areas are subjected to having a limited spectral variability because 
of environmental conditions and homogeneous practices, and at this scale, local informa-
tion can be effortlessly utilized in the image interpretation process.

3. Remote sensing studies on the vegetation coverage need large training data sets that can 
be difficult to get to.

4. At the point when high-resolution images are utilized, the examinations are for the most 
part limited to small regions, because of the massive processing requests in time and hard-
ware capacities.

5. The conversion of the satellite data to information about a cropping practice is gener-
ally completed through regulated picture classification, or statistical analysis, and often 
involves derived features such as spectral indices and, most commonly, vegetation 
indices.

By and large, most of the studies are discovering examinations, tried at a regional small scale 
with a main reliance on ground information, including one detecting sensor at the same time, 
and are building up on the knowledge of local conditions and data. The fundamental challenge 
in acquiring data from remote sensing at a local scale with high precision is the temporal as 
well as spectral changes of vegetation cover that is multifactorial. These changes or variability 
is connected to nature (soil compose, nature of the climate. Atmosphere, topography, and 
other factors), the cropping framework (of the area or field, soil type and plowing assortment, 
planting pattern, variety, and others), and the obtained image configuration (proportion of 
shadow to the sunlit pictures with high spatial resolution). Luckily, individual cases and 
exceptions to this general comment exist, and some great outcomes have been accomplished 
at the regional scale, like for harvest pattern or sequent cropping mode mapping. Be that as it 
may, these maps were created mainly for the vast areas and large-scale agricultural systems 
because of the utilization of coarse spatial resolution time series [33]. The Landsat image con-
tains seven bands, with different characteristics and uses (Table 2).
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3. Mangrove status detection

Mangroves consist of intertidal flora and fauna found in the tropical and subtropical regions of 
the world. Mangrove forests mostly occur along the estuarine areas, where there is a uniform 
mixture of sea and river water. Mangroves play both protective and productive roles for the 
coastal community. Mangroves in the mudflats along the coastline reduce the impact of cyclones 
and tidal waves entering the mainland. The mangrove wetlands serve as spawning and nursery 
grounds for many economically important finfish and shellfish [35]. They prevent soil erosion 
and stabilize the coastline and also help in land building process by trapping sediments and 
suspended solids. Mangrove forests harbor many endangered fauna including saltwater croco-
diles and many resident and migratory birds. Mangrove wetlands play an important role in 
enhancing the fishery production of the adjacent neritic waters by exporting organic and inor-
ganic nutrients [36]. Mangrove plants are capable of surviving in the saline water environment 
through unique adaptations such as stilt roots, viviparous seeds, salt glands, salt-excluding 
mechanism, leathery leaves with thick cuticle, and pneumatophores [37].

Mangrove wetlands in India are more than 487,100 ha, of which 275,800 ha represents 56.7% of 
mangroves existing along the east coast, while 114,700 ha (23.5%) along the west coast and the 
remaining Indian mangrove 96,600 ha (19.8%) is found in the Andaman and Nicobar Islands. The 
extent and species diversity of mangrove wetlands in the east coast of India are more than the west 
coast due to a large number of east flowing rivers characterized by the presence of larger brackish 
water bodies and a complex network of tidal creeks and canals [38].

Mangrove ecosystems are undergoing widespread degradation due to a variety of human-
induced stresses and factors such as changes in water quality, soil salinity, diversion of river 
water, sedimentation, and conversion of mangroves to other land-use practices like agriculture, 
aquaculture, and industrialization [39]. Mangroves are also degraded due geomorphological 
(topographic changes) and hydrological changes. Indiscriminate use of mangrove resources 
and clear felling of mangrove forests for catering the firewood requirement earlier were also 
responsible for the present degraded status. Collection of fish prawns, crabs, and mollusks 
is the major fishing activity apart from the collection of prawn juveniles for aquaculture [40].

Band No. Name Wavelength (μm) Characteristics and uses

1 Visible blue 0.45–0.52 Maximum water penetration

2 Visible green 0.52–0.60 Good for measuring plant vigor

3 Visible red 0.63–0.69 Vegetation discrimination

4 Near infrared 0.76–0.90 Biomass and shoreline mapping

5 Middle infrared 1.55–1.75 The moisture content of soil and vegetation

6 Thermal infrared 10.4–12.5 Soil moisture; thermal mapping

7 Middle infrared 2.08–2.35 Mineral mapping

Table 2. Thematic bands of NASA’s Landsat satellite [34].
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This section portrays how remote sensing methods were utilized to study the impact of dif-
ferent woody coastal vegetations and mangroves as a defensive measure against the Indian 
Ocean Tsunami during 2004. Remote sensing makes it possible to do a comparison about pre- 
and post-tsunami pictures of huge areas [41]. An example on this case study is the coastal veg-
etation detection in multispectral remote sensing images for the 2004 Indian Ocean Tsunami, 
where Chouhan and Rao [34] selected the investigation site based on the already existed 
topographic maps and medium-resolution Landsat imagery. Determination criteria included 
significant banns reported, the existence of woody non-vegetated and vegetated shorelines, 
homogeneous bathymetry, and good coverage imagery before and after tsunami satellite. 
The before and after tsunami Ikonos and QuickBird images were analyzed and compared 
through the multispectral analysis and the visual interpretation of coastal vegetation before 
the disaster and after its harm. The outcomes were approved in the field. The investigation 
site covers around 20 km of coastline along the eastern shoreline of Tamil Nadu, India (see 
Figures 4 and 5). The Pichavaram mangrove is arranged in the northern piece of the investiga-
tion site. Whatever is left of the site contained shrimp and agriculture farms. The mangrove is 
associated with the Coleroon estuary in the south through various backwater channels.

Figure 4. Images demonstrate the eastern piece of the whole village of Kodiyampalayam and the seriously harmed 
agricultural zones southeast of the village: (a) before tsunami and (b) after tsunami [34].

Figure 3. Satellite images demonstrate the seriously harmed agricultural region southeast of TS Pettai: (a) before tsunami 
and (b) after tsunami [34].
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Visual interpretation at Figures 3, 4, and 5 gives models of how the pre- and post-tsunami 
images were translated. Figure 3 demonstrates the enormously harmed agriculture zone 
southeast of Pettai. The post-tsunami picture (Figure 3b) demonstrates that all highlights in 
the agrarian land have either vanished or are obscured contrasted with the pre-tsunami pic-
ture (Figure 3a). The multispectral interpretation showed that the image demonstrating the 

Figure 5. Map is delineating the damage degree and the territories protected by woody vegetation [34].
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Figure 4. Images demonstrate the eastern piece of the whole village of Kodiyampalayam and the seriously harmed 
agricultural zones southeast of the village: (a) before tsunami and (b) after tsunami [34].

Figure 3. Satellite images demonstrate the seriously harmed agricultural region southeast of TS Pettai: (a) before tsunami 
and (b) after tsunami [34].
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Visual interpretation at Figures 3, 4, and 5 gives models of how the pre- and post-tsunami 
images were translated. Figure 3 demonstrates the enormously harmed agriculture zone 
southeast of Pettai. The post-tsunami picture (Figure 3b) demonstrates that all highlights in 
the agrarian land have either vanished or are obscured contrasted with the pre-tsunami pic-
ture (Figure 3a). The multispectral interpretation showed that the image demonstrating the 

Figure 5. Map is delineating the damage degree and the territories protected by woody vegetation [34].
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damage and the existence and nonattendance of the woody vegetation appears in Figure 5. 
The white contour shows the study zone, the light green alludes to open woody vegetation, 
the dark green alludes to thick woody vegetation, the red alludes to regions immensely 
harmed by the tsunami, the red-striped alludes to regions just in part harmed, and the spotted 
blue alludes to zones immersed by water, yet generally unharmed. The vast dim green region 
in the northern piece of the map is the Pichavaram mangrove.

Five villages are arranged close to this mangrove. Two of them are situated on the coast, while 
three villages are located to the west backward the mangrove. Ground truth information dem-
onstrated that the two villages on the coast were totally destroyed, while the three villages 
behind the mangrove did not deteriorate by any means. Only north of these villages, territo-
ries at a similar distance from the ocean, yet without woody vegetative protection (defense 
wall), were immersed [34].

4. Remote sensing and aquatic system

For example, a large collection of aquatic organisms that reside in all aquatic ecosystems 
(oceans, seas, lakes, rivers) are known as plankton (aquatic animals and plants have limited 
powers for locomotion; they are under the mercy of the general water movement). These 
organisms are divided into two main groups, one of which is phytoplankton, and the second 
is zooplankton. They play a vital role in the food chain within the aquatic systems as they are 
located at the base of the food chain in the ocean water. It is known as the primary products 
that convert inorganic materials and elements into organic materials using sunlight in what is 
known as photosynthesis. It is transmitted to the higher levels in the food chain and therefore 
is the origin of life for the immature phases of all the aquatic organisms (like mother’s milk 
for the terrestrial mammal) and is the stable food of many mature organisms at the top of the 
food chain such as some fish and whales. It also has a vital and essential role in stabilizing 
carbon in the ocean.

Photosynthesis represents a primary tool for the ecologists to assess the health state of the 
marine environment because of their role as bioindicators. Due to their fast response to the 
variability of the ecosystem, their nonexploitation as commercial organisms, and their favor-
ing of environmental conditions, they have been suggested to be bioindicators of climate 
 variability [42].

The presence and distribution—either vertically or horizontally—of these organisms are 
closely related with the surrounded aquatic environmental conditions as water salinity, tem-
perature, viscosity, acidity, and density as the following equation in which depending on it 
the different water layer will be poor or rich with the organisms depending on their floating 
or sinking:
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On the other hand, these organisms can be used to indicate the direction of the water move-
ment. This mechanism is related to the natural movements of the oceanic water layers (heat 
convection and Langmuir convection cells).

4.1. Heat convection

In the ocean the surface water heats up during the day and cools at night. These alternating 
heating and cooling change the density and create convection cells. Convection cells are the 
small units of water either sinking or rising according to their density. Plankton can utilize 
these gentle movements of the water particles to move up and down (Figure 6).

4.2. Langmuir convection cells

It results from the action of the wind blowing over the water and causes vertical movement 
of the water. It is produced when wind speed is above 3 m/sec. Each Langmuir cell is a 

Figure 6. Heat convection cells. Source: Google search engine.

Figure 7. Langmuir convection cells.
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few meters wide and hundreds of meters long. In each cell wind causes the water to move 
away from the center toward the outside (divergence). It meets the water from the adjusting 
Langmuir cell (convergence) where they go down along the line of convergence for a short 
distance and then move horizontally until they meet the water moving in the same direction 
from the adjusting cell where they rise to the surface again (Figure 7). The plankton organ-
isms are carried upward and downward with the water movement.

5. Water acidification bioindication

In urbanized areas along the coastal zone, there is an obvious effect of water pH decreasing, and 
the ocean uptake of carbon from atmosphere increases the declining pH. The pH lowering is 
expected to continue in the next years. As the total inorganic carbon increases, the water depth is 
decreased. As a result, dissolving of calcium carbonate will be affected (because of the decreas-
ing of water column in which the solubility occurs), causing a decline in surface water pH [43].

We can detect the water pH nature by monitoring the occurrence or absence of some aquatic 
groups. For example, pteropods (Figure 8) are characterized by a unique nature as they own 
shells composed mainly of aragonite which can significantly be dissolved in the acidic media. 
Hence, the absence of it is considered a strong signal and refers to the increase of the water 
acidity as recorded in hot spot areas of the Mediterranean Sea [42]. It is considered a highly 
sensitive organism to the environmental condition changes in pH.

6. The water quality state biosensors

Some aquatic groups like ciliated Protozoa are considered as environmental state bioindica-
tors. The disappearance of these organisms from any water body indicates the presence of 

Figure 8. Some radiolarian species Archiriscus hertwigi and Myxosphaera coerulea which are very sensitive to water 
acidity rising [42].
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toxic pollutants, such as cyanide, phenols, and heavy metals. On the other hand, the flourish-
ing of these organisms indicates that the system is overloaded with oxygen deficiency and 
presence of putrefaction. The noticed increasing in the number of several different bacteria 
and the presence of Ciliata, Cyanophyta, and Zooflagellate are considered as an indication of 
aquatic system overloads with organic matter and an indication of oxygen deficiency and 
polysaprobic processes.

Some protozoan genera like Euplotes, Centropyxis, and Difflugia are considered as indicators 
on the pollution with sewage pathogens. These freshwater protozoan species are not encoun-
tered naturally in the marine water except when there is a freshwater discharging or sewage. 
Froneman, (2004) and Abo-Taleb et al. [42] reported that the presence of freshwater protozoan 
species in any marine coastal areas is considered as biomarkers on the presence of freshwater 
discharge into this region, and according to type of this species, we can determine the source 
of water discharged either rivers, drainage, lakes, or sewage (Figure 9).

Nematode organisms are sometimes encountered in the water column samples; the presence 
of these organisms is a sound cautionary signal on the contamination of the water body with 
sewage and final stage of putrefaction of organic matter. Additionally, it may be a signal on 
the pollution with the hydrogen sulfide.

7. Eutrophication biosensors

The words hypertrophic, eutrophic, mesotrophic, and oligotrophic have been used by scien-
tists to describe the different nutritional statuses of the aquatic environment. The biologists 
use these words to describe the quantitative biomass which is potentially available.

Eutrophication is arising in the chemical nutrient salt content in the water, optimally com-
pounds containing phosphorus or nitrogen, in an ecosystem. Consequently, it results in pri-
mary productivity increase in the ecosystem (excessive plant flourishing, growth, and decay) 
and further effects including oxygen deficiency and severe declining in water quality, fish 
stock, and other aquatic animal populations (Figure 10).

During the eutrophication, the concentration of the different nutrient salts in the water 
changes. Sometimes, one of the nutrients possibly linked to one of the aquatic organisms 

Figure 9. Some ciliate protozoan species. (1 and 2) Euplotes sp., (3) Centropyxis aculeata, (4) C. ecornis, (5) Difflugia urceolata [42].
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excludes, so it will not be available for further algal growth. This excluded nutrient is called 
“the limiting factor.” The nitrogen-to-phosphorus ratio in the water is an essential factor, 
and depending on it we determine which element of the two will be the limiting factor and 
consequently reduce the bloom [44]. Nitrogen is the limiting nutrient at many marine areas 
worldwide, especially during summer.

Some algal blooms, otherwise called “harmful algal blooms,” are toxic to plants and animals. 
Toxic compounds they produce accumulate in shellfish and more generally in seafood, reach-
ing dangerous levels for human and animal health.

The primary ocean productivity (plankton abundance) is primarily controlled by the fluctuations 
in several physical environmental conditions and nutrient concentration, which lead to high 
seasonality differences. Due to the eutrophication and pollution problems, many species thrive, 
while others become extinct. Without a doubt, for a clear understanding of the ecosystem, there is 
a necessity for a long-term monitoring data on the biological and physicochemical components.

The sensitivity of some groups, especially plankton species, to some chemical and physical 
conditions allows them to be used as biosensors or bioindicators of aquatic environment sta-
tus. Being rather tolerant to different environmental conditions, a group like rotifers is a good 
indicator (biosensors) of the water quality due to its capability to tolerate severe environmen-
tal conditions especially the eutrophication and can be used for the environmental monitoring 
of the different water bodies.

With the progress of phytoplankton biomass increasing, the abundance of these primary pro-
ducers causes herbivorous zooplankton organisms to abound. As a result of eutrophication 
and pollution, some species belonging to different groups like the copepod Acartia clausi is 
prevailed, while others became wade.

Figure 10. Eutrophication process and the main factors. Source: Google search engine.
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8. Biosensors of fisheries

Amid the previous 40 years, the fishery efficiency of the world has been declining because 
of overfishing activities increasing, pollution, global warming, and climate change or natu-
ral surrounding change, contamination, and environmental change. Sustainable utilization 
of aquatic resources requires viable management, observation, and administration of the 
world’s fish stocks. Remote sensing systems are being utilized to help in fishery sustainable 
management while additionally directing the fishing ships to the wealthy fishery ground and 
detecting the more effective fish shoal location. In the ocean, fishes tend to aggregate in some 
areas which have favorable conditions that change from one species to another; these condi-
tions like primary productivity (watercolor), ocean surface temperature, and maritime fronts, 
which firmly impact common changes of fish stocks, Cannot be monitored and estimated by 
airborne and satellite remote sensors. The remotely detected information is provided in near-
actuality time to help fishers save sailing time and fuel during their seeking for fish, modelers 
who offer fishery prognostications, and researchers who help evolve strategies for sustainable 
fishery administration [45].

Because of the human population increasing, overfishing, global environmental change, 
contamination, and natural surrounding corruption, around 40 years prior, sea productivity 
started declining, having achieved maximum sustainable yield. Almost 80% of the world fish 
stocks are wholly either currently exploited or overexploited [46]. Also, world interest for 
fish has been rising all over, both in developed nations because of rising standards of living 
and also developing nations, whose populace continues developing quickly [47]. Sustainable 
utilization of aquatic resources requires strict monitoring and management of whole eco-
systems, not just abused fish stocks. Ordinary methodologies of sampling at the sea utiliz-
ing research vessels are restricted in both time and space scale of coverage, making it hard 
to think about the studying of the whole ecosystem. Since the beginning of satellite remote 
sensing, particularly remote sensing of sea surface temperature and color, it has become con-
ceivable to sample the worldwide ocean on synoptic scales and with acceptable temporal 
resolutions [48–51].

There is also a wide range of practical fishery-related applications of remotely sensed data, 
including bycatch reduction, detection of harmful algal blooms, detection of fish shoal, aqua-
culture site selection, and identifying marine managed areas, as well as oceanographic and 
meteorological forecasting that improve scientific knowledge and safety of operations at sea 
[52, 53].

Discovering fish shoals and rich fishing sites is the fundamental reason for fuel consump-
tion and vessel time cost in numerous commercial fisheries. To bring down the expense 
of fishing operations, there is a need to utilize biosensors, similar to a two-edged sword, 
which can be utilized not exclusively to help manage fisheries at sustainable levels yet, 
additionally, to guide fishing fleets to raise their catch. Early investigations demonstrated 
that satellite-determined fishery-help diagrams could lessen the search time of the US com-
mercial fisheries up to 25–50%. Satellites can be utilized to find and anticipate prospective 
favorable zones of fish aggregation given the remotely sensed ecological indicators. These 
indicators may incorporate seafronts, separating waters of various colors or temperature; 
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upwelling zones, which are cooler and greener (more productive) than background waters; 
particular temperature ranges favored by certain fish; and so forth [45].

Laurs et al. [54] found that the catch rates of albacore—tuna that travels in large shoals and is 
of commercial importance as a food fish—were the maximum in blue warm oceanic waters, 
as satellite estimation correlated with the oceanfront (frontier between coastal and oceanic 
waters) (Figures 11 and 12). This image of satellite is one of a kind in that it displayed for 
the first time that remotely watched oceanographic features, like fronts, could be specifically 
concerning to fish catch. Shoreward interferences of oceanic water are synchronized with 
albacore aggregation zones. Laurs et al. [54] explain the gathering of albacore on the warmer 
side of the thermal fronts as a behavioral mechanism correlated with the feeding action, i.e., 
conglomeration of the tuna in clear water on the seaside of fronts in close shore zones mirrors 
a failure to proficiently get movable, large prey in turbid coastal water and a dependence on 
nourishment that moves over the oceanic coastal boundary.

Figure 11. Nimbus-7 coastal zone color scanner (CZCS) satellite image showed locations of fish catch and their relation 
to the water color and showed a transition from coastal waters (orange color refers to the coastal water with high 
productivity, and blue color refers to the offshore areas). Source: NASA.
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8.1. Airborne biosensors

Airborne biosensors are utilized to investigate the habitat of the fish and recognize fish 
shoals for the last 40 years. The main merit of using airborne remote sensing technique is that 
researchers can determine the remote sensing system characteristics. By picking the suitable 
focal length and flight altitude, they can steer the spatial resolution as well as the coverage. 
Moreover, the researcher can pick convenient atmosphere (like clear atmosphere without 
cloud), suitable tidal range (like the low tide), and sun angle ([56, 57]).

Drones are in particular cost-effective for coastal fish habitat detection nearshore. Trained 
atmospheric spotters have possessed the ability to detect menhaden, herring, and sardines’ 
shoals, from low elevations. Skilled spotter pilots are used by fishing fleets to locate differ-
ent fish shoals and direct the vessels by radio transmission [52, 58]. At night, fish shoals can 
be detected by the naked eye when plankton produces bioluminescence as a result of its 

Figure 12. Two instant areal density images of fish shoals near the continental shelf edge obtained by ocean acoustic 
waveguide remote sensing on 14 May 2003 (A) and 15 May 2003 (B); and (C) is the spectrum analysis [55].
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shoals for the last 40 years. The main merit of using airborne remote sensing technique is that 
researchers can determine the remote sensing system characteristics. By picking the suitable 
focal length and flight altitude, they can steer the spatial resolution as well as the coverage. 
Moreover, the researcher can pick convenient atmosphere (like clear atmosphere without 
cloud), suitable tidal range (like the low tide), and sun angle ([56, 57]).

Drones are in particular cost-effective for coastal fish habitat detection nearshore. Trained 
atmospheric spotters have possessed the ability to detect menhaden, herring, and sardines’ 
shoals, from low elevations. Skilled spotter pilots are used by fishing fleets to locate differ-
ent fish shoals and direct the vessels by radio transmission [52, 58]. At night, fish shoals can 
be detected by the naked eye when plankton produces bioluminescence as a result of its 

Figure 12. Two instant areal density images of fish shoals near the continental shelf edge obtained by ocean acoustic 
waveguide remote sensing on 14 May 2003 (A) and 15 May 2003 (B); and (C) is the spectrum analysis [55].
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stimulation by fish motions. To remedy this instance, a large number of airborne sensors have 
been added, including digital cameras, thermal infrared radiometers, low-light-level TV, and 
LIDAR and radar systems [52].

Airborne LIDAR (LIDAR is a system that emits laser light pulses that can penetrate up to three 
times the Secchi depth of a water column) has likewise been utilized to study coral reef, fish 
habitats and other sea life. An essential application of high-resolution imagers and airborne 
lidar is in coral reef fisheries, which is an area of significant source of income and food in devel-
oped and developing countries. Coral reef ecosystems are topographically complex environ-
ments, and this structural heterogeneity influences the behavior, abundance, and distribution of 
local ocean organisms. Satellite imageries, lidar, and high-resolution airborne images are being 
utilized to study and map these complex coral reef fish habitats and other ocean life [59–61]. 
Due to the strong relationship between the coral reef habitat and potential fish abundance and 
diversity, these maps are utilized by reef managers to facilitate ecosystem-based fishery man-
agement (EBFM) approaches, to guide sampling strategies, and to identify conservation areas.

Another useful airborne sensor is side-looking airborne radar (SLAR). Its operation depends 
upon emitting pulses and receiving signals that represent the backscattering intensities from 
the sea surface. The swimming fish close to the surface produces small-scale waves (2–20 cm 
length) which the radar can detect. The size and intensity of these wavelets rely upon school 
size, fish behavior at the surface, swimming activities, and fish size. The SLAR can pick up the 
little changes in the backscatter pattern caused by the fish shoal [52].

8.2. Advanced satellite remote sensing

Satellite images combined with other in situ data can be construed to find the suitable oceanic 
environmental conditions for fish aggregation [62]. Because certain species of game and com-
mercial fish are indigenous to waters of a specific temperature and environmental conditions, 
fishers can spare ship tide and fuel by being capable of locating the higher potential sites more 
quickly [48, 63].

Other reason, that satellites are at the most modern and sophisticated in fisheries studies 
and resources management because the variability and magnitude of seas primary pro-
ductivity that are very highly unknown on a vast worldwide scale, mainly due to the high 
temporal and spatial fluctuation of ocean phytoplankton abundance and diversity. As an 
example, in coastal regions, wind induced upwelling that conveys nutrients up to the water 
surface, causing patchy areas with high productivity, in addition to high chlorophyll and 
phytoplankton abundance, which can be monitored and detected by temperature and color 
sensors on satellites ([48, 64]: [65, 66]).

As appears in Figure 13, thermal infrared imagers and sea color sensors are utilized effec-
tively to tracking coastal upwelling regions. In the upwelling areas in Figure 13, the water that 
ascends from the sea bottom conveying the nutrients upward to the sea surface appeared in 
the image of the thermal infrared as cool, while the sensor of sea color showed that the upwell-
ing site as highly productive zone (the left image). Satellite sea color data was utilized to pri-
mary production measuring and fisheries status observing, as measuring the productivity of 
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Figure 13. Satellite Ocean color and temperature maps (right) along the California coast showing the upwelling 
areas and chlorophyll distribution (left) along the California coast. Source: P. Zion and M. Abbott, jet Propulsion 
Laboratory, NASA.

Sensor CZCS SeaWiFS MODIS Terra MODIS Aqua MERIS

Agency NASA NASA NASA NASA ESA

Satellite Nimbus-7 OrbView-2 Terra Aqua Envisat-1

Operating dates 1978–1986 1997–2010 Launch 1997 Launch 2002 Launch 2002

Spatial resolution (m) 825 110 250/500/1000 250/500/1000 300/1200

Number of bands 6 8 36 36 15

Spectral coverage (nm) 433–12,500 402–885 405–14,385 405–14,385 412–1050

Note that the MODIS instrument is carried aboard two platforms (Terra and Aqua).

Table 3. Some satellite remote sensing systems used to measure ocean color.

A Survey of Satellite Biological Sensor Application for Terrestrial and Aquatic Ecosystems
http://dx.doi.org/10.5772/intechopen.85916

57



stimulation by fish motions. To remedy this instance, a large number of airborne sensors have 
been added, including digital cameras, thermal infrared radiometers, low-light-level TV, and 
LIDAR and radar systems [52].

Airborne LIDAR (LIDAR is a system that emits laser light pulses that can penetrate up to three 
times the Secchi depth of a water column) has likewise been utilized to study coral reef, fish 
habitats and other sea life. An essential application of high-resolution imagers and airborne 
lidar is in coral reef fisheries, which is an area of significant source of income and food in devel-
oped and developing countries. Coral reef ecosystems are topographically complex environ-
ments, and this structural heterogeneity influences the behavior, abundance, and distribution of 
local ocean organisms. Satellite imageries, lidar, and high-resolution airborne images are being 
utilized to study and map these complex coral reef fish habitats and other ocean life [59–61]. 
Due to the strong relationship between the coral reef habitat and potential fish abundance and 
diversity, these maps are utilized by reef managers to facilitate ecosystem-based fishery man-
agement (EBFM) approaches, to guide sampling strategies, and to identify conservation areas.

Another useful airborne sensor is side-looking airborne radar (SLAR). Its operation depends 
upon emitting pulses and receiving signals that represent the backscattering intensities from 
the sea surface. The swimming fish close to the surface produces small-scale waves (2–20 cm 
length) which the radar can detect. The size and intensity of these wavelets rely upon school 
size, fish behavior at the surface, swimming activities, and fish size. The SLAR can pick up the 
little changes in the backscatter pattern caused by the fish shoal [52].

8.2. Advanced satellite remote sensing

Satellite images combined with other in situ data can be construed to find the suitable oceanic 
environmental conditions for fish aggregation [62]. Because certain species of game and com-
mercial fish are indigenous to waters of a specific temperature and environmental conditions, 
fishers can spare ship tide and fuel by being capable of locating the higher potential sites more 
quickly [48, 63].

Other reason, that satellites are at the most modern and sophisticated in fisheries studies 
and resources management because the variability and magnitude of seas primary pro-
ductivity that are very highly unknown on a vast worldwide scale, mainly due to the high 
temporal and spatial fluctuation of ocean phytoplankton abundance and diversity. As an 
example, in coastal regions, wind induced upwelling that conveys nutrients up to the water 
surface, causing patchy areas with high productivity, in addition to high chlorophyll and 
phytoplankton abundance, which can be monitored and detected by temperature and color 
sensors on satellites ([48, 64]: [65, 66]).

As appears in Figure 13, thermal infrared imagers and sea color sensors are utilized effec-
tively to tracking coastal upwelling regions. In the upwelling areas in Figure 13, the water that 
ascends from the sea bottom conveying the nutrients upward to the sea surface appeared in 
the image of the thermal infrared as cool, while the sensor of sea color showed that the upwell-
ing site as highly productive zone (the left image). Satellite sea color data was utilized to pri-
mary production measuring and fisheries status observing, as measuring the productivity of 
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Figure 13. Satellite Ocean color and temperature maps (right) along the California coast showing the upwelling 
areas and chlorophyll distribution (left) along the California coast. Source: P. Zion and M. Abbott, jet Propulsion 
Laboratory, NASA.

Sensor CZCS SeaWiFS MODIS Terra MODIS Aqua MERIS

Agency NASA NASA NASA NASA ESA

Satellite Nimbus-7 OrbView-2 Terra Aqua Envisat-1

Operating dates 1978–1986 1997–2010 Launch 1997 Launch 2002 Launch 2002

Spatial resolution (m) 825 110 250/500/1000 250/500/1000 300/1200

Number of bands 6 8 36 36 15

Spectral coverage (nm) 433–12,500 402–885 405–14,385 405–14,385 412–1050

Note that the MODIS instrument is carried aboard two platforms (Terra and Aqua).

Table 3. Some satellite remote sensing systems used to measure ocean color.
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the four Eastern Boundary Currents (EBC) the Benguela, California, Humboldt, and Canary, 
as well as the currents over the first 24 months of Sea-Viewing Wide Field-of-View Sensor 
(SeaWiFS) operation. Inside every EBC, primary production has been assessed for dynamic 
zones of high chlorophyll concentration (more than 1 mg/m3) that showed levels of produc-
tivity probable to be used by higher trophic levels. Within every EBC the primary produc-
tion diminished with latitude, while the range of the active zones is related to the volume of 
off-shore transfer. Differences in monitored fish catch were also correlated with the different 
trophic structure and spatial accessibility ([48, 52, 67, 68]).

The characteristics of some of the important satellite systems used to measure ocean color, 
such as Nimbus-7 Coastal Zone Color Scanner (CZCS), SeaWiFS, and Moderate Resolution 
Imaging Spectroradiometer (MODIS), are presented in Table 3.

9. Conclusions and recommendations

1. Newly developed satellite remote sensing techniques, combined with in situ measure-
ments, constitute the most effective ways for efficient management and controlled exploi-
tation of marine resources by combining in situ measuring data with satellite remote 
sensing ones.

2. Spectral and spatial resolutions of biosensors are the most important characteristics of the 
sensor.

3. Biosensors on board of satellites are capable of detecting and identifying conditions of 
mangrove and coral reef as well as water salinity, eutrophication, heat, and dynamics of 
fish shoals in the aquatic environment.
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Abstract

Aerosols are submicron particles suspended in the atmosphere which affect Earth’s 
energy balance directly by scattering and absorbing the of solar radiation. In addition, 
they can indirectly affect radiation balance by changing the micro-physical and opti-
cal properties of the cloud. The difficulties in accessing the contribution of aerosols to 
radiative balance are caused partly due to incomplete knowledge of spatiotemporal vari-
abilities in physicochemical and optical properties of aerosols on regional to global scale. 
Several state-of-the-art instrumentation techniques for ground-based measurements 
and satellite remote sensing technologies have been developed in past three decades to 
monitor physicochemical and optical properties of aerosols for a better understanding of 
radiative balance and feedback mechanisms. Satellite retrievals of moderate resolution 
imaging spectroradiometer (MODIS), ozone monitoring instrument (OMI), multi-angle 
imaging spectroradiometer (MISR) are used for this purpose. Ground-based measure-
ments of aerosol properties provide a basis for validation of atmospheric correction pro-
cedures and can be used for validation of aerosol models used in atmospheric correction 
algorithms. This chapter describes in details about the widely used ground- and satellite-
based remote sensing instruments for aerosol monitoring.
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Aerosols are a two-phase colloidal system, consisting of the particles (solid or liquid) and the gas 
in which they are suspended. An individual aerosol particle can either cause cooling or warm-
ing depending on its size, refractive index, composition and mixing state in the atmosphere 
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[1–3]. The interaction of aerosol particles with radiation further depends on their origins and 
subsequent atmospheric processing. The size of aerosols particles is an important parameter to 
study their chemical or optical properties. On the basis of particle size distribution the aerosols 
are broadly classified into three main categories: (1) Aitken particles or nucleation mode (0.001–
0.2 μm diameter), (2) large particles, or accumulation mode (0.2–2 μm diameter) and (3) giant 
particles, or coarse particle mode (>2 μm diameter). Aerosol size distribution may be repre-
sented by number or volume density [4] (Figure 1). The particles of size less than 0.04 μm exhibit 
greater coagulation and hence their number is greatly reduced. Particles bigger than 10 μm are 
removed more effectively from the atmosphere either by sedimentation or by rain-wash.

Atmospheric aerosols have sizes, shape, and a chemical composition mainly due to their 
different emission sources and heterogeneous nature. Since the size, as well as composition of 
aerosol particles vary by orders of magnitude, no single instrument or technique is adequate 
for entire characterization of aerosols. The selection of a particular method for characteriza-
tion of aerosols depends primarily on the particular type of application and scientific objec-
tives. Aerosol optical thickness (AOT) is the most fundamental parameter for determining 
optical properties of aerosols which is the degree to which aerosols prevent the transmission 
of light in the atmosphere either through scattering or absorption. Measuring AOT at differ-
ent spectral wavelengths (mostly visible range) helps in deriving information on the optical 
properties and to understand their impact on radiation balance while aerosol size distribution 
and mass concentration are crucial for understanding source strength, visibility and several 
environmental including fog-haze formation, cloud condensation nuclei (CCN), etc., and eco-
logical impacts.

Figure 1. Typical volume and number distribution of atmospheric particles with different modes [4].
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Three different kinds of data are available for the study of aerosols: (1) point data from ground 
locations equipped with sunphotometers (highest accuracy, but periods of missing data are 
frequent) [5]; (2) gridded data from space observations (low accuracy, with frequent missing 
data) [6]; and (3) gridded data from monthly climatologies (low to intermediate accuracy, no 
missing data) [6, 7].

Ground and satellite-based remote sensing are two important ways for monitoring aerosol 
optical properties [8]. The ground-based and satellite aerosol optical measurements contrib-
ute to our understanding of the Earth’s systems by not only characterizing the ambient aero-
sol but validate satellite retrievals and numerical modeling algorithms. This also provides 
information on environmental pollution and investigates aerosol and cloud effects on radia-
tive fluxes [8, 9].

More importantly, they provide a wider spatial as well as temporal (e.g., long-term vari-
ability) coverage of aerosol properties on a regional to global scale. Nonetheless, the reso-
lution of measurements is rather poor for local observations and thus, these methods do 
not provide adequate information over a given site. In contrast, real-time measurements of 
chemical and optical properties are advantageous to study several physical and chemical 
processes on a finer spatial scale but fail to provide information about these processes on a 
regional scale. Therefore, a blended approach of simultaneous real-time ground-based mea-
surements in tandem with ground and satellite-based remote sensing techniques is a need 
for better understanding of aerosol properties and their impact on the environment, ecology 
weather and climate.

The present chapter discusses several established as well as recent instruments in the field of 
atmospheric aerosol measurements with a particular focus on the measurements of aerosol 
optical depth and size. The brief description of instruments for aerosols along with their mea-
surement techniques and working principles are discussed in details.

2. Ground-based aerosols instruments

Different types of ground-based instruments are used for monitoring aerosols such as spec-
troradiometers, multichannel radiometers, and broadband radiometers. Spectroradiometers 
present today provides excellent spectral performance across a full range of solar irradiance 
spectrum. Though, they are very expensive and thus, most ground-based stations gener-
ally prefer to deploy multichannel and broadband radiometers. Data from the ground are 
mostly used as ground truth to validate and optimally combine data from the other sources. 
Ground-based multi-wavelength sunphotometric measurements are the most accurate 
source of AOT data [9].

In multichannel and broadband radiometers, the wavelength integrated quantities are repro-
duced as accurately as in the spectroradiometers. This section further discusses in details 
about the ground-based aerosols measurement instruments. The brief description of sunpho-
tometer for AOT and aerosol spectrometer for size distribution measurements are described 
in Sections 2.1 and 2.2.
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2.1. Sunphotometer

Sunphotometer is capable of measuring AOT (AOT) and direct solar irradiance in different 
wavelength bands generally in 6 narrow spectral bands ranging from 360 to 1000 nm. It uses 
the Langley method for deriving optical thickness of the atmosphere by measuring direct sun 
irradiance. A correction for Rayleigh scattering as well as selected atmospheric gases such as 
ozone, water-vapor, etc., is needed. After subtraction of the Rayleigh optical thickness and the 
ozone optical thickness, the aerosol optical thickness is obtained. In the following section, we 
describe MICROTOP II sunphotometer as an example for sunphotometers.

2.1.1. MICROTOP II

Sunphotometer MICROTOP II (Model 540) is a five-channel small portable, handheld sunpho-
tometer manufactured by solar light [10]. This is particularly useful for taking ground-based 
measurements at different locations (Figure 2). This instrument can give total column aerosol 
optical thickness spectra together with total column ozone content and precipitable water 
vapor within the atmosphere. The instrument is equipped with five accurately aligned optical 
collimators, with a full field of view of 2.5°, while the full width at half maximum (FWHM) 
bandwidth at each of the AOT channels is 2.4 ± 0.4 nm. It is a Voltz-type radiometer and mea-
sures the intensity of direct solar irradiance at five narrow-band spectral channels centered at 
440, 500, 675, 870 and 936 nm. Each channel is fitted with a narrow-band interference filter and 
a photodiode suitable for particular wavelength range. The collimators are encapsulated in a 
cast aluminum optical block for stability. A sun target and pointing assembly is permanently 
attached to the optical block and laser-aligned to ensure accurate alignment with the optical 
channels. When the image of the sun is centered in the bulls-eye of the sun target, all optical 
channels are oriented directly at the solar disk. Radiation captured by the collimator and 
bandpass filters radiate onto the photodiodes, producing an electrical current that is propor-
tional to the radiant power intercepted by the photodiodes. These signals are first amplified 
and then converted to a digital signal by a high-resolution A/D converter. The signals from 
the photodiodes are processed in series. However, with 20 conversions per second, the results 
can be treated as if the photodiodes were read simultaneously [11].

Figure 2. Operational block diagram of MICROTOP II [12].
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Optionally the MICROTOP is capable of deriving the water vapor column. AOT and water 
vapor column are determined to assume the validity of the Bouguer-Lambert-Beer law. At a 
wavelength λ, the total optical thickness recorded by a sunphotometer can be expressed as 
the sum.

   τ  λ   =  τ  Aλ   +  τ  Rλ    (1)

where τAλ is AOT and τRλ is Rayleigh optical thickness.

The MICROTOPS II calculates the AOT (τλ) value of each wavelength based on the channel’s 
signal, its extraterrestrial constant, atmospheric pressure (for Rayleigh scattering), time and 
location. Solar distance correction is automatically applied. The AOT formula is

   τ  λ   =   
ln  ( V  0λ  )  − ln  ( V  λ   × SDCORR) 

  _____________________  m   −  τ  R𝜆𝜆   ×   P __  P  0  
    (2)

where the index λ references the channel’s wavelength, ln(V0λ) is the AOT calibration con-
stant, Vλ is the signal intensity in mV, SDCORR is the mean Earth-Sun distance correction, m 
is the optical air mass, τRλ is the Rayleigh optical thickness and P and P0 are station pressure 
and standard sea level pressure (1013.25 mB) respectively [9].

Young [13] has given one approximate formula to calculate air mass (m) from true solar zenith 
angle (θ) that accounts for the effects of refractive index and curvature of the Earth.

  m =   1.002432 ×  cos   2   (θ )  + 0.148386 ×  cos   2  (θ)  + 0.0096467     ___________________________________________________________________________     
  cos   3   ( θ)  + 0.149864 ×  cos   2   (θ )  + 0.0102963 × cos  (θ )  + 0.000303978       
 
  

    (3)

where θ represents the solar zenith angle at the time of measurement. The optical thickness 
due to Rayleigh scattering is subtracted from the total optical thickness to obtain AOT. Optical 
thickness from other processes such as O3 and NO2 absorption are ignored in MICROTOPS 
II. The combined error in the estimated AOT due to errors like entering of the diffuse radia-
tions, computational error calculating the air mass, calibration coefficient estimation error and 
uncertainty in deriving optical depth due to Rayleigh scattering and absorption is in the range 
of 0.009–0.011 at different wavelengths (which is 2–10% of the total AOT). Typical errors in 
AOT measurements from MICROTOP-II are ~0.03 [14].

In 1961, Scientist named Angstrom proposed an empirical formula to estimate the spectral 
dependence of atmospheric extinction (scattering and absorption) caused by aerosols:

   τ  λ   =  β   ∗   λ   −α   (4)

where τλ is the spectral AOT, λ is the wavelength in μm; α is the Ångström exponent and β is 
the turbidity coefficient (equivalent to AOT at 1 μm) provides a measure of columnar aerosol 
loading. The values of α and β were calculated by evolving a linear least square fit between τλ 
and λ (in μm) in log-log scale over the entire wavelength range. The Ångström exponent (α) is 
a measure of the relative dominance of small particles while the coefficient β depends on the 
aerosol loading associating more with coarse aerosols.
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2.1. Sunphotometer
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a photodiode suitable for particular wavelength range. The collimators are encapsulated in a 
cast aluminum optical block for stability. A sun target and pointing assembly is permanently 
attached to the optical block and laser-aligned to ensure accurate alignment with the optical 
channels. When the image of the sun is centered in the bulls-eye of the sun target, all optical 
channels are oriented directly at the solar disk. Radiation captured by the collimator and 
bandpass filters radiate onto the photodiodes, producing an electrical current that is propor-
tional to the radiant power intercepted by the photodiodes. These signals are first amplified 
and then converted to a digital signal by a high-resolution A/D converter. The signals from 
the photodiodes are processed in series. However, with 20 conversions per second, the results 
can be treated as if the photodiodes were read simultaneously [11].
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2.1.2. CIMEL sunphotometer

The CIMEL (CE318) sunphotometer is also a multi-channel, automatic sun-and-sky scanning 
radiometer that measures the direct solar irradiance and sky radiance at the Earth’s surface 
(Figure 3). The CIMEL sunphotometer is developed by French company Cimel Electronique [15].

CIMEL works on Rayleigh scattering principle and measures the total aerosol load in the 
atmosphere. AERONET (AErosol RObotic NETwork) is an optical ground-based aerosol 
monitoring network and data archive consisting of sunphotometers. This network provides 
globally distributed near real-time observations of aerosol spectral optical depths, aerosol 
size distributions, and precipitable water in diverse aerosol regimes. Measurements through 
CIMEL are taken at pre-determined discrete wavelengths in the visible and near-IR (i.e., at 340, 
380, 440, 500, 675, 870, 1020 nm) parts of the spectrum to determine atmospheric transmission 
and scattering properties. The CIMEL sunphotometer takes measurements of the direct sun 
and diffuse sky radiance with 1.2° full field of view within the spectral range 340–1020 nm [16].

The direct sun measurements are done for all eight spectral channels with triplet observations 
per wavelength and sky radiance measurements at following four spectral channels (440, 675, 
870, and 1020 nm). The instrument performs direct spectral solar radiation measurements 
within a 1.2 full field of view every 15 min. This data set is in the form of Level 2.0 quality 
assured product after cloud screening and necessary post calibration. The AOT is retrieved at all 
channels [16] other than the 940-nm channel, which is used to retrieve atmospheric water vapor 
content. The CIMEL sky radiance measurements together with the direct sun measurements of 
optical depths are used to retrieve optical equivalent aerosol size distributions and refractive 
indices. This instrument is weather-proof and requires little maintenance during periods of 
adverse weather conditions. It takes measurements only during daylight hours (sun above the 
horizon). It provides the quantification and physical-optical characterizations of the aerosols. 
CIMEL fully meets the operational requirements of continuous monitoring in terms of reliabil-
ity, long lifetime and very low maintenance cost The large range of parameters that are derived 
and calculated from the measurements and from the atmospheric physics equations make the 
CE318 photometer a worldwide benchmark device for many applications like characterization 
and quantification of aerosols and aerosol types, bias correction for satellite aerosol retrievals, 

Figure 3. The CIMEL Sunphotmeter instrument.
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detection of volcanic ash plumes in real time, deriving parameters (i.e., aerosol optical depth, 
fine mode AOD, coarse mode AOD, optical properties), volume size distribution, air quality 
monitoring, etc. The types of error that instrumentation of sunphotometer faces are described 
in [17–19] These studies reveals that, the overall error in the AOT can be due to (a) error associ-
ated with the uncertainty in the optical thickness due to Rayleigh scattering and absorption by 
O3 and water vapor (b) deviation of the calibration coefficient with time (c) diffuse radiation 
entering the optical channel and (d) computation error in relative air mass (a geometrical term 
to account for the relative increase in optical path length as solar zenith angle increases).

2.2. Aerosol spectrometer

The aerosol spectrometer is a device that is used for continuous measurement of airborne 
particles as well as for measuring the particle’s number and volume concentration.

2.2.1. GRIMM aerosols spectrometer

The GRIMM (model 1.108) is a compact portable instrument developed by GRIMM Aerosol 
Technik Ainring contains an integrated gravimetric filter on which all particles are collected 
after the optical measurement [20]. GRIMM aerosol spectrometer measures the number of 
particles per unit volume of air using light-scattering technology. This instrument operates 
in four modes: count distribution, mass distribution, occupational health and environmental 
mode. The instrument measures particle concentrations in an optical size of 0.3–20 μm in 15 
channels with differently sizes with a concentration range of 1–2,000,000 particles/L (for count 
distribution mode) or a mass concentration range of 1–1,00,000 μg/m3 (for mass distribution, 
environmental and occupational health modes) [21]. The sensitivity of the spectrometer is 1 
particle/L or 1 μg/m3, whereas reproducibility of the instrument is ±2%. Ambient air is drawn 
into the unit via an internal volume-controlled pump at a rate of 1.2 L/min. The instrument 
initiates a system self-test (≈30 s) and zero calibration check at the start of each measurement. 
Afterward the actual measurement starts and the LCD-display shows data continuously 
every 6 s. A stainless-steel tube is utilized as the spectrometer inlet (Figure 4).

2.2.1.1. Measuring principle

The sample air is led directly into the measuring cell via the aerosol inlet. The particles in 
the sample air are being detected by light scattering inside the measuring cell. The scattering 

Figure 4. GRIMM aerosol spectrometer (model 1.108).

Atmospheric Aerosols Monitoring: Ground and Satellite-Based Instruments
http://dx.doi.org/10.5772/intechopen.80489

73



2.1.2. CIMEL sunphotometer

The CIMEL (CE318) sunphotometer is also a multi-channel, automatic sun-and-sky scanning 
radiometer that measures the direct solar irradiance and sky radiance at the Earth’s surface 
(Figure 3). The CIMEL sunphotometer is developed by French company Cimel Electronique [15].

CIMEL works on Rayleigh scattering principle and measures the total aerosol load in the 
atmosphere. AERONET (AErosol RObotic NETwork) is an optical ground-based aerosol 
monitoring network and data archive consisting of sunphotometers. This network provides 
globally distributed near real-time observations of aerosol spectral optical depths, aerosol 
size distributions, and precipitable water in diverse aerosol regimes. Measurements through 
CIMEL are taken at pre-determined discrete wavelengths in the visible and near-IR (i.e., at 340, 
380, 440, 500, 675, 870, 1020 nm) parts of the spectrum to determine atmospheric transmission 
and scattering properties. The CIMEL sunphotometer takes measurements of the direct sun 
and diffuse sky radiance with 1.2° full field of view within the spectral range 340–1020 nm [16].

The direct sun measurements are done for all eight spectral channels with triplet observations 
per wavelength and sky radiance measurements at following four spectral channels (440, 675, 
870, and 1020 nm). The instrument performs direct spectral solar radiation measurements 
within a 1.2 full field of view every 15 min. This data set is in the form of Level 2.0 quality 
assured product after cloud screening and necessary post calibration. The AOT is retrieved at all 
channels [16] other than the 940-nm channel, which is used to retrieve atmospheric water vapor 
content. The CIMEL sky radiance measurements together with the direct sun measurements of 
optical depths are used to retrieve optical equivalent aerosol size distributions and refractive 
indices. This instrument is weather-proof and requires little maintenance during periods of 
adverse weather conditions. It takes measurements only during daylight hours (sun above the 
horizon). It provides the quantification and physical-optical characterizations of the aerosols. 
CIMEL fully meets the operational requirements of continuous monitoring in terms of reliabil-
ity, long lifetime and very low maintenance cost The large range of parameters that are derived 
and calculated from the measurements and from the atmospheric physics equations make the 
CE318 photometer a worldwide benchmark device for many applications like characterization 
and quantification of aerosols and aerosol types, bias correction for satellite aerosol retrievals, 

Figure 3. The CIMEL Sunphotmeter instrument.

Advances in Environmental Monitoring and Assessment72

detection of volcanic ash plumes in real time, deriving parameters (i.e., aerosol optical depth, 
fine mode AOD, coarse mode AOD, optical properties), volume size distribution, air quality 
monitoring, etc. The types of error that instrumentation of sunphotometer faces are described 
in [17–19] These studies reveals that, the overall error in the AOT can be due to (a) error associ-
ated with the uncertainty in the optical thickness due to Rayleigh scattering and absorption by 
O3 and water vapor (b) deviation of the calibration coefficient with time (c) diffuse radiation 
entering the optical channel and (d) computation error in relative air mass (a geometrical term 
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light pulse of every single particle is being counted and the intensity of its scattering light 
signal classified to a certain particle size. The measuring principle is schematically shown 
in Figure 5 [22].

The spectrometer uses a light-scattering technology for single-particle counts, whereby a 
semiconductor-laser is used as the light source. The wavelength for laser light is in the infra-
red ranges, i.e., 780 nm. The aerosol particles can be detected over a very wide size range from 
0.3 up to 20 μm. The scattered light is picked up directly as well as via a specific wide-angle 
optical system with a reflector at a scattering angle of 90°. The signal of the detector is classi-
fied into size channels after amplification subject to its intensity. This way, the dependency 
of the refraction index on the measured signal is low and scattered light intensity permits a 
precise determination of the particle size. The measured particles are deposited on a remov-
able 47 mm polytetrafluoroethylene (PTFE) filter inside the instrument and are thus available 
for further gravimetric analysis as well as chemical analysis for detection of metals and non-
metals, etc. Figure 5 shows the assembly of the laser-measuring chamber. The sample air duct 
occurs perpendicular to the perspective into the measuring volume [23]. The advantages of 
ground-based instruments are better accuracy and precise measurements. However, the main 
disadvantage is that data are sparsely available due to highly expensive instruments. Also, 
one problem which the scientific community faces is data sharing. The benefits of data shar-
ing are improving our understanding of the results or analysis, the accuracy of the research, 
can also strength collaborations.

3. Satellite-based remote sensing instruments

The high spatial and temporal resolution of satellite remote sensing data is more valuable in 
most atmospheric studies. The application of these new technologies to different satellite data 
have led to the generation of multiple aerosol products, such as spatial distribution, temporal 
variation, a fraction of fine and coarse modes, vertical distribution, light absorption, and some 

Figure 5. Measuring principle of GRIMM aerosol spectrometer [23].
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spectral characteristics. These can be used to infer sources of major aerosol emissions, the 
transportation of aerosols, interactions between aerosols and energy and water cycles, and 
the involvement of aerosols with the dynamic system. A series of space missions with instru-
ments capable of making observations of backscattered solar radiation emerging at the top of 
the atmosphere (TOA) have been launched since the late 1970s.

The current satellites orbiting the Earth are either in geostationary or polar orbits and are 
described below.

1. Geostationary orbits

Geostationary satellites are orbiting the Earth in the equatorial plane at a distance of about 
36,000 km above the surface. The satellite’s rotational velocity is identical to that of the 
Earth, and this enables the monitoring of dynamic meteorological phenomena such as 
major dust clouds, volcanic eruptions, smoke plumes or regional pollution events as they 
evolve throughout the day.

2. Polar orbits

Polar satellites are orbiting the Earth in a plane that passes through the two poles. The 
orbit is adjusted to about 100 km above the Earth’s surface and this corresponds to a full 
rotation every 90 minutes. Due to the low orbit, each consecutive rotation samples only a 
swath of the Earth’s surface that is at most 3000 km wide. Each swath is incremented such 
that the polar orbit is sun-synchronous, i.e., the sensor will always observe the sunny side 
of the Earth at the same local time of the day. But this limits the polar-orbiting satellite 
to only one measurement or observation per day over any given location on the Earth’s 
surface. The low orbit allows sensors to have higher spatial resolution and geolocation 
accuracy. Most quantitative aerosol datasets and climatologies are derived from polar 
orbiting satellites carrying a variety of sensors. There are two basic observation modes for 
satellite instruments depending on the observation geometry, i.e., vertical and horizontal 
observation modes (Figure 6). In vertical (or nadir viewing) observation mode, the satel-
lite instrument faces to nadir or near-nadir to detect and measure the radiation coming 
from the Earth. A number of satellite instruments use the vertical observation concept to 
provide column integrated products. Observations in a horizontal direction including 
Limb-viewing and occultation sounding probe the Earth’s limb at various depths in the 
atmosphere. Horizontal observations are characterized by altitude and geo-location of 
the tangent point. Sun occultation instruments can retrieve aerosol extinction profile from 
measurements of solar extinction through the atmospheric limb during sunrise and sunset.

Some of the polar orbiting satellites providing long-term and continuous sets of aerosol data 
are described below:

3.1. The ozone monitoring instrument (OMI)

Ozone monitoring instrument (OMI) onboard the NASA’s Aura spacecraft has a high spec-
tral resolution UV and visible (270–500 nm) spectrum. OMI is a nadir-viewing, wide-field- 
imaging UV and visible spectrometer designed to monitor ozone and other atmospheric species 
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36,000 km above the surface. The satellite’s rotational velocity is identical to that of the 
Earth, and this enables the monitoring of dynamic meteorological phenomena such as 
major dust clouds, volcanic eruptions, smoke plumes or regional pollution events as they 
evolve throughout the day.
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swath of the Earth’s surface that is at most 3000 km wide. Each swath is incremented such 
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of the Earth at the same local time of the day. But this limits the polar-orbiting satellite 
to only one measurement or observation per day over any given location on the Earth’s 
surface. The low orbit allows sensors to have higher spatial resolution and geolocation 
accuracy. Most quantitative aerosol datasets and climatologies are derived from polar 
orbiting satellites carrying a variety of sensors. There are two basic observation modes for 
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atmosphere. Horizontal observations are characterized by altitude and geo-location of 
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are described below:
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including aerosols. It derives its heritage from the descendant TOMS and the European Space 
Agency (ESA) Global Ozone Monitoring Experiment (GOME) instrument (on the ERS-2 
satellite). This instrument has the capability to categorize aerosol types and also measures 
cloud pressure and coverage. The sensor provides data to derive tropospheric ozone and 
other important parameters related to climate and ozone chemistry. It uses a push broom 
technique to measure backscatter in the visible and UV spectrum and has a self-calibration 
mechanism. The measurements are accurate and precise of total ozone concentration due to 
its hyperspectral capabilities. OMI instrument has telescope field of view (FOV) 115° wide 
in across-track dimension. The orbital inclination of Aura Satellite is 98.1 degrees, providing 
latitudinal coverage from 82° N to 82° S.

3.2. Multi-angle imaging spectroradiometer (MISR)

The multi-angle imaging spectroradiometer is a satellite sensor onboard the NASA’s Terra 
satellite. This scientific instrument was designed to measure the intensities of reflected and 
absorbed solar radiations by Earth in various directions and spectral bands. It has nine differ-
ent digital cameras each having four spectral bands (blue, green, red, near infrared), and views 
the Earth at nine different angles. Out of these 9 cameras, one is towards nadir, other cameras 
as tilted forward and afterward view angles, at the Earth’s surface, of 26.1, 45.6, 60.0, and 70.5°. 
When it is over the Earth surface each region is imaged by all nine cameras in four spectral 
bands. It can measure the amount and type of aerosol particles produced due to natural and 
anthropogenic activities. It can also measure the type and height of clouds. In addition, it also 
can distinguish different land surface types (snow and ice fields, vegetation, etc.). Owing to 
nine different angles it covers equator coverage in 9 days and Polar coverage in 2 days.
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various aerosol optical properties, e.g., AOT, types of aerosols, aerosol size-distribution which 
enable us to understand complex atmospheric processes and varying climate dynamics over 
land and oceans. Different algorithms are used nowadays for the dark surface as well as bright 
surface (deep blue). It is providing a long-term and continuous measurement of different aero-
sol properties from a very long time. This sensor is playing an important role in validating and 
developing new models to predict climate change. Out of 36 spectral bands, first 19 are used 
for land, cloud, aerosol (properties and boundaries) as well as for ocean color, atmospheric 
water vapor, and biogeochemistry, etc., and the remaining are used for surface, cloud, atmo-
spheric (temperature, altitude) as well as cloud water vapor, etc.

Information regarding the general characteristics (Platform, Resolution, Swath Width, 
Channels, Launch Date, etc.) of OMI, MISR and MODIS are provided in Table 1. The list of 
websites providing design specifications, principles of satellite instruments used for aerosol 
retrieval can be found elsewhere [25–27]. MODIS and MISR work on Rayleigh scattering prin-
ciple whereas OMI works on both Rayleigh as well as Mie scattering principles. Both MODIS 
and OMI have wide spatial coverage (2330 and 2600 km) whereas MISR has narrow coverage 
(380 km). MODIS and OMI are single view sensors whereas MISR is multi-view sensor (nine 
cameras). Advantages of all these satellite sensors are wide spatial and temporal coverage. 
The disadvantage is only one or two retrievals possible in a day.

Sensor OMI MISR MODIS

Platform NASA EOS-AURA NASA Terra NASA Terra/Aqua

Spatial resolution at 
Nadir (km)

13 km × 24 km at nadir for UV2 
(307–383 nm) and visible spectrum 
(349–504 nm)

13 km × 48 km for UV-1 spectrum 
(264–311 nm)

0.275 0.25 (bands 1–2)

0.50 (bands 3–7)

1.0 (bands 8–36)

Pixel resolution 10 km

Swath width (km) 2600 380 2330

Channel and spectral 
range(wavelength nm)

270–500 nm with spectral resolution 
of 0.5 nm

Four wavelengths in each 
camera

Centered at 446, 558, 672, 
and 867 nm

Giving image in red, 
green, blue and near 
infrared

620–965 nm and 
3.6–14.385 μm

36 spectral bands

Launch 15th July 2004 18th December 1999 18th December 1999/4th 
May 2002

Equator crossing time 
and mode

13:42 (ascending mode) 10:30 (descending mode) 10:30 (descending 
mode)/

13:30 (ascending mode)

Multiview observations No 9 (yes) No

Altitude (km) 705 705 705

Table 1. General characteristics of instruments currently used for aerosol retrievals.
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4. Conclusions

In this chapter, we discussed the principles and use of ground and satellite-based remote 
sensing instruments like CIMEL sunphotometer, MICROTOP, mass spectrometer. The remote 
sensing observations are commonly used to monitor and study the interaction of aerosols 
with solar radiation by measuring several aerosol optical properties on temporal and spa-
tial variations on both local and global scales. Satellite based remote sensing owing to wide 
spatial and temporal coverage enables us to get retrievals or measurements at every spatial 
point. Sensors like OMI, MODIS, MISR have provided us long-term and continuous measure-
ments of AOD and other selected optical parameters at every location with some bias factor. 
Although these instruments are sparsely available and also very expensive, these instruments 
yield reasonably good quality data, along with aerosol spectra, with a valid radiometric cali-
bration. The vertical column aerosol load and aerosol types can be computed on basis of the 
aerosol spectra. These sensors have advantages and disadvantages though new techniques 
developed nowadays have enabled us to estimate air quality relatively better using a combi-
nation of satellite retrievals along with chemical transport model outputs.
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Abstract

Due to climate change, the common assumption of stationarity in extreme value analysis
of climate extremes has been gradually challenged. The familiar concepts such as a return
period and a return level do not apply in a changing climate. To quantify and communi-
cate risk of climate extremes in a changing climate, nonstationarity should be considered
carefully. In this chapter, both the concepts and interpretations of return period, return
level, failure risk, and reliability under nonstationary condition were interpreted. It was
concluded that the two interpretations of the return period became divergent under
nonstationary condition, while the two interpretations of failure risk were consistent
irrespective of stationarity. Moreover, two examples of risk communication based on
generalized extreme value (GEV) distribution for nonstationary climate extremes were
presented. In the first example, climate change and its impacts on global air temperature
extremes were detected. In the second example, extreme value analysis was firstly applied
to precipitation extremes at two weather stations in China. Then, the fitted GEV distribu-
tion on historical records was also extrapolated for future risk communication. With these
examples, the concepts those were related to risk measure and communication in a
changing climate could be easily understood and applied in practice.

Keywords: extreme value theory, nonstationarity, engineering design, return level, failure
risk, reliability

1. Introduction

Extreme climate events could, directly or indirectly, impact all sectors of the economy leading to
severe losses of life and property [1–3]. Mitigating natural hazards caused by extreme climate
events is crucial to the sustainable development of human society and economy [4]. In IPCC’s
report, an extreme climate event is generally defined as the occurrence of a value of a weather or
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climate variable above (or below) a threshold value near the upper (or lower) ends of the range of
observed values of the variable [1]. The fundamental probability theory of extreme values has
been well developed for a long time and already applied in resolving the practical problems in
engineering design and risk management [5–7]. For the most part, extreme value theory (EVT)
assumes that extreme events are stationary, and these extremes could be successfully character-
ized by the probability distributions such as the generalized extreme value (GEV) and general-
ized Pareto (GP) distribution [8, 9]. The occurrences of extreme events are also assumed to be
independent or weakly dependent, then, the return levels and return periods could be easily
determined [7, 10]. Under stationary condition, there is a simple one-to-one relationship between
a return period and a return level, and these two terms can be easily understood [10, 11].
Moreover, risk could be simply communicated using the probability distributions of extremes
derived from EVT [11]. In this study, the term “risk” merely refers to the probability of an
extreme event with substantial consequence but not the expected loss in general risk analysis.

During the past few decades, there were clear and convincing evidences for global warming
and climate change [12], which raised fundamental interdisciplinary issues of risk analysis
and communication [13, 14]. As climate changes, weather or climate extremes also change [4]
and gradually challenge the stationarity assumption in climate and weather extreme value
analysis [6, 11, 15–17]. It has been documented that in some places, climatic and hydrological
extremes exhibit some type of nonstationarity in the form of trends, shifts or a combination
of them [18–20]. In a nonstationary world, both the severity and frequency of climate and
weather extremes will change [2, 3, 10, 16, 17]. Consequently, extreme value analysis of
climate and weather extremes has to consider and account for the nonstationarity [15]. Katz
et al. [21] presented a nonstationary GEV distribution by introducing time as a covariate. He
further showed that both GEV and GPD distributions could be retained under nonstati-
onarity, and maximum likelihood method was also applicable for parameter estimation [6].
Nonstationary extreme values modeling based on GEV and GPD distributions has been
realized in R-package ismev [22] and extRemes [23]. The other R-package GAMLSS (general-
ized additive model in location, scale, and shape) also allows nonstationary modeling for
block maxima, where the parameters are modeled as linear or smooth functions of covariates
[24]. Another available R-package for nonstationary extreme value analysis is GEVcdn, in
which the parameters in GEV distribution are specified as a function of covariate using a
conditional density network [25]. Besides these R-packages, nonstationary extreme value
analysis could also been implemented using a MATLAB toolbox NEVA [26]. Although the
nonstationary models in these packages performed better than the stationary equivalents in
fitting nonstationary climate extreme, the return period (or return level) and risk for
nonstationary conditions were not explicitly presented.

In nonstationary extreme value analysis, the concepts of the return period (or return level) and
risk needed to be carefully reformulated and extended, because these familiar concepts, strictly
speaking, no longer apply in a nonstationary climate [27]. In stationary cases, there exist two
parallel interpretations for the return period: expected waiting time to an extreme event and
expected number of extreme events in a given return period [7, 11]. In addition, the return level
is the same in each year under stationary conditions. In Wigley [16], the return period was
defined as the expected waiting time, and the influence of nonstationarity on the risk of

Advances in Environmental Monitoring and Assessment84

extremes was presented using some simple probability arguments. The concept of the return
period was further extended to nonstationary condition in Olsen et al. [10], where the return
period was defined as the expected waiting time until an exceedance as the measure of risk.
The alternative interpretation of the return period (expected number of extreme events in a
given return period) for nonstationary conditions was clearly explained in Parey et al. [28, 29].
Recently, Cooley [11] reviewed these two definitions of the return period suggested by Olsen
et al. [10] and Parey et al. [28, 29], and proposed that the return period could be used to
communicate risk in nonstationary climate. From the perspective of engineering design, Salas
and Obeysekera [7] illustrated the estimation of the return period and examined the failure risk
of hydrological structures in nonstationary climate. Rootzén and Katz [30] also concerned the
failure risk in the design period and proposed a risk-based engineering design concept, Design
Life Level, which served as the basis of risk communication in a nonstationary climate. In the
above literatures, the concepts of the return period or return level have been extended and
adapted to nonstationary condition; however, the interrelations between return period and
risk communication, especially for engineering design purpose, was still ambiguous. The
major reason causing such ambiguity is the diversified explanations of one terminology for
different purposes. Therefore, a comprehensive interpretation of the return period (or return
level) and failure risk (or reliability) under either stationary or nonstationary conditions simul-
taneously are needed.

The aim of this chapter is to present the extension process of return period, return level, and
failure risk from stationary condition to nonstationary condition in a different way so that the
commonness and difference could be clearly identified. Consistent with the way how a return
period is defined and derived in some previous literatures, extreme value analysis will apply
to the time series of annual maxima in this study. Accordingly, GEV distribution is used to
illustrate the computation of the return period (return level) and failure risk (reliability) in
nonstationary climate.

2. Concepts and interpretations

In some previous literatures, the interpretation of the return period usually began with the
simple one-to-one relationship between a return period and a return level under stationary
condition [7, 10, 28–30]. Like Cooley [11], we define random variableMy as the annual maxima

of climate or weather events for year y, and My
� �

are assumed to be temporally independent.
The cumulative probability distribution of My is denoted by

Fy xð Þ ¼ P My ≤ x
� �

(1)

In this study, we try to explain the concepts of the return period and failure risk using the time
series of annual maxima and the underlying stochastic process but omitting the assumption of
stationarity or nonstationarity. In practice, analyzing the extremes and their probability distri-
butions is usually considered as the basis of frequency analysis, engineering design, and risk
assessment.
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analysis could also been implemented using a MATLAB toolbox NEVA [26]. Although the
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illustrate the computation of the return period (return level) and failure risk (reliability) in
nonstationary climate.
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In some previous literatures, the interpretation of the return period usually began with the
simple one-to-one relationship between a return period and a return level under stationary
condition [7, 10, 28–30]. Like Cooley [11], we define random variableMy as the annual maxima
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2.1. Waiting time-based concepts

Given a exceedance level x, let T be the waiting time (from y ¼ 0) until an exceedance over this
level x occurs [11], then the discrete probability density of random variable T is generally given
by [7, 11]:

P T ¼ tð Þ ¼ P M1 ≤ x;M2 ≤ x;⋯;M t�1ð Þ ≤ x;Mt > x
� �

¼ P M1 ≤ xð ÞP M2 ≤ xð Þ⋯P M t�1ð Þ ≤ x
� �

P Mt > xð Þ

¼
Yt�1

y¼1

Fy xð Þ 1� Ft xð Þð Þ
(2)

where the second line in Eq. (2) is based on the temporal independence assumption. Then, the
expectation of waiting time T is computed as

E T½ � ¼
X∞
t¼1

tP T ¼ tð Þ

¼
X∞
t¼1

t
Yt�1

y¼1

Fy xð Þ 1� Ft xð Þð Þ

¼ 1þ
X∞

i¼1

Yi
y¼1

Fy xð Þ

(3)

The details of the derivations of Eq. (3) were shown in the appendix in [11]. The first definition
of the return period is based on the expected waiting time. Specifically, a Y-year return period
can be interpreted as: the expected time to the next extreme event is Y years [10].

Next, we adopt the commonly used definition of failure risk for an engineering structure, which
is interpreted as the probability of the failure or the probability of exceedance over its design
level in its design life period. We denote the failure risk by R and the design life period by L (in
frequency analysis or engineering design, the denotations L and Y were usually not strictly
distinguished). In terms of expected waiting time, the failure risk of a focal structure within its
design life period is equivalent to the probability that the expected time of exceedance is less than
or equals to the length of the design period, R ¼ P T ≤ Lð Þ. Accordingly, the non-exceedance
probability P T ≤ Lð Þ can also be given by the cumulative probability of the waiting time T [7]:

R ¼ P T ≤Lð Þ

¼
XL
t¼1

P T ¼ tð Þ

¼
XL
t¼1

Yt�1

y¼1

Fy xð Þ 1� Ft xð Þð Þ

¼ 1�
YL
y¼1

Fy xð Þ

(4)

Consequently, the reliability of the focal structure within its design life period is Rℓ ¼ 1� R.
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2.2. Expected number-based concepts

We define random variable N as the number of exceedances over a given exceedance level x
occurring in Y years period beginning with the year y ¼ 1 and endingwith the year y ¼ Y [7, 11].
In each year, we have the following indictor function:

I My > x
� � ¼ 1, My > x

0, My ≤ x

�
(5)

Then, we get

N ¼
XY
y¼1

I My > x
� �

(6)

The expectation of N becomes

E N½ � ¼
XY
y¼1

E I My > x
� �� �

¼
XY
y¼1

P My > x
� �

¼
XY
y¼1

1� Fy xð Þ� �

(7)

Now, we say that the Y-year return period can also be interpreted in an alternative way: in Y
years the expected number of exceedance events is 1 [28, 29].

Similarly, the reliability of a focal structure in its design life period L can be understood as
there are no exceedance events occurring from y ¼ 1 to y ¼ L. Then, the reliability can be
computed as

Rℓ ¼ P M1 ≤ x;M2 ≤ x;⋯;M L�1ð Þ ≤ x;ML ≤ x
� �

¼
YL
y¼1

P My ≤ x
� � ¼

YL
y¼1

Fy xð Þ (8)

From Eqs. (4) and (8), we find that the two parallel interpretations of failure risk (or reliability) of
a focal engineering structure are equivalent irrespective of My

� �
is stationary or nonstationary.

3. Risk communication

3.1. Risk measure under stationarity

Under a stationary assumption, My
� �

is identically distributed with a distribution function F xð Þ,
where the year index y is discarded for notational simplicity. Now, the relationship between a
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return period (Y) and the associated return level (xY , a special exceedance level) can be revealed
by the following equation [11, 30]:

F xYð Þ ¼ P M ≤ xYð Þ ¼ 1� 1=Y (9)

The Y-year return level of annual extreme M is defined to be the 1� 1=Tð Þ-th quantile of the
distribution of climate extreme in any year. In addition, we have P M > xYð Þ ¼ 1=Y. That
means that the exceedance probability over the return level xY is 1=Y for each year.

It has been proved that the two interpretations of return period in the stationary case are both
correct with this identical exceedance probability under stationarity assumption [11]. Substitut-
ing Eq. (9) into Eq. (3), we get the interpretation of the return period based on waiting time of
exceedance:

E T½ � ¼ 1þ
XY

i¼1

Yi
y¼1

1� 1=Yð Þ ¼ Y (10)

Similarly, substituting Eq. (9) into Eq. (7), we get the alternative interpretation of return period
based on expected number of exceedance events:

E N½ � ¼
XY

i¼1

1=Y ¼ 1 (11)

The simple one-to-one relationship between a return period and a return level in the stationary
case has been commonly utilized in frequency analysis and engineering design practice [8, 21].
For example, the frequency or expected waiting time of extreme events exceeding a given
exceedance level can be easily determined using Eq. (9) in frequency analysis of climate
extremes. In practice, a very important concept for an engineering structure is the design life
period. Reversely, given a design life period or exceedance probability, return levels could also
be determined easily. Moreover, the failure risk or reliability of a focal structure in its design
life period L could also be evaluated using a simpler formulation

R ¼ 1� F xDð Þð ÞL (12)

where xD is the design level in engineering design.

3.2. Risk measure under nonstationarity

Under nonstationary condition, My
� �

is no more identically distributed. In frequency analysis,
engineering design, and risk assessment, the dependence of probability distributions Fy xð Þ on
the year index y should be considered. It is more valuable to do extreme value analysis within
the design life period. We have shown the two different interpretations of a return period in
Section 2. Under nonstationary condition, the relationship between the return period and the
associated return level could be expressed independently using Eqs. (3) and (7). Given a return
period or design life period Y (Y and L are substitutable here), the Y-year return level could be
estimated by setting E T½ � ¼ Y and E N½ � ¼ 1, respectively [10, 28, 29]. Theoretically speaking, the
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Y-year return level in the nonstationary case could be estimated by solving the following two
equations numerically

Y ¼ 1þ
X∞

i¼1

Yi
y¼1

Fy xYð Þ (13)

1 ¼
XY

i¼1

1� Fy xYð Þ� �
(14)

To determine Fy xð Þ, fitting the historical records of annual maxima to nonstationary extreme
value distribution is the first step. Moreover, to estimate the return level of extremes or
assessing the failure risk of a focal structure in its rest life span, it is necessary to extrapolate
the trend or shift in climate extremes. Cooley [11] showed that it was unnecessary to extrapo-
late Fy xð Þ indefinitely and an accurate estimation of the return level could be obtained, when
Fy xð Þ was monotonically increasing. For computational simplicity, the definition of the return
period based on the expected number of events has more advantage since the maximum
extrapolation length is Y years but not indefinitely to þ∞.

The return level in Eqs. (13) and (14) are the two extensions of the return period in the
stationary case; however, these two extensions are not applicable in practical engineering
design [7, 30]. For engineering design purpose, Rootzén and Katz [30] presented a new
concept, Design Life Level, by keeping the failure risk at a low constant level during the design
life period. The relationship between Design Life Level and design life period was expressed
by the following equation [30]:

F1�Y xð Þ ¼ P M1�Y ≤ xð Þ
¼ P M1 ≤ xð ÞP M2 ≤ xð Þ⋯P M t�1ð Þ ≤ x

� �
P Mt ≤ xð Þ

¼ F1 xð Þ∗F2 xð Þ∗⋯∗FY xð Þ
(15)

where M1�Y ¼ max M1;M2;⋯;MYf g denoted the largest annual maxima during the design life
period 1 � Y. Usually, the mathematical expression of F1�Y xð Þ is analytically intractable, while

its numerical approximation bF1�Y xð Þ is frequently used in practice. Given a failure risk, br, of a
focal engineering structure during its design period 1 � Y, the associated design life level
could be computed by

DLL ¼ bF�1
1�Y 1�brð Þ (16)

A variant of Design Life Level is Minimax Design Life Level [30]. The computation of Minimax
Design Life Level is even simpler. During the whole design life period 1 � Y, we can obtain a

series of return levels: bF�1
y 1�brð Þ

n o
, y ¼ 1, 2,⋯, Y, and the Minimax Design Life Level is

minmaxDLL ¼ max bF�1
y 1�brð Þ

n o
, y ¼ 1, 2,⋯, Y (17)

Similarly, the first step to compute the Design Life Level or Minimax Design Life Level is
nonstationary modeling of historical climate extremes. Then, the trends of extremes would be
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return period (Y) and the associated return level (xY , a special exceedance level) can be revealed
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extremes. In practice, a very important concept for an engineering structure is the design life
period. Reversely, given a design life period or exceedance probability, return levels could also
be determined easily. Moreover, the failure risk or reliability of a focal structure in its design
life period L could also be evaluated using a simpler formulation
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where xD is the design level in engineering design.

3.2. Risk measure under nonstationarity

Under nonstationary condition, My
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is no more identically distributed. In frequency analysis,
engineering design, and risk assessment, the dependence of probability distributions Fy xð Þ on
the year index y should be considered. It is more valuable to do extreme value analysis within
the design life period. We have shown the two different interpretations of a return period in
Section 2. Under nonstationary condition, the relationship between the return period and the
associated return level could be expressed independently using Eqs. (3) and (7). Given a return
period or design life period Y (Y and L are substitutable here), the Y-year return level could be
estimated by setting E T½ � ¼ Y and E N½ � ¼ 1, respectively [10, 28, 29]. Theoretically speaking, the
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Y-year return level in the nonstationary case could be estimated by solving the following two
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value distribution is the first step. Moreover, to estimate the return level of extremes or
assessing the failure risk of a focal structure in its rest life span, it is necessary to extrapolate
the trend or shift in climate extremes. Cooley [11] showed that it was unnecessary to extrapo-
late Fy xð Þ indefinitely and an accurate estimation of the return level could be obtained, when
Fy xð Þ was monotonically increasing. For computational simplicity, the definition of the return
period based on the expected number of events has more advantage since the maximum
extrapolation length is Y years but not indefinitely to þ∞.

The return level in Eqs. (13) and (14) are the two extensions of the return period in the
stationary case; however, these two extensions are not applicable in practical engineering
design [7, 30]. For engineering design purpose, Rootzén and Katz [30] presented a new
concept, Design Life Level, by keeping the failure risk at a low constant level during the design
life period. The relationship between Design Life Level and design life period was expressed
by the following equation [30]:

F1�Y xð Þ ¼ P M1�Y ≤ xð Þ
¼ P M1 ≤ xð ÞP M2 ≤ xð Þ⋯P M t�1ð Þ ≤ x

� �
P Mt ≤ xð Þ

¼ F1 xð Þ∗F2 xð Þ∗⋯∗FY xð Þ
(15)

where M1�Y ¼ max M1;M2;⋯;MYf g denoted the largest annual maxima during the design life
period 1 � Y. Usually, the mathematical expression of F1�Y xð Þ is analytically intractable, while

its numerical approximation bF1�Y xð Þ is frequently used in practice. Given a failure risk, br, of a
focal engineering structure during its design period 1 � Y, the associated design life level
could be computed by

DLL ¼ bF�1
1�Y 1�brð Þ (16)

A variant of Design Life Level is Minimax Design Life Level [30]. The computation of Minimax
Design Life Level is even simpler. During the whole design life period 1 � Y, we can obtain a

series of return levels: bF�1
y 1�brð Þ

n o
, y ¼ 1, 2,⋯, Y, and the Minimax Design Life Level is

minmaxDLL ¼ max bF�1
y 1�brð Þ

n o
, y ¼ 1, 2,⋯, Y (17)

Similarly, the first step to compute the Design Life Level or Minimax Design Life Level is
nonstationary modeling of historical climate extremes. Then, the trends of extremes would be
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extrapolated over the design life period. Moreover, the statistical uncertainty in the return
period and Design Life Level can be described by computing the standard errors using the
delta method [11, 30].

4. Applications

In this section, we present two examples of extreme value analysis and risk communication in
a changing climate. The cumulative distribution function of the GEV is expressed as [8]:

F xð Þ ¼ exp � 1þ ε � x� μ
σ

� �h i�1=ε
� �

, 1þ ε x� μ
� �

σ
> 0 (18)

where μ, σ > 0, and ε are the location, scale, and shape parameters, respectively. Constant
parameters correspond to stationary GEV distribution, while time-varying parameters corre-
spond to nonstationary GEV distribution. The time-varying parameters in nonstationary GEV
distribution could be modeled as the function of time or other climate indictors [6]:

Fy xð Þ ¼ exp � 1þ εy �
x� μy

σy

� �� ��1=εy
( )

(19)

where y is the year index. Commonly, the location parameter μy and/or the scale parameter σy
are assumed to be time varying, while the shape parameter is assumed to be constant [6–8, 26].
In particular, the extrapolation of Fy xð Þ into the future design life period is reasonable, only if
the location and/or the scale parameters have linear or log-linear trends [7, 26]. Before extrap-
olation, it is needed to select a best fitting GEV distribution model, and the model selection is
usually based on AIC or BIC [6].

The first example of risk communication was for global annual maximum near surface air
temperature (1948–2015). The global gridded data were extracted from the reanalysis products
with a spatial resolution of 2.5 * 2.5 provided by Earth System Research Laboratory, NOAA
(http://www.esrl.noaa.gov). For each grid, the time series of annual maximum near surface air
temperature from 1948 to 2015 was firstly constructed and the trend was detected using the
Mann-Kendall (M-K) test method [32, 33]. The test result was showed in Figure 1(a). Both
positive and negative trends at the 5% significance level were detected during the past 68 years
(1948–2015) for most part of the earth. The time series with significant trends will be fitted using
nonstationary GEV distribution with time-varying parameters. Otherwise, a stationary GEV
distribution with constant parameters will be applied. Like Cheng et al. [26], only the location
parameter was assumed to be linearly varying with time. Nonstationary modeling was perfo-
rmed with the R-package extRemes [23]. The aim of this example was to show the changes in
climate extremes caused by climate change and how this change impacted risk communication;
therefore, we did not extrapolate the trends of temperature extremes but only computed the 20-
year return level (the expected number-based return level during 1996–2010). Solving Eq. (14)
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relied on numerical optimization techniques, and in this study, the particle swarm optimization
method was applied. The result of the global 20-year return level of annual maximum near
surface air temperature in 1996–2015 was shown in Figure 1(b).

In the second example, we used two time series of annual maximum precipitation (AMP) to
illustrate the risk measure and communication under both stationary and nonstationary condi-
tions. The two AMP time series were extracted from observation dataset of daily precipitation,

Figure 1. (a) M-K test for global annual maximum near surface air temperature (1948–2015) (positive trend in white: no
significant trend in gray; negative trend in black). (b) Nonstationary 20-year return level of global annual maximum near
surface air temperature based on the expected number of events during 1996–2015.

Extreme Value Analysis and Risk Communication for a Changing Climate
http://dx.doi.org/10.5772/intechopen.79301

91



extrapolated over the design life period. Moreover, the statistical uncertainty in the return
period and Design Life Level can be described by computing the standard errors using the
delta method [11, 30].

4. Applications

In this section, we present two examples of extreme value analysis and risk communication in
a changing climate. The cumulative distribution function of the GEV is expressed as [8]:

F xð Þ ¼ exp � 1þ ε � x� μ
σ

� �h i�1=ε
� �

, 1þ ε x� μ
� �

σ
> 0 (18)

where μ, σ > 0, and ε are the location, scale, and shape parameters, respectively. Constant
parameters correspond to stationary GEV distribution, while time-varying parameters corre-
spond to nonstationary GEV distribution. The time-varying parameters in nonstationary GEV
distribution could be modeled as the function of time or other climate indictors [6]:

Fy xð Þ ¼ exp � 1þ εy �
x� μy

σy

� �� ��1=εy
( )

(19)

where y is the year index. Commonly, the location parameter μy and/or the scale parameter σy
are assumed to be time varying, while the shape parameter is assumed to be constant [6–8, 26].
In particular, the extrapolation of Fy xð Þ into the future design life period is reasonable, only if
the location and/or the scale parameters have linear or log-linear trends [7, 26]. Before extrap-
olation, it is needed to select a best fitting GEV distribution model, and the model selection is
usually based on AIC or BIC [6].

The first example of risk communication was for global annual maximum near surface air
temperature (1948–2015). The global gridded data were extracted from the reanalysis products
with a spatial resolution of 2.5 * 2.5 provided by Earth System Research Laboratory, NOAA
(http://www.esrl.noaa.gov). For each grid, the time series of annual maximum near surface air
temperature from 1948 to 2015 was firstly constructed and the trend was detected using the
Mann-Kendall (M-K) test method [32, 33]. The test result was showed in Figure 1(a). Both
positive and negative trends at the 5% significance level were detected during the past 68 years
(1948–2015) for most part of the earth. The time series with significant trends will be fitted using
nonstationary GEV distribution with time-varying parameters. Otherwise, a stationary GEV
distribution with constant parameters will be applied. Like Cheng et al. [26], only the location
parameter was assumed to be linearly varying with time. Nonstationary modeling was perfo-
rmed with the R-package extRemes [23]. The aim of this example was to show the changes in
climate extremes caused by climate change and how this change impacted risk communication;
therefore, we did not extrapolate the trends of temperature extremes but only computed the 20-
year return level (the expected number-based return level during 1996–2010). Solving Eq. (14)

Advances in Environmental Monitoring and Assessment90

relied on numerical optimization techniques, and in this study, the particle swarm optimization
method was applied. The result of the global 20-year return level of annual maximum near
surface air temperature in 1996–2015 was shown in Figure 1(b).

In the second example, we used two time series of annual maximum precipitation (AMP) to
illustrate the risk measure and communication under both stationary and nonstationary condi-
tions. The two AMP time series were extracted from observation dataset of daily precipitation,

Figure 1. (a) M-K test for global annual maximum near surface air temperature (1948–2015) (positive trend in white: no
significant trend in gray; negative trend in black). (b) Nonstationary 20-year return level of global annual maximum near
surface air temperature based on the expected number of events during 1996–2015.

Extreme Value Analysis and Risk Communication for a Changing Climate
http://dx.doi.org/10.5772/intechopen.79301

91



which was provided by the National Meteorological Information Center (NMIC) of the China
Meteorological Administration (CMA). The two AMP time series were selected, because either
positive or negative trends were detected. The corresponding weather stations are Qionghai
(Station ID: 59855) and Zunhua (Station ID: 54429), which are located at N19 ∘ 140E110 ∘ 280 and
N40 ∘ 120E117 ∘ 570, respectively. The valid observation periods were 1953–2013 (Qionghai) and
1956–2013 (Zunhua). Both stationary and nonstationary GEV distributions were used to fit the
AMP time series denoted by the following four candidate models:

M0 : μ; σ; ε
� �

M1 : μ0 þ μ1y; σ; ε
� �

M2 : μ; σ0 þ σ1y; ε
� �

M3 : μ0 þ μ1y; σ0 þ σ1y; ε
� �

8>>><
>>>:

(20)

Akaike information criterion (AIC) was also computed for model fitting evaluation [31]. The
model that was preferred was having the minimum value of AIC. For AMP time series at station
Qionghai, the best fitting model wasM1. For AMP time series at station Zunhua, the best fitting
model was M3. The observed values of AMP, the estimated median, and the 5th and 95th
percentiles were shown in Figure 2(a). With the best fitting models, trends in precipitation
extremes were extrapolated to the next 50 years (2014–2063). In other words, the design life
period was assumed to be 50 years starting from 2014 to 2063. The scale parameter σy was
constrained to be positive by max 0; σ0 þ σ1yf g in the design life period. With the extrapolated
Fy xð Þ in 2014–2063, we computed the return levels (or Design Life Level and Minimax Design
Life Level) along with their standard errors, expected waiting time (or the return period that has
been given in advance), failure risk, and reliability in the design life period. The return levels for
nonstationary conditions presented in [10, 28, 29] were computed using Eqs. (13) and (14), while
Design Life Level and Minimax Design Life Level are computed using Eqs. (16) and (17), respec-
tively. The corresponding standard errors were computed using the delta method [11, 30].
Expected waiting time was computed based on Eq. (3), and the failure risk and reliability were
computed using Eqs. (4) and (8).

The results were shown in Tables 1 and 2, respectively. The first three rows in Tables 1 and 2
mainly illustrated the relationship between the return period and the return level under station-
ary and nonstationary conditions. The last two rows in Tables 1 and 2 showed the two concepts,
Design Life Level and Minimax Design Life Level, for the purpose of engineering design under
nonstationary conditions. For AMP time series at Qionghai station, there was a significant
positive trend in precipitation extremes. Given a 50-year return period, the associated return
level under stationary assumption was much lower than those under nonstationary assumption.
From the perspective of engineering design, the return levels shown in the first three rows were
unacceptable, because the failure risks in the following 50 years (design life period) were all
larger than 0.55. To ensure a low failure risk, a higher design level is needed. For AMP time series
at Zunhua station, there was a significant negative trend in precipitation extremes. When
nonstationarity was considered, the return level became lower due to the decreasing trend in
precipitation extremes. Furthermore, due to the same reason, the Design Life Level andMinimax
Design Life Level in 50-year design life period (2014–2063) were lower than the 50-year return
level under stationary assumption.
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Figure 2. Summary of the nonstationary modeling of annual time series of precipitation extremes using GEV distribution
models. (a) Station Qionghai (ID:59855); observation period: 1953–2013; the best fitting nonstationary GEV distribution:
M1. (b) Station Zunhua (ID:54429); observation period: 1956–2013; the best fitting nonstationary GEV distribution: M3.
Symbols: observed values (dots), the estimates of the median (solid lines), and the 5th and 95th percentiles (dashed lines).

Risk communication

Model Equation Return level Standard error Return period (or EWT)a Risk Reliability

M0 Eq. (9) 398.31 46.15 50 0.6358 0.3642

Eq. (13) 485.00 65.67 50 0.5594 0.4406

M1 Eq. (14) 466.61 61.77 50 0.6359 0.3641

Eq. (16) 818.87 13.4 177.03 0.0407 0.9593

Eq. (17) 790.58 15.0 171.96 0.05 0.95

aEWT stands for expected waiting time.

Table 1. Results of risk communication for precipitation extremes with positive trend at station Qionghai (ID: 59855).
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5. Discussion and conclusions

Due to the climate change, the stationary assumption that was commonly used in statistical
analysis of climate extremes gradually became unacceptable [6, 15, 17]. How to quantify and
communicate risk of climate extremes in nonstationary climate is essential for engineering design
and risk assessment [7, 11, 30]. There were many attempts to quantify and communicate risk in a
changing climate such as extending the concepts of the return period from stationary condition
to nonstationary condition [10, 28, 29] or developing a new concept of the return level [30]. In
stationary climate, frequency analysis, engineering design, and risk assessment were all based on
the stationary extreme value distribution model [8]. It was assumed that the fitted extreme value
distribution model on historical records also applied for future observations. Also due to
stationarity, the concepts of risk measure for different purposes had not been strictly distin-
guished. Unlike the simple one-to-one relationship between a return level and a return period
under stationary condition, risk measure and communication were more complicated under
nonstationary condition, especially due to the time-varying essence of climate extremes. There-
fore, a clear interpretation and illustration of the methods for risk measure and communication
in a changing climate are of great importance.

In this study, climate extremes were presented in the form of annual maxima of extreme
climate events. This chapter began with the two parallel interpretations of the return period,
in which, the implicit relationship between a return level and a return period was included, but
the stationary or nonstationary assumptions were omitted. This implicit relationship was also
considered as the basis for frequency analysis and engineering design. In the stationary case,
the two interpretations of the return period were equivalent. Although they were no more
equivalent in the nonstationary case, they both provided independent methods for determin-
ing the associated return level for a given return period. Risk assessment usually aims to a
focal engineering structure with a given design level. We showed that the concept of failure
risk (or reliability) also had two parallel interpretations, and these two interpretations were
consistent irrespective of stationary or nonstationary assumptions. In order to illustrate how
risk was quantified and communicated in a changing climate, two examples of nonstationary
climate extremes were used. Totally, we have reviewed two methods for estimating the return

Risk communication

Model Equation Return level Standard error Return period (or EWT)a Risk Reliability

M0 Eq. (9) 282.3 50.59 50 0.6358 0.3642

Eq. (13) 81.44 20.07 50 0.7647 02353

M3 Eq. (14) 83.72 18.75 50 0.6548 0.3452

Eq. (16) 105.62 11 199.78 0.001 0.9989

Eq. (17) 98.41 19.59 189.98 0.05 0.95

aEWT stands for expected waiting time.

Table 2. Results of risk communication for precipitation extremes with negative trend at station Zunhua (ID: 54429).
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level for a given return period under nonstationary condition [10, 28, 29] and two newly
refined concepts of the return level in a given design life period for engineering design purpose
[30]. In the first example, we detected the trend of annual maximum of global near surface air
temperature during 1948–2015. Nonstationary GEV distribution with a time-varying location
parameter was used to fit near surface air temperature extremes with significant trends, and
the expected number-based return levels in 1996–2015 were computed. In the second example,
time series of observed annual precipitation extremes at two weather stations in China with
significant trends was analyzed. Both stationary and nonstationary GEV distribution models
were used to fit the precipitation extremes. For each station, one best fitting GEV distribution
was identified. Then, the linear trends in the parameters of GEV distribution were extrapolated
into the following 50 years (also considered as the design life period). Return level, Design Live
Level, and Minimax Design Live Level were all computed for the design life period (2014–
2063), respectively. It was concluded that the communication of risk in a changing climate was
obviously different from that in a stationary climate. For frequency analysis purpose, general
return level/return period might be quite capable of communicating risk of climate extremes.
While for the engineering design purpose, Design Live Level or Minimax Design Live Level
were recommended, because the failure risk of a focal structure would be very low if Design
Live Level or Minimax Design Live Level were chosen as the design level.

A reliable statistical modeling on long-term data was the basis of risk communication in a
changing climate [26]. In nonstationary extreme value modeling, there are usually many candi-
date models. The choice of extreme value distribution models might influence the risk measure
substantially in nonstationary and changing climate, because the trend captured by the extreme
value distribution should be extrapolated into the future design life period. In this chapter, we
only chose time as the covariate in the nonstationary extreme value analysis, and the parameters
in GEV distribution model were expressed as the linear function of time. Perhaps, there might be
more suitable trends such as quadratic or exponential trends leading to more candidate models.
Evaluating all these candidate models was not an easy task. In practice, only a few of commonly
used models was evaluated and compared. Moreover, the model selection process is not simply
by using tools such as AIC or BIC [11]. Sometimes, additional expert knowledge is needed. In
nonstationary extreme value modeling, besides time, some other climate indictors representing
the variability of the climate system were also chosen as covariates. Although the historical data
could be successfully fitted with these additional climate indictors, it was difficult to extrapolate
the historical climate variability. That is because the climate variability itself is difficult to predict
due to the complicity of the climate system. To reduce the uncertainty in statistical extrapolation,
the output of numerical climate models was also used. However, the reasonability of simulation
results was constrained by the parameters setting and initial values [30]. Additionally, the
standard error of return levels and Design Live Level was all estimated using the delta method.
Although standard error is a simple measure to quantify the uncertainty of nonstationary
extreme value modeling, the uncertainty cannot be properly reflected using the symmetric
confidence interval. Lastly, as pointed in [30], neither Design Life Level nor Minimax Design Life
Level could be used as the criteria for realistic engineering design, because more economic and
political factors should be considered besides the failure risk and reliability. All the above
mentioned things are outside the scope of this chapter; here, our primary objective was to
discriminate the concepts and their interpretations of the return period/return level, failure risk/
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level for a given return period under nonstationary condition [10, 28, 29] and two newly
refined concepts of the return level in a given design life period for engineering design purpose
[30]. In the first example, we detected the trend of annual maximum of global near surface air
temperature during 1948–2015. Nonstationary GEV distribution with a time-varying location
parameter was used to fit near surface air temperature extremes with significant trends, and
the expected number-based return levels in 1996–2015 were computed. In the second example,
time series of observed annual precipitation extremes at two weather stations in China with
significant trends was analyzed. Both stationary and nonstationary GEV distribution models
were used to fit the precipitation extremes. For each station, one best fitting GEV distribution
was identified. Then, the linear trends in the parameters of GEV distribution were extrapolated
into the following 50 years (also considered as the design life period). Return level, Design Live
Level, and Minimax Design Live Level were all computed for the design life period (2014–
2063), respectively. It was concluded that the communication of risk in a changing climate was
obviously different from that in a stationary climate. For frequency analysis purpose, general
return level/return period might be quite capable of communicating risk of climate extremes.
While for the engineering design purpose, Design Live Level or Minimax Design Live Level
were recommended, because the failure risk of a focal structure would be very low if Design
Live Level or Minimax Design Live Level were chosen as the design level.

A reliable statistical modeling on long-term data was the basis of risk communication in a
changing climate [26]. In nonstationary extreme value modeling, there are usually many candi-
date models. The choice of extreme value distribution models might influence the risk measure
substantially in nonstationary and changing climate, because the trend captured by the extreme
value distribution should be extrapolated into the future design life period. In this chapter, we
only chose time as the covariate in the nonstationary extreme value analysis, and the parameters
in GEV distribution model were expressed as the linear function of time. Perhaps, there might be
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by using tools such as AIC or BIC [11]. Sometimes, additional expert knowledge is needed. In
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the variability of the climate system were also chosen as covariates. Although the historical data
could be successfully fitted with these additional climate indictors, it was difficult to extrapolate
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due to the complicity of the climate system. To reduce the uncertainty in statistical extrapolation,
the output of numerical climate models was also used. However, the reasonability of simulation
results was constrained by the parameters setting and initial values [30]. Additionally, the
standard error of return levels and Design Live Level was all estimated using the delta method.
Although standard error is a simple measure to quantify the uncertainty of nonstationary
extreme value modeling, the uncertainty cannot be properly reflected using the symmetric
confidence interval. Lastly, as pointed in [30], neither Design Life Level nor Minimax Design Life
Level could be used as the criteria for realistic engineering design, because more economic and
political factors should be considered besides the failure risk and reliability. All the above
mentioned things are outside the scope of this chapter; here, our primary objective was to
discriminate the concepts and their interpretations of the return period/return level, failure risk/
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reliability under stationary and nonstationary conditions, and to illustrate the computations
using realistic climate extremes. With these examples, we believed that the concepts those were
related to risk measure and communication in a changing climate could be easily understood
and applied.

Acknowledgements

This work was partly supported by the Youth Innovation Promotion Association of CAS
(2016195), CAS Knowledge Innovation Project (KZCX2-EW-QN209), and National Natural
Science Foundation of China (31570423).

Author details

Meng Gao

Address all correspondence to: mgao@yic.ac.cn

Yantai Institute of Coastal Zone Research, Chinese Academy of Sciences, Yantai, China

References

[1] IPCC. Special Report on Managing the Risks of Extreme Events and Disasters to Advance
Climate Change Adaptation. A Report of Working Groups I and II of the Intergovernmen-
tal Panel on Climate Change. UK: Cambridge University Press; 2012

[2] Mika J. Changes in weather and climate extremes: Phenomenology and empirical
approaches. Climatic Change. 2013;121:15-26

[3] Monier E, Gao X. Climate change impacts on extreme events in the United States: An
uncertainty analysis. Climatic Change. 2015;131(1):67-81

[4] Zhang X, Zwiers FW. Statistical indices for the diagnosing and detecting changes in
extremes. In: AghaKouchak A, Easterling D, Hsu K, Schubert S, Sorooshian S, editors.
Extremes in a Changing Climate. Springer; 2013. pp. 1-14

[5] Leadbetter MR. Extremes and local dependence in stationary sequences. Probability The-
ory and Related Fields. 1983;65(2):291-306

[6] Katz RW. Statistical methods for nonstationary extremes in extremes in a changing cli-
mate, 15–38 Easterling D, Hsu K, Schubert S, Sorooshian S, Extremes in a Changing
Climate. Berlin: Springer; 2013

[7] Salas JD, Obeysekera J. Revisiting the concepts of return period and risk for nonstationary
hydrologic extreme events. Journal of Hydrologic Engineering. 2014;19:554-568

Advances in Environmental Monitoring and Assessment96

[8] Coles S. An Introduction to Statistical Modeling of Extreme Values. Berlin: Springer; 2001

[9] Li Z, Brissette F, Chen J. Finding the most appropriate precipitation probability distribu-
tion for stochastic weather generation and hydrological modelling in Nordic watersheds.
Hydrological Processes. 2013;27(25):3718-3729

[10] Olsen JR, Lambert JH, Haimes YY. Risk of extreme events under nonstationary conditions.
Risk Analysis. 1998;18(4):497-510

[11] Cooley D. Return periods and return levels under climate change in extremes in a chang-
ing climate. In: AghaKouchak A, Easterling D, Hsu K, Schubert S, Sorooshian S, editors.
Extremes in a Changing Climate. Berlin: Springer; 2013. pp. 97-114

[12] IPCC. Climate change 2007: The physical science basis. In: Contribution of Working
Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change. Cambridge: Cambridge University Press; 2007

[13] Lorenzoni I, Pidgeon NF, O’Connor R. Dangerous climate change: The role for risk
research. Risk Analysis. 2005;25:1387-1398

[14] Pidgeon N. Climate change risk perception and communication: Addressing a critical
moment? Risk Analysis. 2012;32:951-956

[15] Milly PCD, Betancount J, Falkenmark M, Hirsch RM, Zbigniew W, Lettermaier DP,
Stouffer RJ. Stationarity is dead: Whither water management? Science. 2008;319(5863):
573-574

[16] Wigley TML. The effect of climate change on the frequency of absolute extreme events.
Climatic Change. 1988;17:44-55

[17] Wigley TML. The effect of changing climate on the frequency of absolute extreme events.
Climatic Change. 2009;97:67-76

[18] Olsen JR, Stedinger JR, Matalas NC, Stakhiv EZ. Climate variability and flood frequency
estimation for the Upper Mississippi and Lower Missouri rivers. Journal of the American
Water Resources Association. 1999;35(6):1509-1523

[19] Kiem AS, Franks SW, Kuczera G. Multi-decadal variability of flood risk. Geophysical
Research Letters. 2003;30(2):GL015992

[20] Villarini G, Serinaldi F, Smith JA, Krajewski WF. On the stationarity of annual flood peaks
in the continental United States during the 20th century. Water Resources Research. 2009;
45(8):W08417

[21] Katz RW, Parlange MB, Naveau P. Statistics of extremes in hydrology. Advances in Water
Resources. 2002;25(8):1287-1304

[22] Stephenson AG. ismev: An Introduction to Statistical Modeling of Extreme Values, R
package version 1.35 ed. 2010

[23] Gilleland E, Katz RW.New software to analyze how extremes change over time. Eos. 2011;
92(2):13-14

Extreme Value Analysis and Risk Communication for a Changing Climate
http://dx.doi.org/10.5772/intechopen.79301

97



reliability under stationary and nonstationary conditions, and to illustrate the computations
using realistic climate extremes. With these examples, we believed that the concepts those were
related to risk measure and communication in a changing climate could be easily understood
and applied.

Acknowledgements

This work was partly supported by the Youth Innovation Promotion Association of CAS
(2016195), CAS Knowledge Innovation Project (KZCX2-EW-QN209), and National Natural
Science Foundation of China (31570423).

Author details

Meng Gao

Address all correspondence to: mgao@yic.ac.cn

Yantai Institute of Coastal Zone Research, Chinese Academy of Sciences, Yantai, China

References

[1] IPCC. Special Report on Managing the Risks of Extreme Events and Disasters to Advance
Climate Change Adaptation. A Report of Working Groups I and II of the Intergovernmen-
tal Panel on Climate Change. UK: Cambridge University Press; 2012

[2] Mika J. Changes in weather and climate extremes: Phenomenology and empirical
approaches. Climatic Change. 2013;121:15-26

[3] Monier E, Gao X. Climate change impacts on extreme events in the United States: An
uncertainty analysis. Climatic Change. 2015;131(1):67-81

[4] Zhang X, Zwiers FW. Statistical indices for the diagnosing and detecting changes in
extremes. In: AghaKouchak A, Easterling D, Hsu K, Schubert S, Sorooshian S, editors.
Extremes in a Changing Climate. Springer; 2013. pp. 1-14

[5] Leadbetter MR. Extremes and local dependence in stationary sequences. Probability The-
ory and Related Fields. 1983;65(2):291-306

[6] Katz RW. Statistical methods for nonstationary extremes in extremes in a changing cli-
mate, 15–38 Easterling D, Hsu K, Schubert S, Sorooshian S, Extremes in a Changing
Climate. Berlin: Springer; 2013

[7] Salas JD, Obeysekera J. Revisiting the concepts of return period and risk for nonstationary
hydrologic extreme events. Journal of Hydrologic Engineering. 2014;19:554-568

Advances in Environmental Monitoring and Assessment96

[8] Coles S. An Introduction to Statistical Modeling of Extreme Values. Berlin: Springer; 2001

[9] Li Z, Brissette F, Chen J. Finding the most appropriate precipitation probability distribu-
tion for stochastic weather generation and hydrological modelling in Nordic watersheds.
Hydrological Processes. 2013;27(25):3718-3729

[10] Olsen JR, Lambert JH, Haimes YY. Risk of extreme events under nonstationary conditions.
Risk Analysis. 1998;18(4):497-510

[11] Cooley D. Return periods and return levels under climate change in extremes in a chang-
ing climate. In: AghaKouchak A, Easterling D, Hsu K, Schubert S, Sorooshian S, editors.
Extremes in a Changing Climate. Berlin: Springer; 2013. pp. 97-114

[12] IPCC. Climate change 2007: The physical science basis. In: Contribution of Working
Group I to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change. Cambridge: Cambridge University Press; 2007

[13] Lorenzoni I, Pidgeon NF, O’Connor R. Dangerous climate change: The role for risk
research. Risk Analysis. 2005;25:1387-1398

[14] Pidgeon N. Climate change risk perception and communication: Addressing a critical
moment? Risk Analysis. 2012;32:951-956

[15] Milly PCD, Betancount J, Falkenmark M, Hirsch RM, Zbigniew W, Lettermaier DP,
Stouffer RJ. Stationarity is dead: Whither water management? Science. 2008;319(5863):
573-574

[16] Wigley TML. The effect of climate change on the frequency of absolute extreme events.
Climatic Change. 1988;17:44-55

[17] Wigley TML. The effect of changing climate on the frequency of absolute extreme events.
Climatic Change. 2009;97:67-76

[18] Olsen JR, Stedinger JR, Matalas NC, Stakhiv EZ. Climate variability and flood frequency
estimation for the Upper Mississippi and Lower Missouri rivers. Journal of the American
Water Resources Association. 1999;35(6):1509-1523

[19] Kiem AS, Franks SW, Kuczera G. Multi-decadal variability of flood risk. Geophysical
Research Letters. 2003;30(2):GL015992

[20] Villarini G, Serinaldi F, Smith JA, Krajewski WF. On the stationarity of annual flood peaks
in the continental United States during the 20th century. Water Resources Research. 2009;
45(8):W08417

[21] Katz RW, Parlange MB, Naveau P. Statistics of extremes in hydrology. Advances in Water
Resources. 2002;25(8):1287-1304

[22] Stephenson AG. ismev: An Introduction to Statistical Modeling of Extreme Values, R
package version 1.35 ed. 2010

[23] Gilleland E, Katz RW.New software to analyze how extremes change over time. Eos. 2011;
92(2):13-14

Extreme Value Analysis and Risk Communication for a Changing Climate
http://dx.doi.org/10.5772/intechopen.79301

97



[24] Stasinopoulos DM, Rigby RA. Generalized additive models for location scale and shape
(GAMLSS) in R. Journal of Statistical Software. 2007;23(7):1-46

[25] Cannon AJ. EVcdn: An R package for nonstationary extreme value analysis by general-
ized extreme value conditional density estimation network. Computational Geosciences.
2011;37:1532-1533

[26] Cheng L, AghaKouchak A, Gilleland E, Katz RW. Non-stationary extreme value analysis
in a changing climate. Climatic Change. 2014;127:353-369

[27] Katz RW. Statistics of extremes in climate change. Climatic Change. 2010;100:71-76

[28] Parey S, Malek F, Laurent C, Dacunha-Castelle D. Trends and climate evolutions: Statisti-
cal approach for very high temperatures in France. Climatic Change. 2007;81:331-352

[29] Parey S, Hoang TTH, Dacunha-Castelle D. Different ways to compute temperature return
levels in the climate change context. Environmetrics. 2010;21:698-718

[30] Rootzen H, Katz RW. Design Life Level: Quantifying risk in a changing climate. Water
Resources Research. 2013;49:1-13

[31] Akaike H. A new look at the statistical model identification. IEEE Transactions on Auto-
matic Control B. 1974;19:716-723

[32] Mann HB. Nonparametric test against trend. Econometrica. 1945;13:245-259

[33] Kendall MG. A new measure of rank correlation. Biometrika. 1938;30:81-93

Advances in Environmental Monitoring and Assessment98



[24] Stasinopoulos DM, Rigby RA. Generalized additive models for location scale and shape
(GAMLSS) in R. Journal of Statistical Software. 2007;23(7):1-46

[25] Cannon AJ. EVcdn: An R package for nonstationary extreme value analysis by general-
ized extreme value conditional density estimation network. Computational Geosciences.
2011;37:1532-1533

[26] Cheng L, AghaKouchak A, Gilleland E, Katz RW. Non-stationary extreme value analysis
in a changing climate. Climatic Change. 2014;127:353-369

[27] Katz RW. Statistics of extremes in climate change. Climatic Change. 2010;100:71-76

[28] Parey S, Malek F, Laurent C, Dacunha-Castelle D. Trends and climate evolutions: Statisti-
cal approach for very high temperatures in France. Climatic Change. 2007;81:331-352

[29] Parey S, Hoang TTH, Dacunha-Castelle D. Different ways to compute temperature return
levels in the climate change context. Environmetrics. 2010;21:698-718

[30] Rootzen H, Katz RW. Design Life Level: Quantifying risk in a changing climate. Water
Resources Research. 2013;49:1-13

[31] Akaike H. A new look at the statistical model identification. IEEE Transactions on Auto-
matic Control B. 1974;19:716-723

[32] Mann HB. Nonparametric test against trend. Econometrica. 1945;13:245-259

[33] Kendall MG. A new measure of rank correlation. Biometrika. 1938;30:81-93

Advances in Environmental Monitoring and Assessment98



Advances in Environmental 
Monitoring and Assessment

Edited by Suriyanarayanan Sarvajayakesavalu

Edited by Suriyanarayanan Sarvajayakesavalu

The book Advances in Environmental Monitoring and Assessment is a collection of the latest 
research techniques on environmental monitoring and assessments. I believe that the 
information contained in this book will enhance the skills of environmental scientists 

and decision makers and contribute to the exchange of best practices for developing and 
implementing optimum methods for environmental assessment and management. 

Published in London, UK 

©  2019 IntechOpen 
©  Matveev_Aleksandr / iStock

ISBN 978-1-83881-009-2

A
dvances in Environm

ental M
onitoring and A

ssessm
ent

ISBN 978-1-83881-011-5


	Advances in Environmental Monitoring and Assessment
	Contents
	Preface
	Section 1
Water Quality Monitoring
	Chapter 1
Hydrological Stress and Climate Change Impact in Arid Regions with Agricultural Valleys in Northern Mexico
	Chapter 2
Evaluation of Water Quality Indices: Use, Evolution and Future Perspectives
	Chapter 3
A Survey of Satellite Biological Sensor Application for Terrestrial and Aquatic Ecosystems

	Section 2
Air Quality Monitoring
	Chapter 4
Atmospheric Aerosols Monitoring: Ground and Satellite-Based Instruments

	Section 3
Risk Assessment
	Chapter 5
Extreme Value Analysis and Risk Communication for a Changing Climate


