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Following the GPS, new GNSS techniques are emerging today. Various surveying 
and processing methods are available for the analysis of GNSS data. Equipment and 

software are also varied. The orbit quality, controlled by the system designer, and 
the IGS are continuously improved. The user is mainly interested in the quality of 

position and of the deformation rates produced by the GNSS. Hence, research needs 
to guide the user in terms of selecting the best combination of the available methods 
and instrumentation to produce the desired accuracy. This book reviews the current 

available accuracy obtainable using the GNSS methods. In fact, the main aim of 
this book is to make an impact on young researchers so that they keep updating the 

accuracy of GNSS for future generations.
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Preface

GPS has revolutionised the history of positioning in terms of monitoring global deforma‐
tions of the earth and in the establishment of geodetic control networks. It followed the mis‐
sion of its predecessor TRANSIT by producing more accurate position information and
enabling far better achievements. As a young PhD student, I was always amazed that the
GPS results were changing (sometimes significantly) when applying different processing
strategies on the same data! Following my PhD, I have spent more than two decades study‐
ing analysis and surveying strategies to assess GPS positioning and velocity accuracies.

Studying the positioning accuracy of satellite systems is important considering the wide va‐
riety of surveying methods, software, equipment, and processing strategies available. Fur‐
thermore, the quality of satellite orbits, terrestrial reference frames (TRF), atmospheric
models, etc. is continuously improved by the development of new mathematical theories by
their vendors. Therefore, various combinations of the above items in producing results
would terminate in different positioning accuracies. For this reason, research assessing the
accuracy of satellite positioning techniques should keep playing a key role in the future. Our
era is now prone to the emergence of new satellite positioning systems called Global Navi‐
gation Satellite Systems (GNSS). Almost nearing the quality of GPS is the satellite position‐
ing system of Russia’s GLONASS, which is already available on the market today. Another
two systems that are nearing completion are the European’s GALILEO and China’s BeiDou.
There are also other satellite positioning systems that are especially developed to serve their
countries such as Japan’s Quasi-Zenith Satellite System (QZSS) and India’s Regional Navi‐
gation Satellite System (IRNSS).

Researchers have spent a lot of time improving the positioning accuracy of GPS either by
experience from various geophysical experiments or directly developing new mathematical
and analysis theories followed by the new instrumentation providing the data. With the emer‐
gence of the new GNSS, multi-GNSS experiments designed by the International GNSS Service
(IGS) were carried out. In this book, I aimed to gather results from various GNSS techniques
and methodologies as well as multi-GNSS experiments assessing positioning accuracy. My
mind is now broadened since the book contains accuracy results not only based on the appli‐
cation of different processing and surveying strategies but also based on designing new re‐
ceiver infrastructures to improve the quality of GNSS signal, assessing performance status of
GNSS constellations, and assessing the accuracy of GNSS signal under the effect of severe
atmospheric disturbances such as scintillations in the ionosphere. Therefore, the book title has
been given as "Accuracy of GNSS methods". With the term "accuracy", we mean "the accuracy
of the results delivered by the method". I hope this book will emphasize the crucial role of the
accuracy assessment and make the necessary impact on future generations.
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The IGS has been home to GPS products for more than two decades now with the effort of
colleagues from different nations. This period corresponds to my past career life! Therefore,
I am indebted to the IGS, which played a crucial role in my entire career and its motivation
to young researchers, GPS data, and various other products. I hope IGS will also be host to
upcoming GNSS products and activities. We have witnessed it with applications such as the
Multi GNSS Experiment (MGEX).

Before I leave the reader alone with the book, I would like to mention the name of my teacher,
my PhD supervisor, Professor Geoffrey Blewitt. I first heard the term “processing strategy”
from him. Last but not least, I also thank him for inspiring me and introducing me to those
magic words that were going to take most of my time in doing research throughout my career.

Dogan Ugur Sanli
Department of Geomatic Engineering

Civil Engineering Faculty
Yildiz Technical University

Istanbul, Turkey
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1. Introduction

Satellite geodesy was developed to overcome the tasks which cannot be accomplished using 
traditional geodetic techniques, for instance, to measure the motion of continents more pre-
cisely, to eliminate the difficulty in line of site problems, to gain performance in all weather 
conditions, and to be able to monitor global deformations of the earth leading to the con-
tribution in the emerge of a terrestrial reference frame (TRF) which is compatible with the 
geodynamic events of the earth.

Today, global navigation satellite system (GNSS) data are used for various purposes, not only 
in geodesy but also in all earth science disciplines such as geophysics, geology, meteorology, 
oceanography, and others. In geodesy, applications range from establishing geodetic con-
trol networks to detail surveys. The GNSS instrumentation is designed according to various 
purposes. Cost-effective instrumentation, hardware, and software are preferred suitable to 
application and accuracy expectations. The accuracy expectation of users according to their 
aims is multifold. The instrumentation and the GNSS products are always improved with 
the developments in technology and analysis methodologies, coding, etc. Hence the user, the 
GNSS community, needs to be updated in terms of accuracy of the positioning results, orbital 
products, TRF quality, etc. with continuous research.

2. Positioning accuracy of GNSS

The accuracy of GNSS was studied by many researchers; however, the first organized study 
in which the accuracy prediction formulas for coordinate components were developed for 
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the user was produced by [1] based on an experiment using only GPS data. There the authors 
emphasized that the accuracy of GNSS positioning was mainly dependent on observation 
session duration. The dependency on baseline length, which for instance was the essence as 
emphasized in [2–4], was mainly changed with the release of the IGS precise orbit (i.e., with 
the improvement in orbit quality).

Eckl et al. [1] were targeting GPS studies at the national level with Continuously Operating 
Reference Station (CORS) inter-station distances of up to 300 km. Sanli and Engin [5] changed 
the angle to tectonic studies in which GPS processing was handled using baseline lengths of 
up to thousands of kilometers. Again, the dependency on baseline length came back to the 
agenda. From these studies the authors produced prediction formulas for north, east, and 
up positioning components. The formulas were useful for the GPS community with various 
accuracy expectations for various applications. Before field works, they were able to obtain 
a priory accuracy levels and hence taking necessary precautions in the field to guarantee the 
desired position accuracy.

Then, the research continued to present details in the accuracy assessment of point positions. 
For instance, Ozturk and Sanli [6] made an attempt to unify accuracy models for baselines 
of 1–3000 km resulting in a complete accuracy model. Sanli and Kurumahmut [7] took into 
account the effect of large height difference on positioning and extended the traditional 
formulation. Ghoddousi-Fard and Dare [8] were among those who studied the accuracy of 
GPS positioning for web-based GPS software. Schwarz et al. [9] and Hastaoglu and Sanli [10] 
assessed the accuracy of GPS rapid static positioning. At the end of the day, GPS positioning 
accuracy prediction formulas from static GPS surveys were produced for three major GNSS 
software, Bernese, GIPSY/OASIS II, and GAMIT by [11–13], respectively.

3. Scope of book

Besides the GPS positioning accuracy efforts that are well documented in the literature and 
discussed above, this book embraces the present day work documenting the performance 
evaluation of GNSS systems and new receiver designs to improve GNSS signal quality before 
the processing. The up-to-date experiment results on positioning accuracy are also evaluated 
for online GNSS software which is freely available to user community. In addition, the posi-
tioning accuracy under severe atmospheric disturbances is evaluated for single-frequency 
receivers which are widespread in surveying practice today. The structure of the sections and 
chapters is as in the following:

In the first section, the performance of the two GNSS systems, GPS and BeiDou, is evaluated. 
Referring to well-established standards developed for the GPS, the performance assessment 
of BeiDou satellite navigation system is performed. The available signal in space (SIS) model 
is improved based on the reliability theory using exponential distribution and Gauss-Markov 
process, and constellation models are refined taking into consideration satellite failure rate, 
repair rate, and backup situation.

The second section reviews the quality of the GNSS measurements. In the first chapter, a 
new GNSS receiver design in which the GNSS signal is repaired using a new vector tracking 
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architecture is proposed. In the second chapter, how the GNSS signal is degraded under 
severe atmospheric disturbances such as ionospheric scintillations is investigated. A calibra-
tion model improving single-frequency PPP results is presented.

The third section is devoted to GNSS positioning assessments:

Chapter 1 in Section 3 assesses GPS relative positioning accuracy for a single-frequency GPS 
receiver. Single-frequency receivers are economic and suitable for nationwide surveying prac-
tices. Therefore, researchers are eager to develop methodologies in which single-frequency 
receivers are employed. Here the positioning accuracy is assessed taking into consideration 
the mode of surveying, baseline, and precision dilution of position (PDOP), signal-to-noise 
ratio (SNR), and occupation time. Chapters 2 and 3 in this section assess results from online 
GNSS software. Results from available software are compared. Chapter 2 presents results in 
ITRF14 and Chapter 3 in a national grid system.

The fourth section is devoted to the construction of national spatial reference systems by 
combining terrestrial geodetic networks with GNSS networks. A recurrent adjustment 
methodology which uses GPS data from GNSS methods is presented applying sparse 
matrix operations, outlier detection, and simplified subsystem of observation equations. 
Namely, present day accuracy of establishing national spatial reference systems based on 
GNSS is presented.

Author details

Dogan Ugur Sanli

Address all correspondence to: usanli@yildiz.edu.tr

Yildiz Technical University, Turkey

References

[1] Eckl MC, Snay RA, Soler T, Cline MW, Mader GL. Accuracy of GPS-derived relative 
positions as a function of inter-station distance and observing-session duration. Journal 
of Geodesy. 2001;75:633-640

[2] Dong DN, Bock Y. Global positioning system network analysis with phase ambiguity 
resolution applied to crustal deformation studies in California. Journal of Geophysical 
Research. 1989;94(B4):3949-3966

[3] Larson KM, Agnew DC. Application of the global positioning system to crustal defor-
mation measurement, 1, precision and accuracy. Journal of Geophysical Research. 
1991;96(B10):16547-16565

[4] Feigl KL, Agnew DC, Bock Y, Dong D, Donellan A, Hager BH, et al. Space geodetic mea-
surement of crustal deformation in central and Southern California, 1984-1992. Journal 
of Geophysical Research. 1993;98(B12):21677-21712

Introductory Chapter: The Philosophy Behind the Accuracy Assessment of GNSS Methods
http://dx.doi.org/10.5772/intechopen.81288

5



the user was produced by [1] based on an experiment using only GPS data. There the authors 
emphasized that the accuracy of GNSS positioning was mainly dependent on observation 
session duration. The dependency on baseline length, which for instance was the essence as 
emphasized in [2–4], was mainly changed with the release of the IGS precise orbit (i.e., with 
the improvement in orbit quality).

Eckl et al. [1] were targeting GPS studies at the national level with Continuously Operating 
Reference Station (CORS) inter-station distances of up to 300 km. Sanli and Engin [5] changed 
the angle to tectonic studies in which GPS processing was handled using baseline lengths of 
up to thousands of kilometers. Again, the dependency on baseline length came back to the 
agenda. From these studies the authors produced prediction formulas for north, east, and 
up positioning components. The formulas were useful for the GPS community with various 
accuracy expectations for various applications. Before field works, they were able to obtain 
a priory accuracy levels and hence taking necessary precautions in the field to guarantee the 
desired position accuracy.

Then, the research continued to present details in the accuracy assessment of point positions. 
For instance, Ozturk and Sanli [6] made an attempt to unify accuracy models for baselines 
of 1–3000 km resulting in a complete accuracy model. Sanli and Kurumahmut [7] took into 
account the effect of large height difference on positioning and extended the traditional 
formulation. Ghoddousi-Fard and Dare [8] were among those who studied the accuracy of 
GPS positioning for web-based GPS software. Schwarz et al. [9] and Hastaoglu and Sanli [10] 
assessed the accuracy of GPS rapid static positioning. At the end of the day, GPS positioning 
accuracy prediction formulas from static GPS surveys were produced for three major GNSS 
software, Bernese, GIPSY/OASIS II, and GAMIT by [11–13], respectively.

3. Scope of book

Besides the GPS positioning accuracy efforts that are well documented in the literature and 
discussed above, this book embraces the present day work documenting the performance 
evaluation of GNSS systems and new receiver designs to improve GNSS signal quality before 
the processing. The up-to-date experiment results on positioning accuracy are also evaluated 
for online GNSS software which is freely available to user community. In addition, the posi-
tioning accuracy under severe atmospheric disturbances is evaluated for single-frequency 
receivers which are widespread in surveying practice today. The structure of the sections and 
chapters is as in the following:

In the first section, the performance of the two GNSS systems, GPS and BeiDou, is evaluated. 
Referring to well-established standards developed for the GPS, the performance assessment 
of BeiDou satellite navigation system is performed. The available signal in space (SIS) model 
is improved based on the reliability theory using exponential distribution and Gauss-Markov 
process, and constellation models are refined taking into consideration satellite failure rate, 
repair rate, and backup situation.

The second section reviews the quality of the GNSS measurements. In the first chapter, a 
new GNSS receiver design in which the GNSS signal is repaired using a new vector tracking 

Accuracy of GNSS Methods4

architecture is proposed. In the second chapter, how the GNSS signal is degraded under 
severe atmospheric disturbances such as ionospheric scintillations is investigated. A calibra-
tion model improving single-frequency PPP results is presented.

The third section is devoted to GNSS positioning assessments:

Chapter 1 in Section 3 assesses GPS relative positioning accuracy for a single-frequency GPS 
receiver. Single-frequency receivers are economic and suitable for nationwide surveying prac-
tices. Therefore, researchers are eager to develop methodologies in which single-frequency 
receivers are employed. Here the positioning accuracy is assessed taking into consideration 
the mode of surveying, baseline, and precision dilution of position (PDOP), signal-to-noise 
ratio (SNR), and occupation time. Chapters 2 and 3 in this section assess results from online 
GNSS software. Results from available software are compared. Chapter 2 presents results in 
ITRF14 and Chapter 3 in a national grid system.

The fourth section is devoted to the construction of national spatial reference systems by 
combining terrestrial geodetic networks with GNSS networks. A recurrent adjustment 
methodology which uses GPS data from GNSS methods is presented applying sparse 
matrix operations, outlier detection, and simplified subsystem of observation equations. 
Namely, present day accuracy of establishing national spatial reference systems based on 
GNSS is presented.

Author details

Dogan Ugur Sanli

Address all correspondence to: usanli@yildiz.edu.tr

Yildiz Technical University, Turkey

References

[1] Eckl MC, Snay RA, Soler T, Cline MW, Mader GL. Accuracy of GPS-derived relative 
positions as a function of inter-station distance and observing-session duration. Journal 
of Geodesy. 2001;75:633-640

[2] Dong DN, Bock Y. Global positioning system network analysis with phase ambiguity 
resolution applied to crustal deformation studies in California. Journal of Geophysical 
Research. 1989;94(B4):3949-3966

[3] Larson KM, Agnew DC. Application of the global positioning system to crustal defor-
mation measurement, 1, precision and accuracy. Journal of Geophysical Research. 
1991;96(B10):16547-16565

[4] Feigl KL, Agnew DC, Bock Y, Dong D, Donellan A, Hager BH, et al. Space geodetic mea-
surement of crustal deformation in central and Southern California, 1984-1992. Journal 
of Geophysical Research. 1993;98(B12):21677-21712

Introductory Chapter: The Philosophy Behind the Accuracy Assessment of GNSS Methods
http://dx.doi.org/10.5772/intechopen.81288

5



[5] Sanli DU, Engin C. Accuracy of GPS positioning over regional scales. Survey Review. 
2009;41:192-200

[6] Ozturk D, Sanli DU. Accuracy of GPS positioning from local to regional scales: A unified 
prediction model. Survey Review. 2011;43:79-589

[7] Sanli DU, Kurumahmut F. Accuracy of GPS positioning in the presence of large height 
differences. Survey Review. 2011;43(320):162-176

[8] Ghoddousi-Fard R, Dare P. Online GPS processing services: An initial study. GPS Solu-
tions. 2006;10:12-20

[9] Schwarz CR, Snay RA, Soler T. Accuracy assessment of the national geodetic survey’s 
OPUS-RS utility. GPS Solutions. 2009;13:119-132

[10] Hastaoglu KO, Sanli DU. Monitoring Koyulhisar landslide using rapid static GPS: A 
strategy to remove biases from vertical velocities. Natural Hazards. 2011;58:1275-1294

[11] Doğan U. Accuracy analysis of relative positions of permanent GPS stations in the 
Marmara region, Turkey. Survey Review. 2007;39:156-165

[12] Sanli DU, Tekic S. Accuracy of GPS precise point positioning: A tool for GPS accuracy 
prediction. Saarbrücken: LAP Lambert Academic Publishing; 2010. 60 p

[13] Firuzabadi D, King RW. GPS precision as a function of session duration and reference 
frame using multi-point software. GPS Solutions. 2012;16:191-196

Accuracy of GNSS Methods6

Section 2

Performance Evaluation of GNSS



[5] Sanli DU, Engin C. Accuracy of GPS positioning over regional scales. Survey Review. 
2009;41:192-200

[6] Ozturk D, Sanli DU. Accuracy of GPS positioning from local to regional scales: A unified 
prediction model. Survey Review. 2011;43:79-589

[7] Sanli DU, Kurumahmut F. Accuracy of GPS positioning in the presence of large height 
differences. Survey Review. 2011;43(320):162-176

[8] Ghoddousi-Fard R, Dare P. Online GPS processing services: An initial study. GPS Solu-
tions. 2006;10:12-20

[9] Schwarz CR, Snay RA, Soler T. Accuracy assessment of the national geodetic survey’s 
OPUS-RS utility. GPS Solutions. 2009;13:119-132

[10] Hastaoglu KO, Sanli DU. Monitoring Koyulhisar landslide using rapid static GPS: A 
strategy to remove biases from vertical velocities. Natural Hazards. 2011;58:1275-1294

[11] Doğan U. Accuracy analysis of relative positions of permanent GPS stations in the 
Marmara region, Turkey. Survey Review. 2007;39:156-165

[12] Sanli DU, Tekic S. Accuracy of GPS precise point positioning: A tool for GPS accuracy 
prediction. Saarbrücken: LAP Lambert Academic Publishing; 2010. 60 p

[13] Firuzabadi D, King RW. GPS precision as a function of session duration and reference 
frame using multi-point software. GPS Solutions. 2012;16:191-196

Accuracy of GNSS Methods6

Section 2

Performance Evaluation of GNSS



Chapter 2

Evaluation Methods of Satellite Navigation System
Performance

Ershen Wang, He He and Chaoying Jia

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.81034

Provisional chapter

Evaluation Methods of Satellite Navigation System
Performance

Ershen Wang, He He and Chaoying Jia

Additional information is available at the end of the chapter

Abstract

With the development of global satellite navigation system, for example, global position-
ing system (GPS) and so on, some regional navigation systems and augmentation systems
are developing rapidly. The continuous development of satellite navigation system has
attracted the users’ attention to satellite navigation performance, which makes the navi-
gation system performance become the key of satellite navigation system competition in
the field of GNSS applications. The signal in space (SIS) continuity evaluation model
based on the reliability is established, and the mean time between failures (MTBF) is used
to characterize the probability that there is no continuity loss in unit time. Aiming at the
incompleteness of the current availability model, a per-satellite availability evaluation
models based on Markov process is established. Moreover, the constellation availability
evaluation model is proposed by combining the satellite failure rate, repair rate and
backup situation. By analyzing the measured data, the probability of the continuity and
availability of GPS and BeiDou Navigation Satellite System (BDS) are calculated respec-
tively. The results are instructive for the study of the availability performance monitoring
and the evaluation of global BDS.

Keywords: GNSS, performance evaluating, accuracy, integrity, availability
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regional navigation systems and augmentation systems are developing rapidly. The continu-
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compatibility, interoperability and service performance of GNSS have become an important
issue regarding the system construction and the users’ requirements [5]. However, there is not
a unified standard for satellite navigation service, e.g., there are non-negligible differences in
the indicators of each navigation system [6–8], including the name, the manner and the
prescribed scope. GPS is the earliest construction and longest-developing satellite navigation
system. Since its official operation, research on GPS performance has continued, and the
results are relatively rich [9]. So far, there are four different versions of the “GPS Standard
Positioning Service Performance Standard” [10–13], this document was published by the US
Department of Defense and played a leading role in the development of satellite navigation
system performance evaluation systems. In addition, in order to ensure the safe and efficient
operation of GPS and its enhanced systems WAAS and LAAS, and to analyze the navigation
performance and the cause of service interruption, the United States Federal Aviation Admin-
istration (FAA) has set the GPS Standard Positioning Service (GPS SPS) and wide area
enhancement since 1993. The performance of the system (WAAS) is monitored and analyzed,
and a corresponding performance analysis report is provided on a quarterly basis [14].
Amongst existing standards, the GPS Standard Positioning Service Performance Standards
released by USA is more widely used to evaluate satellite navigation systems [15].

Each stage of a satellite navigation system is inseparable from its performance assessment. The
performance evaluation of a navigation system cannot only verifywhether the performancemeets
the original design requirements, but also monitor the operating status of the system in real time,
provide a basis for performance enhancement of the system, and promote the modernization
process of the navigation system [16]. Therefore, in the development of satellite navigation sys-
tems, the evaluation of the performance of navigation systems has become a very important part.

At present, China’s Beidou satellite navigation system has been able to be compatible with other
satellite navigation systems. The development of Beidou satellite navigation system follows the
“three-step” strategy, namely: firstly to achieve navigation services in China, secondly to achieve
regional navigation services in the Asia-Pacific region, and finally to build a global satellite
navigation system with global navigation capabilities. Now it has completed the construction
of the second-step regional navigation system and will achieve global coverage in 2020.

The construction of BDS has very important practical significance, but at present it has not yet
established a complete performance evaluation system, and it faces severe performance test
evaluation problems [17]. Therefore, considering the construction and subsequent develop-
ment of BDS in China, it is very necessary to carry out research on the performance evaluation
method of the satellite navigation system. In-depth analysis of the evaluation index system
and method, and the use of measured data to verify it, in order to establish a sound BDS
performance evaluation system to accumulate certain experience.

2. Evaluation algorithm of GNSS signal in space availability

There are lots of researches working on per-satellite availability and constellation availability.
Ochieng et al. established a per-satellite availability evaluation model that calculates
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instantaneous availability based on failure rate and reliability without considering on-orbit
restoration performance [18]. In fact, most satellite failures can be restored by ground control
segments or resolved by spare satellites. Based on this, Section 2.1 mainly introduces and
analyzes the definition and performance evaluation indicators of GNSS. Based on the “GPS
Standard Positioning Service Performance Standards” and “Beidou Satellite Navigation Sys-
tem Open Service Performance Specification”, the accuracy, integrity, continuity and availabil-
ity definition as well as evaluation indicators of GPS and BDS are analyzed respectively, which
is convenient for subsequent performance evaluation. The results provide the basis. In Section
2.1.2, the SIS availability of GPS and BDS are evaluated and analyzed. The model of satellite
availability algorithm is constructed based on the Markov process. Based on the evaluation
models, the performance of GPS SIS and BDS SIS is evaluated by using the measured data in
Section 2.2. Finally, combined with the backup situation of satellites, the constellation avail-
ability evaluation models of SIS and service are proposed in Section 2.3.

2.1. Satellite navigation system performance evaluation criteria

Accuracy, integrity, continuity and availability are the four basic properties of satellite navigation
systems. Performance indicators and assessment methods vary for different navigation systems.
Compared with GLONASS and Galileo, GPS navigation system is more perfect for performance
evaluation indicators and results, especially the release of GPS SPS PS, which is the leading
direction of satellite navigation system performance standards and evaluation system.

2.1.1. Standard positioning service performance standard of GPS

GPS is the first satellite navigation system to perform performance evaluation, and its civilian
standard location service is applicable to civilian users (L1 C/A code) worldwide. Comparedwith
the precision positioning service and the enhanced system WAAS service, the civilian standard
positioning service has the lowest positioning accuracy, but the user quantity is the largest.

Up to now, the US Department of Defense has released four versions of GPS SPS PS to show
GPS service performance to users around the world [10–13]. Based on the comprehensive
comparison, it is found that with the improvement of GPS performance level, the relevant
performance evaluation theory is gradually improved. In the late 1990s, GPS service perfor-
mance was greatly improved by the implementation of a series of performance enhancement
programs. With the cancelation of the optional availability SA policy, the third edition of the
GPS SPS PS released in 2001 was revised accordingly. Although the overall framework has not
changed, the connotation of the accuracy index has changed a lot, the index parameters of the
SIS precision are compressed, and the service reliability is also redefined. At present, the latest
version of GPS SPS PS was released in 2008. Based on the summary of the first three editions,
the original index system was reorganized and improved.

2.1.2. Satellite navigation system public service performance specification of Beidou

The space segment of the Beidou satellite navigation system consists of five geostationary orbit
(GEO) satellites, 27 medium-Earth orbit (MEO) satellites and three inclined geosynchronous
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orbit (IGSO) satellites. Taking into account the characteristics of the BDS, the China Satellite
Navigation System Management Office released the BDS-OS-PS-1.0, which is used to illustrate
the performance characteristics and indicators of the public service B1I signal in the regional
phase of the Beidou satellite navigation system [19, 20].

2.2. SIS evaluation algorithm based on Markov process

GPS SPS PS pointed out that the availability of navigation system refers to the percentage of
time that the navigation system can provide users with available services within its service
area, which characterizes the service capability of satellite navigation systems [13]. As one of
the four basic service performances of satellite navigation systems, usability has become a key
performance indicator in civil aviation and other application fields, and is an important basis
for judging whether the navigation system is reliable [21, 22]. The usability study content of
the four released versions of GPS SPS PS is compared, and the development trend is shown in
Table 1.

SIS from the development trend of the availability indicators is given in Table 1, as the research
progresses, the availability of satellites is gradually divided into SIS layer availability and
service layer availability, and SIS availability is receiving more and more attention.

SIS availability can be described in terms of per-satellite availability and constellation avail-
ability [13]. From the definition of availability, the availability of SIS is essentially an assess-
ment of satellite availability, i.e., the availability of per-satellite is analyzed, and then the study
of per-satellite availability transitions to constellation availability, which in turn reflects the SIS
availability of all satellites.

2.2.1. Evaluation model for per-satellite availability

The instantaneous reliability function of a satellite is given in the literature, which only consid-
ered the failure rate but ignored the restoration rate. In fact, part of satellite failures can be
resolved by the repair of ground control section or the backup of spare satellites. And this is
one of the functions of the Markov chain. The life distribution and the failure restoration time
distribution are assumed to follow exponential distributions. As long as the satellite navigation
system status is given properly, the system can always be described by theMarkov process [23, 24].
The exponential distributionmodel is used to describe the reliability of the satellites inmanyof the
literature. When the failure rate of a satellite is assumed to be of exponential distribution, the
Markov state transition process of per-slot is shown as Figure 1.

GPS SPS PS document Research content

1993 edition Service availability standard

1995 edition Service availability standard

2001 edition SPS Service Availability Standard, PDOP Availability Standard

2008 edition SIS Availability Standard, SPS Service Availability Standard, PDOP Availability Standard

Table 1. Comparison of GPS SPS PS to usability research content.
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In Figure 1, 0 indicates the system status is normal; 1 indicates the system status is failed; λ is
the failure rate of satellite, it is the inverse of mean time between failure (MTBF); μ is the
restoration rate of satellite, it is the inverse of mean time to restoration (MTTR); and Δt is the
time interval of state transition.

According to reliability theory [25, 26], we can get the instantaneous availability of per-slot by
utilizing the Markov state transition process:

A tð Þ ¼ μ
λþ μ

þ λ
λþ μ

e� λþμð Þt: (1)

In order to express the per-slot availability more reasonably, when t ! ∞, we get the steady
state availability of per-slot through formula (1), and it would be as follows:

A ¼ μ
λþ μ

: (2)

According to the relationship between and MTBF, and the relationship between and MTTR,
formula (1) is equivalent to:

A ¼ MTBF
MTBFþMTTR

: (3)

whereA is theper-satellite availability;MTBF is the reciprocal ofλ, andMTTR is the reciprocal ofμ.

In Figure 2, λi (i = 1, 2, 3, 4) is the satellite failure rate of different failure type. μ i (i = 1, 2, 3, 4) is
the satellite restoration rate of different failure type. Considering the influence of different
failure type, the satellite failure rate λ and the satellite restoration μ rate in formula (2) are
equivalent to the following formula:

λ ¼ λ1 þ λ2 þ λ3 þ λ4

μ ¼ λ
λ1

μ1
þ λ2

μ2
þ λ3

μ3
þ λ4

μ4

:

8>><
>>:

(4)

2.2.2. Evaluation algorithm for constellation availability

In the previous constellation availability models [27], a specific constellation with a defined
number (generally 24) of space vehicles was considered, whenmore space vehicles than required
for the constellation have actually been on orbit for most of the time since the declaration of Full

Figure 1. Markov state transition process of per-slot.
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Operational Capability (FOC); Zheng and Ren pointed out that a study on constellation avail-
ability is based on per-satellite availability, and MTBF and MTTR of different per-satellite out-
ages directly influence constellation availability in different states [28]; U.S. Department of
Defense refers that constellation availability model is based on binomial probability distribution
[15], and it can be described as the following formula:

p kð Þ ¼ Ck
N 1� Að ÞkAN�k: (5)

where, p kð Þ is the constellation availability when there are faulted satellites. N represents the
total number of satellites in the constellation. k is the number of faulted satellites, and A is the
availability of per-satellite.

Formula (5) calculates the constellation availability based on the stationary state of per-satellite
availability. The model calculates the availability of the constellation based on the availability
of per satellite steady-state. Although it reflects the availability of the constellation under
different fault conditions to some extent, it ignores the impact of satellite backup strategy on
constellation availability and is a relatively static constellation availability. The availability of
constellations is affected by many factors. Because the factors affecting the state of the constel-
lation are more complicated, this section proposes a mathematical model of constellation
availability considering the satellite’s failure rate, repair rate and backup situation based on
the traditional constellation availability model.

Let’s explain the state of the constellation: suppose the constellation consists of a basic orbital
satellite and a non-orbital satellite. When there is no satellite failure, the state of the constellation
isN. if there is a failure of the basic orbital satellite, and the faulty satellite is replaced by the non-
orbiting satellite in time, the state of the constellation is considered to have not changed. If the
failed satellite is not replaced by the non-orbital satellite in time, the state of the constellation will

Figure 2. Markov state transition process of satellite based on different failure types.
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change. When the base orbit satellite fails, the ground control station will repair the faulty
satellite while replacing the non-orbital satellite, and only repair one satellite at a time.

Failure state of constellation system will change with the number of failed satellites. Therefore,
on the condition of the above assumptions, the failure state spaces of baseline satellites and
spare satellites respectively are 0; 1; 2;⋯;Nf g and 0; 1; 2;⋯;Mf g. The SIS constellation avail-
ability model based on Markov chain is set up. In addition, this model the baseline satellites
constellation availability and the spare satellites constellation availability are considered
respectively. Moreover, the backup situations of spare satellites are combined with the failure
state of baseline satellites constellation. Finally, the availability of whole constellation system
can be attained.
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Operational Capability (FOC); Zheng and Ren pointed out that a study on constellation avail-
ability is based on per-satellite availability, and MTBF and MTTR of different per-satellite out-
ages directly influence constellation availability in different states [28]; U.S. Department of
Defense refers that constellation availability model is based on binomial probability distribution
[15], and it can be described as the following formula:

p kð Þ ¼ Ck
N 1� Að ÞkAN�k: (5)

where, p kð Þ is the constellation availability when there are faulted satellites. N represents the
total number of satellites in the constellation. k is the number of faulted satellites, and A is the
availability of per-satellite.

Formula (5) calculates the constellation availability based on the stationary state of per-satellite
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lation are more complicated, this section proposes a mathematical model of constellation
availability considering the satellite’s failure rate, repair rate and backup situation based on
the traditional constellation availability model.

Let’s explain the state of the constellation: suppose the constellation consists of a basic orbital
satellite and a non-orbital satellite. When there is no satellite failure, the state of the constellation
isN. if there is a failure of the basic orbital satellite, and the faulty satellite is replaced by the non-
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Figure 2. Markov state transition process of satellite based on different failure types.
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change. When the base orbit satellite fails, the ground control station will repair the faulty
satellite while replacing the non-orbital satellite, and only repair one satellite at a time.

Failure state of constellation system will change with the number of failed satellites. Therefore,
on the condition of the above assumptions, the failure state spaces of baseline satellites and
spare satellites respectively are 0; 1; 2;⋯;Nf g and 0; 1; 2;⋯;Mf g. The SIS constellation avail-
ability model based on Markov chain is set up. In addition, this model the baseline satellites
constellation availability and the spare satellites constellation availability are considered
respectively. Moreover, the backup situations of spare satellites are combined with the failure
state of baseline satellites constellation. Finally, the availability of whole constellation system
can be attained.

λi i ¼ 1; 2; 3;⋯;Nð Þ are used to indicate the failure rates of baseline satellites constellation;
μi i ¼ 1; 2; 3;⋯;Nð Þ are used to indicate the restoration rates of baseline satellites constellation,
and both failure rates and restoration rates are on different failure conditions. The corresponding
Markov failure state transition process of baseline satellites is shown in Figure 3.

In Figure 3, λi ¼ C1
Nþ1�i � λ � 1� λð ÞN�i i ¼ 1; 2;⋯;Nð Þ (λ is the average failure rates of N

baseline satellites); μi ¼ C1
i � μ � 1� μ

� �i�1 i ¼ 1; 2;⋯;Nð Þ (μ is the average restoration rates of
N baseline satellites).

If the state of failure state space is i at the time of t, then the probability of this situation can be
indicated with Gi tð Þ i ¼ 0; 1; 2;⋯;Nð Þ, and assuming that the time of initial state is t ¼ t0. When
time increases to t ¼ t0 þ Δt, the probability that the baseline constellation not having failed
satellites is:

G0 t0 þ Δtð Þ ¼ G0 t0ð Þ � 1� λ1Δtð Þ þ G1 t0ð Þ � μ1Δt (6)

The failure state space of baseline constellation also has other states, and the probability of
these states is as follows:

G1 t0 þ Δtð Þ ¼ G0 t0ð Þ � λ1Δtþ G1 t0ð Þ � 1� λ2 þ μ1

� �
Δt

� �þ G2 t0ð Þ � μ2Δt (7)

G2 t0 þ Δtð Þ ¼ G1 t0ð Þ � λ2Δtþ G2 t0ð Þ � 1� λ3 þ μ2

� �
Δt

� �þ G3 t0ð Þ � μ3Δt (8)

GN�1 t0 þ Δtð Þ ¼ GN�2 t0ð Þ � λN�1Δtþ GN�1 t0ð Þ � 1� λN þ μN�1

� �
Δt

� �þ GN t0ð Þ � μNΔt (9)

GN t0 þ Δtð Þ ¼ GN�1 t0ð Þ � λNΔtþ GN t0ð Þ � 1� μNΔt
� �

(10)

Figure 3. Markov failure state transition process of baseline constellation.

Evaluation Methods of Satellite Navigation System Performance
http://dx.doi.org/10.5772/intechopen.81034

15



Failure state space of baseline constellation has different states in different time. The formulas
(6)–(10) can be shown by matrix form, then the probabilities of the above different states can be
expressed as:

G
!

t0 þ kΔtð Þ ¼G
!

Δtð Þ� G! t0 þ k� 1ð ÞΔtð Þ (11)

Therefore,

G
!

t0 þ kΔtð Þ ¼ G0 t0 þ kΔtð Þ G1 t0 þ kΔtð Þ ⋯ GN t0 þ kΔtð Þ½ �T,

G
!

t0 þ k� 1ð ÞΔtð Þ ¼ G0 t0 þ k� 1ð ÞΔtð Þ G1 t0 þ k� 1ð ÞΔtð Þ ⋯ GN t0 þ k� 1ð ÞkΔtð Þ½ �T,

G
!
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λ1Δt 1� λ2 þ μ1

� �
Δt μ2Δt 0 ⋯ ⋯ ⋮ ⋮ ⋮

0 λ2Δt 1� λ3 þ μ2

� �
Δt μ3Δt 0 ⋮ ⋮ ⋮ ⋮

⋮ 0 ⋮ ⋮ ⋮ ⋱ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋱ 0

0 ⋯ ⋯ ⋯ 0 0 λN�1Δt 1� λN þ μN�1

� �
Δt μNΔt

0 ⋯ ⋯ ⋯ 0 0 0 λNΔt 1� μNΔt

2
6666666666666666664

3
7777777777777777775

8>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>:

According to the formula (11) and the initial condition, the probabilities of different states of
baseline constellation after the time of T ¼ kΔt can be calculated.

Similar to the baseline constellation, failure state space of spare satellites constellation also has
different states in different time. And the probabilities of these states can be expressed as:

F
!

t0 þ kΔtð Þ ¼ F
!

Δtð Þ� F! t0 þ k� 1ð ÞΔtð Þ (12)

According to the formula (12) and the initial condition of spare satellites constellation, the
probabilities of different states of spare satellites constellation after the time of T ¼ kΔt can be
also calculated.

Both baseline constellation and spare satellites constellation have important influence on SIS
constellation availability. Considering these influences comprehensively, the model of SIS
constellation availability is considered:

Ps t0 þ kΔtð Þ ¼ G0 t0 þ kΔtð Þ þ G1 t0 þ kΔtð Þ � F0 t0 þ kΔtð Þ þ F1 t0 þ kΔtð Þ þ⋯þ FM�1 t0 þ kΔtð Þð Þ

þ G2 t0 þ kΔtð Þ � F0 t0 þ kΔtð Þ þ F1 t0 þ kΔtð Þ þ⋯þ FM�2 t0 þ kΔtð Þð Þ þ⋯

þ GM t0 þ kΔtð Þ � F0 t0 þ kΔtð Þ s ¼ 0ð Þ

Ps t0 þ kΔtð Þ ¼
XMþs

q¼s
Gq t0 þ kΔtð Þ � FMþs�q t0 þ kΔtð Þ s ¼ 1; 2;⋯;Nð Þ

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(13)

In this formula, when the number of failed satellites is S, the probability of SIS constellation
availability is Ps t0 þ kΔtð Þ.
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2.3. Per-satellite availability evaluation

2.3.1. Per-satellite availability evaluation of GPS

According to the Markov state transition model, it can be seen that the key to calculate satellite
availability is to get satellite failure rate λ and restoration rate μ. Therefore, by analyzing the
GPS status report provided by the FAA, the MTBF and MTTR of each satellite with different
types of failures can be respectively obtained, and then the availability of the satellite can be
obtained.

In order to guarantee the reliability of the evaluated results, this paper makes the statistics
based on all outages according to the GPS failure report of FAA. According to analysis, it can
be seen that a total number of 51 satellites generates different types of outages from 1999 to
2015. By processing the MTBF and MTTR of satellites, the per-satellite average failure rate and
restoration rate can be obtained, which are shown in Figure 4.

The spacecraft number (SVN) has a certain relationship with the order of launch of GPS
satellites. Satellites with smaller numbers are launched earlier and satellite models are lower;
while satellites with larger numbers are launched later, and satellite models are relatively high.
From the analysis of Figure 4 in general, the average repair rate of the higher-model satellites is
generally far greater than the average failure rate compared with the low-model satellites.
Combined with the analysis of formula (4), it can be inferred that the availability of higher-
profile satellites is generally higher, which reflects the continuous development of GPS satel-
lites to some extent.

By bringing the average failure rate and restoration rate of each of the above satellites into the
per-satellite availability model, the availability of GPS per-satellite can be obtained, as shown
in Figure 5.

The dotted line is the per-satellite availability minimum standard (0.957) of GPS SPS PS (2008)
in Figure 5. If the availability of the satellite is greater than this value, the satellite is considered
to meet the availability criteria. As can be seen from Figure 5, except for the availability of

Figure 4. Average failure rate and restoration rate of GPS satellites.
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Failure state space of baseline constellation has different states in different time. The formulas
(6)–(10) can be shown by matrix form, then the probabilities of the above different states can be
expressed as:
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According to the formula (11) and the initial condition, the probabilities of different states of
baseline constellation after the time of T ¼ kΔt can be calculated.

Similar to the baseline constellation, failure state space of spare satellites constellation also has
different states in different time. And the probabilities of these states can be expressed as:
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Δtð Þ� F! t0 þ k� 1ð ÞΔtð Þ (12)

According to the formula (12) and the initial condition of spare satellites constellation, the
probabilities of different states of spare satellites constellation after the time of T ¼ kΔt can be
also calculated.

Both baseline constellation and spare satellites constellation have important influence on SIS
constellation availability. Considering these influences comprehensively, the model of SIS
constellation availability is considered:
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In this formula, when the number of failed satellites is S, the probability of SIS constellation
availability is Ps t0 þ kΔtð Þ.
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2.3. Per-satellite availability evaluation

2.3.1. Per-satellite availability evaluation of GPS

According to the Markov state transition model, it can be seen that the key to calculate satellite
availability is to get satellite failure rate λ and restoration rate μ. Therefore, by analyzing the
GPS status report provided by the FAA, the MTBF and MTTR of each satellite with different
types of failures can be respectively obtained, and then the availability of the satellite can be
obtained.

In order to guarantee the reliability of the evaluated results, this paper makes the statistics
based on all outages according to the GPS failure report of FAA. According to analysis, it can
be seen that a total number of 51 satellites generates different types of outages from 1999 to
2015. By processing the MTBF and MTTR of satellites, the per-satellite average failure rate and
restoration rate can be obtained, which are shown in Figure 4.

The spacecraft number (SVN) has a certain relationship with the order of launch of GPS
satellites. Satellites with smaller numbers are launched earlier and satellite models are lower;
while satellites with larger numbers are launched later, and satellite models are relatively high.
From the analysis of Figure 4 in general, the average repair rate of the higher-model satellites is
generally far greater than the average failure rate compared with the low-model satellites.
Combined with the analysis of formula (4), it can be inferred that the availability of higher-
profile satellites is generally higher, which reflects the continuous development of GPS satel-
lites to some extent.

By bringing the average failure rate and restoration rate of each of the above satellites into the
per-satellite availability model, the availability of GPS per-satellite can be obtained, as shown
in Figure 5.

The dotted line is the per-satellite availability minimum standard (0.957) of GPS SPS PS (2008)
in Figure 5. If the availability of the satellite is greater than this value, the satellite is considered
to meet the availability criteria. As can be seen from Figure 5, except for the availability of

Figure 4. Average failure rate and restoration rate of GPS satellites.
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retired SVN14, 15, 16 and 31 satellites, the availability of the remaining satellites is greater than
0.957, which satisfies the availability criteria of GPS SPS PS (2008), and basically verifies the
above GPS. The correctness and effectiveness of the single-star usability assessment model. It
can also be seen from Figure 5 that the average availability of GPS satellites can reach 0.9891,
and it is calculated that as of 2015, the average availability of all GPS satellites in orbit is 0.9985,
far exceeding 0.957.

In addition, the section compares the availability of satellites according to the type of satellite,
as shown in Figure 6.

As can be seen from Figure 6, the average availability of the BLOCK II series satellites is the
lowest, and the average availability of the BLOCK IIF series satellites is the highest. With the
continuous upgrading of satellite models, the availability of GPS satellites is significantly

Figure 5. Distribution of GPS per-satellite availability.

Figure 6. Availability of different satellite types.
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enhanced. With the continuous advancement of GPS modernization, the availability of GPS
satellites is constantly improving.

2.3.2. Per-satellite availability evaluation of BDS

BDS has not yet established a sound outage forecasting mechanism. Therefore, there is no
FAA-like department in China to provide a measured fault report on BDS. Therefore, the
paper mainly obtains the Beidou navigation message published by IGS, and extracts its
“health word” data as the data source according to the Beidou satellite navigation system
spatial signal interface control file (2.1) [29–31]. The average failure rate and average repair rate
of the satellites obtained by collating the data sources are shown in Figure 7.

Since December 24, 2013, the C13 satellite is in the unhealthy state, and its restoration rate is
zero. Comparing Figure 4 and Figure 7, it can be found that the average restoration rate of
BDS satellites is generally higher than that of GPS, indicating that the BDS satellite system can
repair the satellites more timely when the satellites fail. However, the average failure rate of
BDS satellites is also significantly higher than that of GPS, indicating that the frequency of BDS
failures is greater.

Bringing the average failure rate and average restoration rate of the BDS into the per-satellite
availability model, you can get the single-star availability probability of the BDS, as shown in
Figure 8.

Figure 7. Average failure rate and restoration rate of BDS satellites.
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In Figure 8, since the restoration rate of the C13(MEO) satellite is zero, the satellite’s per-
satellite availability is 0 (indicated by a circle). As can be seen from Figure 8, except for the
C13 satellite, the availability of other MEO satellites is in line with the minimum availability
standard of 0.91 for MEO satellites in BDS-OS-PS-1.0. In addition to the poor SIS availability of
C03(GEO) and C08(IGSO) satellites due to factors such as switching satellites and system
instability, the remaining GEO and IGSO satellites meet their respective minimum availability
standards of 0.98.

2.4. Constellation availability evaluation

2.4.1. Constellation availability evaluation of GPS SIS

As of 2015, the number of remaining in-orbit satellites was 27 except for satellites that were
unable to count MTBF and MTTR values just after launch. The 27 satellites in orbit are
distributed over six orbital planes, as shown in Table 2.

In order to keep the status that four baseline slot satellites located on the same orbital plane,
the satellites of SVN23, SVN46, SVN67 were selected as non-orbital satellites according to the
satellite distribution principle, and the remaining 24 satellites are based on the orbital position,
that is, the constellation consists of 24 + 3 satellites.

Through the analysis of per-slot availability, the average failure rate of the 24 baseline constel-
lation is 1.6551e�04, and the average restoration rate is 0.1796. Similarly, the average failure
rate of the 3 spare satellites is 1.4881e�04, and the average restoration rate of the 3 spare

Figure 8. Distribution of BDS per-satellite availability.
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satellites is 0.1144. Then both the state transition matrix G
!

Δtð Þ of baseline constellation and the

state transition matrix F
!

Δtð Þ of spare satellites constellation can be calculated. Assuming the

time interval of state transition is 1 h, then as long as the initial state G
!

t0ð Þ of baseline

constellation and the initial state F
!

t0ð Þ of spare satellites constellation can be determined, the
SIS constellation availability of navigation system can be calculated according to the formulas
(11)–(13).

The initial state G
!

t0ð Þ and F
!

t0ð Þ can be divided into two cases:

1. Regardless of the per-slot availability in initial state.

Regardless of the per-slot availability means that there is no failed baseline constellation and
spare satellites at the beginning time. Therefore, it can be attained as follows.

G
!

t0ð Þ ¼ 1 0 0 ⋯ 0½ �T

F
!

t0ð Þ ¼ 1 0 0 0½ �T

Through the experiment, the constellation availability has been in stable state under the
condition of T ¼ 300Δt. Then the constellation availability probability of SIS on different
failure conditions is listed in Table 3.

2. Considering the per-slot availability in initial state.

The initial state of baseline constellation and spare satellites constellation will be changed after
considering the per-slot availability. In order to simplify the calculation process, the average
per-slot availability probabilities of 24 baseline constellation and 3 spare satellites are calcu-
lated, respectively. And the calculation is in terms of the per-slot availability probability
showed in Figure 7. Therefore, p0 is the average per-slot availability probability of 24 baseline

Slot A2 A4 A5 A6 B1 B2 B3 B4 C1

SVN 52 48 65 64 56 62 44 58 57

Slot C2 C3 C4 D1 D2 D3 D4 D5 D6

SVN 66 59 53 61 63 45 34 46 67

Slot E1 E2 E3 E4 E5 F1 F2 F3 F4

SVN 51 47 50 54 23 41 55 43 60

Table 2. Distribution of the satellites.

P0 P1 P2 P3 P4 …

0.999999963 3.6599e�08 3.0692e�10 2.4458e�12 1.9073e�14 …

Table 3. SIS constellation availability (regardless of the per-slot availability in initial state).
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(11)–(13).

The initial state G
!

t0ð Þ and F
!

t0ð Þ can be divided into two cases:

1. Regardless of the per-slot availability in initial state.

Regardless of the per-slot availability means that there is no failed baseline constellation and
spare satellites at the beginning time. Therefore, it can be attained as follows.

G
!

t0ð Þ ¼ 1 0 0 ⋯ 0½ �T

F
!

t0ð Þ ¼ 1 0 0 0½ �T

Through the experiment, the constellation availability has been in stable state under the
condition of T ¼ 300Δt. Then the constellation availability probability of SIS on different
failure conditions is listed in Table 3.

2. Considering the per-slot availability in initial state.

The initial state of baseline constellation and spare satellites constellation will be changed after
considering the per-slot availability. In order to simplify the calculation process, the average
per-slot availability probabilities of 24 baseline constellation and 3 spare satellites are calcu-
lated, respectively. And the calculation is in terms of the per-slot availability probability
showed in Figure 7. Therefore, p0 is the average per-slot availability probability of 24 baseline

Slot A2 A4 A5 A6 B1 B2 B3 B4 C1

SVN 52 48 65 64 56 62 44 58 57

Slot C2 C3 C4 D1 D2 D3 D4 D5 D6

SVN 66 59 53 61 63 45 34 46 67

Slot E1 E2 E3 E4 E5 F1 F2 F3 F4

SVN 51 47 50 54 23 41 55 43 60

Table 2. Distribution of the satellites.

P0 P1 P2 P3 P4 …

0.999999963 3.6599e�08 3.0692e�10 2.4458e�12 1.9073e�14 …

Table 3. SIS constellation availability (regardless of the per-slot availability in initial state).
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constellation, its value is 0.9988. And p1 is the average per-slot availability probability of 3
spare satellites, its value is 0.9963. Then, it can be calculated as follows:

G
!

t0ð Þ ¼ p0
� �24 C1

24 1� p0
� �

p0
� �23C2

24 1� p0
� �2 p0

� �22⋯ 1� p0
� �24h iT

¼ 0:9713 0:02830:00043:5036e-06⋯9:882e-71½ �T

F
!

t0ð Þ ¼ p1
� �3 C1

3 1� p1
� �

p1
� �2

C2
3 1� p1
� �2p1 1� p1

� �3h iT

¼ 0:9889 0:0110 4:1056e-05 5:0911e-08½ �T

By the experiment, the constellation availability probability of SIS under the condition of
considering the per-slot availability in initial state is listed in Table 4.

Analyzing the above two cases, it can be concluded that:

1. On the condition of considering the per-slot availability in initial state, since the on-orbit
satellites all have a large per-slot availability probability, G0 t0ð Þ and F0 t0ð Þ are basically
close to 1. In other words, whether considering per-slot availability in initial state have
little influence on the element values of initial state matrix. When T ¼ kΔt is large enough,
the constellation availability reaches stable state. Then, the tiny gaps between the initial
state matrix of the above two cases have no effect on the system availability. So, when per-
slot availability is large enough, whether or not to consider per-slot availability in initial
state has no effect on SIS constellation availability.

2. Tables 2–4 show that when there are no failed satellites in satellite constellation, the
constellation availability probability can reach 0.999999963. It is basically close to 1. By
contrast, the probability of other failure states can be neglected. Thus, it can be seen that
the constellation, which is made up of the 27 satellites has a very high availability.

2.4.2. Constellation availability evaluation of BDS SIS

The spatial constellation of the BDS consists of 35 satellites. At present, BDS is in the construc-
tion stage of global satellite navigation system. As of the end of 2015, there are only 20 BDS
satellites launched, which is not enough to form a complete constellation. Moreover, due to the
small number of satellites, the BDS does not currently have a backup satellite dedicated to
replacing faulty satellites. Therefore, the constellation availability model of GPS SIS is not
suitable for the current BDS system.

In addition, due to the incomplete BDS constellation, only BDS SIS availability in BDS-OS-PS-
1.0 and BDS-SIS-ICD-2.1 is indicated by per-satellite availability, and there is no definition of
BDS SIS constellation availability and related indicators [22].

P0 P1 P2 P3 P4 …

0.999999963 3.6599e�08 3.0692e�10 2.4458e�12 1.9073e�14 …

Table 4. SIS constellation availability (considering the per-slot availability in initial state).
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Based on the above reasons, the constellation usability should be evaluated after the Beidou
global satellite navigation system constellation is fully completed and the corresponding
evaluation indicators are perfected. At present, the practical significance of analyzing the
availability of BDS SIS constellation is not significant.

3. Conclusions

This chapter mainly studies the per-satellite availability and constellation availability evalua-
tion methods of GPS and BDS SIS, including the establishment of evaluation models and
performance verification based on measured data.

The first part of this chapter establishes a single-star usability evaluation model based on
Markov process from the reliability principle, and proposes a constellation usability evaluation
model that considers the satellite’s failure rate, repair rate and backup situation. On this basis,
the second part of this chapter combines the measured data from the 1999–2015 GPS quarterly
performance report released by the FAA and the BDS navigation message issued by IGS to
obtain the single-star availability and constellation usability evaluation results of GPS and
BDS. The results show that, except for the retired SVN14, SVN15, SVN16 and SVN31 GPS
satellites, the availability of the remaining GPS satellites meets the GPS SPS PS (2008) avail-
ability standard. In the absence of satellite failure, the GPS SIS layer constellation availability
can reach 0.999999963. Except for the C13 BDS satellite, the other MEO satellites meet the
minimum availability standard of 0.91 for MEO satellites in BDS-OS-PS-1.0. The SIS availabil-
ity of the C03 (GEO) and C08 (IGSO) satellites is poor due to factors such as switching satellites
and system instability, and the remaining GEO and IGSO satellites meet their corresponding
minimum availability standards of 0.98.
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Abstract

In the past years, global navigation satellite systems (GNSS) have gained the core position
concerning the geolocalization applications and services in urban environments. The
major issue of the GNSS-based urban application expansion is related to the positioning
service quality assurance, expressed in terms of accuracy, integrity, availability, and conti-
nuity of the localization service. The dense urban environments, such as city centers, are
challenging to the GNSS signal reception causing the frequent blockage of the line-of-sight
(LOS) signals and the multipath phenomenon, referred to as the reception of the diff-
racted/reflected echoes of the transmitted signal. These effects severely affect the pseudo-
range and Doppler measurements, used by a GNSS receiver for the user’s position com-
putation, which will further induce the computation of an erroneous positioning solution
by the navigation processor down to a positioning loss in the presence of limited satellite
visibility and few provided measurements. Therefore, advanced signal processing tech-
niques do represent viable solutions aiming at the mitigation of these undesired effects in
order to foster the accuracy and availability of the localization solution. This chapter will
address in details the GNSS vector tracking (VT) receiver’s configuration able to cope with
the urban environment-induced effects.

Keywords: GNSS, extended Kalman filter, vector tracking, multipath, NLOS, correlators

1. Introduction

Global navigation satellite systems (GNSS) are increasingly present in our life and represent a
key player in the world economy mostly due to the expansion of location-based services. An
important part of the GNSS applications is found for the automotive usage in urban environ-
ments that are characterized by difficult signal reception conditions. These services do exhibit by
very stringent quality of service demands. In these harsh environments, the received signals are
severely affected by the urban obstacles including buildings, road infrastructure, and foliage
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generating strong signals’ fading and fast phase oscillations. Consequently, the generated
pseudo-range and Doppler measurements are degraded. In the worst-case scenario, the direct
signal can be totally blocked by the urban obstacles generating the GNSS signal blockage
phenomena that introduce large biases on the pseudo-range measurements and cycle slips for
the carrier phase observations.

Standard GNSS receivers, which track each satellite independently through the technique
referred to as scalar tracking, fail to cope with these harsh urban conditions. Therefore, this
work is particularly focused on the proposal and detailed design of the dual-constellation
single-frequency vector tracking architecture for the automotive usage in urban environment.
This architecture can improve the tracking of some attenuated or blocked signals due to the
channel-aiding property based on the navigation solution estimation and thus assure a robust
navigation solution estimation.

2. GNSS receiver structure

This section aims at providing a detailed description of the GNSS receiver structure with an
emphasis on the GNSS signal processing stage from the GNSS signal reception up to the
measurement generation process.

2.1. GNSS digital signal processing

The digital signal processing is the consecutive stage of the analog front end, taking as input of
the sampled and discretized received signals from each satellite in view. Herein, the digitized
signal is fed to multiple channel processing blocks, corresponding to each received satellite
signal. The digital signal processing blocks conduct three main operations, the correlation, the
acquisition, and the code/carrier tracking [1]. The scalar tracking process is achieved in a
channelized structure for all the satellites in view. The objective of the tracking process is to
refine the coarse estimations of the code delay and Doppler frequency provided by the acqui-
sition block and to precisely follow the signal properties changing over time [2]. The GNSS
scalar tracking architecture is illustrated in Figure 1.

Figure 1. The conventional GNSS tracking architecture.
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The scalar tracking process, employed for each tracked satellite, comprised the following main
modules:

• Code tracking: in charge of estimating the code delay offset ετð Þ between the incoming
signal’s code and the locally generated replica based on the closed feedback loop referred
to as the delay lock loop (DLL). In this process, at least three delayed code replicas, known
as the early, prompt, and late replica, are generated according to the correlation process
with the incoming signal.

• Carrier tracking: responsible of estimating the residual Doppler shift εf D
� �

and the carrier

phase offset εφ
� �

. The carrier tracking module that provides the estimation of the Doppler

shift εf D
� �

is called as frequency lock loop (FLL), while the carrier phase error εφ
� �

com-
pensation is conducted by the phase lock loops (PLL) [2]. It is important to highlight the
fact that for certain applications with important user’s dynamics, an FLL-aided PLL may
be also employed.

The scalar tracking architecture, whose high-level representation is provided in Figure 1,
includes the following main processing blocks:

• Correlators: accumulating the combination of the sampled signal with the code and carrier
replicas through mixing the in-phase and quadrature signal branches with the three delayed
(early, prompt, and late) code-spreading sequences from the GNSS code generator block

• Code/carrier discriminators: in charge of estimating the code delay and carrier frequency/
phase errors based on the three correlator output pairs

• Low-pass filters: filtering the discriminators’ outputs for noise reduction at the entry of the
code/carrier local oscillators

• Numerical control oscillator (NCO): operating in a feedback loop manner and providing the
required correction to the code and carrier generators based on the filtered discriminator
output, which is further used to generate the local replicas for the successive measurement
epoch

The association of the low-pass filters and the NCOs provides the equivalent loop filter, whose
response to the user’s dynamics is strictly related to two parameters such as the filter’s loop
order and the equivalent noise bandwidth. In details, a higher noise bandwidth implies faster
loop response time (and thus better response to high user’s dynamics) but with the drawback
of dealing with noisier results due to the shorter integration time. Considering the filter’s loop
order, the higher the loop filter, the better the filter capability to follow the high-order user’s
dynamics is [3]. Keen readers may find detailed description of the loop filters in [3–5].

The scalar tracking is continuously run for each satellite-user channel in order to precisely
estimate the code delay and carrier frequency/phase evolution in time [2]. In the GNSS
receiver, the code delay and carrier frequency/phase lock loops are jointly used.

2.1.1. GNSS code delay tracking

The code delay tracking process is directly performed after the acquisition stage, responsible
among other tasks of the detection of the incoming signal. The code delay tracking process
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generating strong signals’ fading and fast phase oscillations. Consequently, the generated
pseudo-range and Doppler measurements are degraded. In the worst-case scenario, the direct
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phenomena that introduce large biases on the pseudo-range measurements and cycle slips for
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referred to as scalar tracking, fail to cope with these harsh urban conditions. Therefore, this
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channel-aiding property based on the navigation solution estimation and thus assure a robust
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The digital signal processing is the consecutive stage of the analog front end, taking as input of
the sampled and discretized received signals from each satellite in view. Herein, the digitized
signal is fed to multiple channel processing blocks, corresponding to each received satellite
signal. The digital signal processing blocks conduct three main operations, the correlation, the
acquisition, and the code/carrier tracking [1]. The scalar tracking process is achieved in a
channelized structure for all the satellites in view. The objective of the tracking process is to
refine the coarse estimations of the code delay and Doppler frequency provided by the acqui-
sition block and to precisely follow the signal properties changing over time [2]. The GNSS
scalar tracking architecture is illustrated in Figure 1.

Figure 1. The conventional GNSS tracking architecture.
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The scalar tracking process, employed for each tracked satellite, comprised the following main
modules:

• Code tracking: in charge of estimating the code delay offset ετð Þ between the incoming
signal’s code and the locally generated replica based on the closed feedback loop referred
to as the delay lock loop (DLL). In this process, at least three delayed code replicas, known
as the early, prompt, and late replica, are generated according to the correlation process
with the incoming signal.

• Carrier tracking: responsible of estimating the residual Doppler shift εf D
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and the carrier

phase offset εφ
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. The carrier tracking module that provides the estimation of the Doppler

shift εf D
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is called as frequency lock loop (FLL), while the carrier phase error εφ
� �

com-
pensation is conducted by the phase lock loops (PLL) [2]. It is important to highlight the
fact that for certain applications with important user’s dynamics, an FLL-aided PLL may
be also employed.

The scalar tracking architecture, whose high-level representation is provided in Figure 1,
includes the following main processing blocks:

• Correlators: accumulating the combination of the sampled signal with the code and carrier
replicas through mixing the in-phase and quadrature signal branches with the three delayed
(early, prompt, and late) code-spreading sequences from the GNSS code generator block

• Code/carrier discriminators: in charge of estimating the code delay and carrier frequency/
phase errors based on the three correlator output pairs

• Low-pass filters: filtering the discriminators’ outputs for noise reduction at the entry of the
code/carrier local oscillators

• Numerical control oscillator (NCO): operating in a feedback loop manner and providing the
required correction to the code and carrier generators based on the filtered discriminator
output, which is further used to generate the local replicas for the successive measurement
epoch

The association of the low-pass filters and the NCOs provides the equivalent loop filter, whose
response to the user’s dynamics is strictly related to two parameters such as the filter’s loop
order and the equivalent noise bandwidth. In details, a higher noise bandwidth implies faster
loop response time (and thus better response to high user’s dynamics) but with the drawback
of dealing with noisier results due to the shorter integration time. Considering the filter’s loop
order, the higher the loop filter, the better the filter capability to follow the high-order user’s
dynamics is [3]. Keen readers may find detailed description of the loop filters in [3–5].

The scalar tracking is continuously run for each satellite-user channel in order to precisely
estimate the code delay and carrier frequency/phase evolution in time [2]. In the GNSS
receiver, the code delay and carrier frequency/phase lock loops are jointly used.

2.1.1. GNSS code delay tracking

The code delay tracking process is directly performed after the acquisition stage, responsible
among other tasks of the detection of the incoming signal. The code delay tracking process
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assures the alignment between the incoming signal’s code and the local replica’s code by
refining the code delay error measurement from the discriminator block that further steers the
code NCO [5]. The code tracking is performed by means of a DLL that is a feedback loop
capable of steering the local PRN code delay based on the estimation of the code delay error ετ
[6]. This code delay error measurement is later used to compute the pseudo-range observation.

The correlation between each local replica with the in-phase and quadrature signal samples
generates one correlator pair. Finally, three correlator pairs are obtained at the end of this
operation, expressed by

IEk ¼ A
2
∙dk∙Rc ετ, k þ kc∙Tc

2

� �
∙ cos εφ, k

� �
∙ sinc π∙εf D,k ∙t
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þ nIE,k
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(1)

where

• The triplet ετ, k; εφ, k; εf D,k

� �
represents the code delay, carrier phase, and frequency esti-

mation errors at the current epoch k.

• kc∙Tc refers to the early-late code chip spacing with kc and Tc representing the fraction of
chip spacing and the code chip period, respectively.

• nxy denotes the noise term at the correlator output (where x stands for the in-phase (I) or
quadrature (Q) and y for the early (E), prompt (P), or late (L) code delays), which is
correlated and Gaussian distributed with zero mean and variance σ2nxy .

The most common discriminators employed in GNSS receivers are the noncoherent early-
minus-late power (EMLP) and the dot product (DP) discriminators due to their tracking
robustness since insensitive toward the carrier phase information. These two discriminators
are defined by

DEMLP ετ, kð Þ ¼ IE2
k þQE2

k

� �� IL2k þQL2k
� �

DDP ετ, kð Þ ¼ IEK � ILKð Þ∙IPk þ QEK �QLKð Þ∙QPk

(2)

The chip spacing is a crucial parameter for the discriminator function and thus must be
selected so that the early and late correlator outputs are always evaluated at the correlation
function main peak. Therefore, the EMLP and DP discriminators require a correlator spacing
set less than 1 chip and 0.5 chip for the GPS L1 binary phase-shift keying (BPSK) and Galileo
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binary offset carrier (BOC) signals, respectively [3]. In order to remove the amplitude sensitiv-
ity of the code discriminators, normalization factors shall be applied to have a direct access to
the code tracking error according to [7, 8].

2.1.2. GNSS carrier phase tracking

The carrier phase tracking is achieved by the phase lock loop (PLL) that is responsible of
keeping the carrier phase alignment between the incoming signal and the locally generated
replica. The main goals of the phase tracking loop are:

• The computation of a phase reference for the detection of the GNSS modulated data signal

• The provision of precise Doppler measurements by using the phase rate information

To fulfill these objectives, the PLL uses a carrier phase discriminator to estimate the resultant phase
estimation error εφ kð Þ� �

between the incoming signal phase and the replica phase, according to the
in-phase and quadrature prompt correlator output pairs (IP, QP). Afterward, the PLL filter filters
out the noise, and afterward, the carrier NCO transforms the estimated phase error into a
frequency offset that modifies the NCO nominal frequency for the successive epoch [6].

The main phase discriminators used for the data channels are the following [4]:

• Dot product (DP) or the generic Costas discriminator

DDP εφ, k
� � ¼ QPk∙IPk (3)

• The extended arctangent (Atan2) phase discriminator [9]

DAtan2 εφ, k
� � ¼ atan2

QPk

IPk

� �
(4)

3. Vector tracking architecture

3.1. Urban environment-induced effects

The urban environment causes important threats to the GNSS signal reception and its posteriori
processing, severely deteriorating the navigation solution accuracy and availability. The prob-
lems of the urban environment in the navigation domain can be summarized as follows:

• Multipath: denoted as the joint reception of both the direct LOS signal and the reflected or
diffracted GNSS LOS echoes from the urban obstacles

• Attenuation or blockage of the GNSS LOS signal: arising due to the partial or total obstruction
of the GNSS LOS from the urban environment characteristics
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assures the alignment between the incoming signal’s code and the local replica’s code by
refining the code delay error measurement from the discriminator block that further steers the
code NCO [5]. The code tracking is performed by means of a DLL that is a feedback loop
capable of steering the local PRN code delay based on the estimation of the code delay error ετ
[6]. This code delay error measurement is later used to compute the pseudo-range observation.

The correlation between each local replica with the in-phase and quadrature signal samples
generates one correlator pair. Finally, three correlator pairs are obtained at the end of this
operation, expressed by
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where

• The triplet ετ, k; εφ, k; εf D,k

� �
represents the code delay, carrier phase, and frequency esti-

mation errors at the current epoch k.

• kc∙Tc refers to the early-late code chip spacing with kc and Tc representing the fraction of
chip spacing and the code chip period, respectively.

• nxy denotes the noise term at the correlator output (where x stands for the in-phase (I) or
quadrature (Q) and y for the early (E), prompt (P), or late (L) code delays), which is
correlated and Gaussian distributed with zero mean and variance σ2nxy .

The most common discriminators employed in GNSS receivers are the noncoherent early-
minus-late power (EMLP) and the dot product (DP) discriminators due to their tracking
robustness since insensitive toward the carrier phase information. These two discriminators
are defined by

DEMLP ετ, kð Þ ¼ IE2
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� �� IL2k þQL2k
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DDP ετ, kð Þ ¼ IEK � ILKð Þ∙IPk þ QEK �QLKð Þ∙QPk
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The chip spacing is a crucial parameter for the discriminator function and thus must be
selected so that the early and late correlator outputs are always evaluated at the correlation
function main peak. Therefore, the EMLP and DP discriminators require a correlator spacing
set less than 1 chip and 0.5 chip for the GPS L1 binary phase-shift keying (BPSK) and Galileo
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binary offset carrier (BOC) signals, respectively [3]. In order to remove the amplitude sensitiv-
ity of the code discriminators, normalization factors shall be applied to have a direct access to
the code tracking error according to [7, 8].

2.1.2. GNSS carrier phase tracking

The carrier phase tracking is achieved by the phase lock loop (PLL) that is responsible of
keeping the carrier phase alignment between the incoming signal and the locally generated
replica. The main goals of the phase tracking loop are:

• The computation of a phase reference for the detection of the GNSS modulated data signal

• The provision of precise Doppler measurements by using the phase rate information

To fulfill these objectives, the PLL uses a carrier phase discriminator to estimate the resultant phase
estimation error εφ kð Þ� �

between the incoming signal phase and the replica phase, according to the
in-phase and quadrature prompt correlator output pairs (IP, QP). Afterward, the PLL filter filters
out the noise, and afterward, the carrier NCO transforms the estimated phase error into a
frequency offset that modifies the NCO nominal frequency for the successive epoch [6].

The main phase discriminators used for the data channels are the following [4]:

• Dot product (DP) or the generic Costas discriminator

DDP εφ, k
� � ¼ QPk∙IPk (3)

• The extended arctangent (Atan2) phase discriminator [9]

DAtan2 εφ, k
� � ¼ atan2

QPk

IPk
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(4)

3. Vector tracking architecture

3.1. Urban environment-induced effects

The urban environment causes important threats to the GNSS signal reception and its posteriori
processing, severely deteriorating the navigation solution accuracy and availability. The prob-
lems of the urban environment in the navigation domain can be summarized as follows:

• Multipath: denoted as the joint reception of both the direct LOS signal and the reflected or
diffracted GNSS LOS echoes from the urban obstacles

• Attenuation or blockage of the GNSS LOS signal: arising due to the partial or total obstruction
of the GNSS LOS from the urban environment characteristics
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• Interference: resulting from the presence of wide signal sources transmitting in the adjacent
GNSS frequency bands

The resulting consequences of these urban environment error sources from the GNSS receiver’s
point of view are the following [10]:

• Distortion of the correlation function: computed between the received multipath-contaminated
signal and the NCO-generated replica. The tracking of the multipath-affected signals leads
to a deterioration of code delay and carrier frequency/phase estimation accuracy down to
the loss of lock of the tracking loops. As a result, the estimated pseudo-ranges and pseudo-
range rate measurements from the code and carrier tracking loops, respectively, which are
fed to the navigation filter are significantly corrupted.

• Only non-LOS (NLOS) signal reception: resulting from the total obstruction of the direct
LOS GNSS signals and thus inducing large biases on the pseudo-range and Doppler
measurements if only NLOS signals are tracked.

Finally, the resulting degraded measurements cause the navigation processor to calculate an
inaccurate position solution or even to be unable to compute one in the case of few available
measurements.

3.2. Vector tracking motivation

Vector tracking algorithms represent advanced GNSS signal processing methods, having the
ability to function at lower carrier-to-noise power C=N0ð Þ ratios and in higher user’s dynamics
than traditional GNSS receivers [11]. Contrary to the conventional or scalar tracking architecture,
where each visible satellite channel is being independently tracked, vector tracking performs a
joint signal tracking of all the available satellites. It exploits the knowledge of the estimated
receiver’s position and velocity to control the tracking loops’ feedback [6]. The comparison
between the scalar tracking and vector tracking architectures is illustrated in Figure 2.

Concerning the vector tracking architecture, depicted in Figure 2(b), the code and carrier
tracking loops of all the visible satellites are connected via the navigation solution computed
by the navigation filter. The individual code/carrier loop filters and NCOs, illustrated by the
dashed red line in the left figure, are abolished and substituted by the vectorized code/carrier
update block depicted in blue.

3.3. Proposed vectorized GNSS receiver architecture

Aiming at a robust GNSS signal tracking and navigation technique in urban environment, a
dual-constellation GPS + Galileo single-frequency L1/E1 vector delay/frequency-locked loop
(VDFLL) architecture is proposed and implemented for the automotive usage, whose architec-
ture is illustrated in Figure 3.

In fact, the use of dual-constellation measurements significantly improves the availability of a
navigation solution in urban canyons. Moreover, the implementation of the VDFLL tracking
architecture, where the navigation filter is responsible of estimating both the code delay and
the Doppler frequency change of each received signal, enhances the vehicle dynamic tracking
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capability of the GNSS receiver [6]. As it can be clearly observed in Figure 3, the central

navigation filter accepts the code ε ið Þ
τ

� �
and carrier ε ið Þ

f D

� �
discriminator outputs for each GPS

i ¼ 1 ÷ N1ð Þ and Galileo i ¼ 1 ÷ N2ð Þ tracked channel as its input vector. Furthermore, the code
and carrier NCO update process is achieved by projecting the predicted navigation solution
into the pseudo-range and pseudo-range rate domains.

The VDFLL navigation block employs a Kalman filter (KF) that is a Bayesian estimation
technique, which incorporates the measurements from the past epochs to obtain a more
accurate navigation solution. In this work, the selection criteria of the extended Kalman filter

Figure 2. The high-level comparison of (a) conventional or scalar tracking and (b) vector tracking architectures.

Figure 3. The noncoherent L1/E1 VDFLL architecture.
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3.3. Proposed vectorized GNSS receiver architecture

Aiming at a robust GNSS signal tracking and navigation technique in urban environment, a
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(EKF) algorithm are related to its capability to resolve the nonlinearity issues for the GNSS
navigation system.

The EKF estimation process is composed of two main stages:

• State prediction: performing the time propagation between two consecutive epochs k� 1ð Þ
to the current one k of the state vector Xk k�1j and its covariance matrix Pk k�1j

• Measurement correction: refining the a priori state vector and covariance matrix estimations
Xk k�1j ;Pk k�1j
� �

by feeding the current epoch measurements zinput
� �

into the filter and thus

obtaining the improved a posteriori estimates Xk kj ;Pk kj
� �

3.3.1. VDFLL EKF state space description

The continuous-time EKF state model is given by

d
dt
X tð Þ¼ F tð Þ∙X tð Þ þ B tð Þ∙w tð Þ
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where

• X is the state vector with the following entries to be estimated such as the user’s position

x y z½ �, velocity _x _y _z½ �, and user’s clock bias and drift terms bRx _bRx
h i

expressed in unit of m½ �
and m

s

� �
, respectively.

• F denotes the state transition matrix characterizing the user’s motion and clock dynamics.

• B represents the colored noise transition matrix.

• w is the process noise vector reflecting the user’s dynamics (position and velocity) and
receiver’s oscillator (clock bias and drift) uncertainties affecting the system model

• A2�2 ¼
0 1
0 0

� �
represents the position/velocity and clock biases/drift state transition sub-

matrices.

The main tuning factors of the process noise vector w and its associated covariance matrix Q
can be summarized into two main categories according to their nature:

• User’s dynamics: expressing the vehicle’s dynamic uncertainties concerning the velocity

error variance terms along the three ECEF axes σ2_x ; σ
2
_y ; σ

2
_y

� �
that are further projected in

the position domain through the state transition sub-matrix A2�2

• Receiver’s oscillator noise: expressed in terms of the oscillator’s phase and frequency noise
spectral densities affecting the receiver’s clock σ2b and drift σ2d biases

Passing to the discrete time domain, the system or dynamic model of the VDFLL navigation
filter can be detailed as follows:

Xk ¼ Φ ∙ Xk�1 þ wk (6)

where Xk is the state vector forward projection from the k� 1th to the kth time epoch and Φ
represents the dynamics of the user platform and clock, expressed as follows

Φ ¼ I þ F ∙ ΔT, (7)

where ΔT ¼ tk�1 � tk is the time step between two successive epochs.

Substituting Eq. (7) into the continuous state transition matrix of Eq. (5), the final discrete state
transition matrix is provided by

Φ ¼
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(EKF) algorithm are related to its capability to resolve the nonlinearity issues for the GNSS
navigation system.
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• State prediction: performing the time propagation between two consecutive epochs k� 1ð Þ
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where

• X is the state vector with the following entries to be estimated such as the user’s position

x y z½ �, velocity _x _y _z½ �, and user’s clock bias and drift terms bRx _bRx
h i

expressed in unit of m½ �
and m

s

� �
, respectively.

• F denotes the state transition matrix characterizing the user’s motion and clock dynamics.

• B represents the colored noise transition matrix.

• w is the process noise vector reflecting the user’s dynamics (position and velocity) and
receiver’s oscillator (clock bias and drift) uncertainties affecting the system model

• A2�2 ¼
0 1
0 0

� �
represents the position/velocity and clock biases/drift state transition sub-

matrices.

The main tuning factors of the process noise vector w and its associated covariance matrix Q
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2
_y ; σ

2
_y

� �
that are further projected in

the position domain through the state transition sub-matrix A2�2
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where Ad,2�2 ¼
1 ΔT
0 1

� �
:

The process noise covariance matrix Qk ¼ diag Qx,k;Qy,k;Qz,k;Qclk,k

h i
in the discrete domain

per each entry can be expressed as

Qk ¼ E wk∙wT
k

� �

¼ Ð tk
tk�1

Φ tk; τð Þ∙Q τð Þ∙ΦT tk; τð Þ∙dτ (9)

Therefore, the process noise discretization for the position and velocity states along the three
reference axes is computed as

Qx yj zj , k ¼
ðtk
tk�1

Ad,2�2 tk; τð Þ∙Q2�2 τð Þ∙AT
d,2�2 tk; τð Þ∙dτ

¼
ðtk
tk�1

1 ΔT

0 1

" #
∙

0 0

0 σ2_x _y _zjj

2
4

3
5 ∙

1 0

ΔT 1

" #
∙dτ

¼ σ2_x _y _zjj ∙
ΔT3

=3 ΔT2
=2

ΔT2
=2 ΔT

" #
(10)

where σ2_x ; σ
2
_y ; σ

2
_z

� �
are the velocity noise error variances along the three navigation axes.

Applying the discretization process of Eq. (9) to the user’s clock covariance states, the follow-
ing relation is obtained:

Qclk, k ¼
ðtk
tk�1

Ad,2�2 tk; τð Þ∙Qclk,2�2 τð Þ∙AT
d,2�2 tk; τð Þ∙dτ

¼
ðtk
tk�1

1 ΔT

0 1

" #
∙

σ2b 0

0 σ2d

" #
∙

1 0

ΔT 1

" #
∙dτ

¼
σ2b ∙ΔTþσ2d ∙ΔT

3
=3 σ2d∙ΔT

2
=2

σ2d∙ΔT
2
=2 σ2d∙ΔT

" #
(11)

The discrete receiver’s clock process noise covariance matrix is modeled based on the Allan
variance parameters [12].

3.3.2. VDFLL EKF observation model

The nonlinear relation between the state and measurement vector in an EKF is provided by

zk ¼ h Xkð Þ þ vk (12)
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where

• h is the nonlinear function relating the measurement zk to the state Xk.

• vk is the measurement noise vector that is modeled as a zero-mean uncorrelated Gaussian
noise process and independent to the process noise wk.

The measurement vector zk comprises pseudo-ranges r ið Þ and Doppler measurements _r ið Þ and
output from the code/carrier tracking process for the i ¼ 1 ÷ N GPS L1/Galileo E1 tracking
channels [12]:

zk ¼ r 1ð Þr 2ð Þ ⋯r Nð Þ
� �

⋮ _r 1ð Þ _r 2ð Þ⋯ _r Nð Þ
� �

kð Þ
h i

2N�1
(13)

The GNSS pseudo-range measurements of a given satellite i (from the GPS N1ð Þ and Galileo
N2ð Þ satellites in view) at epoch k are rewritten as

r ið Þ kð Þ ¼
ri kð Þ � ru kð Þj j þ Xk 7ð Þ þ ε ið Þ

n,GPS kð Þ, 0 < i ≤N1

ri kð Þ � ru kð Þj j þ Xk 7ð Þ þ ε ið Þ
n,Gal kð Þ, N1 < i ≤N

8<
: (14)

where

• ri kð Þ � ru kð Þj j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x ið Þ
s kð Þ � Xk 1ð Þ

� �2
þ y ið Þ

s kð Þ � Xk 3ð Þ
� �2

þ z ið Þ
s kð Þ � Xk 5ð Þ

� �22

r
is the actual

satellite-to-user Euclidian distance at the current epoch k where the triplets

x ið Þ
s ; y ið Þ

s ; z ið Þ
s

� �
kð Þ and Xk 1ð Þ;Xk 3ð Þ;Xk 5ð Þð Þ represent the ith satellite and user’s coordinates

in the ECEF reference frame, respectively.

• Xk 7ð Þ represents the receiver’s clock bias term w.r.t the GPS time.

• ε ið Þ
n,GPS=Gal kð Þ represents the error due to the receiver’s thermal noise, assumed to be white,

centered Gaussian distributed.

Meanwhile, the remaining N-entries of the measurement vector zk, constituted by the Doppler
measurements from both the GPS and Galileo satellites, are related to the state vector through

the observation function h ið Þ
2

� �
[6]:

h ið Þ
2 Xkð Þ ¼ _x ið Þ

s kð Þ � Xk 2ð Þ
� �

∙a ið Þ
x kð Þ þ _y ið Þ

s kð Þ � Xk 4ð Þ
� �

∙a ið Þ
y kð Þ

þ _z ið Þ
s kð Þ � Xk 6ð Þ

� �
∙a ið Þ
z þ Xk 8ð Þ þ _ε ið Þ

n,GPS=Gal kð Þ
(15)

where

• a ið Þ
x ; a ið Þ

y ; a ið Þ
z

� �
kð Þ denotes the LOS projections along the three navigation axes.

• Xk 8ð Þ is the receiver’s clock drift state common for both the GPS and Galileo Doppler
measurements.
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where

• a ið Þ
x ; a ið Þ
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kð Þ denotes the LOS projections along the three navigation axes.

• Xk 8ð Þ is the receiver’s clock drift state common for both the GPS and Galileo Doppler
measurements.
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• _ε ið Þ
n,GPS=Gal kð Þ denotes the receiver’s thermal noise effect on the GPS and Galileo pseudo-

range rate measurements.

The measurement noise vector vk is modeled as a zero-mean uncorrelated Gaussian noise
process with the measurement noise covariance matrix Rk that has the following entries in the
main diagonal:

Rjj ¼
σ2Code_Discri, j for j ¼ 1⋯N

σ2Carr�Discri, j for j ¼ 1⋯N

(
(16)

where the first entry refers to the pseudo-range error variance terms for the tracked GPS and
Galileo satellites, while the second one is a common term for the pseudo-range rate error
variance for all tracked satellites [12].

4. Description of the test setup

Within the scope of this research, a realistic dual-constellation dual-frequency GNSS signal
emulator, capable of simulating the GNSS signal reception at the correlator output level and
including the navigation module, has been developed. The developed signal emulator is a
powerful tool for flexible and reliable GNSS receiver testing, for which all the processing blocks
from the GNSS signals’ correlation function, passing through the channels’ tracking module
and up to the different navigation algorithms, are all designed in a modular manner [12].

Two different GNSS receiver architectures are herein analyzed with the scope of performance
comparison:

• The proposed L1/E1 VDFLL EKF architecture working at ΔT ¼ 20 ms integration time and
thus providing 50 Hz code and carrier frequency updates

• The classic scalar tracking architecture employing a third-order loop PLL and a DLL, with
an EKF positioning module for the navigation solution computation operating at the same
rate as for the VDFLL EKF case (50 Hz)

4.1. Test scenario

The urban navigation test is herein performed on a car trajectory in Toulouse city center based
on the collected data from the real test campaign in Toulouse urban area, by employing a
NovAtel’s ProPak receiver mounted on the car. The recorded trajectory of 600 s duration is
presented in Figure 4.

The simulated signal reception conditions are that of a complete urban multipath model
included to the receiver processing blocks with a maximum of 13 simultaneously tracked GPS
L1 and Galileo E1 channels during the whole trajectory.

The receiver tracking parameters employed in the test scenario, defining the scalar (ST) and the
vector tracking (VT) algorithms, are summarized in Table 1.

Accuracy of GNSS Methods40

The navigation performance assessment of the proposed vectorized architecture with respect
to the classic receiver configuration is performed in degraded signal reception conditions.

4.2. Urban multipath model

In this work, a widely used urban propagation channel model has been used to generate a
representative of urban environment signal’s reception conditions. This model, known as the
DLR land mobile multipath channel model, was developed thanks to an extensive measure-
ment campaign conducted by DLR in Munich urban and suburban areas in 2002. This model is

Figure 4. The reference car trajectory.

Parameters ST VT

L1/E1 code delay tracking

DLL order 1st Not used

DLL configuration Carrier-aided DLL Not used

GPS L1 chip spacing kC�L1ð Þ chip
� �

0.5

GAL E1 chip spacing kC�E1ð Þ chip
� �

0.2

Discriminator Early-minus-late power (EMLP)

DLL update period (s) 0:02 Position update rate

DLL noise bandwidth BDLL�nð Þ Hzð Þ 1 Not used

Carrier phase/frequency tracking

Carrier estimation Phase Frequency

PLL order 3 Not used

PLL update period (s) 0:02 Velocity update rate

PLL noise bandwidth BPLL�nð Þ Hzð Þ 10 Not used

Discriminator type Atan2 Cross product (CP)

Table 1. Tracking loop parameters.
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a wideband propagation channel model where each LOS and multipath echo are individually
considered [13].

Moreover, the DLRmodel is a hybrid statistic/deterministic mathematical propagation channel
model. The statistical part refers to the generation of a random urban scenario from a given set
of channel-defining parameters, as depicted in Figure 5. Afterward, the LOS and NLOS echo
information, provided as the DLR model output, is fed in the tracking stage at the correlator
output level per tracked satellite.

4.3. Performance comparison results

The position error comparison between the scalar tracking receiver and the VDFLL algorithm
is presented in Figure 6, presenting the EKF estimation errors along the entire trajectory in the
navigation frame expressed in the along- and cross-track coordinates, in blue the VDFLL and
in red the KF with scalar tracking. Moreover, the blue- and red-dotted curves denote the 95%ð Þ
or two σ covariance bounds, where σ is the estimation error standard deviation estimated by
the Kalman filters for the two architectures, respectively.

The position error plots in the vehicle frame (along- and cross-track coordinates), illustrated in
Figure 6(a) and (b), demonstrate a clear superiority of the VDFLL algorithm, observed in terms
of the low-position error variations along the trajectory that is an evident indicator of the
VDFLL capability in coping with the multipath conditions. Larger position errors are observed
for both architectures in the cross-track coordinate in Figure 6(b) that is related to the higher
multipath-induced bias on the lateral projection. A significant position bias of approximately
30 m is seen for the scalar tracking receiver (in red) in the cross-track coordinate from the 70th
to the 100th epoch, which coincides with strong satellite outage event and thus limited satellite

Figure 5. Artificial urban scenario generated by the DLR urban propagation channel model [13].
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measurements. Furthermore, the ST + EKF covariance bounds are significantly increased
during this period due to the higher position estimation uncertainty since only four “good”
measurements from the four locked LOS satellites are used for the navigation solution compu-
tation. On the contrary, the proposed VDFLL algorithm assures a positioning stability and
much tighter confidence bounds related to the interchannel-aiding capability exhibited by the
VDFLL EKF filter. Finally, it can be seen that the vector architecture better assesses the confi-
dence on the computed position.

Figure 6. Position error comparison between the scalar tracking receiver (in red) and the VDFLL algorithm (in blue) for
the (a) along-track error [m] and (b) cross-track error [m].
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5. Conclusions

The chapter was written in the context of the GNSS use in urban environment that is particu-
larly challenging to the GNSS signal reception due to multipath and direct signal blockages,
which significantly affect the signal processing and further degrade the position accuracy and
availability. For this matter, this work was focused on the design of a dual-constellation GPS/
Galileo and single-frequency L1/E1 band vector tracking architecture for automotive usage in
urban environment. This architecture ensures a better receiver’s dynamic estimation due to the
joint code delay and Doppler carrier frequency tracking for all the satellites in view performed
by the common navigation EKF filter. The detailed flowchart of the proposed vector tracking
algorithm and the relation between the state vector and observation model were also exposed.

The generation of the urban environment multipath conditions was detailed in the second part of
Section 4. In this work, the wideband propagation model referred to as the DLR land mobile
multipath channel model was employed. Herein, the urban environment conditions were gener-
ated separately for each GPS- and Galileo-tracked satellite by feeding their elevation/azimuth
angles and the reference car trajectory to the DLR urban channel. The generated channel model
samples were stored and directly fed to the signal emulator at the correlator level.

Furthermore, the dynamic car trajectory along with the test parameters related to the scalar
(ST) and vector tracking (VT) loop design was introduced. The emphasis of this work was
dedicated to the performance analysis of the two architectures under study in the navigation
level, expressed by the position estimation errors in the vehicle navigation frame. The VDFLL
superiority was observed in the navigation domain, especially when referring to the position
estimation accuracies. Nearly twice lower position estimation error variations were observed
for the VDFLL architecture w.r.t the scalar receiver configuration. Furthermore, the VDFLL
robustness and reactivity were noted especially during the satellite outage intervals that
induce a reduced number of measurements fed to the navigation processor. During these
intervals, stable and accurate navigation solution estimations are assured by the VDFLL filter
thanks to the code/carrier NCO updates steered from the navigation solution estimations.
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Abstract

The radio communication and navigation systems can be strongly affected by the iono-
spheric conditions, which are controlled by solar phenomena associated with radiation 
variations and solar wind disturbances. These phenomena can generate ionospheric 
large-scale plasma redistribution and irregularities with scale sizes varying from centi-
meters to hundred kilometers. These ionospheric irregularities can produce rapid fluc-
tuations in the amplitude and phase of global navigation satellite system (GNSS) signals, 
degrading the accuracy of GNSS measurements. Here we give a short review of the 
ionospheric variations associated with solar phenomena, and the actual state of art in the 
investigations of long-term (seasonal and solar cycle scales) TEC variations and climatol-
ogy of scintillations, with focus on the southern American sector. It also presented a new 
TEC calibration procedure when applied to single-frequency PPP.

Keywords: ionospheric irregularities, scintillation, total electron content, climatology, 
South America, single-frequency PPP

1. Introduction

Nowadays, the global navigation satellite systems (GNSSs) are widely used in many human 
activities, particularly for geodetic positioning and navigation, as well for atmospheric moni-
toring in scientific research. The GNSS systems have been used to obtain the ionospheric total 
electron content (TEC) often in near real-time and in global scale because the networks ground-
based receivers cover large geographic areas. In the last decades, TEC information has given a 
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great advance in the understanding of the ionospheric structuring and improving our forecast-
ing capacity, which has revolutionized the ionospheric studies. Particularly, the behavior of the 
ionosphere during geomagnetic disturbed periods has been extensively investigated, showing 
that F-region response to geomagnetic storms is very complex in space and time, but a general 
morphology and physical processes have been defined (e.g., [1–13]; and references therein).

The ionospheric knowledge has been used to improve the GNSS positional accuracy, which 
can be strongly degraded under severe atmospheric disturbances because they can suddenly 
change the satellite geometry that is essential for geodetic position, in particular for kine-
matic precise point position (PPP), and are a limiting factor to achieve centimeter accuracy 
(e.g., [14–16]). The main atmospheric disturbances that affect the GNSS quality signals are 
the ionospheric steep density gradients, signatures of irregularities of the electron density 
distribution. Special attention has been given to the ionospheric irregularities investigation, 
which can vary on a wide range of scale sizes, from centimeters to hundreds of kilometers. 
The formation and the temporal/spatial evolution of these irregularities affect the propaga-
tion of radio signals, causing cycle slips and loss of lock on GNSS receivers and degrading the 
performance of radio communication and navigation systems [17, 18]. At L-band, amplitude 
scintillations are due to irregularities with a scale size from hundreds of meters down to tens 
of meters (according to Fresnel’s filtering mechanism), while phase scintillations are caused 
by structures from a few hundred meters to several kilometers (see, e.g., [18]). In addition, in 
your way down to the ground, the radio signals could interfere with itself due small changes 
in their way along the scattered ray paths, resulting in a sort of “space multipath” [19]. The 
overall of these atmospheric influences can produce rapid fluctuations in the amplitude and 
phase of GNSS signals, which are known as ionospheric scintillations.

The investigation of scintillations has shown that their activity is stronger at latitudes within 
the equatorial ionization anomaly (EIA), particularly during post-sunset hours when plasma 
bubbles are formed in the equatorial F-region driven by the Rayleigh-Taylor instability [20, 21].  
Recently, the formation of ionospheric irregularities and plasma bubbles at equatorial region 
also have shown that they can be driven by gravity waves [22, 23]. The scintillations have been 
extensively studied at different longitudinal sectors and latitudes, showing a strong depen-
dence on magnetic local time, season, magnetic activity, solar cycle, and geographic location 
(e.g., [6, 8–13, 19, 24–36]; and references therein).

This chapter provides the characterization of ionospheric scintillations observed with GNSS 
networks in the South American sector (e.g., [34, 35, 37–40]). The chapter is organized as 
follows: Section 2 presents the ionospheric variability, Section 3 presents the ionospheric scin-
tillation indices and climatology in South American sector, Section 4 presents the impact of 
scintillations in a new method for high accurate single frequency precise point positioning 
(PPP), and finally a discussion section.

2. Ionospheric variability

The solar heating throughout the atmosphere causes large-scale variations associated with 
diurnal and semidiurnal tides in the thermosphere [41], while the extreme ultraviolet radiation 
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(EUV) forms the ionosphere. The physical processes in the thermosphere are primarily driven 
by solar and magnetic disturbances [42], which influence the ionospheric production and 
recombination, as well transport and frictional heating. The ionospheric conditions have been 
studied for decades, and particularly there is a good understanding of F-region conditions 
associated with seasonal, solar cycle, and level of magnetic activity variations. Despite that 
the predictive capability of its condition is still very poor because the variations appear over 
a wide range of timescales going from minutes to several days and also depend on the mag-
netic local time and geographic location. Even during quiet times, that is, under undisturbed 
geomagnetic conditions, significant ionospheric variability is observed. The low latitude 
ionosphere is controlled by electrodynamic plasma (E × B) drifts driven by thermospheric 
neutral winds (e.g., [43–45]). The zonal electric fields drive strong daytime E-region eastward 
currents in the equatorial region, which form two narrow latitudinal bands centered at the 
dip equator that are called equatorial electrojet (e.g., [46]). The zonal electric fields drive equa-
torial E and F region vertical plasma drifts (e.g., [47]) that lift the ionospheric plasma at the 
dip equator, which goes down following the magnetic field lines leading density enhance-
ments located at ~ ± 10–20° from the magnetic equator. The overall process, the plasma lifting 
followed by their diffusion along the geomagnetic field lines and the formation of the two 
density maxima away from the equator, is called “fountain effect,” and the denser regions 
are called the crests of the equatorial ionospheric (or ionization) anomaly (EIA) [48]. The ther-
mospheric winds are highly variable because they are driven by changes in the global tidal 
forcing, and effects of irregular winds, planetary and gravity waves. The planetary waves 
and tides have been identified as relevant factors affecting the electrodynamics of the lower 
thermosphere (e.g., [49–55]).

The ionospheric F-region often becomes turbulent and develops electron density irregularities 
during post-sunset hours [56]. During the day, the electrical field is eastward and it reverses to the 
west after sunset, but during sunset an enhanced eastward electric field develops, the so-called 
pre-reversal enhancement (PRE) [44, 57, 58]. The PRE drives an upward vertical plasma drift at 
magnetic equatorial region, and the bottom of the F-region becomes unstable to the Rayleigh-
Taylor instability [59], developing large-scale plasma depletions (plasma bubbles). These bubbles 
ascend upwards over the magnetic equator, causing a redistribution of ionization similar to the 
fountain effect. The latitudinal extension of the plasma bubbles is defined by the upper height 
limit they reach in their rise up above the magnetic equator [60] and can intersect the crests of the 
EIA, where the steeper density gradients on the edges of the plasma bubbles favor the generation 
of smaller scale irregularities [56, 61, 62]. The plasma bubbles practically disappear after local 
midnight and are most intense during the equinoctial months and during the solar maximum 
years [63, 64]. These conditions favor the scintillations to occur most frequent and severe around 
the EIA crests, in particular after sunset due to the generation of irregularities caused by the 
intersection of the plasma bubbles with the regions of larger background electron density.

The ionosphere can be strongly disturbed during geomagnetic storm-time periods. These storms 
are terrestrial magnetospheric perturbations caused by the impact of interplanetary coronal mass 
ejections (ICMEs), and corotating interaction regions associated with high-speed streams (HSS), 
which are the most geo-effective solar wind phenomena. The coupling process involving the 
solar wind, the interplanetary magnetic field (IMF) and the magnetosphere strongly affects the 
high latitude ionospheric electrodynamics. The magnetosphere compression during geomagnetic 
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storms induces intense electric fields and increases its convection. During these processes, the 
interplanetary electric field (IEF) is mapped along the magnetic field lines to the high latitude 
ionosphere, but can also propagate across them and promptly appears in the low latitude iono-
sphere, when it is called of prompt penetration electric field (PPEF). The effect of PPEF at the 
equatorial ionosphere has been observed during the first hours of the main phase of geomagnetic 
storms, suggesting a long-duration penetration of interplanetary electric field to the low-latitude 
ionosphere without shielding (e.g., [5, 65–68]). The equatorial ionosphere under the effect of the 
PPEFs is convected upward in the dayside and downward in the night side [66]. The PPEFs are 
stronger than the fields associated with the normal fountain effect resulting in a higher elevation 
of the equatorial plasma [5], and consequently the crests of the EIA departs more from magnetic 
equator and can reach middle latitudes (~ ± 20–30°). At high latitudes, the precipitation of energetic 
particles enhances ionospheric conductivities and generates intense electrical currents in the 
auroral zone [3]. The dissipation of these currents by the Joule effect heats the local plasma that 
expands, changing the lower thermospheric composition and driving large-scale neutral winds 
[3, 4, 42]. Thus, major geomagnetic storms results in a large-scale ionospheric thermal plasma 
redistribution involving all latitudes from the equatorial through the polar region. Particularly 
F2-region shows very complicated spatial and temporal behavior (e.g., [9]), but a general mor-
phology and physical processes have been established (e.g., [1–4, 7, 9]). F2-region variations dur-
ing geomagnetic disturbed periods are called ionospheric storms and are detected as an increase 
(positive) or depletion (negative) of electron density associated with electrodynamics processes 
or neutral composition changes (e.g., [4]), respectively. Their morphology is a function of the 
amount of energy inputted in the high latitude during the main phase of geomagnetic storm [69], 
as well of the station latitude and longitude, local time of storm onset, storm time and season.

3. Ionospheric scintillations

3.1. Scintillation indices

Scintillations are rapid fluctuations in the amplitude and phase of GNSS signals produced 
by the ionospheric irregularities, which are responsible by the refraction and diffraction of 
trans-ionospheric signals [20, 70].

The ionospheric scintillations are evaluated from 60 s amplitude (S4) and phase scintillation 
(Phi60) indices, which give information about intermediate (around hundreds of meters) 
and large (above hundreds of meters)-scale size irregularities, respectively. The scintillation 
indices are obtained by using GNSS dual-frequency receivers recording data at a high data 
sampling rate of 50 Hz, which also compute the total electron content values.

The S4 index can be interpreted as the standard deviation of the received power (C/NO) nor-
malized by its mean value and the Phi60 index is the standard deviation (in radians) of the car-
rier phase computed over 60 s time interval. The indices are obtained as Eqs. (1) and (2) [71].

  S4 =  √ 
______________

   <  I   2  > −  < I  >   2  ______________ < I  >   2     ,  (1)

  Phi60 =  √ 
___________________

  <  ∅   2  > −   < ∅ >   2   ,  (2)
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where <> denotes 60 s average, I is the signal intensity and ∅ the signal phase at GPS L1 
frequency (1.575 GHz) sampled at 20 ms (50 Hz).

The S4 and Phi60 indices are used to classify ionospheric scintillation severity, which can be 
separated in three categories: strong, moderate and weak scintillations, for example, as shown 
in Table 1.

3.2. Ionospheric scintillation climatology in south American sector

The morphology of the Earth magnetic field favors the occurrence of strong scintillations at 
high latitudes, and intense at equatorial region between about 20°N and 20°S magnetic latitudes 
[20, 72]. Particularly in the South American sector, the F-region irregularities present pecu-
liarities due to the large longitudinal variation in the magnetic declination angle [38, 73, 74],  
as well by the influence of the South American Magnetic Anomaly (SAMA). The SAMA is 
the region on the Earth where the magnetic field has the lowest intensity values, allowing 
enhancement of energetic particle precipitation into the atmosphere [75]. The enhanced ion-
ization in the SAMA region produced by the particle precipitation is a regular feature, which 
modifies the quiet ionospheric physical conditions increasing the F-layer vertical drift over 
the eastern sector as compared to the western sector of South America, which can be drasti-
cally modified during magnetospheric disturbances (e.g., [75]; and references therein).

The investigation in the South America sector has been improved in the last decades after 
using GNSS receivers networks dedicated to monitor ionospheric scintillations. Today, there 
are three GNSS networks, the GPS Low-Latitude Ionospheric Sensor Network (LISN) that is 
operating since November 2011 with an array of 45 receivers [76], 15 of them over the Brazilian 
territory, where they are complimented with one array of 12 GPS Ionospheric Scintillation 
Monitoring Receivers (ISMR) of the GPS Scintillation Monitors network (SCINTMON) [38] 
and other with 10 ISMR of the Concept for Ionospheric Scintillation Mitigation for Professional 
GNSS in Latin America and Countering GNSS high Accuracy applications Limitations due to 
Ionospheric disturbances in Brazil (CIGALA/CALIBRA) project [77]. At high latitude, these 
networks are complimented with GPS ionospheric scintillation and total electron content 
(TEC) monitor receivers (GISTM) that covers a large area from sub-equatorial Latin America 
to the South Pole [71].

3.2.1. Quiet geomagnetic conditions

Ionospheric irregularities commonly appear in the regions of enhanced or depleted electron 
density. These regions are associated with the crests of the EIA anomaly located at latitudes 
~15–20° from the magnetic equator, where strong scintillations have been observed particularly 

Class Index value

Weak 0.1 < S4 < 0.25 or 0.1 < Phi60 < 0.25

Moderate 0.25 < S4 < 0.7 or 0.25 < Phi60 < 0.7

Strong S4 > 0.7 or Phi60 > 0.7

Table 1. Classification of the ionospheric scintillation severity.
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where <> denotes 60 s average, I is the signal intensity and ∅ the signal phase at GPS L1 
frequency (1.575 GHz) sampled at 20 ms (50 Hz).
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during sunset hours. Before GNSS era, Aarons [20] using ionosondes and VHF systems 
showed the scintillation intensities, produced by smaller scale ionospheric irregularities, were 
stronger in the EIA crests after sunset hours under the influence of plasma bubbles. A com-
prehensive study of the occurrence of irregularities over the south EIA crest in Brazil during 
two decades was reported by Sobral et al. [21], which shows the plasma bubbles occurrence 
has a broad maximum around summer months (from September to April), with a significant 
increase from low to high solar activity levels during the equinoctial months of March-April 
and September-October. De Paula et al. [38], using GPS L1-band receivers in the Brazilian 
territory, reported the characteristics of small-scale irregularities that produced strong scintil-
lations in the post-sunset equatorial ionosphere from 1997 to 2002, the ascending phase of the 
solar cycle 23. They reported that the ionospheric irregularities are stronger in the southern 
crest of the EIA, and present a seasonal variation occurring predominantly from September to 
March during magnetic quiet periods, being more intense during December (local summer). 
They also show a large longitudinal variation in the South American sector showing that the 
irregularities are most intense in the EIA crest in Brazilian sector than over Argentinean sector, 
which is attributed to the large longitudinal variation of magnetic declination in this sector. 
During quiet magnetic periods, the irregularities occur in the sunset-midnight local time sec-
tor while during magnetic storms their occurrence can extend to the midnight-sunrise sector. 
Akala et al. [39] using a chain of GPS receivers along the western longitude sector of South 
America, during different levels of solar activity, also shows the scintillations occur predomi-
nantly at post-sunset hours and decay before or around local midnight, with stronger activity 
and longer durations in the months of March and January, which means in the March Equinox 
and December solstice; and in particular the station near northern crest of the EIA recorded the 
highest occurrences of scintillation especially during periods of high solar activity.

Spogli et al. [24], using GISTM receivers located between South America, South Atlantic 
Ocean and Antarctica, defined crucial areas in the ionosphere where the probability of scintil-
lation occurrences is higher. These areas were called ionospheric scintillation “hot-spots” and 
were defined using a climatological representation given by the Ground Based Scintillation 
Climatology (GBSC) technique [19]. They showed that there are two main hot-spots over 
South America, first one associated with the post-sunset (POST) hours at low latitudes located 
in the magnetic latitude (MLAT) range 15–25°S and magnetic local time (MLT) between 20 and 
24 h, and another one associated with particle precipitation region (SAMA) nearby SAMA 
region located in the MLAT range 22–24°S and MLT between 0 and 24 h. At high latitudes, 
they identified three scintillation hot spots, one associated with particle precipitation region 
in the polar cusp (CUSP, MLAT: 74–82°S and MLT: 10–14 h), other associated with place 
where the irregularities are induced by reconnection from the magnetotail (MLAT: 68–82°S, 
MLT: 20–4 h), and other one associated with polar cap patches (PATC, MLAT: 82–90°S, MLT: 
0–24 h). The POST hot spot shows scintillation intensifications in March and November, 
in agreement with the intensification of pre-reversal at equinoxes (e.g., [78]). The hot-spot 
intensification is stronger in November probably due to the superposition effects associated 
with the spring equinox and the local summer. The SAMA hot spot also shows one stronger 
enhancement in November similarly the observed at POST hot spot. They also confirm that in 
the Brazilian longitudes, the irregularities are more intense in the September (spring) equinox 
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and summer months [38]. At high latitude the two main hot spots identified as CUSP and 
PATC show enhancements at equinoxes that are attributed to direct particle precipitation.

Muella et al. [34] investigated the scintillation occurrence from 2002 to 2006, during the 
descending phase of the 23rd solar cycle, at two sites located in the inner regions of the 
northern and southern crests of the equatorial ionization anomaly in the Brazilian sector. 
They showed that the scintillation occurrences during sunset hours present a north-south 
asymmetry, being ~10% higher over the southern EIA crest than over northern one during 
solar maximum. This asymmetry was considered to be a possible influence of the SAMA on 
the scintillation activity. The scintillation occurrence also showed a broad minimum in June 
and maximum in December over both crests. On a recent investigation of scintillation occur-
rence at Cachoeira Paulista near the south EIA crest, covering almost the two last solar cycles 
(1998–2014), Muella et al. [37] showed that the maximum occurrence of scintillations observed 
during the peak of 23rd solar cycle was 20% higher than that one observed for the 24th, which 
was the weakest cycle in the last century. This behavior can be attributed to the scintillation 
intensity dependence on the electron density gradients and the thickness of irregularity layer, 
which are driven by the intensity of the solar extreme ultraviolet radiation (EUV). In addition, 
the fewer occurrences of scintillation in the maximum of the 24th solar cycle at Cachoeira 
Paulista could also be associated with the secular variation in the dip latitude, which changed 
~3° in south direction from 1997 to 2014.These results on the long-term trend analysis and 
climatology of scintillations at the EIA region are shown in Figure 1. The colored contours in 
the upper panel of Figure 1 show the nocturnal occurrence statistics of scintillation from 1998 
to 2014 for S4 > 0.2 as function of universal time (UT = LT + 3 h) and the mean F10.7 cm solar 
flux index. For the type of the GPS receiver used to measure scintillations, the threshold of S4> 
0.2 can be considered above the level of multipath and noise effects, which may produce very 
weak scintillations (S4< 0.2). The middle panel shows the occurrence for the strongest levels 
of scintillations (threshold of S4> 0.5), whereas the color scale bar indicates the percentage 
of occurrence used in the plots of scintillation statistics. The monthly mean variation of the 
F10.7 cm solar flux is shown in the lower panel and depicts its changes from the ascending 
phase of solar cycle 23rd to the maximum of solar cycle 24th. Figure 1 reveals that the patches 
of larger occurrence of scintillations are observed from 23:00 to 04:00 UT between the months 
of September and March and mainly around the solar maximum years.

The climatology of the onset time of ionospheric scintillations near the southern crest of EIA 
over Brazilian territory, covering a period between solar cycles 23 and 24, showed that their 
start time is about 40 min earlier in the months of November and December when compared 
to January and February, suggesting an association with the ionospheric pre-reversal vertical 
drift (PRVD) magnitude and time [79].

An investigation of the equatorial scintillations over São Luis (2.33°S, 44.21°W, dip latitude 
1.3°S) was done by Muella et al. [35] during different solar activity levels of the 23rd solar cycle 
(1999–2006). The study showed the scintillations occurred more frequently during the years of 
high solar activity, but strong scintillation variability was also observed during the descend-
ing phase of the solar cycle. The scintillations occurred predominantly during pre-midnight 
hours with a broad maximum in the summer. They observed a weak level of scintillations all 
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in agreement with the intensification of pre-reversal at equinoxes (e.g., [78]). The hot-spot 
intensification is stronger in November probably due to the superposition effects associated 
with the spring equinox and the local summer. The SAMA hot spot also shows one stronger 
enhancement in November similarly the observed at POST hot spot. They also confirm that in 
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and summer months [38]. At high latitude the two main hot spots identified as CUSP and 
PATC show enhancements at equinoxes that are attributed to direct particle precipitation.

Muella et al. [34] investigated the scintillation occurrence from 2002 to 2006, during the 
descending phase of the 23rd solar cycle, at two sites located in the inner regions of the 
northern and southern crests of the equatorial ionization anomaly in the Brazilian sector. 
They showed that the scintillation occurrences during sunset hours present a north-south 
asymmetry, being ~10% higher over the southern EIA crest than over northern one during 
solar maximum. This asymmetry was considered to be a possible influence of the SAMA on 
the scintillation activity. The scintillation occurrence also showed a broad minimum in June 
and maximum in December over both crests. On a recent investigation of scintillation occur-
rence at Cachoeira Paulista near the south EIA crest, covering almost the two last solar cycles 
(1998–2014), Muella et al. [37] showed that the maximum occurrence of scintillations observed 
during the peak of 23rd solar cycle was 20% higher than that one observed for the 24th, which 
was the weakest cycle in the last century. This behavior can be attributed to the scintillation 
intensity dependence on the electron density gradients and the thickness of irregularity layer, 
which are driven by the intensity of the solar extreme ultraviolet radiation (EUV). In addition, 
the fewer occurrences of scintillation in the maximum of the 24th solar cycle at Cachoeira 
Paulista could also be associated with the secular variation in the dip latitude, which changed 
~3° in south direction from 1997 to 2014.These results on the long-term trend analysis and 
climatology of scintillations at the EIA region are shown in Figure 1. The colored contours in 
the upper panel of Figure 1 show the nocturnal occurrence statistics of scintillation from 1998 
to 2014 for S4 > 0.2 as function of universal time (UT = LT + 3 h) and the mean F10.7 cm solar 
flux index. For the type of the GPS receiver used to measure scintillations, the threshold of S4> 
0.2 can be considered above the level of multipath and noise effects, which may produce very 
weak scintillations (S4< 0.2). The middle panel shows the occurrence for the strongest levels 
of scintillations (threshold of S4> 0.5), whereas the color scale bar indicates the percentage 
of occurrence used in the plots of scintillation statistics. The monthly mean variation of the 
F10.7 cm solar flux is shown in the lower panel and depicts its changes from the ascending 
phase of solar cycle 23rd to the maximum of solar cycle 24th. Figure 1 reveals that the patches 
of larger occurrence of scintillations are observed from 23:00 to 04:00 UT between the months 
of September and March and mainly around the solar maximum years.

The climatology of the onset time of ionospheric scintillations near the southern crest of EIA 
over Brazilian territory, covering a period between solar cycles 23 and 24, showed that their 
start time is about 40 min earlier in the months of November and December when compared 
to January and February, suggesting an association with the ionospheric pre-reversal vertical 
drift (PRVD) magnitude and time [79].

An investigation of the equatorial scintillations over São Luis (2.33°S, 44.21°W, dip latitude 
1.3°S) was done by Muella et al. [35] during different solar activity levels of the 23rd solar cycle 
(1999–2006). The study showed the scintillations occurred more frequently during the years of 
high solar activity, but strong scintillation variability was also observed during the descend-
ing phase of the solar cycle. The scintillations occurred predominantly during pre-midnight 
hours with a broad maximum in the summer. They observed a weak level of scintillations all 
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over the year, however, during the winter months near the years of solar maximum, some 
stronger levels of scintillations were observed at comparable rate with the weak scintillations.

The ionospheric scintillations are driven by zonal drift of the irregularities, so the investigation 
of the spatial and temporal variations of the irregularities have been done in the last decades. 
The study of the zonal drift driven scintillations in the South American sector has shown that: 
a latitudinal gradient in the irregularity zonal velocities is associated with the vertical shear of 
the zonal drift in the topside equatorial ionosphere [80]; at two magnetic conjugate sites over 
Brazilian territory, the magnitude of the zonal velocities in the site inside the SAMA region 
was ~12% larger than in the conjugate one [81]; during nighttime, there is a strong correlation 
between neutral winds and scintillation drifts near magnetic equator [82]; the irregularity of 
the zonal drifts shows a negative gradient with increasing geomagnetic latitude [83]; and that 
the magnitude of the zonal velocities might be reduced at the inner regions of the EIA due 
to the latitudinal variation in the ion drag force [35]. The nighttime zonal drift velocities of the 
ionospheric irregularities increase in association with increasing EUV solar radiation [37, 84, 85], 

Figure 1. Occurrence climatology of the GPS L1-frequency scintillation (1998–2014) at Cachoeira Paulista for two 
threshold levels of the S4 amplitude scintillation index as function of universal time (UT = LT + 3 h) and the mean solar 
radio flux in 10.7 cm (F10.7 index). The upper and middle panels denote the nocturnal occurrence climatology for the 
levels of S4 > 0.2 and S4 > 0.5, respectively. The colored bar indicates the percentage of scintillation occurrence used in 
the plots. The monthly mean variation of the F10.7 cm solar flux is shown in the bottom panel to depict the changes in 
the solar cycles. [after Muella et al. [37]. Reproduced with permission of the Copernicus publications on behalf of the 
European geoscience union].
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which can be produced by the fact that in years of higher solar activity, the thermospheric zonal 
wind velocities are higher enhancing the solar thermal tide [86].

3.2.2. Disturbed geomagnetic conditions

The ionospheric electrodynamics conditions depend on magnetosphere-ionosphere-
thermosphere system, which can be strongly disturbed during geomagnetic storms. During 
geomagnetic storms, the magnetosphere is compressed inducing intense electric fields and 
increasing the magnetospheric convection. The strongest geomagnetic storms are mainly 
produced by the impact of solar wind disturbances associated with geoeffective solar coro-
nal mass ejections (CMEs) and coronal hole solar high speed streams (HSS) on the magne-
tosphere, which results in a highly inhomogeneous ionosphere, producing steep electron 
density gradients and irregularities. The ionospheric electron density distribution changes as 
a function of the solar wind input energy in the high latitude upper atmosphere, which occurs 
during the main phase of the geomagnetic storms [69].

The spatial and temporal variations of F2-region during geomagnetic storms are called iono-
spheric storms, and their morphology depends on the site location, local time of geomagnetic 
storm onset, storm time and season. Despite the very complex ionospheric behavior dur-
ing disturbed periods, there is a general understanding about its morphology and physical 
processes (e.g., [1–4, 7, 9]). The negative phase of ionospheric storm is attributed to changes 
in the thermosphere at middle and high latitudes due to the heating in the auroral zone, 
mainly by Joule dissipation [87], occurring at all seasons but in winter. In contrast, the positive 
phase occurs at middle and low latitudes mainly in winter season and involves more complex 
physical processes associated with uplifting due vertical drift, plasma fluxes from the plasma 
sphere, and downwelling produced by storm-induced thermosphere circulation at low lati-
tudes (e.g., [3, 7, 9]). The vertical drift during daytime is controlled by equatorward winds at 
middle latitudes during the winter, and at equatorial region is driven by the EIA anomaly in 
association with prompt penetration electric field effect (PPEF) [5], resulting in an enhance-
ment of the electron concentration because the photoionization is still operating (e.g., [3, 88]).

At middle latitudes, TEC enhancements are observed during the main phase of geomagnetic 
storms in the dusk sector, which are called storm-enhanced density (SED), and have been 
associated with large-scale redistribution of ionospheric plasma, covering a large extension 
from equatorial to polar region [89]. This phenomenon has been observed during the first 
hours of the main phase storm when the fountain effect at the equatorial region is reinforced 
by the PPEF, moving EIA crests from low to middle latitudes. The middle latitude EIA crest 
at dusk sector, under electrodynamic processes, has its plasma redistributed in longitude and 
latitude generating plumes of SED [90], which can be transported into dayside cusp where 
enter the polar cap and form the called tongue of ionization (TOI; [8, 10–13, 24, 89]; and refer-
ences there in) at polar region. The ionospheric plasma redistribution during geomagnetic 
storms is a function of their intensity, magnetic local time, storm time, latitude and season.

The ionospheric regions affected by impact of geomagnetic storms show a strong intensifi-
cation of scintillation occurrence. At high and middle latitudes, these regions are the night 
side auroral oval due to the particle precipitation events [12, 91, 92], the cusp on the dayside 
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over the year, however, during the winter months near the years of solar maximum, some 
stronger levels of scintillations were observed at comparable rate with the weak scintillations.

The ionospheric scintillations are driven by zonal drift of the irregularities, so the investigation 
of the spatial and temporal variations of the irregularities have been done in the last decades. 
The study of the zonal drift driven scintillations in the South American sector has shown that: 
a latitudinal gradient in the irregularity zonal velocities is associated with the vertical shear of 
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Brazilian territory, the magnitude of the zonal velocities in the site inside the SAMA region 
was ~12% larger than in the conjugate one [81]; during nighttime, there is a strong correlation 
between neutral winds and scintillation drifts near magnetic equator [82]; the irregularity of 
the zonal drifts shows a negative gradient with increasing geomagnetic latitude [83]; and that 
the magnitude of the zonal velocities might be reduced at the inner regions of the EIA due 
to the latitudinal variation in the ion drag force [35]. The nighttime zonal drift velocities of the 
ionospheric irregularities increase in association with increasing EUV solar radiation [37, 84, 85], 

Figure 1. Occurrence climatology of the GPS L1-frequency scintillation (1998–2014) at Cachoeira Paulista for two 
threshold levels of the S4 amplitude scintillation index as function of universal time (UT = LT + 3 h) and the mean solar 
radio flux in 10.7 cm (F10.7 index). The upper and middle panels denote the nocturnal occurrence climatology for the 
levels of S4 > 0.2 and S4 > 0.5, respectively. The colored bar indicates the percentage of scintillation occurrence used in 
the plots. The monthly mean variation of the F10.7 cm solar flux is shown in the bottom panel to depict the changes in 
the solar cycles. [after Muella et al. [37]. Reproduced with permission of the Copernicus publications on behalf of the 
European geoscience union].
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which can be produced by the fact that in years of higher solar activity, the thermospheric zonal 
wind velocities are higher enhancing the solar thermal tide [86].

3.2.2. Disturbed geomagnetic conditions
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physical processes associated with uplifting due vertical drift, plasma fluxes from the plasma 
sphere, and downwelling produced by storm-induced thermosphere circulation at low lati-
tudes (e.g., [3, 7, 9]). The vertical drift during daytime is controlled by equatorward winds at 
middle latitudes during the winter, and at equatorial region is driven by the EIA anomaly in 
association with prompt penetration electric field effect (PPEF) [5], resulting in an enhance-
ment of the electron concentration because the photoionization is still operating (e.g., [3, 88]).

At middle latitudes, TEC enhancements are observed during the main phase of geomagnetic 
storms in the dusk sector, which are called storm-enhanced density (SED), and have been 
associated with large-scale redistribution of ionospheric plasma, covering a large extension 
from equatorial to polar region [89]. This phenomenon has been observed during the first 
hours of the main phase storm when the fountain effect at the equatorial region is reinforced 
by the PPEF, moving EIA crests from low to middle latitudes. The middle latitude EIA crest 
at dusk sector, under electrodynamic processes, has its plasma redistributed in longitude and 
latitude generating plumes of SED [90], which can be transported into dayside cusp where 
enter the polar cap and form the called tongue of ionization (TOI; [8, 10–13, 24, 89]; and refer-
ences there in) at polar region. The ionospheric plasma redistribution during geomagnetic 
storms is a function of their intensity, magnetic local time, storm time, latitude and season.

The ionospheric regions affected by impact of geomagnetic storms show a strong intensifi-
cation of scintillation occurrence. At high and middle latitudes, these regions are the night 
side auroral oval due to the particle precipitation events [12, 91, 92], the cusp on the dayside 
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in association with SED, and the polar cap in association with TOI, while at equatorial lati-
tudes the scintillations are associated with regions under the influence of the EIA anomaly. 
Similarly, the ionospheric storms, the occurrence of scintillations during geomagnetic dis-
turbed periods also are function of magnetic local time, season, magnetic activity, solar cycle, 
and geographic location [12, 13, 19, 25, 26]. The ionospheric irregularities can be inhibited 
during magnetic storms with main phase occurring during daylight hours, but can be intensi-
fied during any season when main phase storm coincides with the hours of the pre-reversal 
electric field is maximum (e.g., [75]). De Paula et al. [38] from an investigation of small scale 
irregularities (~400 m) at equatorial and low latitudes over Brazilian territory obtained that 
during geomagnetic storms they can occur at any epoch of the year, present largest intensi-
ties in the south EIA crest, could extend from sunset-midnight to midnight-sunrise sector 
during some storms, are enhanced during PPEF occurring during post sunset hours, and can 
be suppressed during daytime main phase storm under the disturbance dynamo effect. In 
association with geomagnetic storms, the large-scale irregularities (few km) have shown a 
seasonal variability [93]. On the other hand, an investigation of the F-region under the impact 
of the geomagnetic storm occurred on June 2013, from equatorial to middle latitudes in both 
hemispheres over American sector, showed that the ionospheric irregularities were observed 
confined in the equatorial region before and during the storm, which shows this storm did not 
affect the generation or suppression of irregularities [94].

An investigation of the 26–27 September 2011 moderately intense geomagnetic storm impact 
in the ionosphere at middle and high latitudes in the South American sector showed that 
during its dayside main phase two SEDs were observed at middle latitudes [13]. These 
SEDs were attributed to a combination of processes, including the PPEF effect from low 
latitudes during a couple of hours just after the storm onset, and dominated by the distur-
bance dynamo effect from high latitudes during its evolution. The plumes of these SEDs 
were located near the dayside cusp and result in TOI formations observed in nightside polar 
cap region. In association with the middle latitude SEDs and polar cap TOIs were observed 
strong ionospheric scintillations.

4. The impact of ionospheric scintillations in a new single-frequency 
PPP method

New analysis about the GNSS positioning was performed by Prol et al. [95] in order to evaluate 
the ionospheric delay retrieved by a new method for TEC calibration when this method was 
applied to correct the single-frequency PPP. The results revealed the possibility of performing 
the single-frequency PPP corrected by a TEC calibration and obtaining a similar accuracy to 
the double-frequency PPP. It suggested that almost all of the first-order ionospheric effect was 
eliminated by the TEC calibration method. Additionally, the single-frequency PPP corrected 
by the new method was very sensitive to the impact of the ionospheric scintillations. In fact, 
the proposed single-frequency PPP appeared to be even more sensitive to ionospheric scin-
tillation in comparison with the single-frequency PPP corrected by traditional ionospheric 
models and the double-frequency PPP. In order to present the impact of the ionospheric scin-
tillations in the proposed single-frequency PPP, this section describes the developed method 
for TEC calibration and some experiments and results.
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represents the noise in code ( P ) and phase ( φ ).

The method to estimate TEC (Eq. (3)) using GNSS observations (Eqs. (5) and (6)), is performed 
in three steps. In the first step, a phase leveling estimation based on the code information 
provides the ambiguity terms. In this regard, the difference between ambiguities ( 𝜟𝜟N ) of two 
GPS frequencies (L1 and L2) in a unique arc of data is calculated through:
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in association with SED, and the polar cap in association with TOI, while at equatorial lati-
tudes the scintillations are associated with regions under the influence of the EIA anomaly. 
Similarly, the ionospheric storms, the occurrence of scintillations during geomagnetic dis-
turbed periods also are function of magnetic local time, season, magnetic activity, solar cycle, 
and geographic location [12, 13, 19, 25, 26]. The ionospheric irregularities can be inhibited 
during magnetic storms with main phase occurring during daylight hours, but can be intensi-
fied during any season when main phase storm coincides with the hours of the pre-reversal 
electric field is maximum (e.g., [75]). De Paula et al. [38] from an investigation of small scale 
irregularities (~400 m) at equatorial and low latitudes over Brazilian territory obtained that 
during geomagnetic storms they can occur at any epoch of the year, present largest intensi-
ties in the south EIA crest, could extend from sunset-midnight to midnight-sunrise sector 
during some storms, are enhanced during PPEF occurring during post sunset hours, and can 
be suppressed during daytime main phase storm under the disturbance dynamo effect. In 
association with geomagnetic storms, the large-scale irregularities (few km) have shown a 
seasonal variability [93]. On the other hand, an investigation of the F-region under the impact 
of the geomagnetic storm occurred on June 2013, from equatorial to middle latitudes in both 
hemispheres over American sector, showed that the ionospheric irregularities were observed 
confined in the equatorial region before and during the storm, which shows this storm did not 
affect the generation or suppression of irregularities [94].

An investigation of the 26–27 September 2011 moderately intense geomagnetic storm impact 
in the ionosphere at middle and high latitudes in the South American sector showed that 
during its dayside main phase two SEDs were observed at middle latitudes [13]. These 
SEDs were attributed to a combination of processes, including the PPEF effect from low 
latitudes during a couple of hours just after the storm onset, and dominated by the distur-
bance dynamo effect from high latitudes during its evolution. The plumes of these SEDs 
were located near the dayside cusp and result in TOI formations observed in nightside polar 
cap region. In association with the middle latitude SEDs and polar cap TOIs were observed 
strong ionospheric scintillations.

4. The impact of ionospheric scintillations in a new single-frequency 
PPP method

New analysis about the GNSS positioning was performed by Prol et al. [95] in order to evaluate 
the ionospheric delay retrieved by a new method for TEC calibration when this method was 
applied to correct the single-frequency PPP. The results revealed the possibility of performing 
the single-frequency PPP corrected by a TEC calibration and obtaining a similar accuracy to 
the double-frequency PPP. It suggested that almost all of the first-order ionospheric effect was 
eliminated by the TEC calibration method. Additionally, the single-frequency PPP corrected 
by the new method was very sensitive to the impact of the ionospheric scintillations. In fact, 
the proposed single-frequency PPP appeared to be even more sensitive to ionospheric scin-
tillation in comparison with the single-frequency PPP corrected by traditional ionospheric 
models and the double-frequency PPP. In order to present the impact of the ionospheric scin-
tillations in the proposed single-frequency PPP, this section describes the developed method 
for TEC calibration and some experiments and results.
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The method to estimate TEC (Eq. (3)) using GNSS observations (Eqs. (5) and (6)), is performed 
in three steps. In the first step, a phase leveling estimation based on the code information 
provides the ambiguity terms. In this regard, the difference between ambiguities ( 𝜟𝜟N ) of two 
GPS frequencies (L1 and L2) in a unique arc of data is calculated through:

  𝛥𝛥N =  ( λ  1    N  1   −  λ  2    N  2  )  =   1 ___  n  obs      ∑ 
j=1

  
 n  obs  

    [ ( P  2j   −  P  1j  )  −  ( λ  1    φ  1j   −  λ  2    φ  2j  ) ] ,  (7)

where only arcs with a minimum of 5 min of continuous data are used. Once the  𝛥𝛥N  term is 
obtained for all arcs of a specific day, the receiver DCB (Differential Code Bias -  Δ  b  

r
   ) is obtained 

by the daily weighted mean of the phase difference (  λ  
1
    φ  

1j
   −  λ  

2
    φ  

2j
   ), the initial TEC, the leveling ambi-

guity and the satellite DCB ( Δ  b  
s
   ). The receiver DCB is derived by the following weighted mean:

  c𝛥𝛥  b  r   =   1 _______ 
 ∑ 

i=1
  

 n  arc  

    ∑ 
j=1

  
 n  obs  

     w  ij  
    ∑ 

i=1
  

 n  arc  

    ∑ 
j=1

  
 n  obs  

     w  ij   [ ( λ  1    φ  1j   −  λ  2    φ  2j  )  −   
TE  C  ij  gim 

 ______ F   − 𝛥𝛥N − Δ  b  si  ] ,  (8)

with

  F =   
 f  1  2   f  2  2  ________ 40.3 ( f  1  2  −  f  2  2 ) 

   and  w  ij   =   1 __________   (𝜎𝜎TE  C  ij  gim  / F)    2   ,  (9)

GPS Scintillations and Total Electron Content Climatology in the Southern American Sector
http://dx.doi.org/10.5772/intechopen.79218

57



being  𝜎𝜎TE  C  
ij
  gim   the standard deviation of the initial TEC, which is derived from the Global 

Ionospheric Maps (GIMs) of the International GNSS Service (IGS) and their root-mean-square 
(RMS) maps. In addition, the satellite DCB  Δ  b  

si
    is obtained from GIMs. Therefore, as the satel-

lite DCB and the initial TEC are obtained from GIMs, it is expected that the estimated receiver 
DCB is related to the DCB referential frame defined by IGS.

Once the ambiguity leveling (first step) and the receiver DCB estimation (second step) are 
done, the third step consists in the TEC estimation. TEC is directly calculated along the path 
of the GNSS signal with the following equation:

  TEC = F [ ( λ  1    φ  1   −  𝝀𝝀  2    φ  2  )  − ΔN − c (Δ  b  s   + Δ  b  r  ) ] ,  (10)

where the TEC is derived for each GNSS observation, that is, TEC is estimated with the same 
time resolution as the phase and code collection rate.

Two close GNSS stations located at Rio de Janeiro in Brazil have been selected to make the 
experiments. The TEC estimation procedure was performed in the station RIOD (lat. Mag. 
36.47° S), and the ionospheric delay correction was applied in the station ONRJ, which is 
located 12 km away. Using the configuration of short distances apart, it is possible to mitigate 
the problems of spatial gradients of the ionosphere. In addition, the receivers and antennas 
are from different brands in order to avoid possible correlations between clock and ambigui-
ties of the stations. In this way, it has been as much as possible to isolate the degradation of 
the ionospheric scintillations in the PPP results.

Prol et al. [95] evaluated the analysis of the performance of the new TEC calibration procedure 
when applied to PPP for 120 days with six distinct configurations of base and rover stations, 
and the TEC performance is assessed by applying the estimated TEC from the base station 
to correct the ionospheric delay in a nearby rover receiver. Just to show the potentiality of 
the new procedure, here are shown the results of the analysis for two specific days with and 
without ionospheric scintillations.

Figure 2 shows an example of the calibrated TEC in RIOD during epochs with and without 
evidences of ionospheric scintillations. Each colored line represents the slant TEC calculated 
for a distinct satellite, that is, one colored line refers to the slant TEC of one GPS satellite. 
The Day Of Year (DOY) 005 of 2013 is shown in the top panel, which refers to the summer 
solstice in the south crest of EIA. On the other hand, DOY 191 of 2013 is referred to the winter. 
As it can be seen, the maximum of TEC in the summer solstice reaches around 150 TECU in 
the slant direction during the daytime. The magnitude of the TEC in daytime is reduced in 
the winter for up to 100 TECU, mainly due to the reduced intensity of the solar irradiation. 
However, TEC variability in the daytime is similar. In contrast, the nighttime between 22 
and 04 LT presents a significant difference in terms of the TEC variability. The maximum 
TEC in the nighttime is reduced from 60 TECU in the solstice up to 30 TECU in the winter. 
Additionally, the high TEC variability evidenced between 22 and 04 LT is associated to the 
plasma depletions propagating trough the Brazilian region. In fact, the high magnitude of the 
TEC observations in comparison with the TEC variability makes the impact of the ionospheric 
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scintillation not so clearing TEC. However, the impact of the ionospheric scintillations is much 
more easily seen when looking to the single-frequency PPP performance.

RTKLIB is adapted for the use of the calibrated TEC during the single-frequency PPP. Among 
the PPP configurations, it is used the kinematic mode, a combined solution obtained by 
forward and backward filters, a cut-off angle of 10°, Earth tides corrections, the estimation 
of tropospheric delay during PPP, IGS precise ephemerides, satellite clock corrections with 
a 30 s rate (clk_30s), global positioning system constellation, correction of the phase center 
variation of the antenna, phase wind up corrections, no strategy for ambiguity solution and 
corrections of the differential instrumental bias between the civil and precise codes (C1-P1) 
when P1 was not available. In general, three modes of PPP are analyzed: (1) using the ion-free 
observation (PPP/if); (2) using L1 and the ionospheric delay from GIMs from UQRG (UPC 
Quarter an hour Rapid GIM), identified as PPP/uqrg; and (3) using L1 and the calibrated TEC 
through the proposed method (PPP/tec). Indeed, the PPP/if solutions are obtained using the 
ion-free observation of the carrier phase, which means that a linear combination is carried 
out with the L1 and L2 frequencies to eliminate the first-order effect in the ionospheric delay. 
In the case of PPP/uqrg, the observation used in the PPP Kalman Filter is related to the L1 

Figure 2. TEC estimation with the proposed procedure at RIOD station on 2013 for DOY 005 during the summer (top 
panel) and DOY 191 during the winter (bottom panel). Each colored line represents the slant TEC calculated for a distinct 
GPS satellite.
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being  𝜎𝜎TE  C  
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ties of the stations. In this way, it has been as much as possible to isolate the degradation of 
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when applied to PPP for 120 days with six distinct configurations of base and rover stations, 
and the TEC performance is assessed by applying the estimated TEC from the base station 
to correct the ionospheric delay in a nearby rover receiver. Just to show the potentiality of 
the new procedure, here are shown the results of the analysis for two specific days with and 
without ionospheric scintillations.

Figure 2 shows an example of the calibrated TEC in RIOD during epochs with and without 
evidences of ionospheric scintillations. Each colored line represents the slant TEC calculated 
for a distinct satellite, that is, one colored line refers to the slant TEC of one GPS satellite. 
The Day Of Year (DOY) 005 of 2013 is shown in the top panel, which refers to the summer 
solstice in the south crest of EIA. On the other hand, DOY 191 of 2013 is referred to the winter. 
As it can be seen, the maximum of TEC in the summer solstice reaches around 150 TECU in 
the slant direction during the daytime. The magnitude of the TEC in daytime is reduced in 
the winter for up to 100 TECU, mainly due to the reduced intensity of the solar irradiation. 
However, TEC variability in the daytime is similar. In contrast, the nighttime between 22 
and 04 LT presents a significant difference in terms of the TEC variability. The maximum 
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scintillation not so clearing TEC. However, the impact of the ionospheric scintillations is much 
more easily seen when looking to the single-frequency PPP performance.

RTKLIB is adapted for the use of the calibrated TEC during the single-frequency PPP. Among 
the PPP configurations, it is used the kinematic mode, a combined solution obtained by 
forward and backward filters, a cut-off angle of 10°, Earth tides corrections, the estimation 
of tropospheric delay during PPP, IGS precise ephemerides, satellite clock corrections with 
a 30 s rate (clk_30s), global positioning system constellation, correction of the phase center 
variation of the antenna, phase wind up corrections, no strategy for ambiguity solution and 
corrections of the differential instrumental bias between the civil and precise codes (C1-P1) 
when P1 was not available. In general, three modes of PPP are analyzed: (1) using the ion-free 
observation (PPP/if); (2) using L1 and the ionospheric delay from GIMs from UQRG (UPC 
Quarter an hour Rapid GIM), identified as PPP/uqrg; and (3) using L1 and the calibrated TEC 
through the proposed method (PPP/tec). Indeed, the PPP/if solutions are obtained using the 
ion-free observation of the carrier phase, which means that a linear combination is carried 
out with the L1 and L2 frequencies to eliminate the first-order effect in the ionospheric delay. 
In the case of PPP/uqrg, the observation used in the PPP Kalman Filter is related to the L1 

Figure 2. TEC estimation with the proposed procedure at RIOD station on 2013 for DOY 005 during the summer (top 
panel) and DOY 191 during the winter (bottom panel). Each colored line represents the slant TEC calculated for a distinct 
GPS satellite.
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frequency but corrected from the ionospheric delay derived from UQRG GIMs. The PPP/tec 
is similar to PPP/uqrg, but the ionospheric delay is derived directly from Eq. (10). The refer-
ence coordinates of ONRJ has been obtained from the Sistema de Referencia Geocéntrico para 
las Américas (SIRGAS) final solutions at epoch 2013, where a time update was performed to 
make the coordinates consistent with the PPP solutions.

Figure 3 shows the performance of PPP/if, PPP/tec and PPP/uqrg in terms of the three-
dimensional (3D) error of the estimated coordinates. Each point represents the error of the 
PPP solution calculated in each processing epoch in kinematic mode. Since it was used a 
combined filter of forward and backward solution, there is no need for time convergence 
in the solution. Consequently, the remaining errors are related to the terms not efficiently 
mitigated and, as can be seen, the PPP/tec (blue points) was obtained with a high accuracy in 
many hours, except to the hours when is typically observed ionospheric scintillations.

In general, the proposed method allowed having the single-frequency PPP with a similar accuracy 
than the double-frequency PPP. The root mean square error (RMSE) obtained for PPP/if in DOY 
191 was 0.04 m with a standard of 0.04 m, the RMSE of PPP/tec was 0.09 m with a standard devia-
tion of 0.04 m and the RMSE of PPP/uqrg was 0.47 m with a standard deviation of 0.65 m. In the 
case of DOY 005, the RMSE of PPP/if was 0.04 m with a standard of 0.04 m, the RMSE of PPP/tec 

Figure 3. 3D error of PPP at ONRJ station on 2013 for DOY 005 during summer (top panel) and DOY 191 during winter 
(bottom panel).
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was 0.19 m with a standard deviation of 0.05 m and the RMSE of PPP/uqrg was 0.70 m with a 
standard deviation of 0.66 m. By itself, this is an outstanding result, since many researchers have 
already used single-frequency receivers and ionospheric corrections to obtain, in general, an abso-
lute accuracy of 0.5 m in the horizontal and 1 m in vertical for the kinematic PPP [96–98]. Now, we 
are showing the possibility of obtaining the single-frequency PPP accuracy similar to that from 
dual-frequency PPP. The horizontal accuracy in the experiment for PPP/tec was 0.12 m in DOY 
005 and 0.05 m in DOY 191 and the vertical accuracy was 0.15 m in DOY 005 and 0.07 m in DOY 
191. These accuracies are compatible to the double-frequency solutions. Therefore, the unique 
consideration for a high accuracy in single-frequency PPP is that TEC needs to be sufficient pre-
cise, which was not realistic in some epochs of DOY 005 due to the ionospheric scintillations.

A noticeable degradation of the PPP solution occurs between 00 and 04 hours LT in the sum-
mer solstice due to the high TEC variability. This PPP degradation is related to the ionospheric 
irregularities that impact GPS observations more effectively. At such instances, the uplifted 
ionosphere due to the pre-reversal drift produces high vertical gradients. It is believed that 
these gradients set the preconditions for plasma instability, controlling the generation of iono-
spheric irregularities. Therefore, the change of the GPS signal phase and amplitude imposed by 
ionospheric irregularities degrades the PPP solution. It is interesting to note that the PPP/if is 
sensitive, but not too much, to the ionospheric scintillations. In case of PPP/uqrg, it is hard to see 
the impact because of the high standard deviation in the PPP solution at other epochs. However, 
the impact of the scintillations is very evident in PPP/tec. This mainly happens because the 
estimated TEC was set to be very precise during the PPP, so that TEC was included with small 
values for standard deviation in the PPP Kalman filter. At epochs where only the first-order 
ionospheric delay is supposed to affect the GPS observations, the PPP/tec solution is very accu-
rate. At epochs where the high-orders terms of the ionosphere delay impact the GPS signal, the 
PPP degradation becomes evident.

5. Conclusions

The ionospheric conditions are affected by electrodynamic processes that are driven by solar 
phenomena. During quiet geomagnetic periods, the effects are clearly associated with the sea-
sonal variation of the solar illumination and with the 11-year solar radiation variation. These 
conditions can be strongly disturbed under the impact of CMEs (coronal mass ejections) and 
HSS (high-speed streams) in the magnetosphere producing the geomagnetic storms, which 
result in steeper electron density gradients and stronger irregularities. These irregularities are 
responsible for fluctuations in the amplitude and phase of GNSS signals, which can degrade 
the accuracy of the measurements. Therefore, the climatology of these irregularities is very 
important to define its spatial distribution and time of occurrence.

The investigation of ionospheric scintillations over South America has shown that they can 
occur at all longitudinal sectors during quiet geomagnetic periods, but they are stronger at 
post-sunset hours in the crest regions of the EIA (equatorial ionospheric anomaly), and seems 
to be more intense in the southern EIA crest, which is under the effect of the SAMA (South 
American Magnetic Anomaly) [24, 37, 81]. The scintillation occurrences strongly enhance 
with the increase of the solar activity [20, 21, 35, 37, 99], and during geomagnetic disturbed 
periods [13, 38, 75, 93, 94].
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was 0.19 m with a standard deviation of 0.05 m and the RMSE of PPP/uqrg was 0.70 m with a 
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lute accuracy of 0.5 m in the horizontal and 1 m in vertical for the kinematic PPP [96–98]. Now, we 
are showing the possibility of obtaining the single-frequency PPP accuracy similar to that from 
dual-frequency PPP. The horizontal accuracy in the experiment for PPP/tec was 0.12 m in DOY 
005 and 0.05 m in DOY 191 and the vertical accuracy was 0.15 m in DOY 005 and 0.07 m in DOY 
191. These accuracies are compatible to the double-frequency solutions. Therefore, the unique 
consideration for a high accuracy in single-frequency PPP is that TEC needs to be sufficient pre-
cise, which was not realistic in some epochs of DOY 005 due to the ionospheric scintillations.

A noticeable degradation of the PPP solution occurs between 00 and 04 hours LT in the sum-
mer solstice due to the high TEC variability. This PPP degradation is related to the ionospheric 
irregularities that impact GPS observations more effectively. At such instances, the uplifted 
ionosphere due to the pre-reversal drift produces high vertical gradients. It is believed that 
these gradients set the preconditions for plasma instability, controlling the generation of iono-
spheric irregularities. Therefore, the change of the GPS signal phase and amplitude imposed by 
ionospheric irregularities degrades the PPP solution. It is interesting to note that the PPP/if is 
sensitive, but not too much, to the ionospheric scintillations. In case of PPP/uqrg, it is hard to see 
the impact because of the high standard deviation in the PPP solution at other epochs. However, 
the impact of the scintillations is very evident in PPP/tec. This mainly happens because the 
estimated TEC was set to be very precise during the PPP, so that TEC was included with small 
values for standard deviation in the PPP Kalman filter. At epochs where only the first-order 
ionospheric delay is supposed to affect the GPS observations, the PPP/tec solution is very accu-
rate. At epochs where the high-orders terms of the ionosphere delay impact the GPS signal, the 
PPP degradation becomes evident.

5. Conclusions

The ionospheric conditions are affected by electrodynamic processes that are driven by solar 
phenomena. During quiet geomagnetic periods, the effects are clearly associated with the sea-
sonal variation of the solar illumination and with the 11-year solar radiation variation. These 
conditions can be strongly disturbed under the impact of CMEs (coronal mass ejections) and 
HSS (high-speed streams) in the magnetosphere producing the geomagnetic storms, which 
result in steeper electron density gradients and stronger irregularities. These irregularities are 
responsible for fluctuations in the amplitude and phase of GNSS signals, which can degrade 
the accuracy of the measurements. Therefore, the climatology of these irregularities is very 
important to define its spatial distribution and time of occurrence.

The investigation of ionospheric scintillations over South America has shown that they can 
occur at all longitudinal sectors during quiet geomagnetic periods, but they are stronger at 
post-sunset hours in the crest regions of the EIA (equatorial ionospheric anomaly), and seems 
to be more intense in the southern EIA crest, which is under the effect of the SAMA (South 
American Magnetic Anomaly) [24, 37, 81]. The scintillation occurrences strongly enhance 
with the increase of the solar activity [20, 21, 35, 37, 99], and during geomagnetic disturbed 
periods [13, 38, 75, 93, 94].
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It was presented the potentiality of a new procedure for TEC calibration, showing a useful 
tool to correct the first-order ionospheric delay that improves the traditional single-frequency 
PPP solutions. Additionally, the results show a high-sensitive solution of PPP/tec to the iono-
spheric scintillations, even more sensitive in comparison with the impact of the ionospheric 
scintillation in the TEC level, which indicates that this kind of procedures are emerging as 
having potential for a wide range of applications for those measuring and predicting the 
ionospheric scintillations.
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Abstract

Nowadays, as the Internet services are developed, it becomes possible to offer services 
for many applications in the engineering field online via the Internet. One of these ser-
vices is the evaluation of online GPS data. The most important feature of Internet-based 
applications is that these services are free and easy to use. In this study, the data of Global 
Navigation Satellite Systems (GNSS) of different periods belonging to newly established 
HRUH permanent GNSS station in Harran University were evaluated through Internet-
based services. The evaluation strategy of GNSS data was conducted in 1-, 2-, 6-, 12-, and 
24-h campaigns, and the results were compared between different Internet site solution 
results. When the results obtained are examined, it can be said that the accuracy of the 
data obtained from these services can be used in many applications requiring precision 
in centimeter levels and is capable of satisfying the expectancies.

Keywords: PPP, GNSS, RINEX, internet-based GNSS evaluation services, positioning 
accuracy

1. Introduction

Recently, web-based GNSS positioning services have begun to be developed as an additional 
option to classical evaluation methods. Such services produce solutions automatically by 
using some of the GNSSS observations loaded via the web interface over the Internet. GNSS 
observations collected in the field are recorded in standard data formats such as Receiver 
INdependent EXchange (RINEX) and then uploaded to web-based positioning services, 
allowing location coordinates of observation points to be obtained in short time and free of 
charge [1–3].
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Web-based positioning services have been considered as an alternative to scientific or commer-
cial software for 15 years. Wherever the Internet access is available, it is easier to evaluate RINEX 
data using such services. Another reliable aspect of preferring web-based GNSS software is the 
use of reliable scientific software (Bernese, Gamit, GIPSY/OASIS II, etc.) running in the back-
ground of these systems. These services also provide many advantages to the user by reducing 
the cost of many software, hardware, tools, personnel and transportation services. The results 
of evaluations of GNSS observations uploaded to these services also provide many advantages 
such as the possibility of downloading results from the web interface or sending the results to 
the users via e-mail. The results from these services are in the form of a summary or detailed 
report. The standard deviation values of these points are sent together with the estimated point 
coordinates in the incoming reports. Some services send out summary reports in the form of 
short summary information, while some services provide detailed reports with detailed and 
graphical presentations. Many of these services are free and some of them require free mem-
bership for accessing with a user name and password while using. In general, these services 
use the data and products of the high accurate and precise International GNSS Service (IGS). 
IGS provides these products with high precision of GPS/GLONASS ephemeris, satellite and 
station clocks, earth orientation parameters (ERP), IGS stations coordinates and velocities, and 
atmospheric parameters to users. These services provided by IGS have led to the emergence of 
new approaches and new evaluation methods in positioning with the accuracy increase in data 
processing, orbit determination, and acquisition of clock information in satellite geodesy [4].

Web-based positioning services have introduced two different types of solutions. The first 
is the relative positioning approach and the second is the precise point positioning (PPP) 
solution approach. In this study, web-based precise point positioning solution will be men-
tioned. The services that are mainly used for the PPP solution approach use only GPS or 
GPS + GLONASS products such as orbits and clock corrections. The data flow for both web-
based positioning services is shown in Figure 1.

In this study, four different web-based PPP services, which are most well known and widely 
used, general properties of services, accessing addresses and analysis results are examined. 

Figure 1. Schematic presentation of web-based positioning services.
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1-, 2-, 6-, 12-, and 24-h GNSS observations of the HRUH permanent GNSS station which is 
established on the roof of the GNSS Laboratory of Harran University Geomatics Engineering 
Department are evaluated for each web-based positioning service. Then, the same GNSS 
observations of this station are compared with the analysis results (coordinates and stan-
dard deviations) with the scientific GNSS-Inferred Positioning System and Orbit Analysis 
Simulation Software (GIPSY/OASIS II) developed by NASA’s JPL laboratory.

2. Precise point positioning (PPP)

The widespread use of satellite and space techniques has become an indispensable tool in sat-
ellite positioning. Nowadays, by using developed techniques and methods, highly accurate 
position information is obtained with the help of positioning algorithms. These techniques 
often differ according to the data collection method. Absolute and relative positioning meth-
ods from the earliest times of use of positioning systems are the most preferred techniques 
for application purposes. The relative positioning technique requires at least two receivers to 
be used by simultaneous GNSS observations. However, PPP is a method that can be applied 
by removing this necessity. The PPP technique is based on the evaluation of the code and 
phase measurements collected from a single receiver. In this technique, the receiver position 
is directly determined by using precise orbits and clock corrections issued by IGS and similar 
organizations [5, 6]. The success of the positioning with the PPP technique depends largely on 
the determination of precise orbit changes of GPS satellites. Therefore, in PPP solutions, it is 
important to obtain precise orbit (ultra-rapid, rapid, and final) and satellite clock information 
instead of orbital information broadcast from satellites. Accuracy, broadcast latency, update 
and sample interval for accurate GPS satellite orbits and clock corrections published by IGS 
are given in Table 1.

Nowadays, as the accuracy of precise satellite orbits and clock products published by organi-
zations such as IGS, CODE, and JPL advances, the use of PPP technique is gradually increas-
ing in determining the point positions.

The ionosphere-independent observation equations of pseudorange and carrier phase mea-
surements include receiver location, clock offset, tropospheric delay, carrier phase unknown 
parameters, and observation errors:

   
 l  p   = ρ + c (dt − dT)  +  T  r   +  I  r   +  ε  p  

    
 l  ϕ   = ρ + c (dt − dT)  + N𝜆𝜆 +  T  r   +  I  r   +  ε  ϕ  

   (1)

where   l  
p
    and   l  

ϕ
    are the ionosphere-independent combination of the code and phase measure-

ments, respectively;  dt  is the receiver clock offset which is the difference between receiver time 
(receiver clock) and system time (GPS);  dT  is the satellite clock offset which is the difference 
between satellite time (satellite clock) and system time (GPS);  c  is the speed of light in space;  
N  is the integer ambiguity of the ionosphere-independent carrier phase;   T  

r
    is the tropospheric 

signal delay, and   I  
r
    is the ionospheric signal delay between the satellite and the receiver;  λ  is 
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observations of this station are compared with the analysis results (coordinates and stan-
dard deviations) with the scientific GNSS-Inferred Positioning System and Orbit Analysis 
Simulation Software (GIPSY/OASIS II) developed by NASA’s JPL laboratory.

2. Precise point positioning (PPP)

The widespread use of satellite and space techniques has become an indispensable tool in sat-
ellite positioning. Nowadays, by using developed techniques and methods, highly accurate 
position information is obtained with the help of positioning algorithms. These techniques 
often differ according to the data collection method. Absolute and relative positioning meth-
ods from the earliest times of use of positioning systems are the most preferred techniques 
for application purposes. The relative positioning technique requires at least two receivers to 
be used by simultaneous GNSS observations. However, PPP is a method that can be applied 
by removing this necessity. The PPP technique is based on the evaluation of the code and 
phase measurements collected from a single receiver. In this technique, the receiver position 
is directly determined by using precise orbits and clock corrections issued by IGS and similar 
organizations [5, 6]. The success of the positioning with the PPP technique depends largely on 
the determination of precise orbit changes of GPS satellites. Therefore, in PPP solutions, it is 
important to obtain precise orbit (ultra-rapid, rapid, and final) and satellite clock information 
instead of orbital information broadcast from satellites. Accuracy, broadcast latency, update 
and sample interval for accurate GPS satellite orbits and clock corrections published by IGS 
are given in Table 1.

Nowadays, as the accuracy of precise satellite orbits and clock products published by organi-
zations such as IGS, CODE, and JPL advances, the use of PPP technique is gradually increas-
ing in determining the point positions.

The ionosphere-independent observation equations of pseudorange and carrier phase mea-
surements include receiver location, clock offset, tropospheric delay, carrier phase unknown 
parameters, and observation errors:

   
 l  p   = ρ + c (dt − dT)  +  T  r   +  I  r   +  ε  p  

    
 l  ϕ   = ρ + c (dt − dT)  + N𝜆𝜆 +  T  r   +  I  r   +  ε  ϕ  

   (1)

where   l  
p
    and   l  

ϕ
    are the ionosphere-independent combination of the code and phase measure-

ments, respectively;  dt  is the receiver clock offset which is the difference between receiver time 
(receiver clock) and system time (GPS);  dT  is the satellite clock offset which is the difference 
between satellite time (satellite clock) and system time (GPS);  c  is the speed of light in space;  
N  is the integer ambiguity of the ionosphere-independent carrier phase;   T  

r
    is the tropospheric 

signal delay, and   I  
r
    is the ionospheric signal delay between the satellite and the receiver;  λ  is 
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the wavelength;   ε  
p
    and   ε  

ϕ
    are the noise components including the signal reflection [5, 6]. The 

geometric distance between satellite (  X   S ,  Y   S ,  Z   S  ) and receiver (  X  
R
  ,  Y  

R
  ,  Z  

R
   ) is defined as:

  ρ =  √ 
_________________________

     ( X   S  −  X  R  )    2  +   ( Y   S  −  Y  R  )    2  +   ( Z   S  −  Z  R  )    2     (2)

PPP technology has different software options such as Bernese, Gamit, GIPSY/OASIS II to 
determine the position.

3. GNSS measurements processing software

Today, we can classify software that can evaluate GNSS measurements in three different 
groups. The first of these is commercial software. Commercial software is a software that is 
bundled with the GNSS set, which is often used in practical engineering applications and is 
usually purchased by customer companies. These are the more preferred software by institu-
tions and organizations that best determine the solutions offered by the company in order to 
avoid any problems from the users. Other software that can process GNSS measurements are 
scientific software. Scientific software has been fully developed at research centers and univer-
sities for use in academic and scientific studies. The use of scientific software is more complex 
than commercial software and web-based data processing services. For this reason, there are 

Type Accuracy Latency Updates Sample 
interval

Broadcast Orbits ~100 cm Real time --- Daily

Sat. clocks ~5 ns RMS

~2.5 ns SDev

Ultra-rapid (predicted) Orbits ~5 cm Real time At 03, 09, 15, 21 UTC 15 min

Sat. clocks ~3 ns RMS

~1.5 ns SDev

Ultra-rapid (observed) Orbits ~3 cm 3–9 h At 03, 09, 15, 21 UTC 15 min

Sat. clocks ~150 ps RMS

~50 ps SDev

Rapid Orbits ~2.5 cm 17–41 h At 17 UTC daily 15 min

Sat. and Stn. 
clocks

~75 ps RMS

~25 ps SDev

5 min

Final Orbits ~2.5 cm 12–18 days Every Thursday 15 min

Sat. and Stn. 
clocks

~75 ps RMS

~20 ps SDev

Sat.: 30s

Stn.:5 min

Table 1. Accurate GPS satellite orbits and clock corrections issued by IGS.
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more training-, information-, and experience-related requirements. In such software, different 
parameters used in the evaluation can provide a different significance in the results. A third 
type of software that can process GNSS observations is web-based positioning services. In this 
service, it is necessary to have only one GNSS receiver and an Internet connection in order to 
be able to generate the point position information if the observations in the GNSS receiver are 
aggregated in whatever manner the observations are aggregated in static or kinematic meth-
ods. There is no need for any additional financing or equipment other than these equipment. 
Web-based GNSS services are simple to use and require no additional software knowledge. 
The data in the RINEX format obtained from the GNSS receivers are processed by uploading 
them to the web interface of web-based positioning services. Depending on the service to be 
used, some services require additional information such as the receiving antenna brand and 
antenna height. At the end of the evaluation process initiated after the uploading process of 
the GNSS observations, the final report of the relevant GNSS observations is presented to 
the user via e-mail or a link that can be downloaded from the web interface. The Internet 
addresses of the web-based positioning services that can process GNSS observations accord-
ing to the PPP method and provide them to the users are given in Table 2.

All of the services mentioned in Table 2 have limited use. However, they use scientific and 
academic software in the background to determine the station coordinates. These services 
present the resultant product using the commonly accepted parameters of the data processing 
methods for coordinate production from GNSS observations in the literature. The web-based 
positioning services used in this study are:

3.1. CSRS-PPP: Canadian spatial reference system-precise point positioning

Canadian Spatial Reference System Precise Point Positioning (CSRS-PPP) is a web-based GPS 
observations processing service provided by the Natural Resources Canada (NRCAN). This 
service works with a membership system that has the ability to process GNSS observations 

PPP service name Organizations Web pages (March, 2018)

CSRS-PPP: Canadian 
Spatial Reference 
System- Precise Point 
Positioning

Natural Resources 
Canada (NRC)

https://webapp.geod.nrcan.gc.ca/geod/tools-outils/ppp.
php?locale=en

GAPS: GPS Analysis 
and Positioning 
Software

University of New 
Brunswick (UNB)

http://gaps.gge.unb.ca/submitadvanced.php

APPS: Automatic Precise 
Positioning Service

NASA- Jet 
Propulsion 
Laboratory (JPL)

http://apps.gdgps.net/apps_file_upload.php

magicGNSS: magic 
Precise Point Positioning 
Solution

GMV Aerospace 
and Defence S.A.U.

https://magicgnss.gmv.com/user/ppp

Table 2. Online services using PPP solution approach.
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3. GNSS measurements processing software

Today, we can classify software that can evaluate GNSS measurements in three different 
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bundled with the GNSS set, which is often used in practical engineering applications and is 
usually purchased by customer companies. These are the more preferred software by institu-
tions and organizations that best determine the solutions offered by the company in order to 
avoid any problems from the users. Other software that can process GNSS measurements are 
scientific software. Scientific software has been fully developed at research centers and univer-
sities for use in academic and scientific studies. The use of scientific software is more complex 
than commercial software and web-based data processing services. For this reason, there are 
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more training-, information-, and experience-related requirements. In such software, different 
parameters used in the evaluation can provide a different significance in the results. A third 
type of software that can process GNSS observations is web-based positioning services. In this 
service, it is necessary to have only one GNSS receiver and an Internet connection in order to 
be able to generate the point position information if the observations in the GNSS receiver are 
aggregated in whatever manner the observations are aggregated in static or kinematic meth-
ods. There is no need for any additional financing or equipment other than these equipment. 
Web-based GNSS services are simple to use and require no additional software knowledge. 
The data in the RINEX format obtained from the GNSS receivers are processed by uploading 
them to the web interface of web-based positioning services. Depending on the service to be 
used, some services require additional information such as the receiving antenna brand and 
antenna height. At the end of the evaluation process initiated after the uploading process of 
the GNSS observations, the final report of the relevant GNSS observations is presented to 
the user via e-mail or a link that can be downloaded from the web interface. The Internet 
addresses of the web-based positioning services that can process GNSS observations accord-
ing to the PPP method and provide them to the users are given in Table 2.

All of the services mentioned in Table 2 have limited use. However, they use scientific and 
academic software in the background to determine the station coordinates. These services 
present the resultant product using the commonly accepted parameters of the data processing 
methods for coordinate production from GNSS observations in the literature. The web-based 
positioning services used in this study are:

3.1. CSRS-PPP: Canadian spatial reference system-precise point positioning

Canadian Spatial Reference System Precise Point Positioning (CSRS-PPP) is a web-based GPS 
observations processing service provided by the Natural Resources Canada (NRCAN). This 
service works with a membership system that has the ability to process GNSS observations 
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Solution
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from single- or dual-frequency receivers based on static or PPP techniques. CSRS-PPP uses 
precise GPS orbit and clock products provided by the IGS. The solutions of PPP coordinates 
are represented in both NAD83 and ITRF14 data with detailed graphical analysis reports. 
This service has actively processed GLONASS data from October 4, 2011 and accepted user-
provided ocean tidal loading (OTL) correction files from February 14, 2012.

3.2. GAPS: GPS analysis and positioning software

GPS analysis and positioning software (GAPS) is a web-based processing service for GPS 
observations provided by the University of New Brunswick (UNB). It is a service that does 
not require membership registration. This service uses IGS’s rapid and final orbit and clock 
products during the process of GPS observations. GAPS is a service that delivers GNSS solu-
tions to users via e-mail. The coordinate solutions of GAPS are represented in ITRF14 datum.

3.3. APPS: automatic precise positioning service

Automatic precise positioning service (APPS) is a web-based GPS evaluation service operated 
by NASA Jet Propulsion Laboratory (JPL) and the California Institute of Technology. In the 
background of this service, the scientific software GIPSY/OASIS II developed in this institu-
tion is also run. The system also uses real-time, daily and weekly GPS orbit and clock prod-
ucts produced by JPL. The results of the evaluation can be obtained shortly after the options in 
the service interface (antenna height, antenna type, e-mail address, etc.) are checked and the 
GNSS observations are loaded. The solutions of PPP coordinates are represented in ITRF08 
datum with detailed analysis reports. APPS is a web-based positioning service that requires 
membership and offers the use of ftp services for industrial users.

3.4. MagicGNSS: magic precise point positioning solution

Magic Precise Point Positioning Solution is an Internet service created by Spanish GMV 
Company. MagicGNSS is a positioning service that uses accurate positioning detection tech-
nology. The most important advantage of the service is that it can analyze GPS and GLONASS 
observations together. This system can process both static and kinematic observations. The 
PPP module of this service uses accurate clock and precise orbit products which are provided 
by the IGS. The system supports RINEX and all compressed observation formats and offers 
free 1-GB disk space for member users. The service provides users with a detailed graphical 
analysis report along with positioning solutions. The solutions of PPP methods are repre-
sented in both ETRS89 and ITRF14 data. The service works by downloading or e-mailing the 
result files from the service’s Internet interface.

4. Experimental study

This study provides the accuracy analysis of the web-based online services using PPP solu-
tion approaches. For this purpose, HRUH permanent reference station which located on top 
of the roof of Geomatics Engineering Department’s GNSS Laboratory in Harran University 
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was selected for the accuracy analysis. The GPS data segmented into 1-, 2-, 6-, 12-, and 24-h 
sessions were collected by HRUH station in static mode on April 18, 2018 (DOY 108). The data 
sampling interval of the GNSS receiver was 30 s. As a result of this study, we have compared 
the analysis results obtained by using CSRS-PPP, GAPS, APPS, MagicGNSS services, and 
scientific software (GIPSY/OASIS II) which produce solutions based on PPP technique. All 
services including GIPSY/OASIS II scientific software (except APPS) use coordinate solutions 
at ITRF14 datum. In order to be able to compare the analysis results of all services in the same 
datum, APPS coordinate solutions in ITRF08 datum have been converted to the coordinates 
of ITRF14 datum with the help of URL [7]. Table 3 gives the coordinates and standard devia-
tion results in the Cartesian coordinate system according to the 1-, 2-, 6-, 12-, and 24-h GPS 
observations of the HRUH station with GIPSY/OASIS II scientific software.

The aim of the study was to determine how consistent results from web-based position-
ing services are. GPS observations for 1-, 2-, 6,- 12-, and 24-h on the same day (DOY 108) 
belonging to the same station were separated and loaded into each individual web-based 
positioning system and results were obtained. Apart from the results obtained during the 
1-h observation period, the best coordinate precision and accuracy are understood from the 
results of the APPS service. The consistency between the GIPSY/OASIS II scientific software 
and the solutions of the GAPS web-based positioning systems is close together. MagicGNSS 
service provides only the coordinate points, the related standard deviations are not added to 
the figures. Figures 2–6 show the results of the coordinates and standard deviation values of 
the Cartesian coordinate system for 1-, 2-, 6-, 12-, and 24-h GPS observations of the HRUH 
station produced by the web-based positioning services, respectively.

When the solutions of 1-h GPS observations of the HRUH station in Figure 2 are examined, the 
standard deviation values for the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.01 to 0.1 m. Standard deviation values of the coordinate components 

HRUH GNSS station

Observation duration

X(m) Y(m) Z(m)

σX(m) σY(m) σZ(m)

1 h 3,954,667.2472 3,202,680.8771 3,833,020.8337

0.0460 0.0386 0.0347

2 h 3,954,667.2465 3,202,680.8640 3,833,020.8351

0.0065 0.0065 0.0060

6 h 3,954,667.2430 3,202,680.8621 3,833,020.8269

0.0035 0.0031 0.0031

12 h 3,954,667.2426 3,202,680.8609 3,833,020.8263

0.0025 0.0022 0.0023

24 h 3,954,667.2418 3,202,680.8605 3,833,020.8310

0.0018 0.0015 0.0016

Table 3. HRUH station hourly coordinates and standard deviations.
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from single- or dual-frequency receivers based on static or PPP techniques. CSRS-PPP uses 
precise GPS orbit and clock products provided by the IGS. The solutions of PPP coordinates 
are represented in both NAD83 and ITRF14 data with detailed graphical analysis reports. 
This service has actively processed GLONASS data from October 4, 2011 and accepted user-
provided ocean tidal loading (OTL) correction files from February 14, 2012.

3.2. GAPS: GPS analysis and positioning software

GPS analysis and positioning software (GAPS) is a web-based processing service for GPS 
observations provided by the University of New Brunswick (UNB). It is a service that does 
not require membership registration. This service uses IGS’s rapid and final orbit and clock 
products during the process of GPS observations. GAPS is a service that delivers GNSS solu-
tions to users via e-mail. The coordinate solutions of GAPS are represented in ITRF14 datum.

3.3. APPS: automatic precise positioning service

Automatic precise positioning service (APPS) is a web-based GPS evaluation service operated 
by NASA Jet Propulsion Laboratory (JPL) and the California Institute of Technology. In the 
background of this service, the scientific software GIPSY/OASIS II developed in this institu-
tion is also run. The system also uses real-time, daily and weekly GPS orbit and clock prod-
ucts produced by JPL. The results of the evaluation can be obtained shortly after the options in 
the service interface (antenna height, antenna type, e-mail address, etc.) are checked and the 
GNSS observations are loaded. The solutions of PPP coordinates are represented in ITRF08 
datum with detailed analysis reports. APPS is a web-based positioning service that requires 
membership and offers the use of ftp services for industrial users.

3.4. MagicGNSS: magic precise point positioning solution

Magic Precise Point Positioning Solution is an Internet service created by Spanish GMV 
Company. MagicGNSS is a positioning service that uses accurate positioning detection tech-
nology. The most important advantage of the service is that it can analyze GPS and GLONASS 
observations together. This system can process both static and kinematic observations. The 
PPP module of this service uses accurate clock and precise orbit products which are provided 
by the IGS. The system supports RINEX and all compressed observation formats and offers 
free 1-GB disk space for member users. The service provides users with a detailed graphical 
analysis report along with positioning solutions. The solutions of PPP methods are repre-
sented in both ETRS89 and ITRF14 data. The service works by downloading or e-mailing the 
result files from the service’s Internet interface.

4. Experimental study

This study provides the accuracy analysis of the web-based online services using PPP solu-
tion approaches. For this purpose, HRUH permanent reference station which located on top 
of the roof of Geomatics Engineering Department’s GNSS Laboratory in Harran University 
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was selected for the accuracy analysis. The GPS data segmented into 1-, 2-, 6-, 12-, and 24-h 
sessions were collected by HRUH station in static mode on April 18, 2018 (DOY 108). The data 
sampling interval of the GNSS receiver was 30 s. As a result of this study, we have compared 
the analysis results obtained by using CSRS-PPP, GAPS, APPS, MagicGNSS services, and 
scientific software (GIPSY/OASIS II) which produce solutions based on PPP technique. All 
services including GIPSY/OASIS II scientific software (except APPS) use coordinate solutions 
at ITRF14 datum. In order to be able to compare the analysis results of all services in the same 
datum, APPS coordinate solutions in ITRF08 datum have been converted to the coordinates 
of ITRF14 datum with the help of URL [7]. Table 3 gives the coordinates and standard devia-
tion results in the Cartesian coordinate system according to the 1-, 2-, 6-, 12-, and 24-h GPS 
observations of the HRUH station with GIPSY/OASIS II scientific software.

The aim of the study was to determine how consistent results from web-based position-
ing services are. GPS observations for 1-, 2-, 6,- 12-, and 24-h on the same day (DOY 108) 
belonging to the same station were separated and loaded into each individual web-based 
positioning system and results were obtained. Apart from the results obtained during the 
1-h observation period, the best coordinate precision and accuracy are understood from the 
results of the APPS service. The consistency between the GIPSY/OASIS II scientific software 
and the solutions of the GAPS web-based positioning systems is close together. MagicGNSS 
service provides only the coordinate points, the related standard deviations are not added to 
the figures. Figures 2–6 show the results of the coordinates and standard deviation values of 
the Cartesian coordinate system for 1-, 2-, 6-, 12-, and 24-h GPS observations of the HRUH 
station produced by the web-based positioning services, respectively.

When the solutions of 1-h GPS observations of the HRUH station in Figure 2 are examined, the 
standard deviation values for the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.01 to 0.1 m. Standard deviation values of the coordinate components 
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Table 3. HRUH station hourly coordinates and standard deviations.
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obtained from the CSRS-PPP service were determined as σx = ±0.092 m, σy = ±0.079 m, and 
σz = ±0.071 m, respectively. Standard deviation values of the coordinate components obtained 
from the GAPS service are σx = ±0.021 m, σy = ±0.033 m, and σz = ±0.026 m, respectively, and 
the standard deviation values of the coordinate components obtained from the APPS service 
are σx = ±0.038 m, σy = ±0.033 m, and σz = ±0.026 m. Standard deviation values of the coordinate 
components obtained by GIPSY/OASIS II scientific software are calculated as σx = ±0.046 m, 
σy = ±0.038 m, and σz = ±0.034 m, respectively.

When the solutions of the 2-h GPS observations of the HRUH station in Figure 3 are examined, 
the standard deviation values of the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.005 to 0.056 m. Standard deviation values of the coordinate compo-
nents obtained from the CSRS-PPP service were determined as σx = ±0.056 m, σy = ±0.035 m, 
and σz = ±0.037 m, respectively. Standard deviation values of coordinate components obtained 
from GAPS service are σx = ±0.014 m, σy = ±0.006 m, and σz = ±0.008 m, respectively and 
the standard deviation values of coordinate components obtained from APPS service are 
σx = ±0.005 m, σy = ±0.005 m, and σz = ±0.005 m. Standard deviation values of the coordinate 
components obtained by GIPSY/OASIS II scientific software were calculated as σx = ±0.006 m, 
σy = ±0.006 m, and σz = ±0.006 m, respectively.

When the solutions of the 6-h GPS observations of the HRUH station in Figure 4 are examined, 
the standard deviation values for the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.002 to 0.027 m. Standard deviation values of the coordinate components 
obtained from CSRS-PPP service were determined as σx = ±0.027 m, σy = ±0.017 m, and σz = ±0.018 m, 
respectively. Standard deviation values of coordinate components obtained from GAPS service 
are σx = ±0.005 m, σy = ±0.003 m, and σz = ±0.003 m, respectively, and the standard deviation val-
ues of coordinate components obtained from APPS service are σx = ±0.003 m, σy = ±0.003 m, and 
σz = ±0.003 m. Standard deviation values of the coordinate components obtained by GIPSY/OASIS 
II scientific software were calculated as σx = ±0.003 m, σy = ±0.003 m, and σz = ±0.003 m, respectively.

Figure 2. Standard deviations of HRUH station coordinates (1 h).

Accuracy of GNSS Methods80

When the solutions of the 12-h GPS observations of the HRUH station are examined in 
Figure 5, the standard deviation values of the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS 
II coordinate solutions range from 0.002 to 0.015 m. Standard deviation values of the coor-
dinate components obtained from the CSRS-PPP service were determined as σx = ±0.0147 m, 
σy = ±0.0128 m, and σz = ±0.0125 m, respectively. Standard deviation values of coordinate com-
ponents obtained from GAPS service are σx = ±0.0026 m, σy = ±0.0024 m, and σz = ±0.0021 m, 

Figure 3. Standard deviations of HRUH station coordinates (2 h).

Figure 4. Standard deviations of HRUH station coordinates (6 h).
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obtained from the CSRS-PPP service were determined as σx = ±0.092 m, σy = ±0.079 m, and 
σz = ±0.071 m, respectively. Standard deviation values of the coordinate components obtained 
from the GAPS service are σx = ±0.021 m, σy = ±0.033 m, and σz = ±0.026 m, respectively, and 
the standard deviation values of the coordinate components obtained from the APPS service 
are σx = ±0.038 m, σy = ±0.033 m, and σz = ±0.026 m. Standard deviation values of the coordinate 
components obtained by GIPSY/OASIS II scientific software are calculated as σx = ±0.046 m, 
σy = ±0.038 m, and σz = ±0.034 m, respectively.

When the solutions of the 2-h GPS observations of the HRUH station in Figure 3 are examined, 
the standard deviation values of the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.005 to 0.056 m. Standard deviation values of the coordinate compo-
nents obtained from the CSRS-PPP service were determined as σx = ±0.056 m, σy = ±0.035 m, 
and σz = ±0.037 m, respectively. Standard deviation values of coordinate components obtained 
from GAPS service are σx = ±0.014 m, σy = ±0.006 m, and σz = ±0.008 m, respectively and 
the standard deviation values of coordinate components obtained from APPS service are 
σx = ±0.005 m, σy = ±0.005 m, and σz = ±0.005 m. Standard deviation values of the coordinate 
components obtained by GIPSY/OASIS II scientific software were calculated as σx = ±0.006 m, 
σy = ±0.006 m, and σz = ±0.006 m, respectively.

When the solutions of the 6-h GPS observations of the HRUH station in Figure 4 are examined, 
the standard deviation values for the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS II coordinate 
solutions range from 0.002 to 0.027 m. Standard deviation values of the coordinate components 
obtained from CSRS-PPP service were determined as σx = ±0.027 m, σy = ±0.017 m, and σz = ±0.018 m, 
respectively. Standard deviation values of coordinate components obtained from GAPS service 
are σx = ±0.005 m, σy = ±0.003 m, and σz = ±0.003 m, respectively, and the standard deviation val-
ues of coordinate components obtained from APPS service are σx = ±0.003 m, σy = ±0.003 m, and 
σz = ±0.003 m. Standard deviation values of the coordinate components obtained by GIPSY/OASIS 
II scientific software were calculated as σx = ±0.003 m, σy = ±0.003 m, and σz = ±0.003 m, respectively.

Figure 2. Standard deviations of HRUH station coordinates (1 h).
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When the solutions of the 12-h GPS observations of the HRUH station are examined in 
Figure 5, the standard deviation values of the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS 
II coordinate solutions range from 0.002 to 0.015 m. Standard deviation values of the coor-
dinate components obtained from the CSRS-PPP service were determined as σx = ±0.0147 m, 
σy = ±0.0128 m, and σz = ±0.0125 m, respectively. Standard deviation values of coordinate com-
ponents obtained from GAPS service are σx = ±0.0026 m, σy = ±0.0024 m, and σz = ±0.0021 m, 

Figure 3. Standard deviations of HRUH station coordinates (2 h).

Figure 4. Standard deviations of HRUH station coordinates (6 h).
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respectively, and the standard deviation values of coordinate components obtained from 
APPS service are σx = ±0.0022 m, σy = ±0.0019 m, and σz = ±0.0019 m. Standard deviation values 
of the coordinate components obtained by GIPSY/OASIS II scientific software are calculated 
as σx = ±0.0025 m, σy = ±0.0022 m, and σz = ±0.0023 m, respectively.

When the solutions of the 24-h GPS observations of the HRUH station are examined in 
Figure 6, the standard deviation values of the CSRS-PPP, GAPS, APPS, and GIPSY/OASIS 
II coordinate solutions range from 0.001 to 0.009 m. Standard deviation values of the coor-
dinate components obtained from CSRS-PPP service were determined as σx = ±0.0096 m, 
σy = ±0.0086 m, and σz = ±0.0084 m, respectively. Standard deviation values of coordinate com-
ponents obtained from GAPS service are σx = ±0.0017 m, σy = ±0.0015 m, and σz = ±0.0015 m, 
respectively, and the standard deviation values of coordinate components obtained from 
APPS service are σx = ±0.0015 m, σy = ±0.0013 m, and σz = ±0.0014 m. Standard deviation values 
of the coordinate components obtained by GIPSY/OASIS II scientific software are calculated 
as σx = ±0.0018 m, σy = ±0.0015 m, and σz = ±0.0016 m, respectively.

If the result in Figures 2–6 will be interpreted graphically, the most sensitive results for the 
results of different observation periods of each coordinate component evaluated in the web-
based positioning services are GAPS service for 1 h observation period; APPS service for 2-, 6-, 
12-, and 24-h observation periods. The CSRS-PPP service was at the forefront of all evaluations.

After obtaining the standard deviations of each coordinate component in the Cartesian coor-
dinate system of the web-based positioning services, the obtained coordinates were com-
pared with the coordinates obtained in GIPSY/OASIS II scientific software. The calculated 
web-based coordinate results were subtracted from the coordinates obtained from GIPSY/
OASIS II scientific software and classified according to web-based positioning services and 
GPS observation times (Figures 7–10).

Figure 5. Standard deviations of HRUH station coordinates (12 h).
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In Figure 7, the differences between the CSRS-PPP web-based positioning service and the coor-
dinate solutions of different GPS observation times obtained by the GIPSY/OASIS II scientific 
software are calculated. The differences of the coordinate solutions of 1 h GPS observation time 
are calculated as ΔX = 0.039 m, ΔY = 0.095 m, and ΔZ = 0.115 m. The differences of the coordi-
nate solutions of the 2-h GPS observation time were calculated as ΔX = −0.020 m, ΔY = 0.091 m, 
and ΔZ = 0.058 m. The differences of the coordinate solutions of the 6-h GPS observation 

Figure 6. Standard deviations of HRUH station coordinates (24 h).

Figure 7. Coordinate differences between CSRS-PPP solution and GIPSY/OASIS II solution.
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Figure 8. Coordinate differences between GAPS solution and GIPSY/OASIS II solution.

period were calculated as ΔX = −0.001 m, ΔY = 0.074 m, and ΔZ = 0.049 m. The differences of 
the coordinate solutions of the 12-h GPS observation period were calculated as ΔX = 0.031 m, 
ΔY = 0.058 m, and ΔZ = 0.058 m. The differences of the coordinate solutions for the 24-h GPS 
observation period were calculated as ΔX = 0.042 m, ΔY = 0.052 m, and ΔZ = 0.053 m.

In Figure 8, the differences between the GAPS web-based positioning service and the coordi-
nate solutions of different GPS observation times obtained by the GIPSY/OASIS II scientific 
software are calculated. The differences of the coordinate solutions of the 1 h GPS observation 
period were calculated as ΔX = 0.033 m, ΔY = 0.019 m, and ΔZ = 0.045 m. The differences 
in coordinate solutions for the 2-h GPS observation period were calculated as ΔX = 0.058 m, 
ΔY = 0.034 m, and ΔZ = 0.064 m. The differences of the coordinate solutions of the 6-h GPS 
observation period were calculated as ΔX = 0.037 m, ΔY = 0.032 m, and ΔZ = 0.057 m. The 
differences of the coordinate solutions of the 12-h GPS observation period were calculated as 
ΔX = 0.033 m, ΔY = 0.030 m, and ΔZ = 0.053 m. The differences of coordinate solutions for the 
24-h GPS observation period were calculated as ΔX = 0.039 m, ΔY = 0.039 m, and ΔZ = 0.053 m.

In Figure 9, the differences between the coordinate solutions of different GPS observation 
times obtained by the APPS web-based positioning service and GIPSY/OASIS II scientific soft-
ware are calculated. The differences of the coordinate solutions of 1 h GPS observation time are 
calculated as ΔX = 0.050 m, ΔY = 0.008 m, and ΔZ = 0.039 m. The differences of the coordinate 
solutions of the 2-h GPS observation period were calculated as ΔX = 0.054 m, ΔY = 0.040 m, 
and ΔZ = 0.055 m. The differences of the coordinate solutions of the 6-h GPS observation 
period were calculated as ΔX = 0.052 m, ΔY = 0.042 m, and ΔZ = 0.054 m. The differences of 
the coordinate solutions for the 12-h GPS observation period were calculated as ΔX = 0.048 m, 
ΔY = 0.039 m, and ΔZ = 0.052 m. The differences in the coordinate solutions of the 24-h GPS 
observation period were calculated as ΔX = 0.048 m, ΔY = 0.040 m, and ΔZ = 0.053 m.

Accuracy of GNSS Methods84

In Figure 10 the differences between the coordinate solutions of different GPS observation 
times obtained by the MagicGNSS web-based positioning service and GIPSY-OASIS scientific 
software are calculated. The differences of the coordinate solutions of 1 h GPS observation 
time are calculated as ΔX = 0.026 m, ΔY = 0.033 m, and ΔZ = 0.013 m. The differences of coordi-
nate solutions for the 2-h GPS observation time are calculated as ΔX = 0.035 m, ΔY = 0.026 m, 

Figure 10. Coordinate differences between MagicGNSS solution and GIPSY/OASIS II solution.

Figure 9. Coordinate differences between APPS solution and GIPSY/OASIS II solution.
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and ΔZ = 0.037 m. The differences of the coordinate solutions of the 6-h GPS observation 
period were calculated as ΔX = 0.036 m, ΔY = 0.026 m, and ΔZ = 0.045 m. The differences in 
coordinate solutions for the 12-h GPS observation period were calculated as ΔX = 0.035 m, 
ΔY = 0.028 m, and ΔZ = 0.045 m. The differences of the coordinate solutions of the 24-h GPS 
observation period were calculated as ΔX = 0.035 m, ΔY = 0.038 m, and ΔZ = 0.043 m.

APPS uses GIPSY/OASIS II in the background. However, the difference in the results between 
GIPSY/OASIS II and APPS is slightly larger than the difference in results between GIPSY/
OASIS II and MagicGNSS. This can be ascribed to the fact that APPS results are based on the 
ITRF08 but not the ITRF14 on which both GIPSY/OASIS II and MagicGNSS rely.

In Figures 7–10, the differences between the coordinate values of the HRUH permanent GNSS 
station produced by the web-based positioning services for different GPS observation times 
and the coordinate solutions obtained by the GIPSY/OASIS II scientific software are examined.

In Figure 7, when the coordinate solutions obtained from the CSRS-PPP web-based position-
ing service are compared with the coordinate solutions obtained from the GIPSY/OASIS II sci-
entific software, the coordinate differences between 1- and 2-h observation periods are found 
to be around 10 cm, coordinate differences for 6- and 12-h observation periods are around 
5 cm, and for 24-h observation periods, coordinate differences are less than 5 cm.

In Figure 8, when the coordinate solutions obtained from the GAPS web-based positioning 
service are compared with the coordinate solutions obtained from the GIPSY/OASIS II scien-
tific software, the coordinate differences between 1-h observation period is found to be less 
than 5 cm, coordinate differences for 2-, 6-, 12-, and 24-h observation periods are around 5 cm.

In Figure 9, when the coordinate solutions obtained from the APPS web-based positioning 
service are compared with the coordinate solutions obtained from the GIPSY/OASIS II scien-
tific software, the coordinate differences between 1-h observation period is found to be less 
than 5 cm, coordinate differences for 2-, 6-, 12-, and 24-h observation periods are around 5 cm.

In Figure 10, when the coordinate solutions obtained from the MagicGNSS web-based posi-
tioning service are compared with the coordinate solutions obtained from the GIPSY/OASIS 
II scientific software, the coordinate differences between 1-, 2-, 6-, 12-, and 24-h observation 
period is found to be less than 5 cm.

5. Conclusion

Today, PPP technology is becoming increasingly important. With its many advantages, it 
poses a serious alternative to positioning methods. However, the use of web-based position-
ing services, which analyze using PPP technology, is becoming widespread. The PPP tech-
nique is feasible in the measurement and evaluation process with only one GNSS receiver, 
and providing these services to the user free of charge on the Internet makes these systems 
advantageous in many applications. It should not be forgotten that the reliability of the results 
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evaluated according to the PPP technique is directly related to the accuracy of the IGS orbit 
and clock information.

In such systems, many outcome products can be obtained without the need for GNSS 
expertise other than basic level. When using web-based positioning services, choosing 
the solution parameters appropriate to the data structure and the measurement method 
can bring the coordinate accuracy to the highest level. Applications for scientific research 
should indicate that such services are not suitable for applications that require expertise, 
such as ionospheric and tropospheric models, deformation analysis studies, earth orienta-
tion parameters, and so on.

The results from web-based location services show that there is not much difference 
between the results of software that solves with scientific PPP technique when there is 
enough observation period in GNSS sessions. This is rather obvious in the precision results 
given in Figures 2–6. In the application where PPP services are evaluated, it is seen that the 
results are directly related to the observation period. Accuracy is increased by increasing 
the observation time from 1 to 24 h, but the results are still at several centimeters. Precision 
results given in Figures 2–6 are very similar to those published by the IGS. In order to 
be able to obtain accuracy results similar to those of precision results, one needs to adopt 
equal processing strategy for all software used here but unfortunately this was impossible 
throughout this study.

The user needs to select the observation period on the point according to the expected accu-
racy level. The results obtained from such services, which provide a great gain in terms of time 
and cost, are sufficient to give the position information for many engineering applications.
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coordinate solutions for the 12-h GPS observation period were calculated as ΔX = 0.035 m, 
ΔY = 0.028 m, and ΔZ = 0.045 m. The differences of the coordinate solutions of the 24-h GPS 
observation period were calculated as ΔX = 0.035 m, ΔY = 0.038 m, and ΔZ = 0.043 m.

APPS uses GIPSY/OASIS II in the background. However, the difference in the results between 
GIPSY/OASIS II and APPS is slightly larger than the difference in results between GIPSY/
OASIS II and MagicGNSS. This can be ascribed to the fact that APPS results are based on the 
ITRF08 but not the ITRF14 on which both GIPSY/OASIS II and MagicGNSS rely.

In Figures 7–10, the differences between the coordinate values of the HRUH permanent GNSS 
station produced by the web-based positioning services for different GPS observation times 
and the coordinate solutions obtained by the GIPSY/OASIS II scientific software are examined.

In Figure 7, when the coordinate solutions obtained from the CSRS-PPP web-based position-
ing service are compared with the coordinate solutions obtained from the GIPSY/OASIS II sci-
entific software, the coordinate differences between 1- and 2-h observation periods are found 
to be around 10 cm, coordinate differences for 6- and 12-h observation periods are around 
5 cm, and for 24-h observation periods, coordinate differences are less than 5 cm.

In Figure 8, when the coordinate solutions obtained from the GAPS web-based positioning 
service are compared with the coordinate solutions obtained from the GIPSY/OASIS II scien-
tific software, the coordinate differences between 1-h observation period is found to be less 
than 5 cm, coordinate differences for 2-, 6-, 12-, and 24-h observation periods are around 5 cm.

In Figure 9, when the coordinate solutions obtained from the APPS web-based positioning 
service are compared with the coordinate solutions obtained from the GIPSY/OASIS II scien-
tific software, the coordinate differences between 1-h observation period is found to be less 
than 5 cm, coordinate differences for 2-, 6-, 12-, and 24-h observation periods are around 5 cm.

In Figure 10, when the coordinate solutions obtained from the MagicGNSS web-based posi-
tioning service are compared with the coordinate solutions obtained from the GIPSY/OASIS 
II scientific software, the coordinate differences between 1-, 2-, 6-, 12-, and 24-h observation 
period is found to be less than 5 cm.

5. Conclusion

Today, PPP technology is becoming increasingly important. With its many advantages, it 
poses a serious alternative to positioning methods. However, the use of web-based position-
ing services, which analyze using PPP technology, is becoming widespread. The PPP tech-
nique is feasible in the measurement and evaluation process with only one GNSS receiver, 
and providing these services to the user free of charge on the Internet makes these systems 
advantageous in many applications. It should not be forgotten that the reliability of the results 

Accuracy of GNSS Methods86

evaluated according to the PPP technique is directly related to the accuracy of the IGS orbit 
and clock information.

In such systems, many outcome products can be obtained without the need for GNSS 
expertise other than basic level. When using web-based positioning services, choosing 
the solution parameters appropriate to the data structure and the measurement method 
can bring the coordinate accuracy to the highest level. Applications for scientific research 
should indicate that such services are not suitable for applications that require expertise, 
such as ionospheric and tropospheric models, deformation analysis studies, earth orienta-
tion parameters, and so on.

The results from web-based location services show that there is not much difference 
between the results of software that solves with scientific PPP technique when there is 
enough observation period in GNSS sessions. This is rather obvious in the precision results 
given in Figures 2–6. In the application where PPP services are evaluated, it is seen that the 
results are directly related to the observation period. Accuracy is increased by increasing 
the observation time from 1 to 24 h, but the results are still at several centimeters. Precision 
results given in Figures 2–6 are very similar to those published by the IGS. In order to 
be able to obtain accuracy results similar to those of precision results, one needs to adopt 
equal processing strategy for all software used here but unfortunately this was impossible 
throughout this study.

The user needs to select the observation period on the point according to the expected accu-
racy level. The results obtained from such services, which provide a great gain in terms of time 
and cost, are sufficient to give the position information for many engineering applications.

Acknowledgements

The author thanks to International GNSS Service (IGS) for product supports, and to orga-
nizations, which present web-based online services (CSRS-PPP, GAPS, APPS, MagicGNSS). 
Special thanks to Research Assistants Ali Hasan DOĞAN and Mustafa Fahri KARABULUT 
in Yildiz Technical University (YTU) for their help in assisting at the post processing stage of 
GPS observations by using GIPSY-OASIS II scientific software with PPP technique. NASA 
JPL’s software GIPSY/OASIS II is licensed to Department of Geomatic Engineering of YTU.

Author details

Mustafa Ulukavak

Address all correspondence to: mulukavak@gmail.com

Harran University, Sanliurfa, Turkey

Evaluation of GNSS Data with Internet Based Services: The Case of HRUH Station
http://dx.doi.org/10.5772/intechopen.79064

87



References

[1] Ghoddousi-Fard R, Dare P. Online GPS processing services: An initial study. GPS 
Solutions. 2006;10:12-20. DOI: 10.1007/s10291-005-0147-5

[2] El-Mowafy A. Analysis of web-based GNSS post-processing services for static and kine-
matic positioning using short data spans. Survey Review. 2011;43:535-549. DOI: 10.1179
/003962611X13117748892074

[3] Gakstatter E. A Comparison of Free GPS Online Post-Processing Services GPS World 
[Internet]. 2013. Available from: http://gpsworld.com/a-comparison-of-free-gps-online-
post-processing-services/ [Accessed: Apr 19, 2018]

[4] Ocalan T, Erdogan B, Tunalioglu N. Analysis of web-based online services for GPS 
relative and precise point positioning techniques. Boletim de Ciências Geodésicas. 
2013;19(2):191-207. DOI: 10.1590/S1982-21702013000200003

[5] Zumberge JF, Heflin MB, Jefferson DC, Watkins MM, Webb FH. Precise point position-
ing for the efficient and robust analysis of GPS data from large networks. Journal of 
Geophysical Research. 1997;102(3):5005-5017. DOI: 10.1029/96JB03860

[6] Dach R, Hugentobler U, Fridez P, Meindl M. Manual of bernese GPS Software Version 
5.0. University of Bern: Astronomical Institute; 2007. 612 p

[7] Transformation Parameters from ITRF08 to ITRF2014 [Internet]. 2018. Available from: 
http://itrf.ign.fr/doc_ITRF/Transfo-ITRF2014_ITRFs.txt [Accessed: Apr 28, 2018]

Accuracy of GNSS Methods88

Chapter 6

Comparative Study of Some Online GNSS Post-
Processing Services at Selected Permanent GNSS Sites
in Nigeria

Olalekan Adekunle Isioye, Mefe Moses and
Lukman Abdulmumin

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.79924

Provisional chapter

Comparative Study of Some Online GNSS Post-
Processing Services at Selected Permanent GNSS Sites
in Nigeria

Olalekan Adekunle Isioye, Mefe Moses
and Lukman Abdulmumin

Additional information is available at the end of the chapter

Abstract

Many applications in surveying and mapping have been made simpler and more precise
due to the advent of GNSS, and thus, the demand for using cutting-edge GNSS techniques
in surveying and mapping applications has become indispensable. Online GNSS post-
processing services are now available to provide support for users in need of precise point
positioning or conventional differential positioning services and without requiring a prior
knowledge of GNSS processing software. This study evaluates the performance of some
online GNSS facilities with emphasis on observation duration (i.e. 1hr, 2hr, 6hr 12hr and
24hr observations). Three of these online facilities (AUSPOS, GAPS and magic-GNSS)
were chosen based on their mode of operation and were evaluated at the location of five
permanent GNSS stations in Nigeria. The study cut across two epochs in the year 2014 (i.e.
seven days each in the months of January and July). Results in this study indicate that
users can expect reliable results from these online services and their accuracy is within
allowable limits for mapping applications in Nigeria. The similarity of the results between
all of the services used is amazing, thus further demonstrates the robustness of the
algorithms and processes employed by the different online facilities.
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1. Introduction

Global Navigation Satellite Systems (GNSS) is generic term for a composition of different
satellite navigation technologies such as American GPS (Global Positioning System); its Russian
equivalent, GLONASS (GLObal Navigation Satellite System); the Chinese system, BeiDou; the
Japanese regional system, QZSS; the Indian regional system IRNSS (Indian Regional Navigation
Satellite System); finally, is the European Galileo system. The GPS and GLONASS has since
attained full operational status. The BeiDou, is expected to achieve completion for worldwide
service in 2020, although a limited version of its signal has already been available since Decem-
ber 2012. The QZSS, is at present providing a limited service in the form of an augmented signal
for GPS, but should be progressively upgraded and achieve full impartiality in 2023. The IRNSS,
is at a final point operation as well. The Galileo system is expected to attain full operational
capability in 2020 [1, 2].

Global Navigation Satellite System (GNSS) is one of the most innovative and practical technol-
ogy developed in recent times. Since its inception it has grown to provide not only world-wide,
all weather navigation, but precise position determination capabilities to all manner of users
especially for surveying and geodetic applications. In surveying and mapping, this represents
a revolutionary departure from conventional surveying procedures, which relied on observed
angles and distances for determining point positions [3, 4].

Traditionally, it was necessary to obtain positioning with GNSS using at least two receivers,
and the collected data processed for high accurate positioning using the GNSS data processing
software whether scientific or commercial. However, the usage of such software is also quite
difficult because they generally require deep knowledge of the GNSS, experience in the
processing and they mostly need a licencing fee [4–7].

A remarkable volume of information and resources on GNSS are available on the internet
including GNSS raw data, precise GNSS satellite orbit and clock files (which are provided
by the international GNSS Service (IGS) and many other organisations, as well as some GNSS
processing software (e.g., see [8]). This software vary in terms availability for use (cost),
accuracy, and their mode of operation which are often dependant on the technical know-how
of the users. Some of the very accurate but complex to use software are GAMIT/GLOBK (from
Department of Earth Atmospheric and Planetary Sciences, MIT), GIPSY/OASIS-II (from Jet
Propulsion Laboratory, JPL), PAGES (from United States National Geodetic Survey, NGS). The
BERNESE software (from the Astronomisches Institut der Universitat Bern, Switzerland), is a
state-of-the-art GNSS processing software similar to GIPSY and GAMIT but available only
commercially at a very high cost. There are also numerous MATLAB based GNSS processing
system which are freely available online (e.g., see [8, 9]), however, users require requisite skills
to use them. Numerous studies have explore and put forward improvements in GNSS
processing system that will aid users confronted with challenges enumerated herein [5, 6, 10].

Regarding the improvements in GNSS data processing methodology, many new opportunities
have been offered to the users. In this respect, many organisations have developed online
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GNSS processing services. These services provide GNSS processing results to the user free of
charge and with unlimited access. The user sends a Receiver Independent Exchange Format
(RINEX) file to the service and within a short period of time, the estimated position of the
receiver used to collect the RINEX data is sent back to the user. Organisations that provide
these free services include: Geohazards Division of Geoscience Australia, the Geodetic Survey
Division (GSD) in Canada, the United States’ National Geodetic Survey (NGS), Scripps Orbit
and Permanent Array Center (SOPAC) at the University of California and the Jet Propulsion
Laboratory (JPL) at National Aeronautics and Space Administration (NASA) [7].

The only requirement for using these services is a computer having an internet connection and
web browser. These services are designed to be as simple as possible for the user and with
minimal input. Users of such systems have to perform uploading/sending of their collected
data in RINEX format by using the web site of these services, e-mail or ftp sites to the system
and selecting a few processing options. Some of these services process not only the GPS but
also the data of other systems, particularly those of GLONASS, and provide resilience and a
higher accurate positioning service in certain cases to their users [5].

Currently, there are several online GNSS post-processing services, and are best categorised
base on their adopted approach of processing the RINEX files. Categorically, there are those
that use the Precise Point Positioning (PPP) approach (see [11–13] for documentation). Those in
this category include Canadian Spatial Reference System-Precise Point Positioning (CSRS-
PPP), magicGNSS, (APPS) and GPS Analysis and Positioning Software (GAPS). PPP based
services used the GNSS data collected with only a single receiver with precise satellite ephe-
merides and clock data by taking into account corrections like carrier phase wind-up, satellite
antenna phase offset, solid and ocean tides. The category of the GNSS online processing
services that adopted the conventional relative approach, where user’s RINEX files are
processed relative to other GNSS continuously operating reference stations (CORS). The Trim-
ble RTX, Australian Surveying and Land Information Group Online GPS Processing Service
(AUSPOS) and Online Positioning User Service (OPUS) are based on this approach [5].

The application/usage of these facilities are gaining global acceptance and numerous studies
have evaluated the accuracy of different online GNSS processing in different part of the world
(e.g. Australia, Egypt, etc.). The results of such studies have demonstrated inherent limitations,
the accuracies, conveniences of online post processing of GNSS observations, and have also
identified a wide range of uses within the surveying community (e.g., see [13–15]). This
chapter is dedicated to the report on the accuracy of three online GNSS processing facilities
(magic GNSS, GAPS, and AUSPOS) over the territory of Nigeria. The major objective of the
study is to investigate the effects of the variation in the duration of GNSS observation sessions
on the positional accuracy when using online processing facilities.

The structure of the paper is as follows: first a general description and status of the different
online GNSS post-processing services is presented in Section 2. Section 3 explains the methods
used in the data acquisition, processing and evaluation of results. Section 4 describes the
results. Lastly, the concluding remarks were presented and additionally, the paper gives
insight into possible future expansion of GNSS infrastructures in Nigeria.
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system which are freely available online (e.g., see [8, 9]), however, users require requisite skills
to use them. Numerous studies have explore and put forward improvements in GNSS
processing system that will aid users confronted with challenges enumerated herein [5, 6, 10].
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minimal input. Users of such systems have to perform uploading/sending of their collected
data in RINEX format by using the web site of these services, e-mail or ftp sites to the system
and selecting a few processing options. Some of these services process not only the GPS but
also the data of other systems, particularly those of GLONASS, and provide resilience and a
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that use the Precise Point Positioning (PPP) approach (see [11–13] for documentation). Those in
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(AUSPOS) and Online Positioning User Service (OPUS) are based on this approach [5].

The application/usage of these facilities are gaining global acceptance and numerous studies
have evaluated the accuracy of different online GNSS processing in different part of the world
(e.g. Australia, Egypt, etc.). The results of such studies have demonstrated inherent limitations,
the accuracies, conveniences of online post processing of GNSS observations, and have also
identified a wide range of uses within the surveying community (e.g., see [13–15]). This
chapter is dedicated to the report on the accuracy of three online GNSS processing facilities
(magic GNSS, GAPS, and AUSPOS) over the territory of Nigeria. The major objective of the
study is to investigate the effects of the variation in the duration of GNSS observation sessions
on the positional accuracy when using online processing facilities.

The structure of the paper is as follows: first a general description and status of the different
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2. Overview of GNSS data processing and online services

Currently, there exist several online facilities for GNSS post processing applications. The
different facilities or services are provided by different organisations and thus their mode of
processing, restrictions, processing options, and format/latency of results varies. Table 1 gives
a summary of the comparison of the different facilities.

Each of the above-mentioned organisations have different technical specifications with respect
to service features such as membership requirement, storage limitation of the GPS/GNSS
RINEX data to be uploaded, process in static/kinematic modes, evaluation the data collected
by single/dual or multi frequency receiver, GPS/GNSS antenna type selection, etc. The basic
requirements that the user needs to take advantage of these different services are almost the
same: access to the Internet and a valid email address. The user sends a Receiver Independent
Exchange Format (RINEX) file to the service and within a short period of time, the estimated
position of the receiver used to collect the RINEX data is sent back to the user. Solution quality
from the various processing services depends on the availability, proximity and quality of base
station data, and the availability of precise satellite orbits and clock corrections.

3. Methodology

Three online GNSS processing software were selected for this study. The selection was based
on their mode of processing. One out of the selected three used the relative solution approach
(i.e. AUSPOS) and the remaining two utilises the PPP technique (i.e. magicGNSS and GAPS).

The study utilised data from the new Nigerian GNSS Network (NIGNET) [16, 17] for the
evaluation of the selected online GNSS services. Daily GNSS data in Hatanaka-compressed
ASCII format were downloaded from the NIGNET site at www.nignet.net. The files were
uncompressed with the freely available CRX2RNX software. The GNSS data were downloaded
at the location of five different stations in the NIGNET (see Figure 1) for the year 2014. These
stations include: ABUZ (Zaria); BKFP (Birnin-Kebbi); CLBR (Calabar); FUTY (Yola); and UNEC
(Enugu). The stations were selected based on the data available per day (data consistency) from
each station as the NIGNET is often characterised by large data gaps [18].

The GNSS data were collected at two epochs corresponding to GPS weeks 1774 and 1800,
respectively. The data were collected for all 7 days in each week, it cuts across two different
seasons of the year (months of January and July). The reason for this was to identify possible
seasonal variations in the estimated coordinates from the different online facilities. The daily
(24 h) RINEX files (observation data files) at each station were then decimated into 2, 6 and
12 h using the TEQC analysis software. This was done in order to check the effect of the length
of observation session on the output of the different online GNSS processing services. The 24 h
files and the decimated files were submitted to the three GNSS online processing services
(magicGNSS, GAPs, and AUSPOS). After submission, both the 24 h and decimated files were
processed and all the results were received via e-mail.
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2. Overview of GNSS data processing and online services

Currently, there exist several online facilities for GNSS post processing applications. The
different facilities or services are provided by different organisations and thus their mode of
processing, restrictions, processing options, and format/latency of results varies. Table 1 gives
a summary of the comparison of the different facilities.

Each of the above-mentioned organisations have different technical specifications with respect
to service features such as membership requirement, storage limitation of the GPS/GNSS
RINEX data to be uploaded, process in static/kinematic modes, evaluation the data collected
by single/dual or multi frequency receiver, GPS/GNSS antenna type selection, etc. The basic
requirements that the user needs to take advantage of these different services are almost the
same: access to the Internet and a valid email address. The user sends a Receiver Independent
Exchange Format (RINEX) file to the service and within a short period of time, the estimated
position of the receiver used to collect the RINEX data is sent back to the user. Solution quality
from the various processing services depends on the availability, proximity and quality of base
station data, and the availability of precise satellite orbits and clock corrections.

3. Methodology

Three online GNSS processing software were selected for this study. The selection was based
on their mode of processing. One out of the selected three used the relative solution approach
(i.e. AUSPOS) and the remaining two utilises the PPP technique (i.e. magicGNSS and GAPS).

The study utilised data from the new Nigerian GNSS Network (NIGNET) [16, 17] for the
evaluation of the selected online GNSS services. Daily GNSS data in Hatanaka-compressed
ASCII format were downloaded from the NIGNET site at www.nignet.net. The files were
uncompressed with the freely available CRX2RNX software. The GNSS data were downloaded
at the location of five different stations in the NIGNET (see Figure 1) for the year 2014. These
stations include: ABUZ (Zaria); BKFP (Birnin-Kebbi); CLBR (Calabar); FUTY (Yola); and UNEC
(Enugu). The stations were selected based on the data available per day (data consistency) from
each station as the NIGNET is often characterised by large data gaps [18].

The GNSS data were collected at two epochs corresponding to GPS weeks 1774 and 1800,
respectively. The data were collected for all 7 days in each week, it cuts across two different
seasons of the year (months of January and July). The reason for this was to identify possible
seasonal variations in the estimated coordinates from the different online facilities. The daily
(24 h) RINEX files (observation data files) at each station were then decimated into 2, 6 and
12 h using the TEQC analysis software. This was done in order to check the effect of the length
of observation session on the output of the different online GNSS processing services. The 24 h
files and the decimated files were submitted to the three GNSS online processing services
(magicGNSS, GAPs, and AUSPOS). After submission, both the 24 h and decimated files were
processed and all the results were received via e-mail.
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To compare the results from the online GNSS post processing facilities with known station
coordinates which were originally obtained from long time station average using BERNESE
software, the residuals (differences) in northing, easting and heights components were com-
puted for all observations in the two epoch and were employed in subsequent analysis.
Consequently, the root-mean-square error (RMSE) in both the vertical and horizontal direc-
tions were computed from the differences using Eqs. (1) and (2). Similarly, the Horizontal
RMSE (HRMSE) and vertical RMSE (VRMSE) were calculated using Eqs. (3) and (4);

RMSENorth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

Pi,North �Oi,Northð Þ2
n

vuut (1)

RMSEEast ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

Pi,East �Oi,Eastð Þ2
n

vuut (2)

HRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
RMSENorthð Þ2 þ RMSEEastð Þ2

q
(3)

VRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn

i¼1

Pi,Vertical �Oi,Verticalð Þ2
n

vuut (4)

Figure 1. Location of permanent GNSS stations in the Nigerian GNSS network (NIGNET).
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In Eqs. (1), (2), and (4); Pi is the known station coordinates for the NIGNET stations and the
estimated coordinates from the different online GNSS services are denote by Oi, and n is the
total number of observations.

4. Results and discussions

The coordinate of the NIGNET stations were obtained in geographic unit and were converted
to equivalent Universal Traverse Mercator (UTM) coordinate system with projection on the
WGS 84 ellipsoid. The coordinates of the selected five NIGNET station for this study in UTM
(Northing, Easting and Height) system is presented in Table 2. Similarly, all 3D coordinates
obtained from the magicGNSS, GAPS, and AUSPOS were converted to UTM system for easy
comparison. Appendices A.1–A.5 contain the average 3D coordinates of the stations at the 2, 6,
12, and 24 h observation sessions.

To compare accuracy of magicGNSS, AUSPOS, and GAPS online services, the coordinates of the
selected permanent GNSS site which were originally computed using BERNESE software are
taken as reference. The coordinate differences of each online services subtracted from reference
coordinates of all the stations andRMSE,HRMSE, andVRMSEhavebeen computedbyEqs. (1)–(4).
The combined results of the performance measures (RMSE, HRMSE, and VRMSE) is presented
in Table 3 for observations at all the permanent GNSS stations in January 2014 (first epoch).

The RMSE values for the east and north components are typically less than 0.3 m for the magic
GNSS and GAPS services; while those of the AUSPOS service were higher and greater than
0.3 m in all instances as seen in Table 3. Accordingly, the HRMSE values for the magicGNSS
and GAPS were also less than those from AUSPOS; also, the VRMSE values for AUSPOS are
higher than those of magicGNSS and GAPS which is an indication that AUSPOS results are
less accurate when compared to magicGNSS and GAPS. Figure 2 is a plot of the different
performance measures, it very evident form Figure 2 that AUSPOS performs less than the
other two services. Also, it can be seen the 24 h file do not always give the best results.
However, AUSPOS did gave some deterrent messages on the use of 2 h files for processing.

Again, the combined results of the performance measures (RMSE, HRMSE, and VRMSE) is
presented in Table 4 for observations at all the permanent GNSS stations in July 2014 (second
epoch).

S/no Stations Easting (m) Northing (m) Height (m)

1. ABUZ 352440.6939 1233094.064 705.0536

2. BKFP 633587.9715 1378678.241 249.9995

3. CLBR 428111.6667 547205.768 57.1295

4. FUTY 884308.222 1035426.663 247.3917

5. UNEC 334662.4162 710405.3358 254.3912

Table 2. The UTM coordinates of the selected GNSS stations from the NIGNET.
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To compare the results from the online GNSS post processing facilities with known station
coordinates which were originally obtained from long time station average using BERNESE
software, the residuals (differences) in northing, easting and heights components were com-
puted for all observations in the two epoch and were employed in subsequent analysis.
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In Eqs. (1), (2), and (4); Pi is the known station coordinates for the NIGNET stations and the
estimated coordinates from the different online GNSS services are denote by Oi, and n is the
total number of observations.

4. Results and discussions

The coordinate of the NIGNET stations were obtained in geographic unit and were converted
to equivalent Universal Traverse Mercator (UTM) coordinate system with projection on the
WGS 84 ellipsoid. The coordinates of the selected five NIGNET station for this study in UTM
(Northing, Easting and Height) system is presented in Table 2. Similarly, all 3D coordinates
obtained from the magicGNSS, GAPS, and AUSPOS were converted to UTM system for easy
comparison. Appendices A.1–A.5 contain the average 3D coordinates of the stations at the 2, 6,
12, and 24 h observation sessions.

To compare accuracy of magicGNSS, AUSPOS, and GAPS online services, the coordinates of the
selected permanent GNSS site which were originally computed using BERNESE software are
taken as reference. The coordinate differences of each online services subtracted from reference
coordinates of all the stations andRMSE,HRMSE, andVRMSEhavebeen computedbyEqs. (1)–(4).
The combined results of the performance measures (RMSE, HRMSE, and VRMSE) is presented
in Table 3 for observations at all the permanent GNSS stations in January 2014 (first epoch).

The RMSE values for the east and north components are typically less than 0.3 m for the magic
GNSS and GAPS services; while those of the AUSPOS service were higher and greater than
0.3 m in all instances as seen in Table 3. Accordingly, the HRMSE values for the magicGNSS
and GAPS were also less than those from AUSPOS; also, the VRMSE values for AUSPOS are
higher than those of magicGNSS and GAPS which is an indication that AUSPOS results are
less accurate when compared to magicGNSS and GAPS. Figure 2 is a plot of the different
performance measures, it very evident form Figure 2 that AUSPOS performs less than the
other two services. Also, it can be seen the 24 h file do not always give the best results.
However, AUSPOS did gave some deterrent messages on the use of 2 h files for processing.

Again, the combined results of the performance measures (RMSE, HRMSE, and VRMSE) is
presented in Table 4 for observations at all the permanent GNSS stations in July 2014 (second
epoch).

S/no Stations Easting (m) Northing (m) Height (m)

1. ABUZ 352440.6939 1233094.064 705.0536

2. BKFP 633587.9715 1378678.241 249.9995

3. CLBR 428111.6667 547205.768 57.1295

4. FUTY 884308.222 1035426.663 247.3917

5. UNEC 334662.4162 710405.3358 254.3912

Table 2. The UTM coordinates of the selected GNSS stations from the NIGNET.
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Duration (h) RMSE (E) RMSE (N) HRMSE VRMSE

magicGNSS

2 0.10823 0.10840 0.04316 0.15318

6 0.09798 0.12607 0.04410 0.15967

12 0.10634 0.11150 0.04231 0.15408

24 0.10768 0.10840 0.04293 0.15280

AUSPOS

2 0.37673 0.69649 0.34905 0.62703

6 0.36023 0.71277 0.41569 0.63781

12 0.34954 0.71344 0.41882 0.63118

24 0.38925 0.70973 0.42112 0.80946

GAPS

2 0.22128 0.04342 0.03108 0.22550

6 0.19239 0.04253 0.03108 0.19703

12 0.20384 0.05975 0.03153 0.21242

24 0.22508 0.14803 0.02749 0.26940

Table 3. Performance of online GNSS services during the first epoch of observation.

Figure 2. A plot of the HRMSE and VRMSE for the different online GNSS services during the first epoch of observations.
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The results from Table 4 are in very good agreement with those in earlier discussed (Table 3
for the first epoch of observations). Figure 3 is a plot of the different performance measures for
the second epoch of observation.

From Figure 3 it is evident that the 24 h observation files and the decimated files (2, 6 and 12 h),
produce results with millimetre (mm) to a centimetre (cm) level of accuracy when processed
with magicGNSS and GAPS. It is again evident from Figure 3 that magicGNSS produces the
best results, followed by GAPS and then AUSPOS. This is the same for the two epochs.

The AUSPOS is the only one of the three facilities that utilises the relative approach, its results
were not pleasing, the poor performances of AUSPOS is attributed long baselines in the
processing because of non-availability of nearby IGS stations for the processing. Thus, base-
lines of shorter lengths will increase the quality of data, the reliability and dependability of the
online AUSPOS facilities. As earlier stated, AUSPOS again gave a warning message in
processing the 2 h files indicating that the precision of estimated coordinates are outside the
confidence level but the situation was different with magicGNSS and GAPS.

All the three services investigated in this study return results to users via email. Time delay on
receiving the results depends on several factors including the traffic on the Internet and the
number of users accessing the service at the same time. The displayed times in Table 5 are only
a rough estimates in order to compare the speed of each of the services and were obtained by
submitting the same 24 h data set to each of the service.

The AUSPOS is the fastest to return results, followed by GAPS and then magicGNSS; again it
was found to be more user friendly, followed by magicGNSS (e-mail version) and then GAPS.

Duration (h) RMSE (E) RMSE (N) HRMSE VRMSE

Magic GNSS

2 0.12714 0.12379 0.03169 0.17745

6 0.10241 0.11328 0.02096 0.15271

12 0.07737 0.11046 0.02095 0.13486

24 0.10147 0.10527 0.02583 0.14622

AUSPOS

2 0.58026 0.11122 0.44654 0.59082

6 0.56693 0.11216 0.44207 0.57792

12 0.57561 0.11502 0.43894 0.58699

24 0.68495 0.30499 0.44182 0.74979

GAPS

2 0.03041 0.00040 0.03958 0.03041

6 0.06927 0.00434 0.04003 0.06941

12 0.11972 0.45249 0.03421 0.46806

24 0.26515 0.45061 0.03841 0.52284

Table 4. Performance of online GNSS services during the second epoch of observation.
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Duration (h) RMSE (E) RMSE (N) HRMSE VRMSE
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24 0.22508 0.14803 0.02749 0.26940

Table 3. Performance of online GNSS services during the first epoch of observation.

Figure 2. A plot of the HRMSE and VRMSE for the different online GNSS services during the first epoch of observations.
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The results from Table 4 are in very good agreement with those in earlier discussed (Table 3
for the first epoch of observations). Figure 3 is a plot of the different performance measures for
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The GAPS facilities has some security features which sometimes exasperate the process of
submitting files for processing. Also, the advanced mode of processing in GAPS gives room
to decimate files automatically by just giving the range of observation without going into the
tedious processes of doing it with TEQC software.

5. Concluding remarks

In this work, a comparative analysis of some online GNSS post-processing services at locations
of permanent GNSS stations in Nigeria has been made. Online GNSS processing services can
help users either using precise point positioning (PPP) or differential method, and without
requiring a prior knowledge of GNSS processing software. Results in this project indicate that
users can expect reliable results from these online services. The similarity of the results
between all of the services used is amazing. That they differ only by a few millimetre (mm) or
centimetre (cm) demonstrates the robustness of the algorithms and processes they employ in
processing GNSS observations. Results for decimated daily RINEX files also show that users
can process data sets of less than 24 h observation period and expect almost the same results

Figure 3. A plot of the HRMSE and VRMSE for the different online GNSS services during the second epoch of observations.

Elapsed time (min) MagicGNSS AUSPOS GAPS

Min Max Min Max Min Max

2 1440 1 2 2 3

Table 5. Latency results from magicGNSS, AUSPOS, and GAPS online GNSS post-processing services.
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(or better results in some cases) when compared to the 24 h data set. Among the three online
facilities examined in this study, the AUSPOS seems to have the most flexible and user friendly
interface, followed by magicGNSS and then GAPS. As mentioned earlier, magicGNSS pro-
duces the best result, followed by GAPS and then AUSPOS. When selecting a faster means of
obtaining result from these software, AUSPOS is the fastest, followed by GAPS and then
magicGNSS. The reason why AUSPOS did not perform as GAPS and magicGNSS is due to
the effect of long baselines in the processing and this again affirm the advantage of the PPP
techniques. Regardless of the problem that might be encountered in the return of results
(processed coordinate values), magicGNSS is undoubtedly the best of the three. Undoubtedly,
the online GNSS facilities have brought a paradigm shift in GNSS positioning applications, in
view of the accuracy and efficiency (saving cost of buying and operating a second receiver)
they offer to users. It is therefore necessary that if any of these facilities (including those not
considered in this study) is to be used for processing, the need for reliability and accuracy must
first be considered. Finally, creating awareness among surveyors and other professionals on
the functionality and dependability of online GNSS post-processing services is needed so that
they can fully explore the potential of these facilities in mapping and possibly cadastral
applications in Nigeria and other parts of the world.
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A.1. Mean station coordinates for ABUZ in the two epochs of observation

Duration (h) Station coordinate

Easting (m) Northing (m) Height
(m)

Epoch 1

MagicGNSS 2 352440.7181 1233094.105 705.054

6 352440.718 1233094.108 705.051

12 352440.7182 1233094.103 705.053

24 352440.7185 1233094.104 705.054

AUSPOS 2 352441.0593 1233094.676 705.234

6 352441.0581 1233094.679 705.232

12 352441.0592 1233094.679 705.236

24 352441.056 1233094.676 705.234

GAPS 2 352440.8165 1233094.156 705.073

6 352440.8493 1233094.155 705.071

12 352440.8274 1233094.149 705.07

24 352440.8165 1233094.154 705.073

Epoch 2

MagicGNSS 2 352440.7617 1233094.105 705.053

6 352440.7508 1233094.103 705.054

12 352440.7398 1233094.1 705.053

24 352440.718 1233094.102 705.053

AUSPOS 2 352440.7509 1233094.126 705.237

6 352440.729 1233094.127 705.239

12 352440.7508 1233094.122 705.24

24 352440.7507 1233094.132 705.236

GAPS 2 352440.7302 1233094.15 705.064

6 352440.7304 1233094.146 705.065

12 352440.7305 1233094.148 705.063

24 352440.7299 1233094.148 705.064

Accuracy of GNSS Methods100

A.2. Mean station coordinates for BKFP in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

Epoch 1

MagicGNSS 2 633588.0497 1378678.305 250.049

6 633588.0494 1378678.302 250.048

12 633588.0496 1378678.306 250.05

24 633588.0495 1378678.305 250.048

AUSPOS 2 633588.0703 1378678.9 250.184

6 633588.07 1378678.902 250.18

12 633588.0701 1378678.903 250.183

24 633588.0702 1378678.901 250.184

GAPS 2 633588.0933 1378678.284 250.001

6 633588.093 1378678.286 250.003

12 633588.0933 1378678.284 250.004

24 633588.0932 1378678.285 249.999

EPOCH 2

MagicGNSS 2 633588.047 1378678.302 250.012

6 633588.0472 1378678.303 249.999

12 633588.047 1378678.303 250

24 633588.0471 1378678.301 250.013

AUSPOS 2 633588.0402 1378678.778 250.19

6 633588.0404 1378678.777 250.189

12 633588.0407 1378678.775 250.19

24 633588.0402 1378678.777 250.192

GAPS 2 633588.0417 1378678.341 250.012

6 633588.0418 1378678.342 250.01

12 633588.042 1378678.34 250.009

24 633588.0417 1378678.34 250.008
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A.2. Mean station coordinates for BKFP in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

Epoch 1

MagicGNSS 2 633588.0497 1378678.305 250.049

6 633588.0494 1378678.302 250.048

12 633588.0496 1378678.306 250.05

24 633588.0495 1378678.305 250.048

AUSPOS 2 633588.0703 1378678.9 250.184

6 633588.07 1378678.902 250.18

12 633588.0701 1378678.903 250.183

24 633588.0702 1378678.901 250.184

GAPS 2 633588.0933 1378678.284 250.001

6 633588.093 1378678.286 250.003

12 633588.0933 1378678.284 250.004

24 633588.0932 1378678.285 249.999

EPOCH 2

MagicGNSS 2 633588.047 1378678.302 250.012

6 633588.0472 1378678.303 249.999

12 633588.047 1378678.303 250

24 633588.0471 1378678.301 250.013

AUSPOS 2 633588.0402 1378678.778 250.19

6 633588.0404 1378678.777 250.189

12 633588.0407 1378678.775 250.19

24 633588.0402 1378678.777 250.192

GAPS 2 633588.0417 1378678.341 250.012

6 633588.0418 1378678.342 250.01

12 633588.042 1378678.34 250.009

24 633588.0417 1378678.34 250.008
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A.3. Mean station coordinates for CLBR in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

EPOCH 1

MagicGNSS 2 428111.7174 547205.8302 57.183

6 428111.7173 547205.8324 57.184

12 428111.717 547205.8335 57.183

24 428111.7171 547205.8314 57.183

AUSPOS 2 428111.8034 547205.8643 57.344

6 428111.7912 547205.8645 57.343

12 428111.769 547205.8644 57.344

24 428111.7468 547205.8649 57.343

GAPS 2 428111.7848 547205.83 57.167

6 428111.7845 547205.8296 57.17

12 428111.7846 547205.8293 57.171

24 428111.7848 547205.8317 57.167

EPOCH 2

MagicGNSS 2 428111.7213 547205.8316 57.188

6 428111.7202 547205.8319 57.185

12 428111.7191 547205.8312 57.181

24 428111.718 547205.8316 57.182

AUSPOS 2 428111.7158 547204.7951 57.357

6 428111.7147 547204.7918 57.358

12 428111.7158 547204.7929 57.357

24 428111.9527 547204.3555 57.356

GAPS 2 428111.3121 547204.4158 57.178

6 428111.2899 547204.4192 57.18

12 428111.2566 547204.417 57.172

24 428111.2613 547204.4157 57.178

Accuracy of GNSS Methods102

A.4. Mean station coordinates for FUTY in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

EPOCH 1

MagicGNSS 2 884308.2235 1035426.664 247.393

6 884308.2133 1035426.701 247.401

12 884308.2334 1035426.668 247.39

24 884308.2224 1035426.663 247.393

AUSPOS 2 884308.4531 1035426.813 247.572

6 884308.3431 1035426.81 247.57

12 884307.1331 1035426.798 247.571

24 884308.4532 1035426.802 247.572

GAPS 2 884308.2816 1035426.356 247.4

6 884308.1815 1035426.466 247.404

12 884308.2246 1035426.555 247.401

24 884308.2812 1035426.733 247.399

EPOCH 2

MagicGNSS 2 884308.2342 1035426.7 247.4

6 884308.1904 1035426.677 247.395

12 884308.1464 1035426.675 247.4

24 884308.2225 1035426.662 247.392

AUSPOS 2 884308.2779 1035426.726 247.58

6 884308.2713 1035426.726 247.578

12 884308.2669 1035426.725 247.572

24 884308.2757 1035426.727 247.579

GAPS 2 884307.4646 1035426.76 247.4

6 884307.5736 1035426.75 247.401

12 884307.6836 1035426.749 247.401

24 884307.8574 1035426.754 247.402
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A.4. Mean station coordinates for FUTY in the two epochs of observation

Duration (h) Coordinates
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(m)

EPOCH 1
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6 884308.1815 1035426.466 247.404

12 884308.2246 1035426.555 247.401
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EPOCH 2

MagicGNSS 2 884308.2342 1035426.7 247.4

6 884308.1904 1035426.677 247.395

12 884308.1464 1035426.675 247.4

24 884308.2225 1035426.662 247.392

AUSPOS 2 884308.2779 1035426.726 247.58

6 884308.2713 1035426.726 247.578

12 884308.2669 1035426.725 247.572

24 884308.2757 1035426.727 247.579
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A.5. Mean station coordinates for UNEC in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

EPOCH 1

MagicGNSS 2 334662.5036 710405.410 254.383

6 334662.4914 710405.413 254.380

12 334662.4899 710405.416 254.384

24 334662.5036 710405.418 254.383

AUSPOS 2 334662.5126 710405.410 254.573

6 334662.5134 710405.411 254.570

12 334662.5105 710405.417 254.569

24 334662.5145 710405.415 254.573

GAPS 2 334662.4889 710,405. 429 254.394

6 334662.4919 710405.433 254.389

12 334662.4962 710405.388 254.390

24 334662.4979 710405.391 254.390

EPOCH 2

magicGNSS 2 334662.4904 710405.4100 254.383

6 334662.4907 710405.4102 254.380

12 334662.491 710405.4096 254.378

24 334662.4916 710405.4106 254.383

AUSPOS 2 334662.483 710405.398 254.6

6 334662.4826 710405.3992 254.59

12 334662.4832 710405.3997 254.588

24 334662.4826 710405.3983 254.588

GAPS 2 334662.4897 710405.4041 254.4

6 334662.4895 710405.4049 254.399

12 334662.4899 710405.406 254.397

24 334662.4871 710405.405 254.399
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A.5. Mean station coordinates for UNEC in the two epochs of observation

Duration (h) Coordinates

Easting (m) Northing (m) Height
(m)

EPOCH 1

MagicGNSS 2 334662.5036 710405.410 254.383

6 334662.4914 710405.413 254.380

12 334662.4899 710405.416 254.384

24 334662.5036 710405.418 254.383

AUSPOS 2 334662.5126 710405.410 254.573

6 334662.5134 710405.411 254.570

12 334662.5105 710405.417 254.569

24 334662.5145 710405.415 254.573

GAPS 2 334662.4889 710,405. 429 254.394

6 334662.4919 710405.433 254.389

12 334662.4962 710405.388 254.390

24 334662.4979 710405.391 254.390

EPOCH 2

magicGNSS 2 334662.4904 710405.4100 254.383

6 334662.4907 710405.4102 254.380

12 334662.491 710405.4096 254.378

24 334662.4916 710405.4106 254.383

AUSPOS 2 334662.483 710405.398 254.6

6 334662.4826 710405.3992 254.59

12 334662.4832 710405.3997 254.588

24 334662.4826 710405.3983 254.588

GAPS 2 334662.4897 710405.4041 254.4

6 334662.4895 710405.4049 254.399

12 334662.4899 710405.406 254.397

24 334662.4871 710405.405 254.399
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Abstract

A construction of national spatial reference systems (NSRS) is promoted in many countries
due to modern achievements of Global Navigation Satellite System (GNSS) methods and
results of building of high accurate geoid/quasi-geoid models at centimeter level of accuracy.
One of the most popular methods used for the construction of the NSRS is related to
Helmert block adjustment method, by which we ought to solve techno-scientific task of a
separate adjustment of GNSS network in International Terrestrial Reference Frame (ITRF)
and next combination of a results of adjustment of the terrestrial geodetic and GNSS
networks in the NSRS. In this chapter, we carry out a research on the usage of a recurrent
adjustment method with Givens rotation for solving the abovementioned task on an account
of its advantages of being effective for application of a technique of sparse matrix, outlier
detection and very simple for solving the subsystem of observation equations, created based
on the transformation of the results of the separate adjustment of the GNSS network from
the ITRF into the NSRS. The experiment results of solving the abovementioned task for the
GPS network in the North Vietnam had shown that the horizontal and vertical position
accuracy of the GPS points in VN2000–3D had reached the few centimeter level.

Keywords: method of recurrent adjustment, combined adjustment of terrestrial geodetic
and GNSS networks, recurrent adjustment method with rotation, method of Givens
rotation, national spatial reference system

1. Introduction

In the past, in different countries, national horizontal and vertical reference systems had been
constructed independently from each other; in addition, horizontal control points almost did
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not coincide with vertical control points. A national first- and second-order astro-geodetic
network constructed by traditional geodetic methods did not allow to obtain horizontal posi-
tioning accuracy of the horizontal control points at the centimeter level. Because of an accu-
mulation of measurement errors in the national horizontal control network, a coordinate
transmission from one origin point led to the more horizontal positioning error of the distant
horizontal control points. For example, the horizontal position accuracy in NAD83 (1986)
reached the level of 1 m [4, 34]. Such analogical situation had also been happened to the
vertical control network. For the national first- and second-order astro-geodetic networks of
the former Soviet Union in SK95, the maximal RMS of horizontal position of horizontal control
points reached the level of 1.5 m [9].

Nowadays, traditional geodetic methods cannot satisfy the accuracy requirements of the national
horizontal and vertical reference systems at the centimeter level according to modern techno-
scientific achievements. The abovementioned accuracy requirements only will be satisfied by the
construction of the NSRS based on modern achievements of the GNSS methods, the construction
of the highly accurate national geoid/quasi-geoid model and the geopotential vertical datum.

Present-day worldwide and rapid development of GNSS methods, especially the construction
of Continuously Operating Reference Station (CORS) networks of GNSS base stations and
mathematical processing of GNSS data in the ITRF with usage of International GNSS Service
(IGS) products, and construction of national hybrid geoid/quasi-geoid models with an accu-
racy at the level of few centimeters had created favorable conditions for building of the NSRS
in many countries, for example, ETRS89/DREF91/2016 (Germany), GDA2020 (Australia) [14],
NSRS2022 (USA CONUS, Canada, Caribbean Islands. Hawaii and Greenland) [35], and so on.

In case of processing the GNSS data in the ITRF, highly accurate spatial coordinates of geodetic
points will be converted from the ITRF to the NSRS by the seven parameter Bursa-Wolf

formula. Next, we symbolize Δm,ε,ε,ε,Z,Y,X ZYX000 as the seven coordinate trans-

formation parameters from the ITRF to the NSRS by Bursa-Wolf formula, where 000 Z,Y,X
are the spatial coordinates of the origin of the ITRF with respect to the origin of the NSRS,

ZYX ε,ε,ε are Euler rotation angles of the coordinate axes of the ITRF with respect to the

analogical coordinate axes of the NSRS, Δm is a scale factor change.

For geodetic purposes, the NSRS contains an ellipsoidal surface used as the reference surface
for the determination of an ellipsoidal coordinate system and a national plane coordinate
system. A Geoid/quasigeoid surface is used for the reference surface of the national vertical
reference system. In addition, the national geoid/quasigeoid model creates relationship of the
geoid/quasi-geoid surface to the ellipsoidal surface and satisfies the connection of the spatial
coordinates of geodetic points with the national vertical reference system.

In practice of the construction of GNSS network by the static relative positioning technique, the
components ΔZΔY,ΔX, of baseline vector between two GNSS points obtained from the
processing of GNSS observations have been used as measured values in the GNSS network.
Using IGS products for processing GNSS observations in the ITRF, the components
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ΔZΔY,ΔX, of the baseline vectors have very high accuracy and have been used for the
adjustment of the GNSS network. In [19], formulas for apriori assessment of relative horizontal

position accuracy xyM between two GNSS points and accuracy of ellipsoidal height Hm had

been proposed in the following forms:
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where b  - is the distance between two GNSS points in units of km; B  - is the geodetic

latitude of GNSS point; SM (in units of cm) – accuracy of IGS precise ephemerides at the level

of 2.5 cm (or 5 cm).

From formulas (1) and (2), we see that for the GNSS network, constructed by the static relative
positioning technique, using IGS products for processing of GNSS observations in the ITRF
enables very high relative horizontal position accuracy between two any GNSS points and the
very high accuracy of ellipsoidal heights. The highly accurate GNSS network can be used for
maintenance and improvement of the accuracy of the national horizontal and vertical reference
systems. The construction of the NSRS will satisfy the abovementioned demands. For the
construction of the NSRS, we can solve for the three of the following main techno-scientific
tasks:

• Construction of the passive GNSS network, covering whole national territory;

• Construction of the national geoid/quasigeoid model with the accuracy at centimeter
level;

• Combined adjustment of the terrestrial geodetic and passive GNSS networks in the NSRS.

With the purpose of the maintenance and the improvement of the accuracy of the national
horizontal and vertical reference systems, apart from some of the CORS stations, the passive
GNSS network still consists of horizontal and vertical control points which are called as
ground control points and have been selected by the following criteria [1, 7]:

• Their location must satisfy requirements of a good satellite geometry and a sky visibility.

• Quick and easy access to them.

• Selected points may be located on geologically stable positions.

The passive GNSS points may have a 20–100 km density [1, 2, 6–8]. The passive GNSS
networks have been built in many countries, for example High Accuracy Reference Network
(USA) [33], Passive Control Network (Canada) [3, 38], Auscope GNSS Network (Australia),
and so on.
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Highly accurate ellipsoidal heights at the vertical control benchmarks which are derived from
the processing of co-located GNSS observations in the ITRF, especially for the countries at the
low and mid-latitudes, enable determining highly accurate geoid/quasi-geoid heights at those
benchmarks. Those are very important data source for the determination of GNSS-leveling
geoid/quasigeoid heights used for the improvement of accuracy of the national gravimetric
geoid/quasi-geoid models.

Over the last decade, countries in Europe, South America, Canada, the United States of America,
and so on had developed the geoid-based vertical reference systems (geopotential datum)
[36, 37, 40]. An initial surface of the geopotential datum is the geoid surface with the geopotential

.0W With usage of the geopotential datum, we have determined geopotentials of the vertical

control benchmarks that will be used for the construction of the geopotential field model on the
national territory or in a region. In addition to this, highly accurate ellipsoidal heights deter-
mined by the GNSS methods at the vertical control benchmarks allow calculating anomalous
geopotentials of those control benchmarks which are additional data source for making more
precision of spherical harmonic coefficients of the Earth Gravitational Model [21].

In [25], it is shown that in the NSRS, the relative accuracy of spatial coordinates may reach the
level of 10–9. Based on this criterion, in [20], it had been proved that the accuracy of the national
geoid/quasi-geoid model can be improved to a level of higher than �4 cm. At present, the
national geoid/quasigeoid models in many countries, for example, AUSGeoid09 (Australia),
USGG2012 (USA), CGG2013 (Canada), OSGM15 (UK), GCG2016 (Germany), and so on, have
the accuracy higher than the abovementioned limitation, which guarantees to obtain orthometric/
normal heights of points of interest with accuracy at the centimeter level based on the highly
accurate national geoid/quasi-geoid model and results of GNSS data processing in the ITRF.

With the purpose of the maintenance and the improvement of accuracy of the national hori-
zontal and vertical reference systems, in this chapter, we research on methods used for com-
bined adjustment of terrestrial geodetic and passive GNSS networks, especially on a recurrent
method with rotation for a combined adjustment of terrestrial geodetic and GNSS networks in
the NSRS.

Although we use the terminology “combined adjustment of terrestrial geodetic and GNSS
networks in the NSRS,” the terrestrial geodetic network comprising horizontal and vertical
control networks had been adjusted previously. Therefore, in this chapter, we understand this
terminology as “combination of the results of separate adjustment of terrestrial geodetic and
GNSS networks in the NSRS.”

2. Methodology

2.1. Methods for combined adjustment of terrestrial geodetic and passive GNSS networks

A terrestrial geodetic network contains the national horizontal and vertical control networks
that had been adjusted separately in the national horizontal and vertical reference systems. For
the ground control points selected from the national horizontal and vertical control points and
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used for the construction of the passive GNSS network, their national ellipsoidal coordinates
play very important role in solving the task of the combined adjustment of the terrestrial
geodetic and the passive GNSS networks. The accuracy improvement of the national ellipsoi-
dal coordinates (or corresponding spatial coordinates) of the abovementioned ground control
points in the NSRS is the purpose of solving of the abovementioned task.

In common case, it is assumed that the national reference ellipsoid and the global reference
ellipsoid are different form each other. For the national horizontal control points from results
of processing of colocated GNSS observations in the ITRF according to the global reference
ellipsoid, we will create relationship between the global geodetic latitudes, longitudes and the
national geodetic latitudes, longitudes of these points by the Molodensky formula. This allows
to obtain the national geodetic latitude, longitude of the vertical control benchmarks on which
GNSS observations had been performed.

The orthometric/normal height of the national horizontal control points can be obtained by
precise spirit (geometric) leveling or using a national geopotential field model with determined

geopotential 0W of the national geoid. The first national geopotential field model in Vietnam

had been declared in [23].

Such national ellipsoidal heights of the ground control points fully can be derived based on the
highly accurate national geoid/quasigeoid model and the GNSS method. By such ways, we will
obtain the national ellipsoidal coordinates of the ground control points, which will then be used
for the calculation of approximate spatial coordinates ZY,X, of these points in the NSRS.

In geodetic practice have been created two different directions related to development of
methods for the combined adjustment of the terrestrial geodetic and GNSS networks. In the
first direction, the components ΔZΔY,ΔX, of baseline vectors in the GNSS network have
been used as pseudo-observations for the combined adjustment with different terrestrial
observations on the national reference ellipsoid and for them in observation equations
unknown parameters are ellipsoidal coordinate corrections and coordinate transformation

parameters Δm,ε,εε ZY,X [26]. In case the seven coordinate transformation parameters

by Bursa-Wolf formula are known, the components ZYX ,, of baseline vectors will be
transformed from the ITRF to the NSRS. After that, those components ΔZΔY,ΔX, of base-
line vectors can be transformed to Δh,α,s, where αs,  - is length and azimuth of the
geodesic; Δh  - is the difference of ellipsoidal heights. The values Δhα,s, will be used as
pseudo-observations for the combined adjustment with various terrestrial observations on the
national reference ellipsoid [26, 27].

The second direction is related to the development of methods for the combined adjustment of
the terrestrial geodetic and GNSS networks based on the Helmert block method by principle: a
separate adjustment of the terrestrial geodetic and GNSS networks and their next combination.
The separate adjustment of the passive GNSS network will be performed with two following
purposes:

• Outlier detection and their removal (if they exist) in the passive GNSS network.

• Determination of highly accurate spatial coordinates of the GNSS points in the ITRF.
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The second direction is related to the development of methods for the combined adjustment of
the terrestrial geodetic and GNSS networks based on the Helmert block method by principle: a
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The separate adjustment of the passive GNSS network will be performed with two following
purposes:

• Outlier detection and their removal (if they exist) in the passive GNSS network.
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We will continue the research of the second direction in the following contents of this chapter.

It is assumed that the passive GNSS network consists of NP points, in which np common
points (np ≤NP) are the ground control points. In addition, these points have the approximate
spatial coordinates in the NSRS presented in the form of the national spatial coordinate vector:

T
npnpnp111 )Z,Y,X,...,Z,Y,(Xτ ð3Þ

with variance–covariance matrix ,.QμK
ττ

kxk
τ where npk .3 - order of matrix; τμ - RMS of

the unit weight determined apriori.

Without the loss in generality, we arrange ground control points in the first orders. After the
separate adjustment of the passive GNSS network in the ITRF, we obtain the adjusted spatial
coordinate vector of the NP GNSS points in following form:

ð4Þ

with variance-covariance matrix ,.RμK 1
S

2
SS where S is the RMS of the unit weight and SR

is the normal matrix of the order K obtained from the process of the separate adjustment of the

passive GNSS network. In addition, the order K = 3.NP; 1S is a subvector of the spatial

coordinates of the np ground control points in the ITRF; 2S is a subvector of the spatial

coordinates of the remaining (NP – np) GNSS points in the ITRF.

In common case, for the GNSS points, the spatial coordinates Z,Y,X in the ITRF are related to
the spatial coordinates in the NSRS by Bursa-Wolf formula in the following form:

.
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XmZ

YZ

0

0

0

ð5Þ

Now we symbolize T
ZYX000 Δm),ε,ε,ε,Z,Y,(Xω as seven coordinate transforma-

tion parameters from the ITRF to the NSRS; τ~ as vector of the adjusted spatial coordinates of

the ground control points in the NSRS, which will be obtained after the combined adjustment
of the terrestrial geodetic and passive GNSS networks and has the following form:

.δτττ~ ð6Þ
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where vector τ is represented in form (3); δτ  - is vector of spatial coordinate corrections.

δSSS~ as vector of the adjusted spatial coordinates of the GNSS points in the ITRF

obtained after the combined adjustment of the terrestrial geodetic and passive GNSS networks.

In addition, vector S~ and vector of spatial coordinate corrections have following forms with

respect to vector S represented in form (4):

,~

~
~

2

1

S

S
S ð7Þ

.
2

1

δS

δS
S ð8Þ

With above presented notations, for the np ground control points from formula (5) yields

.~~ G.ωSτ 1
ð9Þ

where block matrix G with dimension NP � 7 has form:

,

NP

2

1

NPx7

G

.

.

G

G

G

additionally sub-block matrix iG with order 3� 7 (i = 1,2,…,NP) is represented in following form:

.

iii

iii

iii

i

Z0XY100

YX0Z010

XYZ0001

G

When the seven coordinate transformation parameters of Bursa-Wolf formula are unknown,
the mathematical model of the combined adjustment of the terrestrial geodetic and GNSS
network had been proposed in Ref. [31] in the following form:
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where vector τ is represented in form (3); δτ  - is vector of spatial coordinate corrections.

δSSS~ as vector of the adjusted spatial coordinates of the GNSS points in the ITRF

obtained after the combined adjustment of the terrestrial geodetic and passive GNSS networks.

In addition, vector S~ and vector of spatial coordinate corrections have following forms with

respect to vector S represented in form (4):
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where block matrix G with dimension NP � 7 has form:
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When the seven coordinate transformation parameters of Bursa-Wolf formula are unknown,
the mathematical model of the combined adjustment of the terrestrial geodetic and GNSS
network had been proposed in Ref. [31] in the following form:
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,

,

,

0LG.ωδτδS

RP,δSV

KμP,δτV

kx1kx1
1

SS
Kx1

S

1
τ

.
2
Sτ

kx1kx1
τ

ð10Þ

where the third condition equation in the abovementioned model is inferred from the relation

(9) accounting for formulas (6), (7), (8); vector of misclosures .τSL 1

System of observation equations (10) has K + k + 7 unknown parameters, in which there are
K + k spatial coordinate corrections.

In case the approximate values of the seven coordinate transformation parameters of Bursa-

Wolf formula
T(0)(0)

Z
(0)
Y

(0)
X

(0)
0

(0)
0

,
(0)
0

(0) )Δm,ε,ε,ε,Z,Y(Xω had been determined, we

fully can convert vector S (4) from the ITRF to the NSRS and get a vector of the transformed
spatial coordinates θ of the all GNSS points in the NSRS in the following form:

,
2

1

θ

θ
θ ð11Þ

where the subvector 1θ corresponds to the np ground control points; subvector 2θ refers to the

remaining (NP – np) GNSS points.

In this case, a difference between the vector τ (3) and the subvector 1θ in (11) mainly was

caused by the existence of errors in the vector τ (3) and the vector of approximate seven

coordinate transformation parameters .(0)ω For the task of the combined adjustment of the

terrestrial geodetic and passive GNSS networks in the NSRS, when we use the vector of the
spatial coordinates θ (11) as the vector of pseudo-measurements, an improvement in the
accuracy of the national spatial coordinate vector τ (3) will be obtained due to the high

accuracy of the vector ,θ large number of redundant pseudo-measurements and taking

account of variance–covariance matrix 1
S

2
SS .RμK of the vector .θ

Wewill carry out a research on the method of the combined adjustment of the terrestrial geodetic

and passive GNSS networks in the NSRS proposed in [16]. In this method, the subvector 2θ in

the form of (11) will be used for the subvector of approximate spatial coordinate of the remaining
(NP – np) GNSS points in the NSRS. Then taking into account vector τ (3), the vector of the
approximate spatial coordinate τ̂ of the all GNSS points in the NSRS has the following form:

.ˆ
2θ

τ
τ ð12Þ
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Vector of spatial coordinate correction τδˆ and vector of last spatial coordinate τδττ ˆˆ~̂ are
represented in the following forms:

,ˆ
npNPδτ

δτ
τδ ð13Þ

.~

~
~̂

2θ

τ
τ ð14Þ

With the purpose of decrease in influence of the errors in the vector of approximate seven

coordinate transformation parameters (0)ω on the results of the combined adjustment of the

terrestrial geodetic and passive GNSS networks in the NSRS, we will use vector of corrections
T

000 δZ,δY,δXδω applied to transformed coordinates by formula (5). For the vector of

transformed spatial coordinates θ (11), its last value
SVθθ~ is represented in the form:

,~

~
~

2

1

θ

θ
θ ð15Þ

where SV is the vector of corresponding spatial coordinate corrections.

From the relation

,
~̂~ τΩ.δωθ

where the block matrix Ω with dimension NP x 3 has the form:

,

NP

2

1

NPx3

E

.

.

E

E

Ω ð16Þ

additionally sub-block matrix iE is an unit matrix of the order of 3x3 (i = 1,2,..,NP), taking into

account the formulas (11), (12), (13), (14), (15). We obtain the system of observation equations
in the following form:

,ˆ Kx1
S

3x1Kx1
S

Kx1
S LΩ.δωτδV
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2
SS .RμK of the vector .θ
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and passive GNSS networks in the NSRS proposed in [16]. In this method, the subvector 2θ in

the form of (11) will be used for the subvector of approximate spatial coordinate of the remaining
(NP – np) GNSS points in the NSRS. Then taking into account vector τ (3), the vector of the
approximate spatial coordinate τ̂ of the all GNSS points in the NSRS has the following form:
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Vector of spatial coordinate correction τδˆ and vector of last spatial coordinate τδττ ˆˆ~̂ are
represented in the following forms:
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With the purpose of decrease in influence of the errors in the vector of approximate seven

coordinate transformation parameters (0)ω on the results of the combined adjustment of the

terrestrial geodetic and passive GNSS networks in the NSRS, we will use vector of corrections
T

000 δZ,δY,δXδω applied to transformed coordinates by formula (5). For the vector of

transformed spatial coordinates θ (11), its last value
SVθθ~ is represented in the form:
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where SV is the vector of corresponding spatial coordinate corrections.

From the relation
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~̂~ τΩ.δωθ

where the block matrix Ω with dimension NP x 3 has the form:
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additionally sub-block matrix iE is an unit matrix of the order of 3x3 (i = 1,2,..,NP), taking into

account the formulas (11), (12), (13), (14), (15). We obtain the system of observation equations
in the following form:
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where the vector of free components has the form:

,ˆ

Ο

.................

θτ

θτL

1
Kx1
S

Ο is the subvector corresponding to the subvector 2θ and containing (K – k) zeros.

Finally, we obtain the mathematical model of the combined adjustment of the terrestrial
geodetic and passive GNSS networks in the NSRS in the following form [16, 20]:

,ˆ

,

SS
Kx1
S

3x1Kx1
S

Kx1
S

1
τ

.
2
Sτ

kx1kx1
τ

RP,LΩ.δωτδV

KμP,δτV
ð17Þ

where the vector of spatial coordinate corrections τδˆ has the form (13).

It should be underlined that at present we can determine the seven coordinate transformation

parameters of Bursa-Wolf formula T(0)(0)
Z

(0)
Y

(0)
X

(0)
0

(0)
0

,
(0)
0

(0) )Δm,ε,ε,ε,Z,Y(Xω with very

high accuracy. In this case, the variance-covariance matrix ,
1

S
2
SS .RμK obtained after the

separate adjustment of the passive GNSS network in the ITRF is considered to be unchanged in
the process of the transformation of spatial coordinates of GNSS points from the ITRF into the

NSRS. Therefore, the weight matrix SS RP is assigned to the second subsystem of observa-

tion equations in (17).

System of observation equations (17) has all K + 3 unknown parameters. A study of the method of
Givens rotation for solving this system of observation equations is performed in Subsection 2.4.

2.2. Brief description of the method of recurrent adjustment of geodetic network with
Givens rotation

To obtain the best linear unbiased estimate of unknown parameters by the least squares
method, we must adopt an outlier detection method for geodetic observations in geodetic
networks. In [29], a method of recurrent adjustment of geodetic networks had been developed,
which allows for the detection of outliers in the calculation process and is realized by the
following procedure: A recurrent adjustment process is performed sequentially for every
measured value in combination with outlier detection method for redundant measurements.
Because the method of recurrent adjustment is working with an inverse matrix Q related to a

normal matrix R by the formula ,1RQ this method is called as “Q – recurrent algorithm.”

First, we will investigate the method of recurrent adjustment of geodetic networks containing
n independent measurements and k unknown parameters. For the ith measured value

iy (i = 1,2,…,n), its adjusted value iii vyy~ is related to the adjusted vector of unknown
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parameters δXXX (0)~ by a function ,~~ )X(y
ii where iv - is correction (residual) to the ith

measured value ;iy (0)X  - is vector of approximate values of the unknown parameters with

dimension k � 1; δX  - is vector of corrections to the vector (0)X with dimension k � 1; k –

number of unknown parameters.

After performing the Taylor linear expansion, we obtain the observation equation of the ith

measurement iy in the following form:

,
(0)
iiii lX.av ð18Þ

according to weight ,ip where ia - row vector of coefficients with dimension 1 � k;

i
(0)

i
(0)
i y)(Xl - free component.

For the every ith measured value ,iy inserted in recurrent adjustment process, we will calculate

an inverse matrix iQ of the order of k x k, vector of corrections i
δX and value .ii

PV]T[VΦ

To start the recurrent adjustment process, we obtain:

the initial inverse matrix ,kxk
m

0 .E10Q

initial vector of corrections ,0δX0

initial value ,0PV][VΦ 0
T

0

where the number m is equal to 6 andd kxkE is the identity matrix of the order of k � k.

It is assumed that after performing the recurrent adjustment process for (i � 1) first measured

values, we have obtained the inverse matrix ,1iQ vector of corrections 1iδX and value

.1i1i
PV]T[VΦ The recurrent adjustment process for the ith measurement iy with the

observation equation (18) will be performed by the following way:

,

,
i

i
g

T
i

Z

1ii
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i
T

i
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where the vector of free components has the form:
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Ο is the subvector corresponding to the subvector 2θ and containing (K – k) zeros.

Finally, we obtain the mathematical model of the combined adjustment of the terrestrial
geodetic and passive GNSS networks in the NSRS in the following form [16, 20]:
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where the vector of spatial coordinate corrections τδˆ has the form (13).
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2.2. Brief description of the method of recurrent adjustment of geodetic network with
Givens rotation

To obtain the best linear unbiased estimate of unknown parameters by the least squares
method, we must adopt an outlier detection method for geodetic observations in geodetic
networks. In [29], a method of recurrent adjustment of geodetic networks had been developed,
which allows for the detection of outliers in the calculation process and is realized by the
following procedure: A recurrent adjustment process is performed sequentially for every
measured value in combination with outlier detection method for redundant measurements.
Because the method of recurrent adjustment is working with an inverse matrix Q related to a

normal matrix R by the formula ,1RQ this method is called as “Q – recurrent algorithm.”

First, we will investigate the method of recurrent adjustment of geodetic networks containing
n independent measurements and k unknown parameters. For the ith measured value

iy (i = 1,2,…,n), its adjusted value iii vyy~ is related to the adjusted vector of unknown
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parameters δXXX (0)~ by a function ,~~ )X(y
ii where iv - is correction (residual) to the ith

measured value ;iy (0)X  - is vector of approximate values of the unknown parameters with

dimension k � 1; δX  - is vector of corrections to the vector (0)X with dimension k � 1; k –

number of unknown parameters.

After performing the Taylor linear expansion, we obtain the observation equation of the ith

measurement iy in the following form:

,
(0)
iiii lX.av ð18Þ

according to weight ,ip where ia - row vector of coefficients with dimension 1 � k;

i
(0)

i
(0)
i y)(Xl - free component.

For the every ith measured value ,iy inserted in recurrent adjustment process, we will calculate

an inverse matrix iQ of the order of k x k, vector of corrections i
δX and value .ii

PV]T[VΦ

To start the recurrent adjustment process, we obtain:

the initial inverse matrix ,kxk
m

0 .E10Q

initial vector of corrections ,0δX0

initial value ,0PV][VΦ 0
T

0

where the number m is equal to 6 andd kxkE is the identity matrix of the order of k � k.

It is assumed that after performing the recurrent adjustment process for (i � 1) first measured

values, we have obtained the inverse matrix ,1iQ vector of corrections 1iδX and value

.1i1i
PV]T[VΦ The recurrent adjustment process for the ith measurement iy with the

observation equation (18) will be performed by the following way:
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where the vector

,
T

i1i
T

i .aQZ

the free component

ð19Þ

The number ig is an inverse weight of the free component il and is calculated by the formula:

.
T

ii
1

ii
.Zapg ð20Þ

The ith measurement iy will be recognized as the redundant measurement, if number ig

satisfies the condition
i

i
p

100
g [30]. When iy is the redundant measurement, the outlier detec-

tion will be performed based on the comparison of the free component il with its limitation

,i0limi g.3.μ)(l where 0μ - is the RMS error of measurements determined apriori. If limi )(l >

,il then we have base to accept an assumption that in the first i measured values outliers exist.

In the case of the absence of any outliers in the geodetic network, after accomplishment of the

recurrent adjustment process for n measurements, the vector of adjusted parameters X~ and the

RMS error of weight unit μ after adjustment of the geodetic network have been calculated by
the following formulas:

,~
n

(0) δXXX ð21Þ

.
kn

Φ
μ n ð22Þ

Although the recurrent algorithm Q has the ability to detect outliers in recurrent adjustment
process, the inverse matrix Q is a full matrix that leads to a decrease in the efficiency of the
adjustment of a large geodetic network. The method of Givens rotation becomes efficient in
case of using a sparse matrix technique [12]. In [13], the usage of Givens rotation method had
been proposed for the adjustment of large geodetic networks. The method of Givens rotation

allows the transformation of the elements of the coefficients matrix nxkA in the system of

observation equations to the elements of an upper triangular matrix kxk
T related to the normal

matrix R by the formula .TTR T

On an account of abilities of the method of recurrent adjustment for outlier detection in
recurrent adjustment process and the method of Givens rotation for using the technique of a
sparse matrix, in [15], a method of recurrent adjustment with rotation that had been
constructed based on the method of Givens rotation had been proposed by using the technique
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of sparse matrix and has been performed in the procedure of recurrent adjustment process
with outlier detection. This method is called as “T – recurrent algorithm”with an initial matrix

of 0T of the recurrent adjustment process represented in the following form:

,kxk
m

0 .E10T ð23Þ

where the number m is equal to 6; kxkE - is identity matrix of order k; k is number of unknown

parameters.

It is necessary to underline that for the method of Givens rotation, a transformation of every

element of the row vector of coefficients ia in the observation equation (18) requires four

multiplications. For a method of fast rotation proposed in [10], the transformation of every

element of the row vector of coefficients ia in the observation equation (18) requires two

multiplications. However using the initial matrix 0T (23) for starting the recurrent adjustment

process, the method of fast rotation leads to an increase of the transformed elements of the

upper triangular matrix .
kxk

T That is why in [17] it had been proposed that the method of

mean rotation for that in the recurrent adjustment process the transformation of every ele-

ment of the row vector of coefficients ia in the observation equation (18) requires three

multiplications. For the method of mean rotation, the upper triangular matrix kxk
T is

represented in the form ,T̂D.T
kxk where D is a diagonal matrix containing diagonal ele-

ments of the upper triangular matrix ,
kxk

T T̂ is an upper triangular matrix with unit diagonal

elements.

In this chapter, we carry out a research on the usage of T - recurrent algorithm for the recurrent
adjustment of geodetic networks containing n independent values of measurements. We sym-
bolize Y as the vector of transformed free components related to the vector of corrections δX
by the system of equations.

.YXT. ð24Þ

For starting the recurrent adjustment process, we get the initial matrix 0T form (23), initial

vector of transformed free components 0Y0 and initial value .0PV]T[VΦ 00
It is

assumed that after performing the recurrent adjustment process for the first (i � 1) values of

measurements, we have obtained an upper triangular matrix ,1iT a vector of transformed free

components 1iY and a value .1i1i
PV]T[VΦ

For sequential insertion of the ith measured value iy with the observation equation (18) in the

recurrent adjustment process, we will create auxiliary matrix (0)B with dimensions (k + 1)

� (k + 1) in the following form ([15], [18]):
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of 0T of the recurrent adjustment process represented in the following form:
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T is

represented in the form ,T̂D.T
kxk where D is a diagonal matrix containing diagonal ele-

ments of the upper triangular matrix ,
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T T̂ is an upper triangular matrix with unit diagonal

elements.

In this chapter, we carry out a research on the usage of T - recurrent algorithm for the recurrent
adjustment of geodetic networks containing n independent values of measurements. We sym-
bolize Y as the vector of transformed free components related to the vector of corrections δX
by the system of equations.

.YXT. ð24Þ

For starting the recurrent adjustment process, we get the initial matrix 0T form (23), initial

vector of transformed free components 0Y0 and initial value .0PV]T[VΦ 00
It is

assumed that after performing the recurrent adjustment process for the first (i � 1) values of

measurements, we have obtained an upper triangular matrix ,1iT a vector of transformed free

components 1iY and a value .1i1i
PV]T[VΦ

For sequential insertion of the ith measured value iy with the observation equation (18) in the

recurrent adjustment process, we will create auxiliary matrix (0)B with dimensions (k + 1)

� (k + 1) in the following form ([15], [18]):
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( ) ( )

.
0

iiii

1i1i(0)

lpap

YT
B ð25Þ

We symbolize ),..,2,1( kjjb as jth row of matrix (0)B (25), )0( as )1(k th row of matrix (0)B
(25). A rotation transformation will be sequentially performed from row 1b to row kb of the

matrix .
(0)B It is assumed that after performing rotation transformation on first (j� 1) rows, we

have got the matrix 1)(jB with (j � 1) transformed rows and transformed )1(k th row .
1)(jξ

For the rotation transformation of jth row jb of matrix ,
1)(jB we build a rotation matrix jH in

underrepresented form (26). The elements jC aand jS of the rotation matrix jH are calculated

by the following formulas:

,
f

)(b
C jj

j ,
f

ξ
S

1)(j
j

j

where jj
)(b is the jth element of row ;jb 1)(j

j
ξ is the jth element of the )1(k th row ;

1)(jξ

.
21)(j

j
2

jj ξ)(bf

The elements jC and jS of the rotation matrix jH are located on the jth and )1(k th rows as

well as on the jth and )1(k th columns as represented in form (26).

Multiplying matrix 1)(jB on the left by the rotation matrix ,jH we will obtain the transformed

matrix (j)B that is.

.
(0)

.
1

...
1j

.
j

1)(j
.

j
(j) BHHHBHB

.

1k1k

jj

.................................................................................

jjj

C..0..S...00

0..1..0...00

S..0..C..00

................................................................

0..0..0..10

0..0..0..01

H ð26Þ
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By such a way after the accomplishment of rotation transformation of all k rows of the matrix
(0)B (25), we obtain the transformed matrix

,
~ 0(k) B1H1kHkHBB ð27Þ

which has the following form:

.~

i

ii

ΔΦ0

YT
B ð28Þ

When .
i1iii

ΔΦΦPV]T[VΦ With the purpose of the outlier detection for the ith

measurement ,iy which is a redundant measured value, we will calculate a vector it from the

system .
T
ii

T
1i atT The free component il (19) and its inverse weight ig (20) are calculated by

the following formulas [15, 18]:

.

,

i
T
i

1
i

0
i1i

T
ii

ttpig

lYtl

The outlier detection will then be performed by a way, analogous to the Q – recurrent algo-
rithm. After the accomplishment of the recurrent adjustment process for the n measured
values, the vector of corrections is calculated from the system of equations (24). The vector

of adjusted parameters X~ and the RMS error of weight unit μ after the adjustment of the

geodetic network are then calculated by formulas (21), (22).

The correctness of the form (28), obtained from Givens rotation, can be checked by the follow-
ing way [15, 18]. It is assumed that for the first (i-1) measured values in a geodetic network, we
have a system of observation equations in the following form:

(0)
1i1i1i1i LX.AV ð29Þ

with a weight matrix .1iP

Solving the system of observation equations (29) by the least squares method, we obtain the
system of normal equations:

,0bX.R 1i1i1i ð30Þ

where 1i1i
T

1i1i .A.PAR is the normal matrix and (0)
1i1i

T
1i1i .L.PAb is the vector of free

components of the system of normal equations.
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By such a way after the accomplishment of rotation transformation of all k rows of the matrix
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which has the following form:
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measurement ,iy which is a redundant measured value, we will calculate a vector it from the

system .
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1i atT The free component il (19) and its inverse weight ig (20) are calculated by

the following formulas [15, 18]:
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The outlier detection will then be performed by a way, analogous to the Q – recurrent algo-
rithm. After the accomplishment of the recurrent adjustment process for the n measured
values, the vector of corrections is calculated from the system of equations (24). The vector

of adjusted parameters X~ and the RMS error of weight unit μ after the adjustment of the

geodetic network are then calculated by formulas (21), (22).

The correctness of the form (28), obtained from Givens rotation, can be checked by the follow-
ing way [15, 18]. It is assumed that for the first (i-1) measured values in a geodetic network, we
have a system of observation equations in the following form:

(0)
1i1i1i1i LX.AV ð29Þ

with a weight matrix .1iP

Solving the system of observation equations (29) by the least squares method, we obtain the
system of normal equations:

,0bX.R 1i1i1i ð30Þ

where 1i1i
T

1i1i .A.PAR is the normal matrix and (0)
1i1i

T
1i1i .L.PAb is the vector of free

components of the system of normal equations.
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After the Cholesky decomposition, the system of normal equations (30) has been transformed
into a system of equivalent equations:

,

,

1i1i1i

1i1i
T

1i

YX.T

b.YT
ð31Þ

where 1iY is the vector of transformed free components, 1iT is the upper triangular matrix

obtained from the Cholesky decomposition .1i
T

1i1i .TTR

From formula (31), we can obtain the following value:

.1i
T

1i1i
T

1i
T

1i
T

1i .YY.bδX).bX( ð32Þ

On an account of the formulas (30) and (32) from (29), we will obtain a following value:

.1i
T

1i
(0)

1i1i

T(0)
1i1i1i

T
1i1i .YY.L.PL.V.PVΦ ð33Þ

Now after insertion of the ith measured value iy with the observation equation (18) in the

adjustment process, we will obtain some known relations:

.

,

(0)
i

T
ii1i

T
1i

(0)
i

T
ii1iii

T
i

i
T
ii1i

T
1ii

T
ii1ii

T
ii

.l.ap.YT.l.apbb.YT

.a.ap.TT.a.apR.TTR
ð34Þ

By an analogous way to formula (33), we have

.i
T
i

(0)
ii

T(0)
iii

T
ii .YY.L.PL.V.PVΦ ð35Þ

On an account of the relation ,2(0)
ii

(0)
1i1i

T(0)
1i

(0)
ii

T(0)
i ).(lp.L.PL.L.PL from formulas (33)

and (35) will be inferred the following value:

.1i
T

1ii
T
i

2(0)
ii1iii .YY.YY).(lpΦΦΔΦ ð36Þ

Because the rotation matrix jH (26) is the orthogonal matrix that satisfies the condition

,1)1)x(k(kj
T
j E.HH where 1)1)x(k(kE is the unit matrix of the order of (k + 1) � (k + 1), from

formula (27), we obtain the following relationship:

.~~ (0)T(0)T .B)(BB.B ð37Þ

Substituting (0)B (25) and B~ (28) into (37), we obtain the known formulas (34) and (36). That

proved the correctness of the form (28), obtained from Givens rotation after the insertion of the

ith measured value iy with the observation equation (18) in the recurrent adjustment process.
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In the case outliers exist in the geodetic network, we will determine the corrections vector (0)V
for n measurements that will be used for finding outliers. A method for finding outliers is
investigated in Subsection 2.3.

2.3. Method for finding outliers in the geodetic network

In case the dispersion of measurements has not been derived confidently and has been
changed in whole measurement process, i. e. 0 ≤ < ∞, errors of measurements obey a Laplace
distribution [32]. In this case apart from random errors, errors of measurements still consist of
gross errors and as the maximum likelihood estimate, the least absolute residuals (LAR)
estimate will be established under the following L1 - norm condition:

,minv
n

1i
i ð38Þ

where ;iii .vpv ip is the weight of ith measurement ;iy iv is the correction (residual) to this

ith measurement and i = 1,2,…,n.

The LAR method is more efficient in estimating the parameters of the regression model; in the
case, the data are contaminated with gross errors. The LAR method has the ability of resisting
against blunders (outliers) [39]. Accounting for the popularity of the calculation schema by the
least squares method, in [11] had been proposed an iteratively reweighted least squares (IRLS)
method, through which condition (38) is represented in the form:

n

1

2
ii

n

i
i

i
minvp

1
v , ð39Þ

where weight .
i

i
v

1
p

In [5], a convergence of the iterative calculation process by the IRLS method and a diminution
of amplitude of absolute residuals after every iteration under the condition had been proven
(39). The experiments show that the IRLS method allows outliers to be found reliably only for
such dense geodetic networks with large number of redundant measurements such as tradi-
tional triangulation, the GNSS network and the vertical network created by leveling lines
between nodal benchmarks [18].

First, we symbolize m as the number of iterations ,...).2,1,0(m As presented in Subsection
2.2, after adjusting the geodetic network by the T- recurrent algorithm with the discovery of

existence of outliers in the geodetic network, we have calculated the vector (0)V of corrections

to n measurements that will be used for the iterative adjustment of the geodetic network by the
IRLS method in order to find outliers. In the m th iteration, based on the condition (39) for the

ith measurement iy the observation equation (18) will be expressed in the following form:
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After the Cholesky decomposition, the system of normal equations (30) has been transformed
into a system of equivalent equations:
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case, the data are contaminated with gross errors. The LAR method has the ability of resisting
against blunders (outliers) [39]. Accounting for the popularity of the calculation schema by the
least squares method, in [11] had been proposed an iteratively reweighted least squares (IRLS)
method, through which condition (38) is represented in the form:

n

1

2
ii

n

i
i

i
minvp

1
v , ð39Þ

where weight .
i

i
v

1
p

In [5], a convergence of the iterative calculation process by the IRLS method and a diminution
of amplitude of absolute residuals after every iteration under the condition had been proven
(39). The experiments show that the IRLS method allows outliers to be found reliably only for
such dense geodetic networks with large number of redundant measurements such as tradi-
tional triangulation, the GNSS network and the vertical network created by leveling lines
between nodal benchmarks [18].

First, we symbolize m as the number of iterations ,...).2,1,0(m As presented in Subsection
2.2, after adjusting the geodetic network by the T- recurrent algorithm with the discovery of

existence of outliers in the geodetic network, we have calculated the vector (0)V of corrections

to n measurements that will be used for the iterative adjustment of the geodetic network by the
IRLS method in order to find outliers. In the m th iteration, based on the condition (39) for the

ith measurement iy the observation equation (18) will be expressed in the following form:
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p where ia.pa ii is the row vector of coefficients;

(0)
i

(0)
i l.ipl

is the free component; ,
1)m(

i
1)m(

i
.vipv and

1)m(
i

v are the correction for the ith mea-

surement iy which is obtained in previous (m�1) th iteration; i
p is the weight of the ith

measurement .iy

The observation equation (40) will be sequentially inserted in the recurrent adjustment process
by the T- recurrent algorithm. After the accomplishment of mth iterative recurrent adjustment
of the geodetic network with n measured values, we will calculate the vector of the adjusted

parameters )m(X~ in the m th iteration by the formula .~ )m((0))m( XX The vector )m(X~

will be used for the determination of the vector )m(V of corrections to n measured values

serving next (m +1) th iterative recurrent adjustment of the geodetic network.

A process of the iterative recurrent adjustment of the geodetic network will be ended, if in two
(m -1)th and m th adjacent iterations for all residuals satisfy the following condition:

,εvv 1)(m(m)

where ε is a small positive number. The outliers can be found from the measured values which
have the largest residuals (corrections).

2.4. Application of the recurrent adjustment method with Givens rotation for separate
adjustment of GNSS network in the ITRF and next its combination to the NSRS

For the GNSS network comprising NP GNSS points, the components ΔZΔY,ΔX, of baseline
vectors are used as pseudo-observations for the adjustment of this network. It is assumed that

the GNSS network contains N baseline vectors. We symbolize iY ),...,2,1( Ni as the vector of

pseudo-observations between two GNSS points .hs, Additionally,

i

i

i

i

ΔZ

ΔY

ΔX

Y ð41Þ

with variance-covariance matrix iC of the order of 3. That means that iii
ΔZ,ΔY,ΔX are

dependent observations to which the system of observation equations corresponds in the
following form:
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(0)
LiH.AV iii ,     ð42Þ

where iV is a vector of corrections (residuals) to the measured values iii
ΔZ,ΔY,ΔX in the

vector of pseudo-observations iY (41). The matrix of coefficients with dimension 3 x K (K = 3.

NP – total number of unknown parameters in the GNSS network) has the form:

additionally 1a (�1 0 0 ... 1 0 0), 2a (0 –1 0 ... 0 1 0), 3a (0 0 –1... 0 0 1); i
δH is a vector of

unknown corrections to approximate spatial coordinates of GNSS points in the ITRF, obtained

after the insertion of ith vector of pseudo-observations iY (41) in the recurrent adjustment

process; (0)
iL is a vector of free components which has form:

,

i
(0)

s
(0)

h

i
(0)

s
(0)

h

i
(0)

s
(0)

h

(0)
i

ΔZZZ

ΔYYY

ΔXXX

L

where (0)
s

(0)
s

(0)
s Z,Y,X and (0)

h
(0)

h
(0)

h Z,Y,X are the approximate spatial coordinates of the

GNSS s and h.

A weight matrix iP of the order 3 is assigned to the vector of pseudo-observations iY (41) and

represented in form:

,
1

i
2
0i CμP ð43Þ

where 0μ is the RMS of unit weight determined apriori.

As we had seen in Subsection 2.2, with the purpose of outlier detection, the recurrent adjust-
ment method is effectively realized for independent observations. The components

iii
ΔZ,ΔY,ΔX are the dependent observations. Therefore, for the application of the recurrent

adjustment method, we must transform the dependent observations iii
ΔZ,ΔY,ΔX to the

independent ones. For that, we represent the weight matrix iP in the form ,
i

.
T
ii UUP and the

system of observation equations (42) will be expressed as [20]:

Development of Recurrent Method with Rotation for Combined Adjustment of Terrestrial Geodetic and GNSS…
http://dx.doi.org/10.5772/intechopen.78770

127



(0)
i

)m(
ii

)m(
i lX.av ð40Þ

with weight ,
1)m(

i

)m(
i

v

1
p where ia.pa ii is the row vector of coefficients;

(0)
i

(0)
i l.ipl

is the free component; ,
1)m(

i
1)m(

i
.vipv and

1)m(
i

v are the correction for the ith mea-

surement iy which is obtained in previous (m�1) th iteration; i
p is the weight of the ith

measurement .iy

The observation equation (40) will be sequentially inserted in the recurrent adjustment process
by the T- recurrent algorithm. After the accomplishment of mth iterative recurrent adjustment
of the geodetic network with n measured values, we will calculate the vector of the adjusted

parameters )m(X~ in the m th iteration by the formula .~ )m((0))m( XX The vector )m(X~

will be used for the determination of the vector )m(V of corrections to n measured values

serving next (m +1) th iterative recurrent adjustment of the geodetic network.

A process of the iterative recurrent adjustment of the geodetic network will be ended, if in two
(m -1)th and m th adjacent iterations for all residuals satisfy the following condition:

,εvv 1)(m(m)

where ε is a small positive number. The outliers can be found from the measured values which
have the largest residuals (corrections).

2.4. Application of the recurrent adjustment method with Givens rotation for separate
adjustment of GNSS network in the ITRF and next its combination to the NSRS

For the GNSS network comprising NP GNSS points, the components ΔZΔY,ΔX, of baseline
vectors are used as pseudo-observations for the adjustment of this network. It is assumed that

the GNSS network contains N baseline vectors. We symbolize iY ),...,2,1( Ni as the vector of

pseudo-observations between two GNSS points .hs, Additionally,

i

i

i

i

ΔZ

ΔY

ΔX

Y ð41Þ

with variance-covariance matrix iC of the order of 3. That means that iii
ΔZ,ΔY,ΔX are

dependent observations to which the system of observation equations corresponds in the
following form:

Accuracy of GNSS Methods126

(0)
LiH.AV iii ,     ð42Þ

where iV is a vector of corrections (residuals) to the measured values iii
ΔZ,ΔY,ΔX in the

vector of pseudo-observations iY (41). The matrix of coefficients with dimension 3 x K (K = 3.

NP – total number of unknown parameters in the GNSS network) has the form:

additionally 1a (�1 0 0 ... 1 0 0), 2a (0 –1 0 ... 0 1 0), 3a (0 0 –1... 0 0 1); i
δH is a vector of

unknown corrections to approximate spatial coordinates of GNSS points in the ITRF, obtained

after the insertion of ith vector of pseudo-observations iY (41) in the recurrent adjustment

process; (0)
iL is a vector of free components which has form:

,

i
(0)

s
(0)

h

i
(0)

s
(0)

h

i
(0)

s
(0)

h

(0)
i

ΔZZZ

ΔYYY

ΔXXX

L

where (0)
s

(0)
s

(0)
s Z,Y,X and (0)

h
(0)

h
(0)

h Z,Y,X are the approximate spatial coordinates of the

GNSS s and h.

A weight matrix iP of the order 3 is assigned to the vector of pseudo-observations iY (41) and

represented in form:

,
1

i
2
0i CμP ð43Þ

where 0μ is the RMS of unit weight determined apriori.

As we had seen in Subsection 2.2, with the purpose of outlier detection, the recurrent adjust-
ment method is effectively realized for independent observations. The components

iii
ΔZ,ΔY,ΔX are the dependent observations. Therefore, for the application of the recurrent

adjustment method, we must transform the dependent observations iii
ΔZ,ΔY,ΔX to the

independent ones. For that, we represent the weight matrix iP in the form ,
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T
ii UUP and the

system of observation equations (42) will be expressed as [20]:
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,
(0)

iiii LH.AV ð44Þ

where i.ViUiV , iii .AUA , (0)
i

(0)
i

.LiUL .

By such a way, the system of observation equations (44) has a unit weight matrix ,
3x3i

EP

where 3x3
E is the unit matrix of the order of 3 x 3. In [20], an algorithm for a transfor-

mation of a matrix i2
0

C
μ

1
in formula (43) to an upper triangular matrix i

U of the order of 3

had been proposed by the following way. We arrange the elements of the matrix i2
0

C
μ

1
in turn

by columns in array C of length 6. After the performance of operations sequentially by the
below represented procedure:

C(3);C(1).C(2).C(2);
C(4)C(2)C(1)

1
C(1)

.C(3);C(4).C(5)C(2)C(2);
C(5)C(3)

1
C(3)

C(4).C(6);C(4)C(5).C(6);C(5);C(6)1/C(6)

22

2

,C(6)C(3).C(5).C(5).C(6);C(2).C(5)C(1).C(4)C(4)

wewill obtain corresponding elements of the upper triangular matrix i
U arranged by columns.

Before the separate adjustment of the GNSS network, we ought to choose one GNSS point to
be “a fixed point” that has spatial coordinates in both the ITRF and the NSRS. Without losing
generality, this fixed point is numbered with the number sign 1. Based on a method of a

temporary fixation of an initial point, proposed in [18], an inverse weight matrix FQ of the

spatial coordinates of the fixed point in the ITRF is accepted to be ,3x3
2m.E10 that is.

,3x3
2m

F
.E10Q ð45Þ

where number m is equal to 6, 3x3
E -unit matrix of the order of 3 � 3.

The choice of a fixed point guarantees the nonsingularity of normal matrix obtained in a
process of the adjustment of the GNSS network. Below, we will prove that after the combined
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adjustment of terrestrial geodetic and GNSS networks, the temporary fixation of the initial
point will be automatically eliminated.

To start the separate adjustment of the GNSS network in the ITRF, on an account of formula

(45), we obtain an initial upper triangular matrix 0
)S(T of the order of K for the recurrent

adjustment process in the following form:

.(

3)3)x(K(K
m

3x3
m

0
)S

.E100

0.E10
T

The recurrent adjustment process will be realized by the T- recurrent algorithm sequentially
for every observation equation from the system of observation equations (44). The outlier

detection will be performed if the ith vector of pseudo-observations iY (41) is redundant.

After the accomplishment of the separate adjustment of the GNSS network with the insertion
of all N vectors of pseudo-observations in the form (41) in the recurrent adjustment process by
the T-recurrent algorithm, if outliers are encountered in the network, we will perform outlier
detection using the method represented in Subsection 2.3.

If the GNSS network does not contain outliers, the obtained upper triangular matrix NSS )(TT

of the order of K will be related to the normal matrix SR in the system of observation equations

(17) by the formula .
S

T
SS .TTR Therefore for the combined adjustment of the terrestrial geo-

detic and GNSS networks with the solving of the system of observation equations (17) by the T-
recurrent algorithm, second subsystem of observation equations in (17) will be expressed in the
form:

,ˆ Kx1
S

3x1Kx1
SS

Kx1
S Lω.Ωτ.δTV ð46Þ

where ;
SSS

;
S

;
Kx1
SS

Kx1
S .LTL.ΩTΩ.VTV

S
T is the upper triangular matrix obtained

from the separate adjustment of the GNSS network in the ITRF.

The usage of the T-recurrent algorithm for solving the system of observation equations (17) has
the remarkable advantage of being very simple for solving the subsystem of observation
equations (46), created based on the transformation of the results of the separate adjustment
of the GNSS network from the ITRF into the NSRS.

The subsystem of observation equations (46) has a unit weight matrix KxKS
EP of the order

of K. To start the combined adjustment of the terrestrial geodetic and GNSS networks in the

NSRS by the T-recurrent algorithm, we obtain an initial upper triangular matrix 0
T with the

order of K + 3 of the recurrent adjustment process in the following form:
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adjustment of terrestrial geodetic and GNSS networks, the temporary fixation of the initial
point will be automatically eliminated.
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)S(T of the order of K for the recurrent
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The recurrent adjustment process will be realized by the T- recurrent algorithm sequentially
for every observation equation from the system of observation equations (44). The outlier

detection will be performed if the ith vector of pseudo-observations iY (41) is redundant.

After the accomplishment of the separate adjustment of the GNSS network with the insertion
of all N vectors of pseudo-observations in the form (41) in the recurrent adjustment process by
the T-recurrent algorithm, if outliers are encountered in the network, we will perform outlier
detection using the method represented in Subsection 2.3.
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The usage of the T-recurrent algorithm for solving the system of observation equations (17) has
the remarkable advantage of being very simple for solving the subsystem of observation
equations (46), created based on the transformation of the results of the separate adjustment
of the GNSS network from the ITRF into the NSRS.

The subsystem of observation equations (46) has a unit weight matrix KxKS
EP of the order

of K. To start the combined adjustment of the terrestrial geodetic and GNSS networks in the

NSRS by the T-recurrent algorithm, we obtain an initial upper triangular matrix 0
T with the
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KxK
m

0
.E100

0kxk
τT

T ð47Þ

where an upper triangular matrix kxk
τT is related to weight matrix τ

P of the first subsystem of

observation equations in (17) by the formula
τ

T
ττ

.TTP order k.3KK

The task of the combined adjustment of the terrestrial geodetic and GNSS networks in the
NSRS will be performed by the T-recurrent algorithm based on a sequential insertion of
observation equations from the subsystem of observation equations (46) in the recurrent

adjustment process with the usage of the initial matrix 0
T (47). Because the outlier detection in

the GNSS network had been performed in the process of the separate adjustment of this
network, then in the process of solving the abovementioned task, the outlier detection will be
performed for the data of terrestrial geodetic network. The results of the combined adjustment
of the terrestrial geodetic and GNSS networks in the NSRS will be performed by the T-
recurrent algorithm determined by the formulas (21), (22), (24) represented in Subsection 2.2.

For the end of this subsection, we prove that performing the separate adjustment of the GNSS
network in the ITRF, the temporary fixation of an initial point by assigning the inverse matrix

`FQ (45) to the spatial coordinates of the fixed point will be automatically eliminated after the

combined adjustment of the terrestrial geodetic and GNSS networks.

It is assumed that for all N baseline vectors in the GNSS network, a system consisting of 3.N
observation equations has been created in the following form:

(0)
LHA.V ð48Þ

with weight matrix P.

Solving the system of observation equations (48) under condition minPVVT we obtain a

normal matrix .ˆ PAAR T
S If in the GNSS network there is not any fixed point, that is, the

GNSS network becomes the free network, then the normal matrix SR̂ will be singular due to

the rank defect d = 3. In this case, the matrix of coefficients Awith dimension 3.N � K has the
rank defect d = 3 and satisfies the condition:

,0A.Ω ð49Þ

where matrix has the form (16) with K = 3.NP rows and 3 columns.

For the strict separate adjustment of the GNSS network in the ITRF and avoiding the singularity of

the normal matrix ˆ
SR , on an account of the formula (45), we performed the above represented

method of the temporary fixation of initial point with an additional usage of system of observation
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equations 1
H.EV

1F to which the weight matrix 3x3
2m1

FF
.E10QP has been assigned,

where 1
E is the unit matrix of the order of 3; 1

δH is the subvector of corrections to the spatial

coordinates of the fixed point with number sign 1 of the GNSS network. In this case the separate
adjustment of the GNSS network in the ITRF will be accomplished based on simultaneous solving
the above mentioned system of observation equations with the system of observation equations

(48) under the condition .minPVVVPV T
FF

T
F As a result, we obtain the normal matrix.

,ˆˆ
FSS

PRR ð50Þ

where the matrix F
P̂ has the form:

ˆ

KxK

3x3
F

F
00

0P

P ð51Þ

As mentioned in Subsection 2.1, the normal matrix SR (50) is used as the weight matrix SP
assigned to the second subsystem of observation equations in (17).

On an account of (49), the product .ˆ 0.ΩRS When we get relationship from (50):

.ˆ
T

F.
F

.
S

...00PΩPΩR ð52Þ

Therefrom we infer the equality:

ˆ
F

.
F

T
.

S
T PΩP.ΩΩ.RΩ ð53Þ

Now performing the combined adjustment of the terrestrial geodetic and GNSS networks in
the NSRS with solving the system of observation equations (17) under the condition

,min.V.RV.V.PV.V.PV.V.PV SS
T
Sττ

T
τSS

T
Sττ

T
τ where normal matrix SR has the form

(50), we obtain a system of normal equations in the following form:

.
ˆ

SS

S
T

S
T

RτP.ΩR

.RΩ.Ω.RΩ

S
τδ

δω

ˆ
+

SS

SS.
T

.LR

.LRΩ

=  0
ð54Þ

Additionally, the matrix τP̂ has the form:
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kxk
τ

τ
00

0P

P

For the system of normal equations (54), substituting )SLτ.(δ.R.Ω.Ω.RΩδω SS
T1

S
T ˆ

inferred from the first subsystem of normal equations into the second subsystem of normal
equations, we will obtain a transformed system of normal equations in the form:

ð55Þ

On an account of the formulas (16), (50), (51), (52), (53) we obtain:

.ˆˆˆˆˆˆˆˆ
SFFS

T
F

T1
FFFSS

T1

SSS RPPRP..Ω.P.PPR.R.Ω.Ω.RTΩ.ΩRR ð56Þ

Finally, substituting (56) into (55), we obtain the following system of normal equations:

,ˆˆˆˆ 0.LRτ.δRP
SSSSτ

in which the effect of the temporary fixation of an initial point, made in the process of the
separate adjustment of the GNSS network in the ITRF, fully has been eliminated.

It can be concluded that the usage of the method of the temporary fixation of initial point for
the strict separate adjustment of the GNSS network in the ITRF and avoiding the singularity of

the normal matrix SR̂ does not cause any influence on the results of the combined adjustment

of the terrestrial geodetic and GNSS networks in the NSRS. Moreover, this method allows the
spatial coordinates of the initial point be corrected after the abovementioned combined adjust-
ment. We will lose valuable priori information regarding the spatial coordinates of the initial
point of the GNSS network for the accuracy improvement of the national spatial coordinates of
GNSS points in the NSRS, if the spatial coordinates of the abovementioned initial point of the
GNSS network are considered to be nonerroneous.

3. Experimental results

3.1. Data

In [22], the results of the construction of the initial national spatial reference system VN2000–
3D on the base of the orientation of the WGS84 ellipsoid to best fit it to the Hon Dau local
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quasigeoid at tide gauge Hon Dau with using the most stable 164 colocated GPS observations
performed at the first- and second-order benchmarks had been presented. The GPS data had
been processed in the ITRF2008 in the period 2009–2010. The coordinate transformation
parameters from the ITRF to the VN2000–3D have the following values:

.0400462723,".0085600577,".0011168229,  ".0

,417880,111,192468,42204,511083 000

m

mZmYm,X

ZYX

In [24], the results of the construction of the initial national quasigeoid model VIGAC2017 with
the accuracy level of �5.8 cm had been presented.

From 11 to 14 November 2013, Vietnam Institute of Geodesy and Cartography (VIGAC) had
accomplished four sessions of 24 h GPS observations at 11 points of the GPS network in the
North Vietnam (see Figure 1). Average distance between GPS points is 105 km. The GPS data
had been processed in the ITRF2008 by the software Bernese v. 5.2 using IGS service products.

The GPS network has five common (ground control) points C052, C022, C045, C033, C004, that
have the approximate national spatial coordinates in VN2000–3D (see Table 1) and have been
numbered sequentially from 1 to 5. In Vietnam, horizontal coordinates of geodetic points are
determined in VN2000-2D, and their normal heights are determined in national the vertical
reference system Haiphong1972 (HP72). On an account of the national quasigeoid model
VIGAC2017, the RMS of the national ellipsoidal coordinates of the geodetic points had been

considered equal to 097.0;0015".0;002".0 mmmm HLB After expressing the LB mm ,

in the radian unit, we had created the variance–covariance matrix 3x3
HL,B,K , that is considered

equivalent to the abovementioned five common points. From that for every common point, we

had created the variance–covariance matrix
T3x3

HL,B,
3x3
XYZ

.χχ.KK , where.

,

sinB0H).cosB(ρ

cosB.sinLsLH).cosB.co(ρnLH).sinB.si(ρ

cosB.cosLnLH).cosB.si(ρsLH).sinB.co(ρ

χ

M

NM

NM

is the radius of curvature in the meridian plane; N
ρ is the radius of curvature in the first

vertical plane.

On the basis of the algorithm of transformation of the variance-covariance matrix to the upper
triangular matrix, represented in Subsection 2.4, we had got the upper triangular matrices for
five common points in the NSRS in the following forms:

Development of Recurrent Method with Rotation for Combined Adjustment of Terrestrial Geodetic and GNSS…
http://dx.doi.org/10.5772/intechopen.78770

133



.ˆ

KxK

kxk
τ

τ
00

0P

P

For the system of normal equations (54), substituting )SLτ.(δ.R.Ω.Ω.RΩδω SS
T1

S
T ˆ

inferred from the first subsystem of normal equations into the second subsystem of normal
equations, we will obtain a transformed system of normal equations in the form:

ð55Þ

On an account of the formulas (16), (50), (51), (52), (53) we obtain:

.ˆˆˆˆˆˆˆˆ
SFFS

T
F

T1
FFFSS

T1

SSS RPPRP..Ω.P.PPR.R.Ω.Ω.RTΩ.ΩRR ð56Þ

Finally, substituting (56) into (55), we obtain the following system of normal equations:

,ˆˆˆˆ 0.LRτ.δRP
SSSSτ

in which the effect of the temporary fixation of an initial point, made in the process of the
separate adjustment of the GNSS network in the ITRF, fully has been eliminated.

It can be concluded that the usage of the method of the temporary fixation of initial point for
the strict separate adjustment of the GNSS network in the ITRF and avoiding the singularity of

the normal matrix SR̂ does not cause any influence on the results of the combined adjustment

of the terrestrial geodetic and GNSS networks in the NSRS. Moreover, this method allows the
spatial coordinates of the initial point be corrected after the abovementioned combined adjust-
ment. We will lose valuable priori information regarding the spatial coordinates of the initial
point of the GNSS network for the accuracy improvement of the national spatial coordinates of
GNSS points in the NSRS, if the spatial coordinates of the abovementioned initial point of the
GNSS network are considered to be nonerroneous.

3. Experimental results

3.1. Data

In [22], the results of the construction of the initial national spatial reference system VN2000–
3D on the base of the orientation of the WGS84 ellipsoid to best fit it to the Hon Dau local

Accuracy of GNSS Methods132

quasigeoid at tide gauge Hon Dau with using the most stable 164 colocated GPS observations
performed at the first- and second-order benchmarks had been presented. The GPS data had
been processed in the ITRF2008 in the period 2009–2010. The coordinate transformation
parameters from the ITRF to the VN2000–3D have the following values:

.0400462723,".0085600577,".0011168229,  ".0

,417880,111,192468,42204,511083 000

m

mZmYm,X

ZYX

In [24], the results of the construction of the initial national quasigeoid model VIGAC2017 with
the accuracy level of �5.8 cm had been presented.

From 11 to 14 November 2013, Vietnam Institute of Geodesy and Cartography (VIGAC) had
accomplished four sessions of 24 h GPS observations at 11 points of the GPS network in the
North Vietnam (see Figure 1). Average distance between GPS points is 105 km. The GPS data
had been processed in the ITRF2008 by the software Bernese v. 5.2 using IGS service products.

The GPS network has five common (ground control) points C052, C022, C045, C033, C004, that
have the approximate national spatial coordinates in VN2000–3D (see Table 1) and have been
numbered sequentially from 1 to 5. In Vietnam, horizontal coordinates of geodetic points are
determined in VN2000-2D, and their normal heights are determined in national the vertical
reference system Haiphong1972 (HP72). On an account of the national quasigeoid model
VIGAC2017, the RMS of the national ellipsoidal coordinates of the geodetic points had been

considered equal to 097.0;0015".0;002".0 mmmm HLB After expressing the LB mm ,
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On the basis of the algorithm of transformation of the variance-covariance matrix to the upper
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713919.02999733.0112708.0

;

074068.000

179161.0057843.00
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21 TT

074115.000

179026.0057659.00

716235.0306647.0113212.0
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074355.000
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5T

Figure 1. The GPS network in the North Vietnam.
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These upper triangular matrices will be used for creating the submatrix 1515xT in the initial

upper triangular matrix in the form (36) with the purpose of the combined adjustment of the
GPS network, shown in Figure 1, into VN2000–3D.

3.2. Results

In [28], the experiments of the combined adjustment of the GPS network, shown in Figure 1, in
VN2000–3D had been accomplished. The GPS network had been adjusted separately in the
ITRF2008 by the T-recurrent algorithm with the temporary fixation of an initial point for GPS
point C052. The adjusted spatial coordinates of all 11 GPS points had been transformed from
the ITRF2008 to VN2000–3D (see Table 2).

The last spatial coordinates of all 11 GPS points in VN2000–3D obtained after the combined
adjustment of the GPS network in VN2000–3D based on insertion of the system of observation
equations in the recurrent adjustment process by the T–recurrent algorithm are shown inTable 3.

No Points )0(X (m) )0(Y (m) 
)0(Z (m) 

1 C052 �1513714.080 5735121.312 2337092.905

2 C022 �1472179.140 5771490.861 2274632.888

3 C045 �1538604.194 5750184.888 2283824.115

4 C033 �1439254.730 5758082.565 2328258.478

5 C004 �1355466.208 5762595.543 2367026.437

6 C049 �1473387.470 5720475.157 2397685.449

7 C065 �1576880.962 5710639.604 2355075.723

8 C056 �1592782.951 5745126.896 2259055.940

9 C014 �1564014.757 5782717.956 2183131.028

10 C075 �1723353.397 5702825.750 2270215.032

11 C070 �1710134.998 5667162.050 2367393.077

Table 2. Spatial coordinates of all 11 GPS points had been transformed from the ITRF2008 to VN2000–3D.

No Common (ground control) points Approximate spatial coordinates in VN2000–3D

Xτ
(0) (m) Yτ

(0) (m) Zτ
(0) (m)

1 C052 �1513714.136 5735121.344 2337092.916

2 C022 �1472179.244 5771490.833 2274632.893

3 C045 �1538604.244 5750184.813 2283824.080

4 C033 �1439254.798 5758082.515 2328258.441

5 C004 �1355466.287 5762595.502 2367026.391

Table 1. Approximate national spatial coordinates of the ground control pointsC052, C022, C045, C033, C004 inVN2000–3D.
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3 C045 �1538604.244 5750184.813 2283824.080

4 C033 �1439254.798 5758082.515 2328258.441

5 C004 �1355466.287 5762595.502 2367026.391

Table 1. Approximate national spatial coordinates of the ground control pointsC052, C022, C045, C033, C004 inVN2000–3D.
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The mean values of the RMS of national ellipsoidal coordinates of GPS points after solving the
task of the combined adjustments of the GPS network in VN2000–3D are equal to

.023.0;0005".0;0007".0 ~~~ mmmm HLB That confirmed the significant improvement of

positional accuracy of the GNSS points in the NSRS after solving of the task of the combined
adjustments of the GNSS network in the NSRS.

4. Conclusions

A tendency of construction of the NSRS strongly is promoted in many countries in the world
due to development of the passive GNSS networks, comprising the ground control points and
some CORS stations, based on the GNSS methods and results of building of the highly
accurate national geoid/quasigeoid models at the centimeter level of accuracy thanks to
detailed gravimetric data and the Earth gravitational models with high resolution.

From demands of usage of the high accurate spatial coordinates of GNSS points in the ITRF for
different geodetic applications and next their usage for the construction of the national spatial
reference frame has been arisen techno-scientific task of the separate adjustment of the passive
GNSS network in the ITRF and next its combined adjustment with the terrestrial geodetic net-
work in the NSRS.

In this chapter, a recurrent adjustment method with Givens rotation had been represented for
solving the above mentioned task on an account of its abilities to use the technique of sparse
matrix, to detect outliers in the recurrent adjustment process and to find them, especially to use
effectively results of the separate adjustment of the passive GNSS network in the ITRF for

No Points ~X (m) ~Y (m) ~Z (m)

1 C052 �1513714.150 5735121.372 2337092.873

2 C022 �1472179.207 5771490.916 2274632.850

3 C045 �1538604.253 5750184.910 2283824.046

4 C033 �1439254.784 5758082.567 2328258.392

5 C004 �1355466.267 5762595.567 2367026.370

6 C049 �1473387.532 5720475.185 2397685.386

7 C065 �1576881.025 5710639.642 2355075.670

8 C056 �1592783.012 5745126.934 2259055.888

9 C014 �1564014.818 5782717.991 2183130.973

10 C075 �1723353.458 5702825.780 2270214.971

11 C070 �1710135.062 5667162.086 2367393.020

Table 3. Final spatial coordinates of all 11 GPS points in VN2000–3D after the combined adjustment of the GPS network.
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creating the system of observation equations (46) and its realization in the process of the com-
bined adjustment of the passive GNSS networkwith the terrestrial geodetic network in theNSRS.

In this chapter, the method of the temporary fixation of an initial point used for the separate
adjustment of the passive GNSS network in the ITRF had been represented. The
abovementioned temporary fixation of an initial point allows not only to perform the strict
adjustment of the passive GNSS network in the ITRF and to avoid the singularity of
transformed matrix but also to correct the spatial coordinates of fixed point after the combined
adjustment of the GNSS network in the NSRS. Additionally, the temporary fixation of the
initial point does not cause any influence to the results of the above represented combined
adjustment.

The results of experiments performed on the basis of the usage of the T-recurrent algorithm for
the separate adjustment of the GPS network in the North Vietnam and the its combined
adjustment into VN2000–3 D confirmed the significant improvement of positional accuracy of
the GPS points in VN2000–3 D and effectivity of the T-recurrent algorithm in mathematical
processing of the GPS network for the construction of the national spatial reference frame.
Apart from that, after the combined adjustment of the GPS network in VN2000–3 D, the
horizontal and vertical position accuracy of the GPS points had reached the few centimeter
level. The mean values of the RMS of national ellipsoidal coordinates of GPS points after
solving task of the combined adjustments of the GPS network in VN2000–3D are equal to

mmmm HLB 023.0;0005".0;0007".0 ~~~  ./.
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