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and combustion are significant and varied, and concern, for example, aerodynamics, 
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Preface

A swirling flow is due to the application of a spiral movement. A tangential (or azimuthal)
velocity component is attributed to the flow through blades (by swirlers) or the use of small
tubes placed tangentially to the burner axis. Swirl flows are used in a wide range of industri‐
al applications. In non-reacting cases, examples of applications include vortex amplifiers
and reactors, heat exchangers, jet pumps, cyclone separators, and so on. In reacting cases,
swirlers are widely used in combustion systems, such as gas turbines, industrial furnaces,
boilers, gasoline and diesel engines, and many other practical heating devices. Effects of us‐
ing swirl on flow and combustion are significant and varied, and concern, for example, aero‐
dynamics, mixing, flame stability, intensity of combustion, and pollutant emissions.

This book collects recent research on swirling flows, in reacting and non-reacting cases, includ‐
ing in particular its presence in practical systems. The purpose of this book is to present recent
research efforts to understand and characterize swirling flows of different types and in differ‐
ent applications. The book contains five chapters and a general introduction on the subject.

In the Introduction, the author firstly defines swirl flows, their advantages, and their differ‐
ent applications. Secondly, the author discusses swirl generation techniques and the swirl
number that characterizes the intensity of rotating flows. Thirdly, the author reports the swirl
effects on flames and pollutant emissions, including different studies from the literature.
Chapter 2 presents results of coherent structures in the near field of swirling turbulent jets in
reactive and non-reactive conditions. The authors are interested in analysis of these struc‐
tures’ impact on mixing of a passive tracer in the jets and on regular flame front deforma‐
tions. They performed experiments with fuel-lean and fuel-rich methane/air mixtures in the
case of different swirl numbers using particle image velocimetry/planar laser-induced fluo‐
rescence (PIV/PLIF) measurements and proper orthogonal decomposition (POD) of the ve‐
locity snapshots. Chapter 3 investigates the aerodynamic structures of flow in reactive and
non-reactive cases. Two type of flow are studied: free jet and jet with a cross flow. Measure‐
ments techniques including visualization in the ultraviolet region, PIV, and hot-wire ane‐
mometry are used. Propane and hydrogen in a mixture with diluents (CO2, He) are adopted
as a fuel. In the reacting case a propane-butane mixture and Freon 22 is tested. The results
concern flow visualizations, velocity fields, and turbulence intensities. Chapter 4 deals with
the detection, generation, and characterization of vortexes. Two techniques to generate a vor‐
tex are used: a Vortex Generator (VG) with fixed surface, and with blowing air. The charac‐
terization of vortexes is based on some properties such as velocity field, vorticity field, and
turbulence intensity. Some results are presented as velocity signals and distributions, CWT,
and visualization of vortex of turbulent free flow. Chapter 5 investigates the flow of swirling
liquid in a duct. The emphasis has been on Spanner-type profiled tubes, but this is by no
means the only way to generate swirl. The efficacy of the first-order Solid Body Model is
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demonstrated by the simulation of flow through a 10.0 m cylindrical tube. The prediction that
the downstream data taken after a distance of 3 tu would be representative of fully developed
flow is amply demonstrated. Chapter 6 presents characteristics of particle adhesion patterns
in a cyclone particle separator and their mechanisms based on experimental and simulation
results. It also investigates the effect of particle inlet position on adhesion.  In addition, the
chapter studies 2D modelling of particle adhesion. The authors’ key finding of the 2D model‐
ling work is that electrostatic force plays an important role on the particle adhesion.

Dr. Toufik Boushaki
ICARE CNRS

University of Orléans, France
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1. Introduction

Swirling flows are used in a very wide range of industrial applications. In non-reacting cases, 
examples of applications include vortex amplifiers and reactors, heat exchangers, jet pumps, 
cyclone separators, whirlpools, tornadoes, etc. In reacting cases, swirlers are widely used in 
combustion systems, such as gas turbines, industrial furnaces, boilers, gasoline and diesel 
engines and many other practical heating devices. Effects of using swirl on flow and com-
bustion are significant and various and concern, for example, aerodynamics, mixing, flame 
stability, intensity of combustion and pollutant emissions. In this chapter, we are interested in 
the use of swirling flows in combustion systems.

In industrial plants, the geometric methods of flame stabilization are based on increasing the 
residence time of reactive gases either by the wake effect bluff-body burner, by the flow rotation 
of reactants swirl burner or by a combination of these two mechanisms.

Burners with helical flows generally referred to as the swirl burner have very wide applica-
tions in the industrial field. In the literature, many examples of uses of swirling jets are found 
as a means of controlling combustion [1–4]. Other studies focused on the swirl effect on the 
characteristics of lifted flames [5], stabilization and blow-out phenomenon [6–8] and pollutant 
emissions [9–13].

2. Swirl generation techniques

There are several ways to generate the rotation of a flow. They can be classified into three 
main categories:

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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• Use of fins or adjustable propellers tangentially deflecting the axial flow. Because of its 
simplicity, this device is generally used in industrial systems, in particular in gas turbines. 
However, this type of device introduces significant head losses, and the intensity of swirl 
is limited (design of fins) [14].

• Rotating mechanical devices which generate a rotational movement to the fluid passing 
between them [10].

• Tangential injection of part or all fluid quantity into a main duct. The intensity of the swirl 
is then determined by the ratio between the flow injected tangentially and that injected 
axially [15, 16].

3. Swirl number

The swirl number (Sn) is a dimensionless number that characterizes the rotating flows. It is 
defined as (Beér and Chigier [1])

   S  n   =   
 G  ϕ   ____  RG  x  '  

    (1)

where   G  ϕ    is the axial flux of the tangential momentum,   G  x  '    is the axial flux of axial momentum 
and R is the exit radius of the burner nozzle. This number determines the intensity of swirl; 
the more this number is higher, the more the swirl effect is strong. The fluxes   G  ϕ    and   G  x    are 
given by the following expressions:

   G  ϕ   =   ∫ 
0
  

R
   (Wr)  𝜌𝜌U 2 π r dr  (2)

   G  x   =   ∫ 
0
  

R
   U𝜌𝜌 U 2π r dr +  ∫ 

0
  

R
   p 2π r dr  (3)

U and W are the axial and tangential components of the velocity, respectively; p is the static 
pressure of the flow.

The introduction of this swirl number is based on   G  ϕ    and   G  x    measurements along the axis the 
flow. To experimentally evaluate Sn, it is necessary to have access to the velocity and pressure 
distributions on cross sections of the rotating flow. The swirl number can be calculated geo-
metrically with the dimensions of the swirler and burner, as in [17, 18].

4. Swirl effects on flames

According to some studies as Beér and Chigier [1], for flows with a low swirl number 
(Sn = 0.6), there is no recirculation of the flow (Figure 1). The swirl induces an increase in the 
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entrainment of the ambient fluid and a decrease in the axial velocity of the flow. Axial veloc-
ity radial profiles remain a Gaussian form as long as the swirl remains below 0.5. Velocity 
maximum deviate from the axis when approaching Sn = 0.6. Thus the degree of jet opening 
and the entrained mass flow then increase continuously with the swirl number. From a swirl 
intensity of about 0.6, a recirculation zone appeared in the main flow. The size and position 
of this recirculation zone varies with the intensity of swirl [1, 17]. This zone is an essential 
element for the stabilization of flames because it contains preheated fresh gases and allows a 
better combustion.

The swirl is commonly used in combustion because it has a stabilizing role for the flame [1, 8]. 
Indeed, if the swirl intensity is strong enough, a recirculation zone will appear. The latter is a 
region in which fresh gases and flue gases are well mixed. In addition, swirl improves the entrain-
ment of gases and greatly increases flame-blow limits [3, 7]. Beer and Chigier [1] show the effect 
of the swirl intensity on the behaviour of the flame as shown in Figure 1.

• Case (1): The intensity of swirl is low; the flame behaviour is similar to that encountered 
without swirl. The flame is detached from the burner.

• Case (2): The intensity of swirl is intermediary; the flame is stabilized closer to the burner, 
in the recirculation zone rich in fresh gas. Turbulence levels are high and combustion is 
intense.

• Case (3): The intensity of swirl is high; the interaction of flame/walls is intense; this is in 
generally an undesirable case, except in certain industrial furnaces to obtain an intense and 
uniform radiation.

Many advantages of swirling reacting flows are now well-known and studied, as the flame 
stabilization improvement through the vortex breakdown phenomenon, due to the central 
recirculation zone (CRZ) occurrence [3, 7, 19, 20] and enhancement in turbulent mixing of 
reactants by means of the precessing vortex core (PVC). Authors [21–25] studied the flow 
characteristics and mixing properties of the swirling double concentric jets at low Reynolds 
numbers with control discs. Jourdaine et al. [26], investigated premixed swirling flames 
of CO2–CH4–O2 and CH4-air using different optical diagnostics. Benim et al. [27] studied 
numerically turbulent swirling flames in a model gas turbine combustor, using OpenFOAM 
code through the LES approach. Elbaz and Robert [16] investigated non-premixed methane 
swirling flames and particularly the quarl geometry effect on the flame structure. They were 

Figure 1. Swirl effect on flames [1]. (1) Low Sn, (2) intermediary Sn and (3) high Sn.
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Many advantages of swirling reacting flows are now well-known and studied, as the flame 
stabilization improvement through the vortex breakdown phenomenon, due to the central 
recirculation zone (CRZ) occurrence [3, 7, 19, 20] and enhancement in turbulent mixing of 
reactants by means of the precessing vortex core (PVC). Authors [21–25] studied the flow 
characteristics and mixing properties of the swirling double concentric jets at low Reynolds 
numbers with control discs. Jourdaine et al. [26], investigated premixed swirling flames 
of CO2–CH4–O2 and CH4-air using different optical diagnostics. Benim et al. [27] studied 
numerically turbulent swirling flames in a model gas turbine combustor, using OpenFOAM 
code through the LES approach. Elbaz and Robert [16] investigated non-premixed methane 
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Figure 1. Swirl effect on flames [1]. (1) Low Sn, (2) intermediary Sn and (3) high Sn.
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interested in the measurements of the turbulent flow field, concentrations of species and 
temperature distribution. Khalil Ahmed and Gupta [28] studied the colourless distributed 
combustion (CDC) combustor. CDC was examined with both swirling and non-swirling 
cases using different injection of velocity to improve distributed combustion. Orbay et al. [29] 
reported experiments and numerical simulations of swirling turbulent flows in non-reactive 
and reactive cases in an academic gas turbine combustor. They conducted PIV-LDV measure-
ments and LES calculations focusing on the characterization of the flow structures, the effect 
of inflow swirl and the heat release in a premixed natural gas-air combustor. Candel et al. [30] 
performed a review of some recent progresses on swirling flame dynamics, particularly with 
the presence of acoustic perturbations. They found that the presence of acoustic perturba-
tions in swirling flows induces a vorticity wave which is convected by the flow. They showed 
that the response of flame is characterized by a combination of heat release rate fluctuations 
generated by the incoming acoustic and convective perturbations. Von Lavante and Yao 
[31] studied numerically different types of axisymmetric internal configurations to examine 
the development of turbulent swirling and non-swirling flows along the flow. A numerical 
algorithm for solving the three-dimensional axisymmetric internal turbulent flows was devel-
oped. Good agreement of the calculation and theoretical results of the velocity profiles and 
pressure distributions was obtained. Iyogun et al. [14] presented an experimental investiga-
tion on the stability of swirling non-premixed CH4 flames in a coaxial burner. Measurements 
were conducted for both reacting and non-reacting swirling flows. Cozzi and Coghe et al. 
[32] investigated by stereo-particle image velocimetry (S-PIV) technique the initial region of a 
swirling gas jet on a model burner in isothermal swirling air jets. Their study was interested to 
identify the presence of vortex breakdown, the central recirculation zone (CRZ) and the pre-
cessing vortex core (PVC). Boushaki et al. [13] investigated turbulent flames on a swirl burner 
with a radial injection of fuel (Figure 2). The burner consists of two concentric tubes with a 
swirler placed in an annular part supplying the air. Eight vanes are made to induce a swirl 
intensity variation. The central pipe delivers a fuel radially through eight holes symmetrically 
distributed on the periphery of the tube near the exit burner.

Figure 2. Diagram of the coaxial swirl burner, (a) 3D view of the top part and (b) vertical cross section.

Swirling Flows and Flames4

Experimental and numerical investigations have been performed on this burner configuration 
as shown in Figure 3. On the left of Figure 3 [13], it shows contours of axial (U) velocity up to 
2.5D downstream of the flow in non-reacting and reacting cases with the condition of a swirl 
number Sn = 0.8 and a global equivalence ratio Ф = 0.8. The velocity field is symmetrical about 
the dashed line x = 0. Note that only the left part of the field (x/Rb: from 0 to −3) is plotted in 
Figure 3. Velocity fields highlight the higher axial expansion induced by the combustion in 
the reacting flow. As expected, with high swirl intensity, an internal recirculation zone (IRZ) 
appeared for non-reacting and reacting conditions. The IRZ becomes larger by the combustion 
due to the change in fluid density and more intense for the reacting case compared to the 
non-reacting case.

On the right of Figure 3, the 3D coherent structures are identified using Q-criterion iso-surface 
for both non-reacting and reacting flows [33]. The iso-surfaces are coloured by the instan-
taneous axial velocity. The Q-criterion identifies vortices of an incompressible flow as con-
nected fluid regions with a positive second invariant of the velocity gradient tensor [34]. The 
3D coherent structures can reveal in a discernible manner the swirling flow instabilities. Two 
similar structures are present in the isothermal and the reacting flows, which are the vortex 
rings and the finger structures. In the near field at the burner exit, each jet is composed of two 
shear layers (ISL and OSL) owing to the annular geometry of the burner. More details about 
these works can be found in the previous paper of the authors [35–37].

5. Swirl effects on pollutant emissions

Schmittel et al. [10] showed that the use of swirl in non-premixed combustion can lead to 
the reduction of pollutant emissions, particularly that of nitrogen oxides. Indeed, under the 
swirl effect and thus the mixing improvement of reactants, the flame temperature decreases 

Figure 3. On the left: fields of axial velocity (U) under non-reacting and reacting conditions (Sn = 0.8 and Ф = 0.8) [13]. On 
the right: snapshot of iso-surfaces of Q-criterion for the non-reacting (a) and reacting (b) cases [33].
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and leads to the decrease of NOx production. In addition, when the intensity of the swirl is 
sufficient, increasing the swirl number induces a reduction of residence time in hot areas. This 
also has the effect of limiting NOx formation. However, it is necessary to find a swirl intensity 
that achieves a compromise between on the one hand the reduction of pollutant emission and, 
on the other hand, the distance flame burner to prevent the flashback. The study of Coghe 
et al. [11] on a lean natural gas burner (ϕ = 0.69) showed that NOx reduction can reach 30% 
for a swirl number between 0.7 and 0.82. Pesenti and Lybaert [38] tested in a 300 kW furnace 
with a swirl burner and an air co-flow by comparing three ratios of tangential airflow to total 
flow (air + natural gas) 0, 0.5 and 1. The authors showed that the optimum in terms of NOx 
emission is obtained when 50% of tangential air is injected. Burguette and Costa [39] evalu-
ated the influence of the swirl intensity on NOx through the angle of the blades constituting 
the swirler. They found that at 45° the NOx rate is the most important; however, at 45° lower 
or higher, NOx emissions decrease. The authors explain these results by the fact that at 45° the 
recirculation zone starts, and therefore the residence time increases close to the burner, thus 
increasing the intensity of combustion and consequently the temperature and NOx forma-
tion. Cozzi and Coghe [12] studied NOx emissions on a coaxial swirled natural gas flame. 
They reported that the swirl intensity has a strong effect on non-premixed flames in which 
very low levels of NOx can be obtained at higher swirl.

Boushaki et al. [15, 40] investigated reacting swirling flows on a burner with triple jets as 
shown in Figure 4. The burner is composed of three nozzles, one central of natural gas and 
two laterals of pure oxygen. Each nozzle is surrounded tangentially by four small jets around 
the main jets. These small jets generate a swirling motion of the flow; the swirl intensity is 
controlled by the flow rate in the actuators. The authors reported that the swirl intensity 
through the flow rate of actuators affects significantly the flow field and consequently the 
flame behaviour (stability, shape, pollutants). For example, Figure 4b illustrates NOx emis-
sions as a function of the swirl intensity controlled by the flow rate ratio r (ratio of flow 
rate of jet actuators and total flow rate). The results show that the NOx emissions with swirl 
intensity decrease in the first part. In this part, the NOx reductions are about 22, 36 and 60% 

Figure 4. (a) Swirl burner with triple jets. (b) NOx emissions with the flow rate ratio for three burner configurations [15, 39].
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depending to the burner configuration. From 0 to 15% of flow rate ratio, the swirling flow 
enhances mixing progressively and probably induces a reduction of NOx emission. Besides, 
the swirl by jet actuators enhances entrainment of combustion products, which decreases the 
flame temperature and NOx production. For the second part with higher swirl intensity, the 
increase of NOx production can be explained by the higher velocities of the small jet which 
disturb the main jets.

Boushaki et al. [13] and Nazim et al. [41] reported the effect of the swirl number on the NOx 
and CO emissions. They found that in the case of a swirl number of 1.4, the EICO rate is 
slightly lower than in the case of a swirl number of 0.8. The authors noted that the swirl inten-
sity might tend to enhance the mixing and to increase the residence time inside the reaction 
zone, which promotes the CO conversion to CO2. Concerning the NOx emissions, the authors 
found that increasing the swirl number tends to reduce the EINOx formation in particular for 
oxygen rate up to 27%. The authors explain this evolution by the decrease of flame tempera-
ture induced by the swirl through the Zeldovich mechanism. Some authors as [10, 42] by the 
experiments and computations demonstrated that NOx emissions decrease when the swirl 
number increases, mainly because of the better mixing with combustion products in the inner 
recirculation zone created by high swirling flows.
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Abstract

The results of the experimental study of coherent flow structures in turbulent jets with
different swirl rates are reported. The focus is placed on analysis of their impact on mixing
of a passive scalar in the jets and on regular flame front deformations during combustion
of fuel-lean and fuel-rich methane/air mixtures in case of a strongly swirling jet with
vortex breakdown. The measurements are performed by applying simultaneously the
particle image velocimetry (PIV) and planar laser-induced fluorescence (PLIF) techniques
(acetone and HCHO for the nonreacting and reacting flows, respectively). The PIV data
are processed by a proper orthogonal decomposition (POD), and the PLIF data are condi-
tionally sampled according to the correlation coefficients of the velocity POD modes. The
coherent velocity fluctuations are associated with regular patterns in the concentration
fluctuation fields and flame front deformations. These patterns correspond to unsteady
mixing by large-scale vortex structures in the outer mixing layer and also to variations of
the entrainment rate for the flows with swirl.

Keywords: swirling jet, mixing, swirling flame, vortex breakdown, coherent structures,
precessing vortex core

1. Introduction

Swirl is often superimposed to jet flows to promote mixing and heat and mass transfer in the
initial region of the flow [1–4]. Whereas ring-like vortices are formed in the shear layer of the
nonswirling and weakly swirling jets, helical vortex structures are formed in the mixing layer
of strongly swirling jets and considered to enhance mixing [4–8]. When the swirl rate exceeds a
certain critical value, a breakdown of the vortex occurs in swirling jets [6, 7, 9–12]. The vortex
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breakdown corresponds to formation of a wake region or recirculation zone at the jet axis and
intensifies mixing even more via unsteady flow dynamics. The low velocity region at the low-
pressure core of the swirling flow provides favorable local conditions for successful ignition
and stable combustion of flames [1, 13]. Thus, swirling jet flows are often implemented in
combustion chambers and furnaces.

Structure of swirling flows with combustion has been studied extensively in a number of
experiments. Heat release and local density decrease during combustion strongly affect the
shape of the recirculation zone [14, 15]. Hot combustion products tend to concentrate at the
vortex core and are captured by the central recirculation zone [16–20]. Moreover, combustion
is known to induce vortex breakdown, which was absent for the nonreacting flow before
ignition of the flame [21–23]. Besides, amplitude of the vortex core precession is found to be
suppressed by combustion in some studies, whereas in the other, it was not strongly affected
[24, 25]. Detailed experimental data on flow structure of swirling flows with combustion is
necessary for verification of numerical simulations, which are currently performed with eddy-
resolving methods [26–31].

Presently, the impact of unsteady swirling flow dynamics, such as precession of the vortex
core, which is found to produce intensive velocity and pressure pulsations in jets with vortex
breakdown, on unsteady combustion is not completely understood [32]. In particular, the
impact of the precessing vortex core on flame instabilities and unsteady operation of swirl-
stabilized combustors is still a debated issue [33]. Ruith et al. [11] and Liang and Maxworthy
[7] suggest that formation of the recirculation zone triggers a global instability mode, which
results in unsteady dynamics of swirling jets, related to intensive velocity and pressure fluctu-
ations during precession of the swirling vortex core near the nozzle. Oberleithner et al. [12]
have suggested that during the increase of the jet swirl rate the central recirculation zone first
appears in an intermittent manner and then remains permanently. Further increase of the swirl
rate gives rise to a global flow instability to a helical mode, corresponding to precession of the
swirling jet.

From conditionally sampled velocity measurements by the laser Doppler velocimetry tech-
nique, Cala et al. [34] have detected a coherent structure in a high-swirl jet, consisted of a
spiraling vortex core and secondary helical large-scale vortex structures in the inner and outer
mixing layers. Later, similar structures were detected from 2D particle image velocimetry (PIV)
measurements for high-swirl nonreacting jets [35, 36] and flames [37–39]. Later, the presence of
double-helical coherent vortex structure was confirmed from direct 3D PIV measurements in
[8, 40]. However, there is still a lack of experimental studies on mixing in swirling turbulent jets
and quantitative analysis of large-scale vortices contribution to this process.

Dynamics of flow and flame in swirl combustors is studied successfully by combination of PIV
and planar laser-induced fluorescence (PLIF) of OH* (see [41, 42]). The hydroxyl radical OH*,
produced in flame front and present in hot combustion products, is commonly used for
tracking of the front. Stöhr et al. [42] have found that large-scale vortices improve mixing
between the combustion products and reactants. Meanwhile, Boxx et al. [41] have observed
events of local flame extinction during its interaction with large-scale vortices in the high-swirl
flow. Nevertheless, further detailed analysis of the reaction zone shape correlations with large-
scale flow motions in swirling jet flows is desirable.

Swirling Flows and Flames12

Formaldehyde (HCHO) is an important combustion intermediate, occurring in lower-
temperature regions of hydrocarbon-fueled flames. It plays an important role in several com-
bustion processes, including fuel oxidation and autoignition. It appears in the initial step of the
HCHO!HCO! CO oxidation pathway of conventional hydrocarbons [43]. High concentra-
tion of HCHO specifies preheat zone of hydrocarbon flames. One of the most prevalent
strategies for HCHO PLIF measurements is the excitation of 410 transition by using the third
harmonic of Nd:YAG laser radiation at 355 nm [44].

The aim of the current study is to analyze the impact of large-scale vortex structures on mixing
in turbulent jets with different swirl rates on the basis of the combined PIV and PLIF measure-
ments and to reveal regular flame front deformations during combustion of fuel-lean and fuel-
rich flames in the swirling jet with high swirl rate and vortex breakdown.

2. Experimental setup and data processing

Measurements were carried out for swirling jets and premixed methane/air flames at the
atmospheric pressure. The flow was organized in an open combustion rig by using a contrac-
tion axisymmetric nozzle with a changeable vane swirler installed inside to generate jet flows
with swirl. The outlet diameter of the nozzle was d = 15 mm (see [37] for the details). The swirl
rate S was estimated based on the geometric parameters of the swirler [1]:

S ¼ 2
3

1� d1=d2ð Þ3
1� d1=d2ð Þ2
 !

tan ψð Þ (1)

where d1 = 7 mm is the diameter of the center body supporting the vanes, d2 = 27 mm is the
external diameter of the swirler, and ψ is the vanes inclination angle relative to the axis. Three
cases of the swirl rate are considered, viz., nonswirling jet without swirler (S = 0) and swirling
jets for ψ = 30, 45, and 55�, corresponding to S = 0.41, 0.7, and 1.0, respectively, whereas the
critical value for the vortex breakdown in jet flows is S ≈ 0.6 [14, 45–47].

The air flow was supplied from a pressure line, and its flow rate was precisely controlled by
mass flow meters (Bronkhorst). To introduce acetone vapor into the nonreacting jet flows, a
part of the air flow was bubbled through liquid acetone, contained in a thermostabilized
container at a fixed temperature. The concentration of the acetone in the jet was below 3%.
The Reynolds number based on the flowrate of air was fixed as 5000 (bulk velocity for the air
jet was U0 = 5.0 m/s).

For the reacting flows, the container with acetone was not used. Instead, the air was premixed
with methane, supplied by another set of Bronkhorst mass flow meters. The equivalence ratio
φ of the methane/air mixtures issued from the nozzle was equal to 0.7 and 2.5. To provide PIV
measurements, the jet flow was seeded by 0.5 μm TiO2 particles. The surrounding air was
seeded by using a fog generator.

A sketch of the PIV/PLIF experimental setup is shown in Figure 1. Two CCD PIV cameras
(ImperX IGV-B2020) were oriented horizontally as shown in Figure 1. The cameras were
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equipped with narrow band-pass optical filters (532 � 10 nm). A double-head Nd:YAG laser
(Quantel EverGreen) was used to illuminate the tracer particles in the central plane of the flow
for the PIV measurements. Duration of each laser pulse was approximately 10 ns. The time
interval between two PIV laser pulses for the reacting flows was 35 μs.

The velocity fields were evaluated by an adaptive iterative cross correlation algorithm with
continuous image shift and deformation (see [48] for the definition), included an in-house
software “ActualFlow.” The final size of the interrogation areas was 32 � 32 pixels. The spatial
overlap rate between the neighbor interrogation areas was 50%. Calibration of the stereo PIV
and PLIF cameras was performed by using a plane calibration target and third-order polyno-
mial transform. This was done by processing images of the calibration target placed in five
different positions in the normal-to-plane direction with the step of 0.5 mm. In addition, to
minimize the calibration error, an iterative correction procedure of possible misalignment
between the laser sheet and the target plane was applied [49]. For almost the entire measure-
ment domain, the mismatch between the actual marker locations on the target and their
coordinates in the obtained calibration model was below 1 pixel.

The fourth harmonic (266 nm) of a pulsed Nd:YAG laser (Quantel Brilliant B) was used for
excitation of the acetone fluorescence. During excitation of the HCHO fluorescence (410 transition
of A–X band) for the reacting flows, the third harmonic (355 nm) of the same laser was used.
Duration of each laser pulse was approximately 10 ns. The laser beams for the PLIF and PIV
systems were combined by using a dichroic mirror and converted into a collimated laser sheet
with the width of 50 mm. The laser sheet thickness was below 0.8 mm in the measurement region.

Figure 1. Sketch of the PIV/PLIF setup and geometry of the nozzle (inset).

Swirling Flows and Flames14

Fluorescence of HCHO and acetone was collected by a system of UV-sensitive image intensi-
fier (LaVision IRO, photocathode S20 multialkali provided quantum efficiency about 25% for
wavelengths in UV spectral region) and sCMOS camera (LaVision Imager sCMOS, 16 bit
images with resolution of 2560 � 2160 pixels), equipped with a UV lens (100 mm, f# = 2.8)
and band-pass optical filter. The exposure time for each PLIF image was 200 ns. The PLIF
signal was collected almost in the center of the time interval between two pairs of the PIV laser
pulses.

The raw PLIF images contained different types of systematic and random errors. The system-
atic errors were produced by spatially nonuniform laser sheet intensity, nonuniform spatial
sensitivity of the photocathode and CCD, dark current of the sensors, and background signal
(due to possible reflections, etc.). A set of post-processing algorithms were applied to the PLIF
images to remove the dark current and background intensity and to correct for the spatial
nonuniformity of the laser sheet intensity and sensitivity of the sensors. An additional ICCD
camera (PCO DicamPro) was used to monitor the spatial distribution of energy in each pulse
of the PLIF lasers by using a quartz cuvette filled with uniform solution of a fluorescent dye
(Rhodamine 6G).

Typical magnification of the PIV and PLIF systems was 29.9 and 35.0 pixels per mm, respec-
tively. The optical resolution of the PLIF system corresponded to a Gaussian-type smoothing
with the full width at the half maximum of approximately 15 pixels. The resolution was
evaluated based on a “knife-edge technique” similar to that in [50]. To fit grids of the PIV and
PLIF data, the latter was spatially averaged over domains with the size of 0.96 mm and 50%
overlap rate. The laser sheet thickness in the region of interest for both systems was approxi-
mately 0.8 mm.

To reveal coherent structures in the flows, the fluctuating velocity data set W = [u0(x, t1)…u0(x,
tN)] for each flow case was processed by a snapshot proper orthogonal decomposition (POD)
[51]. POD is based on a singular value decomposition:

u0 x; tkð Þ ¼
XN
q¼1

αq tkð Þσqφq xð Þ or in a matrix formW ¼ UΣVH, (2)

where
ð

Ω

φiφjdx ¼ δij and
1
N

XN

k¼1

αi tkð Þαj tkð Þ ¼ δij (3)

Each set of the fluctuating velocity fields u0(x, tk) is represented as a finite series of the products
of the spatial orthonormal basis functions ϕq (U = [ϕ1…ϕN]) with nondimensional temporal
coefficients αq (corresponding to the conjugate transpose of a matrix V that is composed of the
right-singular vectors of W) and singular values σq (Σ = diag[σ1… σN]). N is the number of the
snapshots in the set. The singular values characterize the amplitude (square root of the kinetic
energy of the velocity fluctuations) of each POD mode in the data sequence and are equal to
square root of the eigenvalues of the covariance matrix WWH. For the used snapshot POD
method, the POD modes can be represented as:
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Figure 1. Sketch of the PIV/PLIF setup and geometry of the nozzle (inset).
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1
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coefficients αq (corresponding to the conjugate transpose of a matrix V that is composed of the
right-singular vectors of W) and singular values σq (Σ = diag[σ1… σN]). N is the number of the
snapshots in the set. The singular values characterize the amplitude (square root of the kinetic
energy of the velocity fluctuations) of each POD mode in the data sequence and are equal to
square root of the eigenvalues of the covariance matrix WWH. For the used snapshot POD
method, the POD modes can be represented as:
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φq xð Þ ¼
XN

k¼1

akqu
0 x; tkð Þσ�1

k or U ¼ WΣ�1V (4)

To reveal coherent structure effect on mixing and flame front deformation, fluctuations I0(x, t)
of the PLIF data are conditionally sampled according to the temporal coefficients akq (from
matrix V) of the POD modes:

cq xð Þ ¼ urms

Irms

XN

k¼1

akqI
0 x; tkð Þσ�1

k ,where u2rms ¼
ð

Ω

u02dx and I2rms ¼
ð

Ω

I02dx (5)

3. Results

3.1. Swirling jets without combustion

Figure 2 shows the time-averaged velocity fields and turbulent kinetic energy for the
nonreacting jets. The core of the nonswirling jet (S = 0) is surrounded by the circular mixing
layer, where velocity fluctuations grow downstream. For the case S = 0.41 (referred to as low-
swirl jet), a wake region is formed at the jet axis, where the average axial velocity remains
positive. The velocity fluctuations for the outer mixing layer of the low swirl are considerably
greater. Also, their intensity at the onset of the central wake region reached 35% of U0. For the
cases S = 0.7 and 1.0 (referred to as high-swirl jets), the black solid line surrounds the region
with negative values of the mean axial velocity, corresponding to the central recirculation zone.

Thus, there are two mixing layers in the flow of the swirling jets, viz., the inner mixing layer
between the annular swirling jet and the central recirculation zone/wake region and the outer
mixing layer between the jet and the surrounding air. The swirl results in a greater opening
angle for the jet. It is increased from approximately 11 to 37� (half angle) for the considered
range of swirl rates.

The normalized spatial distributions of the time-averaged acetone concentration are shown in
Figure 3. The swirl results in a faster mixing of the jet with the surrounding air. The contour
lines show values of the local variance of the concentration. Thus, the concentration fluctuates
in the outer mixing layer. The swirl decreases the length of the mixing region, viz., it is less
than one nozzle diameter for the case S = 1.0. Thus, the flow swirl and vortex breakdown
dramatically promote the mixing.

Examples of the instantaneous velocity and concentration fields, measured simultaneously
and plotted in Figure 4, show an effect of large-scale vertical structures on turbulent mixing
in the studied jets. The large-scale vortex structures are visualized by regions with positive
values of a 2D modification (Eq. (6)) of Q-criterion [52], viz., Q2D > 5U0

2d�2. For the
nonswirling jet, it is expected that the vortex cores in the outer mixing layer correspond to
ring-like vortices. They engulf and entrain the surrounding air, whereas the jet core remains
almost unmixed. For the low-swirl jet, the acetone spreads faster into the surrounding air and
the mixing is more efficient.
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Whereas the vortex structures present both in the inner and outer mixing layers of the low-
swirl jet, their contribution to the mixing near the wake region is small. During the mixing in
the high-swirl jets, some amount of the surrounding air is captured by the central recirculation
zone and mixed with annular jet, issued from the nozzle. Thus, the contribution of large-scale
vortex structures to the jet dilution in the inner mixing layer increases with swirl rate.

To reveal coherent structures in the flows and to analyze their contribution to mixing, POD is
applied to the sets of the measured velocity fields. The POD spectra of the velocity fluctuations
in the nonreacting jets for different swirl rates are shown in Figure 5. For the high-swirl jets
with vortex breakdown, there are two most energetic modes. They contain approximately 9
and 16% of the spatial-averaged turbulent kinetic energy for the cases of S = 0.7 and 1.0,
respectively, whereas the energy of rest modes is below 2%. Values of the temporal coefficients
for the first two modes for S = 1.0, shown in Figure 5, are scattered around a circle-like figure,
indicating that these modes are statistically correlated.

Figure 2. Time-averaged velocity fields and distributions of the turbulent kinetic energy for nonreacting swirling jets.
Black solid line includes regions with negative axial velocity.
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nonreacting jets. The core of the nonswirling jet (S = 0) is surrounded by the circular mixing
layer, where velocity fluctuations grow downstream. For the case S = 0.41 (referred to as low-
swirl jet), a wake region is formed at the jet axis, where the average axial velocity remains
positive. The velocity fluctuations for the outer mixing layer of the low swirl are considerably
greater. Also, their intensity at the onset of the central wake region reached 35% of U0. For the
cases S = 0.7 and 1.0 (referred to as high-swirl jets), the black solid line surrounds the region
with negative values of the mean axial velocity, corresponding to the central recirculation zone.

Thus, there are two mixing layers in the flow of the swirling jets, viz., the inner mixing layer
between the annular swirling jet and the central recirculation zone/wake region and the outer
mixing layer between the jet and the surrounding air. The swirl results in a greater opening
angle for the jet. It is increased from approximately 11 to 37� (half angle) for the considered
range of swirl rates.

The normalized spatial distributions of the time-averaged acetone concentration are shown in
Figure 3. The swirl results in a faster mixing of the jet with the surrounding air. The contour
lines show values of the local variance of the concentration. Thus, the concentration fluctuates
in the outer mixing layer. The swirl decreases the length of the mixing region, viz., it is less
than one nozzle diameter for the case S = 1.0. Thus, the flow swirl and vortex breakdown
dramatically promote the mixing.

Examples of the instantaneous velocity and concentration fields, measured simultaneously
and plotted in Figure 4, show an effect of large-scale vertical structures on turbulent mixing
in the studied jets. The large-scale vortex structures are visualized by regions with positive
values of a 2D modification (Eq. (6)) of Q-criterion [52], viz., Q2D > 5U0

2d�2. For the
nonswirling jet, it is expected that the vortex cores in the outer mixing layer correspond to
ring-like vortices. They engulf and entrain the surrounding air, whereas the jet core remains
almost unmixed. For the low-swirl jet, the acetone spreads faster into the surrounding air and
the mixing is more efficient.
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Whereas the vortex structures present both in the inner and outer mixing layers of the low-
swirl jet, their contribution to the mixing near the wake region is small. During the mixing in
the high-swirl jets, some amount of the surrounding air is captured by the central recirculation
zone and mixed with annular jet, issued from the nozzle. Thus, the contribution of large-scale
vortex structures to the jet dilution in the inner mixing layer increases with swirl rate.

To reveal coherent structures in the flows and to analyze their contribution to mixing, POD is
applied to the sets of the measured velocity fields. The POD spectra of the velocity fluctuations
in the nonreacting jets for different swirl rates are shown in Figure 5. For the high-swirl jets
with vortex breakdown, there are two most energetic modes. They contain approximately 9
and 16% of the spatial-averaged turbulent kinetic energy for the cases of S = 0.7 and 1.0,
respectively, whereas the energy of rest modes is below 2%. Values of the temporal coefficients
for the first two modes for S = 1.0, shown in Figure 5, are scattered around a circle-like figure,
indicating that these modes are statistically correlated.

Figure 2. Time-averaged velocity fields and distributions of the turbulent kinetic energy for nonreacting swirling jets.
Black solid line includes regions with negative axial velocity.
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Spatial distributions of the first four POD modes for the nonswirling jet with corresponding
conditionally sampled fluctuations of the acetone concentration are shown in Figure 6. The
distributions of the fluctuations correspond to growing downstream vortex structures and
expanding traveling waves of the concentration fluctuations. The first and second POD modes
appear to be shifted by π/2 phase and are expected to be related to growing downstream ring-
like vortices. The third and fourth modes are likely to be associated with pairing process of
these ring-like vortices at approximately 1.5d downstream the nozzle exit and related modula-
tion of amplitude of the subsequent vortices upstream via pressure feedback mechanism [53].

For the low-swirl jet (see Figure 7), the first POD mode is related to oscillations of the axial
velocity near the central wake, which is in agreement with the scenario of the vortex break-
down by Oberleithner et al. [12], where formation of the permanent recirculation zone is
preceded by an intermittent formations of the reverse flow at the jet axis. It is found that such
fluctuations are coherent with large-scale variation of the entrainment rate downstream. The
second POD mode is presumably related to precession of the vortex core upstream the wake
region and also correlated with downstream variation concentration fluctuations. The third
and fourth POD modes correspond to traveling waves of the concentration fluctuations in the
outer mixing layer, produced by growing downstream large-scale toroidal vortex structures.

Figure 3. Time-averaged values and variance of the passive scalar concentration for nonreacting turbulent jets with
different swirl rate.
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Figure 4. The instantaneous velocity and concentration snapshots for turbulent jets with different swirl rate. Large-scale
vortical structures are visualized by regions with positive Q-criterion (Q2D ≥ 5U0

2d�2 with the step of 2.5U0
2d�2).

Figure 5. POD spectra for nonreacting jets and temporal coefficients for the first two POD modes for the high-swirl jet.
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fluctuations are coherent with large-scale variation of the entrainment rate downstream. The
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Figure 4. The instantaneous velocity and concentration snapshots for turbulent jets with different swirl rate. Large-scale
vortical structures are visualized by regions with positive Q-criterion (Q2D ≥ 5U0
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Figure 5. POD spectra for nonreacting jets and temporal coefficients for the first two POD modes for the high-swirl jet.
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Figures 8 and 9 show the first four POD modes for the high-swirl jets for S = 0.7 and 1.0,
respectively. The first two POD modes correspond to transverse velocity fluctuations around
the nozzle exit, correlated with the velocity fluctuations in the inner and outer mixing layer.
The concentration fluctuations related to these modes correspond to expanding downstream
traveling waves. In analogy to the nonswirling jet, the first and second POD modes appear to
be shifted by the phase of π/2. The main difference between the cases S = 0.7 and 1.0 is that in
the latter case the coherent fluctuations of the concentration take place both in the inner and
outer mixing layers.

The results for the high-swirl jets are in agreement with the conclusions of the previous 2D PIV
study in [37], where it was proposed that these two POD modes correspond to two orthogonal
cross planes of a single rotating coherent structure, consisting of a precessing spiraling vortex
core (in the inner mixing layer) and a secondary helical vortex structure (in the outer mixing
layer). This assumption was later supported in studies of the nonreacting swirling jets by 3D
PIV [8]. Thus, the outer helical vortex of the coherent structure produces regular large-scale
structures in the spatial distributions of the concentration fluctuations.

Figure 6. First four POD modes of the velocity fluctuations and corresponding conditionally sampled fluctuations of the
concentration for a nonswirling jet (S = 0).
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3.2. High-swirl jets with combustion

Figure 10 shows the photograph, time-averaged velocity field, and HCHO PLIF signal for the
high swirling jet with combustion. Two flame cases are considered, viz., combustion of the fuel-
lean and fuel-rich mixtures with the equivalence ratio of φ = 0.7 and 2.5, respectively. The black
solid lines in the time-averaged velocity fields surround regions with negative values of the
mean axial velocity, corresponding to the central recirculation zone. Note that the shape of the
recirculation zone for these two cases is very similar. In general, there are two mixing layers in
the flows as it is the case for the nonreacting high-swirl jet.

For the fuel-lean flame (φ = 0.7), the annular jet flow envelopes the central recirculation zone,
containing a weak reverse flow. According to the PLIF signal, the flame front is located in the
inner mixing layer of the jet flow. On average, the combustion of the fuel-rich mixture takes

Figure 7. First four POD modes of the velocity fluctuations and corresponding conditionally sampled fluctuations of the
concentration for a low swirling jet (S = 0.41).
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inner mixing layer of the jet flow. On average, the combustion of the fuel-rich mixture takes
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place both in the outer (above 0.7d from the nozzle exit) and in the inner (around the central
recirculation zone) mixing layers.

Figure 11 shows the instantaneous snapshots of the velocity and HCHO PLIF signal for the
high-swirl jets with combustion. Large-scale vortex structures are visualized by the 2D modi-
fication of Q-criterion. For the fuel-lean mixture, there are pairs of large-scale vortices, which
corrugate the flame front (indicated by arrows). The vortices in the pair envelope the flame
front from opposite sides (one vortex is located in the inner mixing layer, whereas another one
is in the outer mixing layer). In the previous study of [39], it was suggested that these vortex
pairs are cross sections of two helical vortex structures with one present in the inner mixing
layer and another one located in the outer mixing layer.

The instantaneous velocity and HCHO PLIF data for the fuel-rich flame illustrate that the
flame front surrounds the central reticulation zone with a complex shape, corresponding to
downward flow between the large-scale vortex structures in the inner mixing layer. The flame

Figure 8. First four POD modes of the velocity fluctuations and corresponding conditionally sampled fluctuations of the
concentration for a high swirling jet (S = 0.7).
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front is also located in the inner mixing layer, where turbulent mixing of the combustion
products with the surrounding air is followed by their afterburning. In general, the current
PIV/PLIF data supports results of the previous study in [37], where it was concluded that the
large-scale helical vortex structure in the outer mixing layer promotes stabilization of the fuel-
rich flame via enhanced turbulent mixing.

To reveal coherent structure effect on the flame front shape, the fluctuating velocity data sets
are processed by the POD. The POD spectra for the high-swirl flows without combustion and
with combustion of the fuel-lean and fuel-rich mixtures are shown in Figure 12. For the flows
with combustion, amplitude (i.e., the spatial-averaged variance of the velocity fluctuations;
note that the density is not constant) of the first two POD modes is considerably smaller in
comparison to that for the nonreacting flow. The spatial distributions of the first four POD
modes for the reacting flows with φ = 0.7 and 2.5 are shown in Figures 13 and 14, respectively.

Figure 9. First four POD modes of the velocity fluctuations and corresponding conditionally sampled fluctuations of the
concentration for a high swirling jet (S = 1.0).
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Figure 10. Photographs and time-averaged velocity field and HCHO PLIF for the high-swirl jets (S = 1.0) with combus-
tion. Black solid line includes region with negative axial velocity.

Figure 11. The instantaneous velocity and HCHO PLIF snapshots for turbulent high-swirl jets (S = 1.0) with combustion.
Large-scale vortical structures are visualized by regions with positive Q-criterion (Q2D ≥ 6U0

2d�2 with the step of
3U0

2d�2).
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Figure 12. POD spectra for high-swirl jets (S = 1.0) with combustion and temporal coefficients for the first two POD
modes for the fuel-lean flame.

Figure 13. First four POD modes of the velocity fluctuations and conditionally sampled HCHO PLIF fluctuations for a
high-swirl fuel-lean flame (S = 1.0, φ = 0.7).
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Figure 10. Photographs and time-averaged velocity field and HCHO PLIF for the high-swirl jets (S = 1.0) with combus-
tion. Black solid line includes region with negative axial velocity.
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Figure 12. POD spectra for high-swirl jets (S = 1.0) with combustion and temporal coefficients for the first two POD
modes for the fuel-lean flame.

Figure 13. First four POD modes of the velocity fluctuations and conditionally sampled HCHO PLIF fluctuations for a
high-swirl fuel-lean flame (S = 1.0, φ = 0.7).
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As for the nonreacting flow, the first two POD modes for the fuel-lean flame correspond to
coherent velocity fluctuations in the inner and outer mixing layers. The coherent fluctuations
of HCHO data correspond to traveling waves along the flame front, which spread down-
stream. This correlation is related to the regular flame front deformations during propagation
of the large-scale vortex structures. The third and fourth POD modes correspond to the
velocity fluctuations in the upper part of the recirculation zone.

For the fuel-rich flame, the spatial structure of the first three POD modes is similar to that
reported in [37] for the similar kind of flame, whereas amplitudes of these modes are different.
The latter finding is explained by the different field of view in the present and previous
experiments. Despite coherent velocity fluctuations in the mixing layers, correlated with the
transverse flow movement at the nozzle exit, strong, almost axisymmetric variation of the
longitudinal velocity takes place in the outer mixing later, induced by the buoyancy force and
resulted in an unsteady entrainment of surrounding air.

Figure 14. First four POD modes of the velocity fluctuations and conditionally sampled HCHO PLIF fluctuations for a
high-swirl fuel-rich flame (S = 1.0, φ = 2.5).
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4. Conclusions

Contribution of large-scale coherent structures on regular patterns during turbulent mixing in
jet flows with different swirl rates is evaluated on the basis of PIV/PLIF measurements and
POD of the velocity snapshots. The main findings are the following:

• For the nonswirling and weakly swirling jet (without permanently present central
recirculation zone), toroidal vortices in the outer mixing layer are associated with regu-
lar patterns of the concentration fluctuations. For the low-swirl jet, the POD has also
revealed variation of the axial velocity in the wake region and transverse movement of
the vortex core. Such flow dynamics supports the unsteady vortex breakdown scenario
of Oberleithner et al. [12] and is found to be correlated with alternation of the entrain-
ment rate downstream.

• For the strongly swirling jets with vortex breakdown and central recirculation zone, the
flow dynamics is related to rotation of a coherent structure, consisting of a pair of large-
scale helical vortices. Such coherent structure remains in the considered cases of the fuel-
lean and fuel-rich flames. The helical vortices surround the flame front of the lean
mixture from both sides and provide regular deformations and stretching of the flame.
The outer helical vortex produces ordered concentration structures during the mixing of
the jet with the surrounding air and causes large-scale coherent motion of the fuel-rich
flame.
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1. Introduction

At present, there are many detailed studies of the jets flowing out of contoured nozzles for
turbulent flow regimes (Reynolds number over 5000), where the Kelvin-Helmholtz instability
is the key mechanism for the formation of vortices in the initial region [1–3]. The diffusion
torch has been also fairly well studied [4]. One of the new and promising methods for control-
ling combustion is the jet diffusion flame in the regimes of instability evolving both in the jet
stream itself and inside the jet source [5–7]. A feature of this problem is the use of jets with low
Reynolds numbers, implying low speeds and low mass flow fuel rates. It agrees with the
urgent tasks of energy saving and energy efficiency. Such regimes allow obtaining jets with a
long laminar zone length. Two-stage instability (inside the jet source and in the jet-mixing
layer) may serve as a mechanism controlling the jet flame organization.

The principal difference of this problem statement compared to other works is the mechanism
of interaction between instabilities in tube and jet. This leads to the organization of a vortex
motion in several spatial regions. At critical Reynolds numbers in a pipe through which fuel is
supplied, local organized vortex structures of two types (puff and slugs) are formed [8]. In the
jet part of the flame, it is possible to form several vortex zones. A low-frequency flicker
instability occurs at the outer boundary of the flame, and the shear instability of the mixing
layer can be observed in the core of the torch (in the near-axis zone) [6, 9, 10]. Vortex structures
(puff and slugs) formed in transient flow regimes in the tube can have a significant effect on
combustion. As shown by our experiments [7], the range of regulation of the flame structure at
low Reynolds numbers (Re = 1800–3000) is quite wide. With the help of puff or slugs, it is
possible to initiate a transition from a laminar flame to a turbulent one, or vice versa, to realize
a laminarization of the reacting flow. As is known, the flowing from the tube (nozzle) can form
two types of flame—attached and detached (lifted flame). Using the mechanism of forming
vortex perturbations inside the jet source, one can switch the flame from one type to another,
and vice versa. And in the case of the action of a vortex disturbance of large amplitude, even a
flame blowoff is possible.

The chapter presents the results of an experimental study of jets and diffusion burning of jets by
the example of an outflow from a long tube at low Reynolds numbers. Two geometries are
studied: jet combustion in a stationary atmosphere and in a transverse airflow. To achieve the
goal, the following methods are used: Hilbert visualization, PIV, and hot-wire anemometry.
During combustion, propane and hydrogen are used as a fuel in the mixture with an inert gas.
Isothermal jets of various gases (propane-butane, CO2, Freon-22) are also considered. The exper-
iments are carried out when a subsonic gas jet flows into the air space from a tube of 2 and 3.2 mm
diameter in the Reynolds number range of 200–15,000. At that, the speed range is 0.3–60 m/s.

2. Optical methods of diagnostics

Optical diagnostics of flows have been successfully applied in experimental hydrodynamics
and gas dynamics for a long time. It offers a large variety of modern methods and techniques:
shadowgraphy and Schlieren methods [11–13], laser Doppler anemometry [13, 14], Doppler
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technologies of velocity field measurements [15, 16], and particle image velocimetry [17]. The
Hilbert diagnostics of flows [18–21] based on visualization of space-and-time phase distur-
bances induced in the light field by the flow passing through the examined medium has a high
potential for development and application. Such disturbances are visualized by means of the
Hilbert filtration of the optical field, transforming the latter into a Hilbert-conjugate signal.

If the Foucault-Hilbert transform is performed, the result is an analytical signal being super-
position of the initial and Hilbert-conjugate fields. The amplitude of these signals contains
information about the structure of the phase disturbance.

Though the theoretical and experimental details of the Hilbert optics have been discussed in
many publications, its potential is far from being exhausted. This refers, in particular, to the
analysis of the amplitude-phase characteristics of the filters and the dynamic range of phase
disturbances during the Hilbert diagnostics in the spectral range of the probing field.

The optical measuring complex is based on the serial IAB-463 M shadow device [www.skb-
photon] using the optical Hilbert filtering modules, shear interferometry, and light source,
specially adapted for the purpose of the experiment. For interferometric studies, a modified
shear interferometer is used [18]. Figure 1 shows a simplified scheme of the experimental setup
consisting of an experimental stand and an optical measuring complex. The circuit contains a
lighting module consisting of a light source 1, a collimator lens 2, and a slit diaphragm 3. The
slit diaphragm is located in the front focal plane of the objective 4, forming a light probe field in
the medium under study. The Fourier spectrum of the phase perturbations induced in the
medium under investigation is formed by an objective 5 in the frequency plane where a
quadrant Hilbert filter 6 is placed. The objective 7 performs the inverse Fourier transformation
of the filtered light field, visualizing its phase perturbations, which are recorded by a digital
video camera 8 connected to the computer 9.

Figure 1. Experimental scheme.
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The coherent transfer function of the spatial-frequency filter (HF) performing a one-
dimensional Hilbert transform is described by the expression

H Kx;Ky
� � ¼ e�iφσ Kxð Þ þ eiφσ �Kxð Þ� �

σ Ky
� �þ eiφσ Kxð Þ þ e�iφσ �Kxð Þ� �

σ �Ky
� �

, (1)

where Kx and Ky are the spatial frequencies, σ �Kxð Þ and σ �Ky
� �

are the Heaviside functions,
and φ is the phase shift defined by the corresponding quadrant of the spatial-frequency filter.
Given that σ �Kxð Þ ¼ 1

2 1� sgnKx½ �, where sgnKx is the sign function, expression Eq. (1) for the
coherent transfer function of the filter takes the form

H Kx;Ky
� � ¼ cosφ� i sinφsgnKxð Þσ Ky

� �þ cosφþ i sinφsgnKxð Þσ �Ky
� �

¼ cosφ� i σ Ky
� �� σ �Ky

� �� �
sinφsgnKx:

(2)

The dynamic representation of the Heaviside functions is used as follows:

σ Ky
� �� σ �Ky

� � ¼
ð∞

�∞

σ ξð Þδ Ky � ξ
� �

dξ�
ð∞

�∞

σ ξð Þδ Ky þ ξ
� �

dξ: (3)

Variable ξ is the projection of an arbitrary point of the slit source onto the spatial-frequency
axis Ky. This projection has the physical meaning of the zero frequency reference Kx on the

spatial-frequency axis Ky. Since σ ξð Þ ¼ 1
2 1þ sgn ξ½ �, expression Eq. (3) takes the form

σ Ky
� �� σ �Ky

� � ¼ 1
2

ð∞

�∞
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¼ 1
2

1þ sgnKy þ 1þ sgn �Ky
� �� � ¼ 1:

Substitution of σ Ky
� �� σ �Ky

� � ¼ 1 into Eq. (2)

H Kx;Ky
� � ¼ cosφ� i sinφsgnKx: (4)

The filter with the coherent transfer function (Eq. (4)) performs a one-dimensional Foucault-
Hilbert transform.

In the Fourier plane H Kx;Ky
� �

, the spatial-frequency axis Kx is orthogonal to the image of the
slit source. The Fourier spectrum of the light field immediately after the filter has the form

s Kx;Ky
� �

H Kx;Ky
� � ¼ s Kx;Ky

� �
cosφ� i sinφsgnKxð Þ½ � ¼ s Kx;Ky

� �
cosφþ ŝx Kx;Ky

� �
sinφ: (5)

where s Kx;Ky
� �

is the spatial-frequency Fourier spectrum of the light field perturbed by the

test medium; ŝx Kx;Ky
� � ¼ �isgn Kxð Þs Kx;Ky

� �
is the Fourier spectrum of the light field

subjected to the one-dimensional Hilbert transform on the Kx axis.
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The phase shift φ is a function of the wavelength λ of the probing light field: φ ¼ φ λð Þ. At a
wavelength λ ¼ λ0 that satisfies the conditionφ λ0ð Þ ¼ π=2, the coherent transfer function (Eq. (4))
takes the form

H Kx;Ky
� � ¼ �i sgnKx: (6)

In this case, the Fourier filter HF performs a one-dimensional Hilbert transform:

ŝx Kx;Ky
� � ¼ �i sgnKxs Kx;Ky

� �
: (7)

If the investigated medium induces only phase perturbations of the probing field, the Fourier
spectrum of the perturbed field is given by

s Kx;Ky
� � ¼ eiψ Kx;Kyð Þ:

Accordingly, for the Fourier spectrum of the filtered field, the following is obtained

ŝ Kx;Ky
� � ¼ eiψ Kx;Kyð ÞH Kx;Ky

� �
: (8)

As follows from Eq. (8), the Fourier spectrum of phase perturbations has a structure consisting
of isophase lines satisfying the equation.

ψ Kx;Ky
� � ¼ πm,

where m ¼ 1, 2, 3… and then ~ψ Kx;Ky
� �

takes the value of a perturbation of the isophase line
that broadens it:

ψ ¼ πmþ ~ψ Kx;Ky
� �

, ~ψ << 1:

In this case, the Fourier spectrum of the light field perturbed by the test medium obtains

s Kx;Ky
� � ¼

X
m

ei πmþ~ψm Kx ;Kyð Þ½ � ≈
X
m

�1ð Þmei~ψm Kx ;Kyð Þ,

or taking into account that ~ψm Kx;Ky
� �

<< 1,

s Kx;Ky
� � ¼

X
m

�1ð Þm 1þ i~ψm Kx;Ky
� �� �

: (9)

In view of Eq. (9), the filtered Fourier spectrum of the phase perturbations is expressed as

s Kx;Ky
� �

H Kx;Ky
� � ¼

X
m

�1ð Þm 1þ i~ψmx
Kx;Ky
� �h i( )

�i sgnKx½ � ¼
X
m

�1ð Þmψ̂mx
Kx;Ky
� �

, (10)

where ψ̂mx
Kx;Ky
� �

is the Fourier spectrum of the phase perturbations visualized by means of
the Hilbert transform on the х axis. As follows from Eq. (10), phase structures are visualized by
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Substitution of σ Ky
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� � ¼ 1 into Eq. (2)

H Kx;Ky
� � ¼ cosφ� i sinφsgnKx: (4)

The filter with the coherent transfer function (Eq. (4)) performs a one-dimensional Foucault-
Hilbert transform.

In the Fourier plane H Kx;Ky
� �

, the spatial-frequency axis Kx is orthogonal to the image of the
slit source. The Fourier spectrum of the light field immediately after the filter has the form
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is the spatial-frequency Fourier spectrum of the light field perturbed by the

test medium; ŝx Kx;Ky
� � ¼ �isgn Kxð Þs Kx;Ky

� �
is the Fourier spectrum of the light field

subjected to the one-dimensional Hilbert transform on the Kx axis.
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The phase shift φ is a function of the wavelength λ of the probing light field: φ ¼ φ λð Þ. At a
wavelength λ ¼ λ0 that satisfies the conditionφ λ0ð Þ ¼ π=2, the coherent transfer function (Eq. (4))
takes the form

H Kx;Ky
� � ¼ �i sgnKx: (6)

In this case, the Fourier filter HF performs a one-dimensional Hilbert transform:
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� � ¼ �i sgnKxs Kx;Ky

� �
: (7)

If the investigated medium induces only phase perturbations of the probing field, the Fourier
spectrum of the perturbed field is given by
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Accordingly, for the Fourier spectrum of the filtered field, the following is obtained
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As follows from Eq. (8), the Fourier spectrum of phase perturbations has a structure consisting
of isophase lines satisfying the equation.
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s Kx;Ky
� � ¼

X
m

ei πmþ~ψm Kx ;Kyð Þ½ � ≈
X
m

�1ð Þmei~ψm Kx ;Kyð Þ,

or taking into account that ~ψm Kx;Ky
� �

<< 1,

s Kx;Ky
� � ¼

X
m

�1ð Þm 1þ i~ψm Kx;Ky
� �� �

: (9)

In view of Eq. (9), the filtered Fourier spectrum of the phase perturbations is expressed as
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where ψ̂mx
Kx;Ky
� �

is the Fourier spectrum of the phase perturbations visualized by means of
the Hilbert transform on the х axis. As follows from Eq. (10), phase structures are visualized by
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Hilbert filtering. Here, it is taken into account that the Hilbert image of constant quantities is
zero according to the properties of the Hilbert transform.

The camcorder lens L4 performs an inverse Fourier transform of the filtered Fourier spectrum
of phase perturbations:

X
m

ψ̂mx
Kx;Ky
� � $

X
m

ψ̂mx
x; yð Þ: (11)

The phase structures Eq. (11) visualized by the one-dimensional Hilbert transform operation
are recorded by the camcorder CCD array:
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���
���
2
: (12)

Suppose that white light filtering is performed, the test medium is dispersionless, and the
Fourier spectra are achromatic. The quadrature-phase filter performing a Hilbert transform at
the wavelength λ0 is used for filtering in the wavelength range λ1;λ2ð Þ:

H Kx;Ky
� � ¼ cosφ λð Þ � i sinφ λð ÞsgnKx: (13)

Integrating the filtered Fourier spectrum in the wavelength range (λ1,λ2)

ðλ2

λ2

s Kx;Ky
� �

H Kx;Ky
� �

dλ ≈ s Kx;Ky
� � ðλ2

λ1

H Kx;Ky
� �

dλ: (14)

When using a white light source, the weight coefficients cosφ λð Þ and sinφ λð Þ (13) are
transformed into
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Hence we obtain the partial ratio of the Hilbert image to the original signal:
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The weight coefficients cosφ λð Þ and sinφ λð Þ of the signal and a Hilbert-conjugate signal in the
spectral band are equal: Δλ ¼ λ1 � λ2. For Δλ ! 0, a pure Hilbert transform occurs. The
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Hilbert transform has quasi-differentiation properties. Therefore, the extreme of the phase
distribution and the region of the maximum phase gradient region are transformed into
Hilbert ranges.

3. Experimental equipment

The first one studied in the work was the jet without combustion (“cold jet”) and then the jet
under combustion conditions (“hot jet”). In “cold” experiments, propane-butane mixture
(50% propane and 50% butane) and Freon-22 (CHF2Cl) were used as a working gas. In the
experiments with flame, propane and hydrogen were used both in pure forms (Y = 99.9% by
volume) and in the mixture with inert diluent (CO2). The flow in the experiments had atmospheric
pressure and the initial room temperature. The equipment included gas vessels, gas reducers, and
two flowmeters (Figure 2). The gas flow rate and the composition of the fuel mixture were set
using digital flowmeters El-Flow Bronkhorst. The viscosity of the gas mixture necessary for
calculations was estimated using the Sutherland model in the Wilke approximation [22].

Figure 2. Scheme of setup.
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spectral band are equal: Δλ ¼ λ1 � λ2. For Δλ ! 0, a pure Hilbert transform occurs. The

Swirling Flows and Flames38

Hilbert transform has quasi-differentiation properties. Therefore, the extreme of the phase
distribution and the region of the maximum phase gradient region are transformed into
Hilbert ranges.

3. Experimental equipment

The first one studied in the work was the jet without combustion (“cold jet”) and then the jet
under combustion conditions (“hot jet”). In “cold” experiments, propane-butane mixture
(50% propane and 50% butane) and Freon-22 (CHF2Cl) were used as a working gas. In the
experiments with flame, propane and hydrogen were used both in pure forms (Y = 99.9% by
volume) and in the mixture with inert diluent (CO2). The flow in the experiments had atmospheric
pressure and the initial room temperature. The equipment included gas vessels, gas reducers, and
two flowmeters (Figure 2). The gas flow rate and the composition of the fuel mixture were set
using digital flowmeters El-Flow Bronkhorst. The viscosity of the gas mixture necessary for
calculations was estimated using the Sutherland model in the Wilke approximation [22].

Figure 2. Scheme of setup.
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Figure 2 shows a simplified scheme of the experimental setup with a complex for optical
diagnostics. The registration of the shift interferograms and the video recording of the torch
were made by a digital camera Canon 650D with a frequency of 50 fps. In addition, the high-
speed visualization of light-scattering particles placed in the stream illuminated with a laser
sheet was carried out with a Photron SA5 camera (4 kHz, the volume of one sample was 11,000
frames). The dynamic characteristics were measured by a constant temperature hot-wire
anemometer DISA 55 M. To study the jet in a cross flow, a 2D PIV system was used; it is
consisting of a digital camera with a 4 MPix matrix, a pulse laser with pulse energy of 90 mJ, a
synchronizer, and a computer. To photograph the chemiluminescence of the OH radical (ultra-
violet range), the DiCAM-PRO camera was used. Round tubes of quartz glass were used as a
jet source (with an internal diameter d = 3.2 mmwith a length L = 550 mm and d = 2 mmwith a
length L = 1000 mm). The transverse airflow was created with the help of an aerodynamic
setup that allowed setting the speed at 1.5–15 m/s in the working part with a cross section of
100 � 100 mm.

4. Free jet investigation

At the first stage, experiments were performed in a “cold jet.” It is known that the jet flow
dynamics is significantly influenced by the initial conditions [1–3]. Figure 3a shows the depen-
dence of the axial mean velocity (U0) and the root-mean-square value of velocity pulsations (u) on
the axis in the tube outlet cross-section as a function of the Reynolds number of the jet (Re =d�Um/ν,
where Um is the bulk velocity). Figure 3b presents the dependence of the turbulence degree
(Tu = u/U0� 100%) onRe.As can be seen from Figure 3, for the dependence of the average velocity
on the Reynolds number, there is a local decrease in U0 in the region of Re = 1800–2000. The
experiments have shown that in this range of Re numbers, the velocity profile is changed from
the laminar Poiseuille distribution to the fully developed turbulent profile.

For the root mean square value of the velocity pulsations u and the turbulence degree Tu, a
local extremum is observed in the transition region at Re = 1920, and the maximum value of the

Figure 3. Parameters in the initial section on the axis of the “cold” jet (propane-butane) d = 3.2 mm and l = 500 mm: (a) the
mean velocity and rms of the longitudinal velocity pulsations and (b) the mean velocity and degree of turbulence.
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turbulence degree Tu = 13.5% is reached. The study of the oscillograms of the hot-wire
anemometer signal at the tube outlet has shown the intermittent character of the instantaneous
velocity behavior with respect to time and the presence of turbulent spots (puff) in the region
of Reynolds transition numbers δ�Re/Re = 7–8%. At Re > 2100, the character of the oscillograms
becomes completely turbulent. Thus, the obtained data indicate the presence of a laminar-
turbulent transition at the outlet from the tube in the region of Re = 1800–2000 for the propane-
butane mixture [8].

Further measurements were made by a hot-wire anemometer on the axis of the gas jet
downstream. Figure 4a shows the dependence of the velocity on the jet axis Ux, normalized
to the initial velocity U0, on the dimensionless distance x/d for the Reynolds number varia-
tion (x is the longitudinal coordinate with its beginning at the start of the jet). The general
character of the velocity variation along the axis is a monotonic decrease in the relative
velocity Ux/U0. As can be seen from Figure 4, the major changes of the velocity distribution
along the axis occur in the region of Reynolds numbers characteristic for the laminar-
turbulent transition Re = 1800–1915. At Re = 1820, the longest laminar flow zone is observed.

The change in the rms value of velocity pulsations and the degree of turbulence as a function
of the Reynolds number on the jet axis are shown in Figure 4b. Here, several characteristic
modes of the jet propagation can be distinguished. The instability waves in the mixing layer
(basically, an asymmetric mode) were observed at Re > 200. For jets with small Reynolds
numbers (Re = 500), an extended laminar flow zone with a low level of velocity pulsations is
a characteristic. After that a laminar-turbulent transition region with an increase in pulsa-
tions (up to x/d = 20) takes place.

The next region is a zone of turbulent flow where pulsations decrease. With an increase in the
Reynolds number, the length of the laminar part decreases, and the maximum of pulsations in
the transition region increases. At Re = 1820, the length of the laminar zone is x/d = 10, and the
pulsations level reaches Tu = 21%. At Re = 1915, there is a sharp increase in the level of velocity
pulsations in the initial section of the jet. In the oscillogram of the hot-wire anemometer signal,
an intermittent character of the behavior of instantaneous velocity with the presence of turbulent

Figure 4. Dynamic parameters along the jet axis with varying Re number, d = 3.2 mm L = 500 mm: (a) dimensionless
mean velocity and (b) the degree of turbulence.
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Figure 2 shows a simplified scheme of the experimental setup with a complex for optical
diagnostics. The registration of the shift interferograms and the video recording of the torch
were made by a digital camera Canon 650D with a frequency of 50 fps. In addition, the high-
speed visualization of light-scattering particles placed in the stream illuminated with a laser
sheet was carried out with a Photron SA5 camera (4 kHz, the volume of one sample was 11,000
frames). The dynamic characteristics were measured by a constant temperature hot-wire
anemometer DISA 55 M. To study the jet in a cross flow, a 2D PIV system was used; it is
consisting of a digital camera with a 4 MPix matrix, a pulse laser with pulse energy of 90 mJ, a
synchronizer, and a computer. To photograph the chemiluminescence of the OH radical (ultra-
violet range), the DiCAM-PRO camera was used. Round tubes of quartz glass were used as a
jet source (with an internal diameter d = 3.2 mmwith a length L = 550 mm and d = 2 mmwith a
length L = 1000 mm). The transverse airflow was created with the help of an aerodynamic
setup that allowed setting the speed at 1.5–15 m/s in the working part with a cross section of
100 � 100 mm.

4. Free jet investigation

At the first stage, experiments were performed in a “cold jet.” It is known that the jet flow
dynamics is significantly influenced by the initial conditions [1–3]. Figure 3a shows the depen-
dence of the axial mean velocity (U0) and the root-mean-square value of velocity pulsations (u) on
the axis in the tube outlet cross-section as a function of the Reynolds number of the jet (Re =d�Um/ν,
where Um is the bulk velocity). Figure 3b presents the dependence of the turbulence degree
(Tu = u/U0� 100%) onRe.As can be seen from Figure 3, for the dependence of the average velocity
on the Reynolds number, there is a local decrease in U0 in the region of Re = 1800–2000. The
experiments have shown that in this range of Re numbers, the velocity profile is changed from
the laminar Poiseuille distribution to the fully developed turbulent profile.

For the root mean square value of the velocity pulsations u and the turbulence degree Tu, a
local extremum is observed in the transition region at Re = 1920, and the maximum value of the

Figure 3. Parameters in the initial section on the axis of the “cold” jet (propane-butane) d = 3.2 mm and l = 500 mm: (a) the
mean velocity and rms of the longitudinal velocity pulsations and (b) the mean velocity and degree of turbulence.
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turbulence degree Tu = 13.5% is reached. The study of the oscillograms of the hot-wire
anemometer signal at the tube outlet has shown the intermittent character of the instantaneous
velocity behavior with respect to time and the presence of turbulent spots (puff) in the region
of Reynolds transition numbers δ�Re/Re = 7–8%. At Re > 2100, the character of the oscillograms
becomes completely turbulent. Thus, the obtained data indicate the presence of a laminar-
turbulent transition at the outlet from the tube in the region of Re = 1800–2000 for the propane-
butane mixture [8].

Further measurements were made by a hot-wire anemometer on the axis of the gas jet
downstream. Figure 4a shows the dependence of the velocity on the jet axis Ux, normalized
to the initial velocity U0, on the dimensionless distance x/d for the Reynolds number varia-
tion (x is the longitudinal coordinate with its beginning at the start of the jet). The general
character of the velocity variation along the axis is a monotonic decrease in the relative
velocity Ux/U0. As can be seen from Figure 4, the major changes of the velocity distribution
along the axis occur in the region of Reynolds numbers characteristic for the laminar-
turbulent transition Re = 1800–1915. At Re = 1820, the longest laminar flow zone is observed.

The change in the rms value of velocity pulsations and the degree of turbulence as a function
of the Reynolds number on the jet axis are shown in Figure 4b. Here, several characteristic
modes of the jet propagation can be distinguished. The instability waves in the mixing layer
(basically, an asymmetric mode) were observed at Re > 200. For jets with small Reynolds
numbers (Re = 500), an extended laminar flow zone with a low level of velocity pulsations is
a characteristic. After that a laminar-turbulent transition region with an increase in pulsa-
tions (up to x/d = 20) takes place.

The next region is a zone of turbulent flow where pulsations decrease. With an increase in the
Reynolds number, the length of the laminar part decreases, and the maximum of pulsations in
the transition region increases. At Re = 1820, the length of the laminar zone is x/d = 10, and the
pulsations level reaches Tu = 21%. At Re = 1915, there is a sharp increase in the level of velocity
pulsations in the initial section of the jet. In the oscillogram of the hot-wire anemometer signal,
an intermittent character of the behavior of instantaneous velocity with the presence of turbulent

Figure 4. Dynamic parameters along the jet axis with varying Re number, d = 3.2 mm L = 500 mm: (a) dimensionless
mean velocity and (b) the degree of turbulence.
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spots is observed. The above observations indicate that the laminar-turbulent transition occurs
already inside the source of the jet (tube). As a result, the fluctuations in the near field of the jet
increase sharply (at x/d = 7 to Tu = 30%). With a further increase in the Reynolds number
(Re > 1915), the initial level of pulsations decreases to Tu0 = 4%, and the maximum at x/d = 7
decreases to the value Tu = 12%. Further downstream (x/d > 7), there is a significant decrease in
pulsations, which indicates a strong dissipation of turbulent energy.

Previously, experimental studies of the hydrodynamics of subsonic gas jets in the Reynolds
number range 200–4000 have been carried out. One of the important issues is the length of the
laminar part of the jet. Our research shows that it can be 100–250 d [23–25]. This task is
promising from the point of view of the formation of a long-length flame and requires further
study. In the “laminar” regime, when there is no puff, the instability of the jet flow prevails
[2, 3], which allows controlling the vortex structures, for example, by acoustic action. The use
of a denser gas as a working fluid makes it possible, due to the density gradient, to weaken the
effect of this instability [26] and increase the length of the laminar part of the jet. Thus, it
becomes possible to observe the development of a vortex structure in the jet stream.

The characteristic times for the existence of unstable flow regimes are characterized by the data
presented in Figure 5. The experimental conditions correspond to Figure 4b; the sample was
11,000 frames; and the shooting frequency was 4 kHz. The observation time of the hydrody-
namic disturbance in the field of the frame in the near field of the jet (x/d < 6) was taken as an
event. The histogram of the vortex structure lifetime is distributed over time with a lag of
0.01 s. The ordinate represents the number of events in a given interval.

It can be seen that short events (the example is shown in Figure 5a) occur rarely (the first from
the left quantile in Figure 6). Long-term events are also fixed quite seldom (the first from the

Figure 5. Expansion of the Freon-22 jet top-down (a) into the stationary air at Re = 1740 (see Video 1) and bottom-up (b)
into the stationary air at Re = 2230 (Video 2).
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right quantile in Figure 5). The average time of the perturbation was 0.018 s (e.g., see Figure 5b).
If the bulk velocity in the tube Um is taken as a characteristic, then the estimate of the spatial scale
of the jet instability in the near field gives the value L/d = 13.7. This value is close to the estimates
of the extent of the turbulent spot inside the tube obtained by direct numerical simulation [26].
The question of the spatial vortex structure of such perturbations inside the tube is considered,
for example, in [27, 28]. They represent a system of longitudinal vortices. Their arrangement in
the cross section of the pipe has symmetry in the azimuth direction (a total of eight vortices). The
presented investigations have shown (see Figure 5) that a turbulent spot in the initial part of the
jet has a more complex vortex structure and requires additional studies.

A two-cascade instability mechanism is established in the work. The first cascade is a mode
with intermittency inside the tube (alternation of the turbulent spots and laminar zones at the
exit from the tube). The second cascade is the canonical instability of the jet-mixing layer. The
study of the interaction of puff with large-scale structures of the mixing layer is the further
task. This mechanism gives the prospect for controlling the flame by forming turbulent spots
inside the pipe and vortex structures in the jet.

5. Investigating the diffusion jet flame

Quite many studies focus on the diffusion jet flame [4]. In this part of the paper, the main
attention is paid to the interaction of vortex structures (puff), formed as a result of a laminar-
turbulent transition in a long tube, with the jet flame. In this case, variants of the attached and
lifted flame, as well as its extinction, are shown. The Reynolds number of the tube flow
transition is conservative to the composition of the fuel mixture. However, the scenario diver-
sity (very sensitive to the fuel mixture composition) of the flame-vortex interaction fundamen-
tally distinguishes combustion from isothermal flow.

Figure 6. Histogram of the turbulent vortex structure distribution.
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spots is observed. The above observations indicate that the laminar-turbulent transition occurs
already inside the source of the jet (tube). As a result, the fluctuations in the near field of the jet
increase sharply (at x/d = 7 to Tu = 30%). With a further increase in the Reynolds number
(Re > 1915), the initial level of pulsations decreases to Tu0 = 4%, and the maximum at x/d = 7
decreases to the value Tu = 12%. Further downstream (x/d > 7), there is a significant decrease in
pulsations, which indicates a strong dissipation of turbulent energy.

Previously, experimental studies of the hydrodynamics of subsonic gas jets in the Reynolds
number range 200–4000 have been carried out. One of the important issues is the length of the
laminar part of the jet. Our research shows that it can be 100–250 d [23–25]. This task is
promising from the point of view of the formation of a long-length flame and requires further
study. In the “laminar” regime, when there is no puff, the instability of the jet flow prevails
[2, 3], which allows controlling the vortex structures, for example, by acoustic action. The use
of a denser gas as a working fluid makes it possible, due to the density gradient, to weaken the
effect of this instability [26] and increase the length of the laminar part of the jet. Thus, it
becomes possible to observe the development of a vortex structure in the jet stream.

The characteristic times for the existence of unstable flow regimes are characterized by the data
presented in Figure 5. The experimental conditions correspond to Figure 4b; the sample was
11,000 frames; and the shooting frequency was 4 kHz. The observation time of the hydrody-
namic disturbance in the field of the frame in the near field of the jet (x/d < 6) was taken as an
event. The histogram of the vortex structure lifetime is distributed over time with a lag of
0.01 s. The ordinate represents the number of events in a given interval.

It can be seen that short events (the example is shown in Figure 5a) occur rarely (the first from
the left quantile in Figure 6). Long-term events are also fixed quite seldom (the first from the

Figure 5. Expansion of the Freon-22 jet top-down (a) into the stationary air at Re = 1740 (see Video 1) and bottom-up (b)
into the stationary air at Re = 2230 (Video 2).
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right quantile in Figure 5). The average time of the perturbation was 0.018 s (e.g., see Figure 5b).
If the bulk velocity in the tube Um is taken as a characteristic, then the estimate of the spatial scale
of the jet instability in the near field gives the value L/d = 13.7. This value is close to the estimates
of the extent of the turbulent spot inside the tube obtained by direct numerical simulation [26].
The question of the spatial vortex structure of such perturbations inside the tube is considered,
for example, in [27, 28]. They represent a system of longitudinal vortices. Their arrangement in
the cross section of the pipe has symmetry in the azimuth direction (a total of eight vortices). The
presented investigations have shown (see Figure 5) that a turbulent spot in the initial part of the
jet has a more complex vortex structure and requires additional studies.

A two-cascade instability mechanism is established in the work. The first cascade is a mode
with intermittency inside the tube (alternation of the turbulent spots and laminar zones at the
exit from the tube). The second cascade is the canonical instability of the jet-mixing layer. The
study of the interaction of puff with large-scale structures of the mixing layer is the further
task. This mechanism gives the prospect for controlling the flame by forming turbulent spots
inside the pipe and vortex structures in the jet.

5. Investigating the diffusion jet flame

Quite many studies focus on the diffusion jet flame [4]. In this part of the paper, the main
attention is paid to the interaction of vortex structures (puff), formed as a result of a laminar-
turbulent transition in a long tube, with the jet flame. In this case, variants of the attached and
lifted flame, as well as its extinction, are shown. The Reynolds number of the tube flow
transition is conservative to the composition of the fuel mixture. However, the scenario diver-
sity (very sensitive to the fuel mixture composition) of the flame-vortex interaction fundamen-
tally distinguishes combustion from isothermal flow.

Figure 6. Histogram of the turbulent vortex structure distribution.
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The main method of investigation in this part is Hilbert visualization. Diffusion combustion of
a jet of a fuel mixture consisting of propane and an inert diluent (CO2), flowing vertically
upward into a stationary air atmosphere, illustrates the Hilbert visualization frames shown in
Figures 7 and 8 (d = 3.2 mm). The digits below each frame indicate the sequence number of the
frame, and the shooting frequency is 50 fps. Just as in the case of the use of Freon-22, the
experiments are presented in flow regimes, in which a laminar-turbulent transition with a
characteristic intermittency process began inside the tube.

Figure 7. Laminar-lifted flame (Re = 2966, C3H8/CO2, Y = 46).

Figure 8. Flame extinction in the transient flow regime of the jet (Re = 2966, C3H8/CO2, Y = 46) (see Video 3).
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In the attached mode of propane flame, the nature of the generation and dynamics of the
propagation of the vortex structures along the flow do not undergo qualitative changes in
comparison with the isothermal flow, although the influence of “puff-structures” on the low-
frequency oscillations of the flame front is observed. When a puff appears in the observation
zone, the wavelength of flicker oscillation increases by approximately 1.5–2 times. In the
detached flame, the mutual influence of the vortex structures and the flame is much more
pronounced. This may be caused by the known fact that in the vicinity of the flame front
edge a local area of increased pressure is formed. Figure 7 shows the effects of puff on a
laminar-lifted flame. It can be seen that as the vortex structure passes along the jet, the
leading edge of the flame undergoes significant changes in the spatial position and shape.
In this case, low-frequency oscillations of the flame front leading edge are preserved, and
combustion extinction is not observed. A completely different scenario of the flame-vortex
interaction extinction is shown in Figure 8. The sequence of the Hilbert visualization frames
in Figure 8 illustrates the interaction of the vortex (frame 2191) with the lifted jet flame,
which results in the extinction of the diffusion flame (frame 2195). The time interval between
two adjacent frames (numbers) is 1/50 s.

Apparently, the impact of a large-scale perturbation led to the formation of a zone with a low-
fuel content (frame 2192) in the near-axis area. These conditions are insufficient for combustion
stabilization and led to a flame-off. So, vortex structure spontaneously arising in the tube
affects the flame jet structure leading to its extinction.

It is known that the properties of hydrogen are very different from the thermal and chemical
properties of hydrocarbons—H2 has a low density and high values of the diffusion coefficient
and, as a result, a high-flame propagation velocity. This inevitably affects the differences in the
flame reaction to the appearance of vortex structures in the transient flow regime of the fuel in
the tube. When hydrogen diluted with an inert gas is burned, the low-frequency flame flashes
(flickering) can be suppressed almost completely (Figure 9).

Figure 9. The attached H2/CO2 flame in the transient flow regime of the fuel jet (Re = 2870, Y = 90%) (see Video 4).
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The flame can remain attached. The passage of vortex structures can be accompanied by the
formation of “holes” in the flame—the dark areas shown in Figure 9 (frame 0148), where
combustion apparently, does not occur. Earlier, a similar phenomenon was discovered for
the combustion of a methane jet at substantially higher Reynolds numbers [29].

6. The jet in a cross flow: a cold stream and a torch

Reacting jets are widely used in various types of burner devices. Jet flames have a simple,
easily reproducible configuration and serve as an object of studies of the combustion dynamic
fundamental principles, flame structure, and its stability both at combustion in still air and at
interaction with air moving in different directions relative to the jet. One of the most important
aspects of the problem is the flame extinction conditions, which determine the boundaries of
the stable combustion and the range of admissible parameters for the stable operation of the
burner device. Recent advances in the development of experimental diagnostics and numerical
methods open new prospects in this field. For example, detailed experimental data on the
flame structure for the combustion of a H2/CO2 mixture in a transverse flow, obtained using
high-speed OH imaging and PLIF measurements, are presented in [30, 31], respectively.

One of the fundamental problems in the analysis of such processes is detecting and recording
the flow parameters which ensure a stable combustion. Conditions for the jet flame extinction,
i.e., the correlation of the cross flow velocity at which extinction occurs, fuel jet velocity, and
other factors have been well established for hydrocarbon fuels. Recently, the conditions for
stable burning of a jet flame of hydrogen fuel diluted with hydrocarbons (CO2, CH4, C3H8) in
still air were investigated in [32]. The paper showed how additives of various gases affect the
transition from the attached flame to the lifted one. In particular, it was noted that an increase
in the proportion of hydrogen leads to a monotonic increase in the rate of the jet flame-off. In a
number of studies, for example, in [33] it was noted that for detached and lifted flames, the
extinction conditions differ significantly. In [34–36], semi-empirical methods were proposed to
generalize the experimentally obtained data on the conditions of flame extinction in a cross

Figure 10. PIV visualization of the H2/N2 flame in air cross flow: d = 2 mm, H2/N2—Y = 36.7%, U0 = 20 m/s, UC = 8 m/s.
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airflow. A review of physical mechanisms for jet flame stabilization is presented in [37].
Nevertheless, the parameters determining the hydrogen flame extinction for fuel mixtures
with an inert diluent remain insufficiently investigated. To understand the mechanisms of
turbulent flame stabilization, it is necessary to have detailed information on the structure and
dynamics of heat-release regions in the flame and their interaction with the aerodynamics of
the reacting flow. The topology of the heat-generating regions, even in the simplest configura-
tions of the flow, may turn out to be nontrivial. Thus, for example, the PIV visualization of the
combustion of a fuel jet, delivered through a hole in the wall into a transverse airflow, has
revealed the formation of spiral vortices in the flame of a jet (Figure 10).

It should be noted that the structure of the flame will differ for hydrogen and hydrocarbon
fuel. In addition, it is known that the initial temperature of the fuel mixture can significantly
change the reacting flow characteristics. For example, the diffusion flame of preheated

Figure 11. Chemiluminescence of OH radical in the wavelength range 306–308 nm with H2/CO2 jet combustion in air
cross flows: d = 2 mm, U0 = 60 m/s UC = 8 m/s. Run 1, Y = 46%; Run 2, Y = 60%; and Run 3, Y = 70%.
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airflow. A review of physical mechanisms for jet flame stabilization is presented in [37].
Nevertheless, the parameters determining the hydrogen flame extinction for fuel mixtures
with an inert diluent remain insufficiently investigated. To understand the mechanisms of
turbulent flame stabilization, it is necessary to have detailed information on the structure and
dynamics of heat-release regions in the flame and their interaction with the aerodynamics of
the reacting flow. The topology of the heat-generating regions, even in the simplest configura-
tions of the flow, may turn out to be nontrivial. Thus, for example, the PIV visualization of the
combustion of a fuel jet, delivered through a hole in the wall into a transverse airflow, has
revealed the formation of spiral vortices in the flame of a jet (Figure 10).

It should be noted that the structure of the flame will differ for hydrogen and hydrocarbon
fuel. In addition, it is known that the initial temperature of the fuel mixture can significantly
change the reacting flow characteristics. For example, the diffusion flame of preheated

Figure 11. Chemiluminescence of OH radical in the wavelength range 306–308 nm with H2/CO2 jet combustion in air
cross flows: d = 2 mm, U0 = 60 m/s UC = 8 m/s. Run 1, Y = 46%; Run 2, Y = 60%; and Run 3, Y = 70%.
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propane is known to acquire the characteristic features of a hydrogen flame, in particular the
formation of a thin luminous “filament” that connects the main flame body to the outlet of
the fuel supply tube.

Photographing the chemiluminescence of the OH radical in the wavelength range 306–308 nm
using the DiCAM-PRO ultraviolet camera is shown in Figure 11. The presented pictures were
made in different, unrelated moments of time. Exposure time was chosen to provide the neces-
sary level of illumination of the photosensitive matrix. In pre-extinction modes with maximum
dilution of hydrogen by an inert gas (in mode Run 1), a torch body is not formed.

The flame-off at low hydrogen content (Run 1) achieved by gradual increase of the main flow
velocity resembles the disappearance of a thin glowing filament. Under Run 2, all parts of
the torch are observed until the moment of extinction. In Run 3, there are gaps in the body of
the glowing filament. The change in the flame shape can be considered as a sign of a change
in the mechanism of combustion stabilization.

New features are found for the diffusion flame in a cross flow at the instability regime in the jet
source. As for combustion in still air, the intermittent character of the torch formation is
revealed. In the laminar flow phase (Figure 12 frame 360), an extended section of the longer-
range jet is observed. When vortex structure appears, the flame topology changes dramati-
cally: the flame length becomes shorter, and the curvature of the flame increases (frame 356).
At a certain concentration of the diluent, the flame’s body is divided into separate noninter-
secting fragments.

7. Discussion and conclusion

In this chapter, hydrodynamics and combustion of a subsonic gas jet flowing out of the tube in
the Reynolds number range 200–15,000 have been studied experimentally. The Reynolds
numbers, characteristic of a laminar-turbulent transition in a pipe (both for cold-jet experi-
ments and for combustion experiments), may differ due to the difference in the initial and
boundary conditions in the pipe (velocity profile, turbulence level, non-isothermal conditions

Figure 12. H2/CO2 flame jet in cross flow: d = 3.2 mm Re = 3476, Y = 39.4%, U0 = 1.5 m/s.
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on the wall) [8]. However, such fundamental processes as intermittence and formation of
vortex structures (puff) are present in the initial section both in the “cold” and in the “hot” jet.

The average velocity and velocity ripples in the near field of a propane-butane jet without
combustion have been measured under isothermal conditions. Two “laminar” and “transi-
tional” regimes have been established, in which it is possible to control mixing and combustion
in the jet instability region at low Reynolds numbers (Re < 4000). In the “laminar”mode, when
there is no puff, the instability of the jet flow prevails [2, 3], which allows controlling vortex
structures, for example, by acoustic impact. For the “transitional” regime, the mechanism of
two-stage instability is caused by the formation of turbulent spots inside the tube [7, 8] and the
generation of vortex structures in the jet [2, 3]. The velocity of the puff structure is consistent
with the convective velocity of the jet on the axis. However, the acoustic precursor spreads
before the disturbance, which significantly changes the instability wave in the jet-mixing layer.

Several new results have been obtained in combustion experiments. Visualization and mea-
surements have shown that the vortex structures (puff) that form in the transient flow-out
regime have a strong effect on the flame. First, the vortex structures affect the instability of the
outer flame front in different ways: for the mixture (C3H8/CO2, Y = 46%), low-frequency
oscillations (F = 6–15 Hz) remain (see Figure 6), and for combustion (H2/CO2, Y = 90%), the
phenomenon of flickering can be suppressed almost completely (see Figure 8). Secondly, a
reduction in the fuel content for a fixed Re number can lead to a transition from the attached
flame to the disconnected flame. Thus, when mixtures of C3H8 with CO2 or He burn in a
transient mode, the flame is detached from the edge of the tube. Thirdly, depending on the set
of parameters Re and Y, both a disconnected laminar flame and a disconnected turbulent
flame were observed. Under such conditions, a transition from turbulent combustion to lami-
nar combustion and vice versa is possible. Fourthly, there is a range of parameters depending
on d, Re, and Y, at which the disconnected turbulent flame can be disrupted. Our data show
that extinction under such conditions is associated with the action of turbulent spots arising in
the transient flow regime in the tube, on the region of jet disintegration (see Figure 7). In the
case of the formation of a flame in a drifting stream, the intermittent nature of the flame is
observed in the puff formation mode. Its length increases in the laminar flow phase and
decreases in the turbulent phase (see Figure 11).

In addition, previously unknown data on the topology of the heat-release regions of the diffusion
flare have been obtained. Thus, when H2/CO2 burns on the outer boundary of the attached flame
(without a drift), the passage of puff can be accompanied by the formation of “holes” in the
flame, i.e., dark areas in which combustion apparently does not occur (see Figure 8). The
visualization of the combustion of a H2/CO2 fuel jet, fed through a hole in the wall into a
transverse airflow, has revealed the formation of spiral vortices in the flame of the jet (see
Figure 8). A characteristic feature of a hydrogen flame in a transverse flow is the formation of a
thin luminous “filament” that connects the main body of the flame with the outlet of the fuel
supply tube (see Figure 10).

The influence of the vortex structure on two very different classes of jet flames (free jet and
cross flow jet) is considered. A comparative analysis of these two flows allows to show the
scale of the effect on the flow prehistory in the supply tube.
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observed in the puff formation mode. Its length increases in the laminar flow phase and
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Along with the traditional methods of controlling the processes of mixing and combustion, an
approach using the instability development regimes for controlling diffusion combustion, both
in the jet stream itself and inside the source of jet formation, seems promising.

Acknowledgements

This work was partially supported by the Russian Foundation for Basic Research (Grant No.
17-08-00958). Hot-wire anemometer measurements were funded by the Ministry of Science
and Higher Education of the Russian Federation.
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u root-mean-square value of velocity pulsations (m/s)
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Re = Umd/ν Reynolds number of the jet
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l tube length (mm)

х longitudinal coordinate counted from the beginning of the jet (m)

Tu = u/U0*100 turbulence degree of flow (%)

Tu0 initial level of flow pulsation decrease (%)

Re = Umd/ν Reynolds number of the jet

ν kinematic viscosity of gas (m2/s)

τM time (s)
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Abstract

This chapter is focused on vortex detection, generation, and characterization. There are
many ways to generate and characterize vortex; this chapter is focused on two techniques
to generate a vortex, with fixed surface, often called vortex generators (VG), and with
blowing air. Vortex detection is one of the major problems in fluid dynamics and usually
some characteristics of the vortex must be known in order to detect them; once, the vortex
is detected, a velocity analysis is helpful to characterize it. Most characterization tech-
niques involves the comparison of some known properties of vortex, such as velocity field,
vorticity field or tensor, turbulence intensity, etc. The technique to be used to characterize
a vortex is closely related to the data that one possesses. In measuring methods such as
particle image velocimetry (PIV), there are algorithms that can easily detect size and
vortex centers, relaying in velocity and vorticity. This chapter focuses on detection by
analyzing velocity signals, via wavelet transform and statistical properties. When it is not
possible to characterize a vortex because it does not have a coherent structure, another
approach must be used such as defining turbulence intensities and zone of influence of the
vorticose structure.

Keywords: vortex, detection, characterization, turbulence, generation

1. Introduction

Determining exactly how a system is going to behave in aerodynamics can be a challenge. This
is because the incident flow plays a main role in the behavior. A wing immersed in a turbulent
flow is not going to experiment the same forces as it would in a laminar flow. Even a change in
the turbulent scales can conduct to a variation in the aerodynamic coefficients of the wing. This
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phenomenon can become much critic for large vortex, where even the relative position of the
vortex over the wing is going to play a role in the wing efficiency.

For decades, this reason has led scientist and engineers to study systems’ behavior in different
conditions of the free flow. To do this, one must be able to change the flow conditions in terms
of turbulence and turbulent scales, here is where different kinds of vortex and turbulent
generators came along. There is a wide variety of techniques to create vortexes; an usual and
widely used is Von Karman streets as in [1], or delta wing VG as in [2–4]. These methods
involve fixed surfaces, but there are others where energy and mass are injected in the flow, to
create the vorticose structure. Once, the vortex is created, a full characterization must be
performed to determine the flow condition. In modern measurement techniques such as
particle image velocimetry (PIV), very effective algorithms can be used to characterize the
flow, such as [5], but for anemometric measurement, this can represent quite a challenge.

This chapter’s intention is to give a good introduction to vortex identification techniques, as
well as the characterization and the generation, and in the ending showing results of how the
presence of different vorticose flow configurations can lead to a modification in a system
behavior.

2. Characterization

There are different ways to characterize a vortex. As told before, this chapter covers the
characterization of vortex measured with anemometers. The idea here is to find if there is a
vortex passing by analyzing the evolution of velocity over time in a given point or in set of
points. This section mainly focuses in the use of continuous wavelets transform to identify a
vortex immersed in a turbulent flow.

Let us consider for porpoise of demonstration a simulated signal. To do so, lets define the
velocity distribution of a 2D vortex. There are many kinds of vortex, rotational and irrational,
physically plausible and not, and for this example and for the purpose of demonstration, a
Rankine vortex is going to be used. This kind of vortex is an approximation of a real one, since
it does not take into account the effect of the fluid viscosity. Due to the neglect of viscosity,
these kinds of vortexes do not vanish over time. Another more general one is a Lamb-Oseen
vortex, this is an exact solution to the Navier–Stokes equations, and it does take into account
the effect of viscosity. But for the purpose of this simulation, there is no need to use it.

A Rankine vortex has a velocity distribution as shown in Eq. (1) as shown in [6].

Vθ rð Þ ¼
Γr

2πR2 r < R

Γ
2πr

r < R

8>><
>>:

(1)

It is seen in this distribution that the flow velocity increases linearly until it reaches a radius R
and then decreases like 1/r as shown in Figure 1.
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Now, if a single vortex is moving with flow velocity, and an arrangement of anemometers is
settled to capture the U-component (flow direction) and V-component (perpendicular to flow
direction), in case the anemometer captures the vortex, there are three possibilities, to capture
it exactly on its center, up, or down to it. Figures 2 and 3 show the signals that would be
obtained in such cases.

As it is shown, the V-component signal shape does not change substantially, but the
U-component, clearly evidence if the vortex is over or under the anemometer, for a clockwise
vortex, it would be opposite for a counterclockwise. Because of the velocity distribution of a
vortex, the U-component is not going to evidence by itself the passage over an anemometer.

Figure 1. Velocity distribution on a Rankine vortex.

Figure 2. Velocity distribution on a Rankine vortex U-component.
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Watching the V-component, one can clearly distinguish that a vortex has passed through the
anemometer, by the change in the velocity sign.

This simplified case shows our goal, that is, to determine if this kind of structure is present in a
velocity signal.

In these simple cases, a vortex passage is easy to identify, but in the presence of a highly
turbulent flow, this task is not so trivial, and more advance techniques or experimental setups
are required.

For simplicity, from now on, only an anemometer above the vortex center is going to be
considered. It must be said that in an experimental setup, one usually do not know where
exactly the vortex center is going to be, so multiple measurements must be taken until this
position is determined. In a steady flow, a coherent structure becomes periodic, so the passage
would repeat over a time tp, and a signal similar to the one shown in Figure 4 is expected.

Given this type of signal, a useful tool in vortex detection can be introduced, that is, the
continuous wavelet transform (cwt). The cwt is useful to find coherent structures of a certain
shape inside a signal, for more information of detection using wavelet transform, see [7–9]. To
detect these structures, there are two useful wavelets: the derivative of Gaussian function of
order 1 (DOG1) and the one of order 2 (DOG2) (also known as the Ricker wavelet). Both
wavelets are plotted in Figure 5. Using DOG1 for the V-component and DOG2 for the U-
component, one is able to detect a vortex passage.

It is seen in Figures 6 and 7 that every time a vortex goes through the anemometer, a maximum
of the wavelets coefficient occurs.
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This may seem trivial since one can easily detect the vortex passage in the velocity signals. But
when turbulence is present in the free flow, it becomes harder to determine if and when a
vortex is passing.

Figure 4. Velocity signal for a periodic vortex.

Figure 5. Wavelets used for detection.
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Watching the V-component, one can clearly distinguish that a vortex has passed through the
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To consider the mentioned problem, from now on, a turbulent flow is going to be treated. For this
purpose, a random signal is added to our periodic vortex. This signal is going to simulate
turbulence, and it is going to be generated by a randomnoisewith a Gaussian distribution. Itmust
be said that this is for demonstration purposes only, since a random noise does not fully represents
a turbulent flow, and does not fulfill the constrains imposed by the “Kolmogorov – 5/3 spectrum.”

Figure 6. Wavelets coefficients in U-component.

Figure 7. Wavelets coefficients in V-component.
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But the techniques presented here, give similar results for these simulated signals with Gauss-
ian noise and for measured signals with real turbulence.

Let us first define the so-called turbulence intensity. This property is useful to characterize a
turbulent flow, since the vortex present in it is usually noncoherent, this property gives us, not
the velocity function, but a measure of how much energy is present in the turbulence. And it is
defined as in Eq. (2)

Ti ¼ σu
μu

(2)

where σu represents the standard deviation of the velocity component, and μu the mean value
of the same component.

For this simulation, a turbulence intensity of 2% is going to be set; this is a normal value for
wind tunnel testing and the maximum value of the vortex tangential velocity is going to be 3%
of the flow mean velocity, and with a characteristic radius of 4 cm. Figures 8 and 9 shows both
components of velocity and a wavelet map for the V-Component.

It can be seen that when turbulence is present in the free flow, a vortex passage is not easily
found. But Figure 9 shows that analyzing the wavelet coefficients of the DOG1 in the V-
component, the passage becomes obvious. This becomes a powerful tool, since it allows one
to detect a vortex passage even when the turbulent velocity fluctuation is in the order of the
maximum vortex velocity.

Figure 8. Velocity signals for a periodic passage with turbulence.
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The last technique to be presented here is how to detect a vortex passage when the turbulent
velocity is higher than the vortex velocity. This is not always possible, but it can be done in
some cases. The way to accomplish this is by taking more than one measurement synchronize
with the vortex passage or with some phenomena that generate the vortex (this could be an
oscillating surface, a pulsing jet, or the beginning of a movement that creates an steady state)
and then take the mean of the measurements. By doing this, the turbulence present in the
signals is going to be attenuated, and the periodic phenomenon present in all the signals is
going to remain. After a wavelet transform can be used to detect the vortex passage, it must be
said that if a complete synchronization is not achieved, a distortion may be present in the
remaining signal, but if the difference in time is small compared to the time, it takes to the
vortex to pass, the same results can be achieved.

Figures 10 and 11 show the results accomplished with the same simulation as in the case
before but with a vortex velocity of 0.5% of the free flow velocity, using 15 different measure-
ments.

It can be seen that, when the mean of different measurements the cwt shows the presence of
the vortex.

This approach taken so far allows one to detect the presence of a vortex. To characterize it,
there are many different techniques. Once the vortex is detected with the cwt, the maximum
coefficient gives us the time (x axis) it passed and the scale (y axis) that it has respect to the
wavelet scale. This scale is related to the time (or pseudo frequency) it took to the vortex to
pass the point for further readings see [10]. The frequency shown in Ref. [10] relates to the time
the vortex took to pass the anemometer as 1=f , where f is the wavelet pseudo frequency, by
knowing the mean velocity at the point the vortex size can be obtained with Eq. (3).

Figure 9. cwt on the V-component signal, with turbulent free flow.
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Sv ¼ V∗t (3)

Sv, is the vortex length or size, V is the point mean velocity, and t is the inverse of the pseudo
frequency.

Each type of vortex would need a particular characterization, since it depends on the velocity
distribution it has. For Rankine vortexes, the radius (or length) and the circulation Γ are
sufficient. This last one is harder to obtain in the presence of a turbulent flow, but with a clean
signal, different measurements points can be taken in height and relating the peak velocity of

Figure 10. cwt on the V-component signal, with turbulent free flow, 1 measurement.

Figure 11. cwt on the V-component signal, with turbulent free flow, mean of 15 measurements.
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them to the velocity distribution in Eq. (1). For any other vortex, the velocity distribution must
be known.

This is a helpful approach and gives one the tools in case the vortex has a known form. But in
presence of multiple vortexes interacting with each other, this is not the best suited approach.
For these kinds of flows, another parameters must be presented, such as representative scale.

To obtain a representative scale of the flow, the autocorrelation of the signal must be calculated
first. This function is defined as in Eq. (4)

R τð Þ ¼
Ð
u tð Þ∗u t� τð ÞdτÐ
u tð Þ∗u tð Þdt (4)

As defined in Eq. (4), the autocorrelation function has a maximum value in τ ¼ 0 and is:
R 0ð Þ ¼ 1. This function is obviously discrete for measured signals and one only know the
values for the sampled times. To define the representative scale, different criteria can be
adopted, but most of them give similar results. Using them, one is able to obtain a representa-
tive scale of the smallest and the biggest vortex present in the flow, these are the microscale and
macroscale, respectively. Here, three criteria are going to be introduced as presented in [11],
one for the macroscale and two for the microscale. For the macroscale, the most commonly
used criterion is the 0-passage. One interpretation for this criterion is that as long as the
correlation does not become 0, the biggest vortex in the flow field is passing, once the vortex
has passed, the autocorrelation function becomes 0. So, the 0-passage criteria would be as in
Eq. (5).

τfor the first R τð Þ ¼ 0 (5)

After obtaining τ, one can use the same approach as with wavelets and define the macroscale
of the vortex with Eq. (3).

For the microscale, the two criteria used are the “fist point slope,” and the 1=e. This criteria are
far less intuitive and require much reasoning and mathematical support. This exceeds the
purpose of this chapter and there are not going to developed here, but for further reading see [6].

The first point slope criterion states that the microscale (scale in time) present in a turbulent
flow, or in a flow with multiple vortexes interacting, is the time obtained by extrapolating a
straight line that has the point (0,1) (first point of the autocorrelation function) and a slope
equal to the slope of the autocorrelation function in its first point. This is as stated in Eq. (6).

τ ¼ �R 0ð Þ=R0 0ð Þ (6)

As stated before, R 0ð Þ is the maximum value of R τð Þ so R0 0ð Þ must be negative, this gives a
positive τ. As before, Eq. (3) can be used to compute the size of the vortex.

The last criterion is the 1=e. This criterion simply states that the value of the time microscale is
equal to the value τ for which R τð Þ¼1=e as in Eq. (7).
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τ for R τð Þ ¼ 1=e (7)

This gives one a characterization of the spatial scales. Another useful approach is to determine
the power spectrum density of the signal; this tells us how the energy is distributed in
frequency. And can be useful in case a periodic phenomenon is present on the flow field.

The previous are the more classical techniques. But many more can be used. In general, to
characterize any flow, one needs to have some knowledge of the phenomenon to capture. In the
next section, other methods are going to be shown, for example, how an array of turfs can be
useful to determine a longitudinal vortex diameter. Cross-correlation between spatial signals can
help to determine if a certain flow structure is propagating or if it is been defused by turbulence,
with an spatial anemometry array or PIV one can find the vortices field by taking the spatial
derivatives of the velocities, and many for techniques are available, for further reading see [12].

3. Vortex generation

In the previous section, the main goal was to show how to characterize a passing vortex, this
can be useful when a phenomenon is produced in an experiment and one needs to understand
it, but vortex are always used for many different purposes in aerodynamics, one of the most
simple approaches to passive flow control are vortex generators. These fixed surfaces are able
to generate vortexes or stochastic turbulence in some cases. That is used to modify the behav-
ior of a system. Also, when working with aerodynamic comfort for civil structures, or even to
find the load in such structures, is always needed to test them inside a wind tunnel. In order to
have a realistic view of the problem, the turbulence present in the atmospheric boundary layer
must be modeled inside the wind tunnel. In these cases, one needs to generate vortex of certain
scales, and to use the techniques presented before in order to determine if the turbulence
generated fulfill the modeling criteria.

In this section, some useful techniques to generate vortexes of certain scales are presented, and
what variables must be taken into account to accomplish a desired behavior.

The first method to be presented is the generation of a longitudinal vortex. This method is very
effective, and allows the generation of a vortex with a well-defined diameter. A longitudinal
vortex is a rotating structure along a define axis, this vortex has the particularity of changing
its diameter along the axis. One common example of it is the wing tip vortex, present on any
airplane, Figure 12 shows an illustration of the phenomena.

The vortex shown in Figure 12 is a result of the perturbation a wing generates downwards the
flow, and it is a result of the tridimensionality of the wing. In practice, the presence of these
kinds of vortexes result in a potential risk to an airplane, since their presence can drastically
change the wing behavior. For those reasons, the study of such vortexes is highly important.

A way of generating these kinds of vortexes is by injecting compressed air at a certain inci-
dence angle inside a tube. The resulting structure has a diameter in the order of the tube’s
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diameter, and the velocities are a function of the pressure, flow rate, and incidence angle of the
injected air. An experimental setup of such array is presented in Figure 13. Inside the tube, two
hoses are connected with a fixed angle respect to the tube transversal plane: Pleasure and flow
regulators are set between the tube and the air compressor to fix pressure and flow rate to a
known value. The injection of air at a certain angle respect to the cylinders axis generates a
rotary field, since the air must follow the surface of the cylinder, when this rotatory flow
merges with the free flow entering the tube, a helical flow pattern is produced, and when the
flow leaves the tube a helical vortex is generated, and then diffused as it moves in the flow

Figure 12. Longitudinal vortex representation.

Figure 13. Experimental set-up for longitudinal vortex generation.
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direction. To characterize the vortex, a hot wire anemometer is set in front of the tube and
spatial measurements of the velocity are taken, precisely the U-component and the V-
component.

In this case, that the vortex has a well-defined diameter, a tufts array is handy to determine the
diameter evolution along the axis, at different longitudinal positions downstream the vortex
generator. This tufts array consists of a steel wire mesh with a 1 cm spacing, where thin threads
of adequate color and a 4 cm length, to provide a good flow visualization, were fixed at each
vertices of the mesh. The size of the turf array was about 44.5 cm height and 24 cm width. It
can be seen in Figure 14 how the tufts rotate and approximately define the vortex diameter.

In this setup, the tube diameter determines the size of the vortex, and a higher pressure and
flow rate decreases the widening. A suitable characterization for these kinds of vortexes is the
vortex size along the axis and the velocity distribution along the radius. Figure 15 shows the
vortex size evolution and Figure 16 the velocity distribution.

The blue curve in Figure 16 represents the U-component of the velocity and the red one the V-
component for a tube with 6 cm diameter, 30 cm long and 45� of the flow entry. The rotational
effect becomes clear by looking at the V-component, it evidenced by the change in the velocity
sign. It is seen in Figure 16 how velocity changes with the radius, and how it becomes 0 near
the vortex size. This means that this are concentrated vortexes that rapidly disappear. As it is
expected when the vortex moves, its diameter grows and the velocity diminish, this is a
consequence of viscosity diffusion.

Figure 14. Visualization of the vortex diameter.
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Another widely used method for generating vortex are fixed surface, in some cases called
vortex generators (VG). This method is much simpler than the one presented before since it
only requires a fixed surface. Almost any surface facing the flow will create vorticity or

Figure 15. Vortex diameter for a 45� incidence and 4 bar pressure vs. distance from the vortex generator.

Figure 16. Velocity vs. radius. In red is the tangential component, in blue the axial component.
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turbulence downwards itself. This method is usually used in airplane wings to delay the
detachment of the boundary layer, this is possible by inserting energizes flow from the free
flow to the boundary layer. Figure 17 shows an example of them.

The main complexity with this method is that the generated vortex does not always have a
defined structure. A delta wing or a fin, generates longitudinal vortex, but not in any Reynolds
number or under any angle of attack. So the scales and the overall structure of the vortex can
heavily depend among the flow condition. For this reason, these kind of devices are not
usually characterized alone, but with the system they are meant to work with. Figure 18 shows
a longitudinal vortex generated by a fin VG, and a tufts array shown a helical vortex similar to
the ones produced by a wing, the results of this experiment are going to be treated in the last
section of the chapter.

Figure 17. Fin-type vortex generator, with a hot wire anemometer downwards.

Figure 18. Fin-type vortex generator, producing a longitudinal vortex.
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the ones produced by a wing, the results of this experiment are going to be treated in the last
section of the chapter.

Figure 17. Fin-type vortex generator, with a hot wire anemometer downwards.

Figure 18. Fin-type vortex generator, producing a longitudinal vortex.
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When it is not possible to find a defined structure of the generated vortexes, the change in the
scales, and turbulent intensity between the flow upstream the VG and downstream is a good
way of quantify the VG behavior. Even if this approach does shows the full structure of the
vortexes present in the flow, it allows one to estimate where the zone of influence is located;
this is helpful to decide the separation of a VG array, for example, and allows one to know if
the turbulence generated by one VG is going to interact with the one generated by its neighbor.

For fin-type VG, the main characteristic that will determine the turbulence intensity behind itself
is the angle of attack or angle of attitude related to the flow. Increasing the angle of attack will
increase the turbulence intensity behind itself, and will also increase the drag force over the VG,
when vortex generation is the only concern, this is not a problem, but in applications like an
airplane, this featuremust be taken into account. More detailed information can be found in [13].

Figure 19 shows an experimental setup to determine the influence zone of a fin-type VG of
10 mm height and 25 mm long, positioned over a flat plate. In each of the planes, anemometric
measurements were taken and the turbulence intensity present behind the VG was compared
to the one of the free flow. For each, a point grid was generated to take the measurements, the
planes shown are positioned at 12.5, 25, 50, and 100 mm, behind the VG. Figure 20 shows the
results of the turbulent intensity in the V-component, for the first and last plane shown in
Figure 19, for a 6 m/s flow velocity, a 30� angle of incidence

It must be said that mean velocities in the point grid were analyzed too, but the results did not
showed a coherent structure present in the flow field. But with the turbulence intensity field,
one can see that the VG is able to change the overall structure of the flow. This property is
extremely helpful when designing a flow control system, particularly a system whose inten-
tion is to trigger the turbulent transition of the boundary layer. The changes on the flow
structure (as seen in Figures 20 and 21) are mostly held in the right side of the plane, this is
due to the fact that the rotation of the VG (The 30� of incidence) left the tail positioned on the
right side. The low pressure that forms in the back plane of the VG makes the flow to curl from
the front plane to the back one, so it is expected that the velocities induced by the VG were
stronger near the tail.

Figure 19. Grid planes for characterization of a fin-type vortex.
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Figure 20. Turbulent intensity of the V-Component in the first plane, x and y axes are in mm, the VG is at position (0,0 in
the plane).

Figure 21. Turbulent intensity of the V-Component in the fourth plane, x and y axes are in mm, the VG is at position (0,0
in the plane).
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Figure 20. Turbulent intensity of the V-Component in the first plane, x and y axes are in mm, the VG is at position (0,0 in
the plane).

Figure 21. Turbulent intensity of the V-Component in the fourth plane, x and y axes are in mm, the VG is at position (0,0
in the plane).
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4. Application example

This chapter shows how to detect, characterize, and generate vortexes; in order to give a full
picture of their utility, in this last section, an application is shown. Vortexes are useful in flow
control, needed to determine loads in civil structures, and can substantially change the behav-
ior of a system when they are present in a free flow. To scratch the surface of this discipline,
experimental results are presented here of the behavior of a wing in presence of a longitudinal
vortex of a scale whit a size in the order of the wing chord. As it was mention before,
longitudinal vortexes are produced by the wing tip of an airplane, so this approach can give
us for example an insight of how an airplane it going to be affected in a formation flight.

The vortex in this experiment was generated by the fin VG presented in Figure 18. Figure 22
shows a schematic of the experimental setup. For this experiment, a wing model was posi-
tioned in the wind tunnel test section, attached to force sensors, to determine the forces the
wing produces. The model was placed between two end plates as shown in Figure 22, in order
to minimize the 3D effects. Force measurements were taken and the Cl and Cd dimensionless
coefficient determined. This experiment was repeated for different vortex configurations,
which consisted of the same vortex positioned at different heights. One with the vortex center
below the wing, one above, one at the same height of the wing chord, and one with no vortex
(clean wing). As mentioned before, the vortex was generated with a VG, in this case, a coherent
structure was produces, and its size was determined with a tufts array. Since the intention of
this section is only to show how a system is modified when it is present in different vorticose
structures, the full characterization of the vortex generated for this experiment is not relevant,
and it is only going to be mentioned that the vortex size was similar to the wing chord.

Figures 23 and 24 show the Cl and the efficiently E ¼ Cl=Cd of the wing for the different
configurations mentioned before.

Since no mass or momentum was added to generate the vortex here, the behavior of the wing
in presence of the vortex, it is only a result of the coupling of the flow fields generated by both,

Figure 22. Experimental setup for the experiment, the fin is placed upwards the model.
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and not because of some extra energy present in the experiment. Figure 24 shows clearly how
a wing interacting with a vortex of its size can drastically change its performance. It is clear
that the wing efficiency augments when the vortex is in the upper surface, but when the vortex
is below the wing, not only the efficiency decreases, but also the stall occurs early. These kinds
of result are expected since it is highly probable that the wing circulation become modified by
the vorticity produced by the VG.

Figure 23. Cl coefficient for the wing in different conditions.

Figure 24. Efficiency of the wing in different conditions.
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5. Conclusions

The main conclusions to be obtained from this work are the following:

1. As shown in Section 1, continuous wavelet transform can be used to detect a vortex
passage in an anemometric measurement, even when the turbulence present in the flow
has more energy than the vortex itself.

2. The characterization of any vortex is closely related to the vortex form, but some common
characteristic can be obtain in any coherent structure such as radius (spatial scale) or
velocity field, this can be done by detecting a passage in a time signal or by measuring
the medium velocity field for longitudinal vortexes.

3. A vortex generator can modify the flow in different ways depending on the flow charac-
teristics, as shown in the application part, a fin VG can generate a coherent structure, but
for a different Reynolds number and in presence of a different geometry a fin-type VGmay
not generate a coherent structure, but the turbulent characteristics of the flow are always
modified downstream the VG as is shown in the characterization section, and in this cases
the definition of the macro and micro scales are useful.

4. It can be seen in this last experiment why the study of the vorticose structure in the free
flow must be carried out, since it plays a main role in the behavior of a system, and can
severely change the efficiency of such a system. Managing to characterize, generate and
wisely use vortex can be helpful to modify the efficiency of a system to our will, and can be
a highly beneficial approach.
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Abstract

This chapter examines the flow of swirling liquid in a duct. In many cases, circumferential
velocity in the cross-section of a cylindrical duct is a remarkably linear function of radius
up to the proximity of the duct wall. This is similar to the behaviour of a twisting solid
shaft and the analogy leads to a solid body model for swirl flow in ducts. Helically profiled
lobate duct walls provide a twisting torque, while wall friction in simple circular ducts
causes swirl to decay. The liquid counterpart of the solid body is represented as a first-
order system in downstream distance because of the way torque is transmitted by duct
walls rather than by shaft stiffness as in the solid case. The effect of the inertia of the
rotating and twisting cylinder is unchanged from its solid counterpart, and damping is
related to the viscosity of the liquid acting over the annulus between the rotating liquid
cylinder and the duct wall. The shear stress in the liquid is shown to be linearly related to
the intensity of the swirl. The generation of swirl is briefly described with reference to
lobate designs, their development of shape and helix.

Keywords: swirl, solid-liquid pipeflow, slurry transport, computational fluid dynamics

1. Introduction

Why impart swirling flow to a stream of fluid? Spanner, a much respected naval architect,
invented a helical lobate tube which increased the efficiency of heating of water in the boilers
of ships [1, 2]. Importantly, his design could be manufactured economically by drawing
cylindrical tube through special dies (see Figure 1).

For particle-bearing liquids, swirl puts particles into suspension at lower axial velocities than
would be the case for a cylindrical duct. Once in suspension, particles (or debris for down-
stream collection) remain in full or partial suspension long after the swirl has decayed to
negligible proportions.
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Lower axial velocity implies much lower pumping power: a strong economic reason to swirl
the flow in the first place. The efficacy of swirl generation in pumping particulate liquids,
particularly river slurries, has been recognized for many years. The Gordon patent for a duct
with internal vanes to encourage swirl was published in 1899 [3].

Economic benefits are not the only reasons for studying swirl. In some instances, enhanced
swirl is required irrespective of increased pressure losses and pumping power requirement.

The data in this chapter originate from several sources. Much of it comes from validated
computational fluid dynamics (CFD) code using RANS (Reynolds-averaged Navier Stokes
equations). The basis of these equations is ‘Reynolds decomposition’, whereby an instanta-
neous quantity is decomposed into time-averaged quantities and fluctuating quantities. In
cylindrical polar co-ordinates (r,θ,z), the time-averaged velocities are u, v and w and the
fluctuating velocities are u0, v0 and w0. In essence, the fluctuating quantities can be assumed to
have a temporal mean of zero. This makes for an increase in the number of unknowns because
the cross products (u0u0 , v0v0 , w0w0 , u0v0 , u0w0 , and v0w0 ) have to be determined.

RANS turbulence modelling techniques are often classed by the number of equations used to
model the flow field. Early results were obtained using two-equation k� Eð Þ and k� ωð Þmodels,
where k represents the turbulent kinetic energy, E represents the rate of dissipation of turbulent
energy and ω represents the specific rate of dissipation of turbulent kinetic energy into internal
thermal energy. As greater computer power became available, the six-equation Reynolds stress
model (RSM) became the method of choice for swirling flows. There are variations in RSM
solutions. The CFX RSM-ω [5] has been used since it can give more accuracy near the wall.

2. Characterizing swirl

Firstly, I should explain what I mean by ‘swirl’ and then define precise ways to assess it. In
turbulent pipe flow, there are many eddies and circulations cascading from the large to the

Figure 1. Three-lobe boiler tube after Spanner, 1939, 1945. Reproduced courtesy of Transport and Sedimentation Confer-
ence, Wroclaw University of Environmental and Life Sciences, Poland.
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small. Kolmorogov [6] showed that most of the kinetic energy in the flow is contained in large-
scale structures. Energy ‘cascades’ to smaller scales by an inviscid mechanism until it is small
enough for viscous dissipation to take place. I define swirl as large-scale, one-way circulation
surrounding the geometric centre of the duct.

With a definition of swirl in place, I now need to explain the mathematical measures of this
behaviour. Is it useful, strong or weak, efficient or profligate in its expenditure of pipeline
pressure? The first and most obvious measure is the circumferential velocity, sometimes
referred to as tangential velocity, wmax, taken at its maximum in the cross-section. Useful in
itself, this direct measure is important in application to downstream devices—cyclones or
pumps for example.

Circumferential velocity as a measure of swirl takes no account of the axial velocity required to
generate or maintain it. In contrast, the swirl angle, incorporating the axial velocity, indicates
the angular deflection of the flow and can be clearly seen in transparent pipe sections (see
Figure 2). Tonkin [7] used these images to infer tangential velocity for a series of particle
concentrations and axial velocities.

The swirl angle, θS, is given by

θS ¼ tan �1 wmax

um
(1)

where um is the mean axial pipe velocity.

Measurement transducers can be corrupted by swirling flow, and International Standard ISO
5167 specifies a maximum swirl-angle limit of 2� at or near transducer stations.

The swirl angle does not take account of the angular momentum given to the flowing liquid.
The ratio of angular momentum flux to the product of pipe radius and axial momentum flux is
known as the swirl intensity or swirl number, Ω. (Note that a simple ratio of angular to axial

Figure 2. 1.4% by volume coarse sand in water, axial velocity 1.7 m/s showing swirl angle. Image from Tonkin [7] with
thanks.
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have a temporal mean of zero. This makes for an increase in the number of unknowns because
the cross products (u0u0 , v0v0 , w0w0 , u0v0 , u0w0 , and v0w0 ) have to be determined.

RANS turbulence modelling techniques are often classed by the number of equations used to
model the flow field. Early results were obtained using two-equation k� Eð Þ and k� ωð Þmodels,
where k represents the turbulent kinetic energy, E represents the rate of dissipation of turbulent
energy and ω represents the specific rate of dissipation of turbulent kinetic energy into internal
thermal energy. As greater computer power became available, the six-equation Reynolds stress
model (RSM) became the method of choice for swirling flows. There are variations in RSM
solutions. The CFX RSM-ω [5] has been used since it can give more accuracy near the wall.

2. Characterizing swirl

Firstly, I should explain what I mean by ‘swirl’ and then define precise ways to assess it. In
turbulent pipe flow, there are many eddies and circulations cascading from the large to the

Figure 1. Three-lobe boiler tube after Spanner, 1939, 1945. Reproduced courtesy of Transport and Sedimentation Confer-
ence, Wroclaw University of Environmental and Life Sciences, Poland.
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small. Kolmorogov [6] showed that most of the kinetic energy in the flow is contained in large-
scale structures. Energy ‘cascades’ to smaller scales by an inviscid mechanism until it is small
enough for viscous dissipation to take place. I define swirl as large-scale, one-way circulation
surrounding the geometric centre of the duct.

With a definition of swirl in place, I now need to explain the mathematical measures of this
behaviour. Is it useful, strong or weak, efficient or profligate in its expenditure of pipeline
pressure? The first and most obvious measure is the circumferential velocity, sometimes
referred to as tangential velocity, wmax, taken at its maximum in the cross-section. Useful in
itself, this direct measure is important in application to downstream devices—cyclones or
pumps for example.

Circumferential velocity as a measure of swirl takes no account of the axial velocity required to
generate or maintain it. In contrast, the swirl angle, incorporating the axial velocity, indicates
the angular deflection of the flow and can be clearly seen in transparent pipe sections (see
Figure 2). Tonkin [7] used these images to infer tangential velocity for a series of particle
concentrations and axial velocities.

The swirl angle, θS, is given by

θS ¼ tan �1 wmax

um
(1)

where um is the mean axial pipe velocity.

Measurement transducers can be corrupted by swirling flow, and International Standard ISO
5167 specifies a maximum swirl-angle limit of 2� at or near transducer stations.

The swirl angle does not take account of the angular momentum given to the flowing liquid.
The ratio of angular momentum flux to the product of pipe radius and axial momentum flux is
known as the swirl intensity or swirl number, Ω. (Note that a simple ratio of angular to axial

Figure 2. 1.4% by volume coarse sand in water, axial velocity 1.7 m/s showing swirl angle. Image from Tonkin [7] with
thanks.

Swirl-Inducing Ducts
http://dx.doi.org/10.5772/intechopen.78959

79



momentum would not be dimensionless.) There are several versions of this definition and the
version defined in Eq. (2) allows for variations in the axial velocity with radial displacement.

Ω ¼ 2πr
R R
0 uwr2dr

R� 2πr
R R
0 u2rdr

¼
R R
0 uwr2dr

R
R R
0 u2rdr

(2)

where R is the pipe bore radius (of the cylindrical delivery pipe), u is the axial velocity at radius
r, and w is the circumferential velocity at radius r.

Swirl number gives a simple way to classify swirl for computational calculation methods. If
Ω < 0:5, two-equation methods (such as k� Eð Þ and k� ωð Þ) are generally considered ade-
quate. If Ω ≥ 0:5, the six-equation RSM is preferred despite the increased computational cost.

Swirl intensity and swirl angle are closely related measures and in many cases an almost linear
relation exists between them.

Pressure loss is an inevitable consequence of swirl generation and it is important to use that
pressure effectively. Ganeshalingam [8] developed a dimensionless group, swirl effectiveness, S,
given by

S ¼ Ω
ΔP
1
2ru

2

(3)

where ΔP is the pressure loss over a length of duct and r is the fluid density.

This measure has proved invaluable in optimizing Spanner-type duct designs.

Another pressure-related metric for use when a Spanner-type duct generates swirl is the
pressure loss for an equivalent length of smooth circular tube. The well-known Darcy-
Weisbach equation can be used to calculate this:

ΔPs ¼ f
L
D
ru2

2
(4)

where f is the friction factor for a smooth duct, L is the duct length and D is the duct diameter.
A simple ratio can be used to gauge the magnitude of the pressure loss suffered as a result of
the use of the duct:

Pressure penalty factor ¼ ΔP
ΔPs

(5)

3. The solid body model

In many cases of developed swirling flow, the swirl angle, θ, is found to be almost constant over
most of the cross-section. Figure 3 shows a tangential velocity profile for a nominal axial velocity
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of 2 m/s. The near linearity over approximately 84% of the bore also indicates that angular
velocity, ω, is similarly constant in this range. Constant angular velocity is a characteristic of a
solid rotating shaft and this concept suggests a simple mechanical analogy of the solid body
model which can be used to describe swirling flow.

Damping friction (directly proportional to tangential velocity) clearly has little effect in the
central 84% of Figure 3. The peripheral 16% of the velocity profile indicates gathering damping
friction as the radius increases. At the outer radial extremity, the circumferential velocity falls
to zero in accordance with the no-slip principle of Newtonian mechanics. This outer damping
annulus is characterized by a dimensionless distance from the wall, with yþ defined as

yþ ¼ u∗y
ν

(6)

where u∗ is the friction (shear) velocity¼
ffiffiffiffiffi
τW
r

q
, τw is the wall shear stress, y is the distance to the

wall and ν is the kinematic viscosity.

In turbulent pipe flow, close to the wall, is a laminar sub-layer of width yþ � 5. At greater
distances, up to about yþ � 35, a buffer layer gradually develops the laminar sub-layer into
fully turbulent flow. This is much smaller than the outer 16% of Figure 3 and later results will
show that the solid body starts at approximate distance yþ � 72 for an axial velocity of 2 m/s.
The distance is strongly influenced by the axial velocity. For axial velocities between 1 and 4 m/
s in an industrial steel pipe of bore 50 mm, the distance to the wall can be expected to vary
from about 25% to about 10% of the duct radius.

Figure 3. Circumferential velocity, w, downstream of a three-lobe swirl-inducing duct similar to Spanner’s design. Data
from Raylor with thanks.
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of 2 m/s. The near linearity over approximately 84% of the bore also indicates that angular
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solid rotating shaft and this concept suggests a simple mechanical analogy of the solid body
model which can be used to describe swirling flow.

Damping friction (directly proportional to tangential velocity) clearly has little effect in the
central 84% of Figure 3. The peripheral 16% of the velocity profile indicates gathering damping
friction as the radius increases. At the outer radial extremity, the circumferential velocity falls
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distances, up to about yþ � 35, a buffer layer gradually develops the laminar sub-layer into
fully turbulent flow. This is much smaller than the outer 16% of Figure 3 and later results will
show that the solid body starts at approximate distance yþ � 72 for an axial velocity of 2 m/s.
The distance is strongly influenced by the axial velocity. For axial velocities between 1 and 4 m/
s in an industrial steel pipe of bore 50 mm, the distance to the wall can be expected to vary
from about 25% to about 10% of the duct radius.
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The simplified system dynamics of the analogy of a solid-liquid cylinder are described by three
elements: the inertia of the shaft and any rotating components such as a flywheel, the stiffness of
the shaft transmitting torque down the shaft and the damping of the speed of rotation. Straight
away the stiffness of the shaft can be eliminated from the model. By definition, liquids do not
have stiffness and they adapt to the shape of the containment without coercion. We are left
with a shaft, length one pitch (for one 360� rotation), subjected to a torque M rotating at
temporal rate dθ/dt.

M ¼ J
d2θ
dt2

þ c
dθ
dt

(7)

where J is the polar second moment of mass of the cylinder and c represents a damping
coefficient dependent upon the area of the shearing surfaces. The torque moment M can be
positive for a Spanner-type pipe or can approach zero for a frictionless cylindrical tube.

In the model, the coefficient of damping, c, is provided by the viscosity of the liquid. Consider
fully developed swirling flow in the core of a cylindrical duct (Figure 4). In the example above
(mean axial velocity = 2 m/s), there is a zone of approximate width y+ = 72 in which all the

Figure 4. Fully developed swirling flow in a cylindrical duct.
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damping occurs. Note that if the swirl is generated by a Spanner-type duct, there will be other
shearing surfaces in the core flowwhere the rotating annuli meet the as yet non-rotating central
portion. This is sometimes referred to as a wall-jet profile (Steenbergen and Voskamp [9]).

In order to quantify the damping coefficient, c, I concentrate on the viscous part of Eq. (7). Put

another way, I assert d2θ
dt2 ! 0 for the time being.

Mviscous ¼ c
dθ
dt

(8)

Newton’s law of viscosity gives

τ ¼ μ
du
dy

� μ
ri dθdt
R� rið Þ (9)

Torque is applied at the outer radius as wall friction or reaction from the pipe profile, so

Mviscous

2πRL
¼ μ

ri dθdt
R� rið Þ (10)

Comparing (10) with (8), we obtain the coefficient of damping per unit length.

c
L
¼ μ

2πRri
R� rið Þ ¼ μ

2πR R� yð Þ
y

(11)

where y is the distance from the wall of the duct.

The next major challenge to the solid body model is the transmission of torque. In a solid shaft,
the torque is transmitted by its stiffness, but stiffness has been discounted as a factor in liquids.
In the case of a profiled swirl tube, the torque comes from the interaction of the axial flow with
the walls of the tube, an interaction the author describes as the driving function. This becomes
clear when Eq. (7) is rewritten so that the dependent variable becomes axial distance along the
cylinder (z). Putting G = twist gradient dθ/dz

M ¼ J
d2θ
dz2

dz
dt

� �2

þ c
dθ
dz

dz
dt

� �
¼ J

dG
dz

u2 þ cGu (12)

Dividing throughout by cu

M
cu

¼ GD zð Þ ¼ Ju
c
dG
dz

þ G (13)

Note that the group of variables at the left-hand side of Eq. (3) GD zð Þ ¼ M
cu has the same

dimensions as G and is the driving function, i.e.

Tu
dG
dz

þ G ¼ GD zð Þ (14)
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where y is the distance from the wall of the duct.

The next major challenge to the solid body model is the transmission of torque. In a solid shaft,
the torque is transmitted by its stiffness, but stiffness has been discounted as a factor in liquids.
In the case of a profiled swirl tube, the torque comes from the interaction of the axial flow with
the walls of the tube, an interaction the author describes as the driving function. This becomes
clear when Eq. (7) is rewritten so that the dependent variable becomes axial distance along the
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where the time constant

T ¼ J
c

(15)

The complementary function, or transient Gcf zð Þ, is the solution to Tu dG
dz þ G ¼ 0. This has the

form

Gcf zð Þ ¼ Be�
z
Tu (16)

The solution to Eq. (14) has another (steady-state) part, the particular integral (PI), Gpi(z), which
depends on the driving function GD(z). The total response is a combination of these two
components

G zð Þ ¼ Gcf zð Þ þ Gpi zð Þ (17)

There are a series of driving functions of interest and I shall start with the simplest: the decay of
swirl angle downstream of swirling flow from, for example, a pump output or double elbow.
The driving function GD(z) in this case is a negative step change from the initial swirl angle to
zero.

When z = 0, G(z) = Go, the initial swirl gradient. Eq. (16) gives

B ¼ Go i:e: G zð Þ ¼ Goe�
z
Tu (18)

Halsey [10] studied the swirl in clean water following a double elbow. His work was aimed at
measurement devices for which swirling flow is disruptive. ISO 5167 specifies a 2� swirl-angle
limit for measurement purposes and Halsey came up with an empirical law for its decay as
follows

θ ¼ θoe�
1:5fz
D (19)

where θo is the swirl angle at commencement, θ is the swirl angle at a downstream distance z, f
is the friction factor and D is the diameter of the bore. Steenbergen and Voskamp [9] arrived at
an almost identical equation in terms of swirl intensity, Ω, instead of swirl angle.
Ganeshalingam’s work [8] achieved close agreement with these models and a simulation
exercise (below) confirms the relationships.

Differentiating (19) gives

dθ
dz

¼ G zð Þ ¼ θo
�1:5f
D

� �
e�

1:5fz
D (20)

when z ¼ 0, Go ¼ θo
�1:5f
D

� �
, so for the Halsey model

G zð Þ
Go

¼ e�
1:5fz
D (21)

Swirling Flows and Flames84

Equating exponents in Eqs. (18) and (21), we have a first estimate of the time constant Τ for
decay of swirl and the length of the swirling wake Τu

� z
Tu

¼ � 1:5fz
D

from which T ¼ D
1:5fu

and Tu ¼ D
1:5f

(22)

The solid body model gives us T ¼ J
c. The polar moment of inertia, J, of a solid cylinder, density

r, per unit length (L) is given by

J
L
¼ 1

2
rπ

D
2

� �4

(23)

From this, and the time constant T, a value of c/L can be deduced which can be used with
Eq. (11) to estimate the distance, y, of the solid body from the wall of the duct.

It is not possible to specify the total extinction of swirl. For some purposes, the point of 95%
reduction in swirl angle (L95) after a downstream distance of 3Τu should be a useful approxi-
mation. If swirl is a desirable property (to keep solids in suspension for example), the half-life
distance (L50 ¼ 0:6931� Tuð Þ) is a more appropriate concept. Table 1 tabulates these calcula-
tions for a series of axial velocities and indicates that the level of swirl at Reynolds number of
100,000 in an industrial steel pipe with friction factor 0.022 can be assumed to have decayed to
half its initial value after about 21 diameters using the solid body model.

It is generally accepted that a y+ value of about 35 indicates the edge of the buffer layer next to
the wall. The range of values of y+ significantly greater than this value suggests that there is an
annulus of turbulent flow between the buffer layer and the solid body.

The half-life distances L50 are approximately constant for axial pipe velocities in the range [1.0,
4 m/s]. This is an important observation for designers of pipe systems in which the axial
velocity might vary.

u Re f T L50 c/L y y+

m/s — — s m Nms/m m —

1 50,000 0.024 1.37 0.95 0.00045 0.0065 82.3

1.5 75,000 0.023 0.97 1.00 0.00064 0.0050 76.8

2 100,000 0.022 0.75 1.04 0.00082 0.0040 71.8

2.5 125,000 0.022 0.61 1.06 0.00101 0.0034 67.5

3 150,000 0.022 0.52 1.07 0.00119 0.0029 63.9

3.5 175,000 0.021 0.45 1.08 0.00137 0.0026 60.8

4 200,000 0.021 0.39 1.09 0.00156 0.0023 58.0

Clean water: pipe diameter,D = 0.05 m; roughness height, ε = 0.000046 m; relative roughness, ε/D = 0.00092; polar moment
of inertia per m, J/L = 0.000614 kgm2/m.

Table 1. Solid body model: industrial steel pipe transporting clean water.
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3.1. Wall shear stress in the solid body model

Starting from an analysis by Kitoh [4], the tangential momentum equation for axi-symmetric
flow gives an equation for circumferential shear stress at the wall in the decay of swirl in a
circular pipe.

τrθ ¼ rvwþ r

R2

Z R

0
r2

∂
∂z

uwþ u0w0 � ν
∂w
∂z

� �
dr (24)

Now uw≫ u0w0 � ν ∂w
∂z

� �
and putting rvw ! 0, Eq. (24) for the wall can be written

τw ¼ r

R2

Z R

0
r2

∂
∂z

uwð Þdr (25)

where τW is the circumferential wall shear stress.

Leibnitz’s rule for the differentiation of integrals allows the change of order of integration and
differentiation in Eq. (25):

τW ¼ r

R2
d
dz

Z R

0
r2uwdr (26)

For a constant Reynolds number, the axial velocity u ¼ um is constant and the axial momentum
can be simplified to a constant quantity:

2πr
Z R

0
u2rdr ¼ 2πru2m

Z R

0
rdr ¼ 2πru2m

R2

2
¼ πrR2u2m (27)

This allows the simplification of swirl intensity to

Ω ¼ 2πr
R R
0 r2uwdr

R� πrR2u2m
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and substituting for Ω in Eq. (26)
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¼ R
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dz
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2
dΩ
d z
D

(30)

Note that since dΩ
dz
D
is always negative in decaying swirl flow, values of resisting shear stress τW

must be given a negative sign.

Returning to the analogy of a solid body for the flow, one might reasonably expect a linear
relationship between circumferential stress and circumferential strain (swirl intensity or swirl

Swirling Flows and Flames86

angle) for a given Reynolds number. This can be tested with a straightforward simulation
experiment.

The simulation experiment (below) gives Ω ¼ Ω0e�0:0338 z
Dð Þ for the object 50-mm smooth tube.

Factoring in the measured mean friction factor yields Ω ¼ Ω0e�ξf z
Dð Þ where ξ ¼ 1:711.

The imposition of pipe roughness considerably increases the friction factor, f. For an axial
velocity of 1.64 m/s in a commercial steel pipe (ε = 0.000046 m), friction factor is sharply
increased to 0.0228. If the stress-strain assumption still holds, substituting this increased
friction factor in Eq. (31) yields �1:483f �Ω ¼ dΩ

dz
D
. The constant ξ ¼ 1:483 is very close to that

proposed by Steenbergen and Voskamp who achieved ξ ¼ 1:49� 0:07 for a larger range of
values 0 ≤Ω ≤ 0:18 [9].

SIMULATION EXPERIMENT: swirl decay in a cylindrical tube

Figure 5 shows the results of a simple RANS simulation for the flow of clean water through a
50-mm diameter smooth circular tube using the Reynolds stress model (�ω version) [5]. The
entry plane is furnished with a mean axial velocity of 1.64 m/s and an initial circumferential
velocity of 0.72 m/s at the wall and zero at the centre of the tube. The boundary conditions
including the law of the wall are allowed to develop over an axial length of 10.0 m. The solid
body model implies that wall friction will have reached 95% of its effect on the flow after 3Tum
and 99% after 5Tu m.

Reynolds number Re ¼ ruD
μ ¼ 997� 1:64� 0:05

0:001 ¼ 81; 754

Friction factor (Blasius equation): f ¼ 0:3162� Re�0:25 ¼ 0:0186

Time constant (Eq. (22)) T ¼ D
1:5fu ¼ 0:05

1:5�0:0186�1:64 ¼ 1:09 s

Effective range downstream: 9:5 m ≤ z ≤ 9:98 m

Figure 5. Dimensionless wall shear stress plotted against swirl intensity.
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3.1. Wall shear stress in the solid body model
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For the solid body model this is 5:30Tu ≤ z ≤ 5:57Tu

Measured mean friction factor over range: 0.0197

In this range, the regression law applied to the CFD data is very precise (r2 ¼ 0:99999Þ.
Ignoring the small intercept as an enabling assumption,

�0:0169Ω ¼ 1
2
dΩ
d z
D

(31)

Ω ¼ Ω0e�k z
Dð Þ (32)

where k = 0.0338 is a constant of proportionality and Ω0 is the swirl intensity at outset.

Note the significant difference in time constant for smooth pipe when compared to commercial
industrial steel pipe because of the increased value of the multiplier ξ. In the example, the time
constant is reduced from 1.09 (smooth pipe) to 0.905 s (industrial steel pipe).

Since the swirl angle is linearly related to swirl intensity in most cases, it follows that Halsey’s
correlation [10] also fits the data.

4. Generating swirl

Previously, we have seen that a solid body model can be applied to the simple case of swirl
decaying downstream. In these cases, the driving function is simply a step to zero: GD zð Þ ! 0.
We now come to more complex situations where the goal is to generate swirl for a specific
purpose. Before addressing this problem, we must first consider the cross-sectional shape of
the duct to be twisted.

The contours of duct walls should impart torque to the flow while minimizing pressure loss.
By designing using this criterion, pressure costs are used in an effective way. Here, Ganesha-
lingham’s dimensionless group, swirl effectiveness, S, can be used to evaluate the effectiveness
of swirl generation.

S ¼ S
1
2 ru

2
(33)

4.1. Lobate designs

The boiler tube patented by Spanner and illustrated in Figure 1 has only three lobes. Raylor
[11] idealized the lobe profiles to form semicircular shapes for his CFD modelling to test the
design for the transportation of particle-bearing liquids. The computer modelling was
underpinned by experimental work on an extant boiler tube. Later work by Ganeshalingam
showed that a four-lobe duct (or a 2-lobe duct) was more efficient when compared on the basis
of swirl effectiveness.
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In Figure 6, after Ariyaratne [13], it can be seen that the contours of tangential velocity adopt a
more circular pattern in the four-lobe variant and that an efficient circulating core flow is
produced in consequence.

Simply equating the area of the four-lobe duct to πR2, the upstream area, the ratio of the lobe
radius, R4, to the upstream radius can be derived:

R4

R
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
π

2πþ 4

r
¼ 0:5527 (34)

R4 and sub-multiples have been used in other speculative swirl-duct designs so that lobe sizes
can be compared across designs.

4.2. Response of the solid body model to a constant-pitch swirl duct

I first consider a four-lobe swirl duct with constant pitch:diameter ratio of 8:1 simply
connected in line after a cylindrical duct. The driving function for this is a positive step or
Heaviside function in swirl gradient dθ

dz. If the imposed value of swirl gradient is G0, this can be
tried as the particular integral in Eq. (17):

G zð Þ ¼ Gpi zð Þ þ Gcf zð Þ ¼ G0 þ Be�
z
Tu (35)

The constant B can be easily obtained by considering the boundary condition G(0) which yields
B ¼ �G0. So, the solution for this case is satisfied by

G zð Þ ¼ G0 1� e�
z
Tu

� �
(36)

Figure 7 illustrates the response of a system comprising a four-lobe Spanner-type duct with
cross-sectional area equal to a cylindrical upstream main of diameter 50 mm carrying clean

Figure 6. Contours of tangential velocity in three-lobe and four-lobe swirl pipes. Pure water with an axial velocity 2 m/s.
Source: Jones and Ariyaratne [12]; reproduced courtesy: AIChE Journal.
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purpose. Before addressing this problem, we must first consider the cross-sectional shape of
the duct to be twisted.
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Figure 7 illustrates the response of a system comprising a four-lobe Spanner-type duct with
cross-sectional area equal to a cylindrical upstream main of diameter 50 mm carrying clean

Figure 6. Contours of tangential velocity in three-lobe and four-lobe swirl pipes. Pure water with an axial velocity 2 m/s.
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water at an axial velocity of 2 m/s. The ordinates are tangential velocities at a radius of 0.7R.
From these ordinates, the response of G(z) can be deduced given that the twist gradient of the
duct is 15.71 radians/m. Fitting Eq. (36) to these data yields Tu = 0.1 m. In the first-order system,
63.2% of the final value is reached after Tu metres.

The length of the wake (the point at which swirl has decayed by 95%) is 3Tu. Hence the
standard length of this four-lobe Spanner-type duct with axial velocity 2 m/s is 300 mm.

Note the apparent anomaly between the calculated constant Tu for the swirl generation case
(0.1 m) and that for the swirl-decaying case from Table 1 (1.5 m), a multiplicative factor of 15.
The time constant of the model must be identical whatever driving function is applied so the
only way in which this phenomenon can be explained is by studying the changes in the
geometry of the rotating core for the generation case. The circumferential velocity distribution
for swirl generation is a wall jet [9] in which circumferential velocity is concentrated towards
the outer perimeter of the core flow. Effectively, the solid body in this case is not a solid

cylinder, but more like a cylindrical tube. Thinking of the time constant of the system (T ¼ J
c),

the polar moment of inertia, J, is significantly reduced from that of a solid cylinder while the
shearing surfaces are significantly greater than those of a solid cylinder, increasing the
damping coefficient c.

4.3. Cross-section development for lobate ducts

The example of a fixed-pitch duct is useful in that it gives a standard length for swirl pipe
designs. However, a lobate swirl duct cannot be added directly to a cylindrical pipe without
incurring wasteful pressure losses. A better solution is to allow the shape to develop in a
sigmoidal fashion. A family of sigmoidal coefficients is given by

Figure 7. Response of tangential velocity in a Spanner-type swirl-inducing duct of diameter 50 mm carrying clean water
at 2 m/s. Radial position is 0.7R. Reproduced courtesy of Transport and Sedimentation Conference, Wroclaw University of
Environmental and Life Sciences, Poland.
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β
z
L

� �
¼ 1� cos π z

L

� �
2

� �n
(37)

and illustrated in Figure 8.

For a Spanner-type lobate duct, the sigmoidal function can be used to schedule the growth of
lobe area, the expansion of the duct or, usually, the development of the radius of the lobe to its
final value. In this case, the factors are

β
L� z
L

� �
for entry, 1� β

L� z
L

� �� �
for exit (38)

The exponent n governs the steepness of the sigmoidal curve. If n > 0.5, the initial gradient is
effectively zero, giving a gradual increase in shape.

Originally, a Three-Zone development was proposed by Jones and Ariyaratne [12] whereby the
entry section was a beta transition with n = 2, followed by a fixed-pitch section, followed again
by an exit transition with n = 0.5. This was certainly an improvement on the system without
transitions, but the fixed-pitch section constrained the angular acceleration of the liquid in the
duct. Later designs embodied a continuous development of shape and helix. The symmetric
development had an increasing beta function to the central point of the duct followed by a
decreasing beta function to the outlet. The asymmetric development had an increasing beta
function to a point two-thirds along the length of the duct and a decreasing beta function for
the latter third. The asymmetric development gave slightly better swirl intensity results than
the symmetric development.

Figure 8. Coefficients for the development of cross-section shape.
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4.4. Helix development

Raylor [11] showed that advantages accrued from the gradual angular acceleration of twist in a
profiled tube. In recent work, this has been combined with the asymmetric beta function to
create a duct with developing cross-sections and acceleration of twist throughout the tube.
Inserting the driving function for this case we obtain

Tu
dG
dz

þ G ¼ λzþ G0 (39)

where λ is the rate of increase of G along the duct, and G0 is the starting value.

Eq. (16) gives the complementary function as in the previous cases

Gcf zð Þ ¼ Be�
z
Tu (40)

Design variables Performance

Upstream diameter 50 mm Axial velocity 1.5 m/s

Length 300 mm Reynolds number 74,775

Cross-section 2-lobe Friction factora 0.0191

Lobe radius 13.8 mm ΔP∗∗ ¼ 333.25 Pa

Shape development Asymmetric 2:1 Cylindrical tubec

ΔPs ¼
128.6 Pa

Entry sigmoid n = 2 Pressure penalty 2.59

Exit sigmoid n = 2 Swirl intensity at outlet planeb (swirl number) 0.0716

Total twist 180� Swirl effectivenessb 0.241

Helix development λzþ G0
aBlasius equation for smooth tubes:
f ¼ 0:3162� Re�0:25

G0 ¼ 0.0 bRSM-ω [5]

λ ¼ 69.81 rad/m/m cDarcy-Weisbach equation: ΔP ¼ f L
D

ru2
2

Table 2. Design data sheet for a two-lobe swirl inducing duct (lobe radius ¼ 1� R4).
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The particular integral (PI) is obtained by trying G zð Þ ¼ PzþQ in [4] and equating to the ramp
function GD zð Þ ¼ λzþ G0

TuPþ PzþQ ¼ λzþ G0 (41)

Comparing coefficients we have the solution for the PI

Gpi zð Þ ¼ λz� Tuλþ G0 (42)

Hence, the complete solution (PI + CF) is given by

G zð Þ ¼ Gpi zð Þ þ Gcf zð Þ ¼ λz� Tuλþ Be�
z
Tu þ G0 (43)

Applying the boundary condition G 0ð Þ ¼ G0 gives B ¼ Tuλ� G0:

So

G zð Þ ¼ dθ
dz

¼ λz� Tuλþ Tuλ� G0ð Þe� z
τu (44)

Eq. (44) specifies the response of the solid body model to the ramped driving function in
Eq. (39). A two-lobe design is illustrated in Table 2. The design is a modestly twisting tube
but pressure losses are considerably larger than those expected in a smooth straight duct for
the same duty (using the Darcy-Weisbach equation for this prediction). Increasing the amount
of twist and increasing the number of lobes to four can improve the performance of the tube at
the expense of increased pressure loss.

5. Conclusion

The purpose of this chapter has been to examine the technical aspects of swirling flows and to
facilitate the design of ducts for specific purposes. Swirling flow is a complex, while stunningly
beautiful, phenomenon and my work has been guided by the need to reduce its complexity for
the designer. The emphasis has been on Spanner-type profiled tubes, but this is by no means
the only way to generate swirl. The fascinating medical prospect that small amplitude helically
coiled pipes might be used as bypass grafts to prevent occlusion by thrombosis has been the
subject of scholarly study [14, 15].

The efficacy of the first-order solid body model was demonstrated by the simulation of flow
through a 10.0-m cylindrical tube. The prediction that the downstream data taken after a
distance of 3Tu would be representative of fully developed flow was amply demonstrated.
Swirling flows are a little more difficult to predict than by using a simple exponential decay
formula, but the solid body model introduced in this chapter is a simple and useful tool to
apply to the design task.
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the only way to generate swirl. The fascinating medical prospect that small amplitude helically
coiled pipes might be used as bypass grafts to prevent occlusion by thrombosis has been the
subject of scholarly study [14, 15].

The efficacy of the first-order solid body model was demonstrated by the simulation of flow
through a 10.0-m cylindrical tube. The prediction that the downstream data taken after a
distance of 3Tu would be representative of fully developed flow was amply demonstrated.
Swirling flows are a little more difficult to predict than by using a simple exponential decay
formula, but the solid body model introduced in this chapter is a simple and useful tool to
apply to the design task.

Swirl-Inducing Ducts
http://dx.doi.org/10.5772/intechopen.78959

93



Acknowledgements

As always, I am indebted to my research students Benjamin Raylor, Jeyakumar Ganeshalingam,
Chanchala Ariyaratne and Ruth Tonkin for their tireless experimental and computational work
in the early days. I am particularly indebted to Benjamin Raylor for his continued efforts to the
present day, his enthusiasm for swirl ducts, his hard work and unfailing support.

Author details

Trevor Frank Jones

Address all correspondence to: info@tfjconsulting.com

TFJ Consulting Ltd., Derby, England

References

[1] Spanner EF. British Patent GB521548; May 24, 1940

[2] Spanner EF. British Patent GB569000; April 30, 1945

[3] Gordon HM, HA. Conduit or pipe. US Patent 630,605; August 8, 1899

[4] Kitoh O. Experimental study of turbulent swirling flow in a straight pipe. Journal of Fluid
Mechanics. 1991;225:445-479

[5] ANSYS. Omega Reynolds Stress model. ANSYS CFX-Solver Theory Guide, Release 17.
Canonsburg, PA: ANSYS Inc. pp. 95-96

[6] KolmorogovAN. Ondegeneration (decay) of isotropic turbulence in incompressible viscous
fluids. Doklady Akademii Nauk SSSR. 1941;31:538-540

[7] Tonkin RJJ. Swirling pipeflow of non-Newtonian and particle-laden fluids [thesis].
University of Nottingham; 2004

[8] Ganeshalingam J. Swirl induction for improved solid-liquid flow in pipes [thesis]. Univer-
sity of Nottingham; 2002

[9] Steenbergen W, Voskamp J. The rate of decay of swirl in turbulent pipe flow. Flow
Measurement and Instrumentation. 1998;9:67-78

[10] Halsey DM. Flowmeters in swirling flows. Journal of Physics E: Scientific Instruments.
1987;20

[11] Raylor B. Pipe design for improved particle distribution and improved wear [thesis].
University of Nottingham; 1998

Swirling Flows and Flames94

[12] Jones TF, Ariyaratne C. Design and optimisation of swirl pipe geometry for particle-laden
liquids. AICHE Journal. 2007;53(4):757-768

[13] Ariyaratne C. Design and optimization of swirl pipes and transition geometries for slurry
transport. University of Nottingham; 2005

[14] Cookson AN. Computational investigation of helical pipe geometries from a mixing
perspective [thesis]. London: Department of Aeronautics, Imperial College; 2009

[15] Caro CG, Seneviratne A, Heraty KB, Monaco C, Burke MG, Krams R, et al. Intimal hyper-
plasia following implantation of helical-centreline and straight centerline stents in com-
mon carotid arteries in healthy pigs: Influence of intraluminal flow. Journal of the Royal
Society Interface. 2013;10. DOI: 10.1098/ rsif 2013.0578

Swirl-Inducing Ducts
http://dx.doi.org/10.5772/intechopen.78959

95



Acknowledgements

As always, I am indebted to my research students Benjamin Raylor, Jeyakumar Ganeshalingam,
Chanchala Ariyaratne and Ruth Tonkin for their tireless experimental and computational work
in the early days. I am particularly indebted to Benjamin Raylor for his continued efforts to the
present day, his enthusiasm for swirl ducts, his hard work and unfailing support.

Author details

Trevor Frank Jones

Address all correspondence to: info@tfjconsulting.com

TFJ Consulting Ltd., Derby, England

References

[1] Spanner EF. British Patent GB521548; May 24, 1940

[2] Spanner EF. British Patent GB569000; April 30, 1945

[3] Gordon HM, HA. Conduit or pipe. US Patent 630,605; August 8, 1899

[4] Kitoh O. Experimental study of turbulent swirling flow in a straight pipe. Journal of Fluid
Mechanics. 1991;225:445-479

[5] ANSYS. Omega Reynolds Stress model. ANSYS CFX-Solver Theory Guide, Release 17.
Canonsburg, PA: ANSYS Inc. pp. 95-96

[6] KolmorogovAN. Ondegeneration (decay) of isotropic turbulence in incompressible viscous
fluids. Doklady Akademii Nauk SSSR. 1941;31:538-540

[7] Tonkin RJJ. Swirling pipeflow of non-Newtonian and particle-laden fluids [thesis].
University of Nottingham; 2004

[8] Ganeshalingam J. Swirl induction for improved solid-liquid flow in pipes [thesis]. Univer-
sity of Nottingham; 2002

[9] Steenbergen W, Voskamp J. The rate of decay of swirl in turbulent pipe flow. Flow
Measurement and Instrumentation. 1998;9:67-78

[10] Halsey DM. Flowmeters in swirling flows. Journal of Physics E: Scientific Instruments.
1987;20

[11] Raylor B. Pipe design for improved particle distribution and improved wear [thesis].
University of Nottingham; 1998

Swirling Flows and Flames94

[12] Jones TF, Ariyaratne C. Design and optimisation of swirl pipe geometry for particle-laden
liquids. AICHE Journal. 2007;53(4):757-768

[13] Ariyaratne C. Design and optimization of swirl pipes and transition geometries for slurry
transport. University of Nottingham; 2005

[14] Cookson AN. Computational investigation of helical pipe geometries from a mixing
perspective [thesis]. London: Department of Aeronautics, Imperial College; 2009

[15] Caro CG, Seneviratne A, Heraty KB, Monaco C, Burke MG, Krams R, et al. Intimal hyper-
plasia following implantation of helical-centreline and straight centerline stents in com-
mon carotid arteries in healthy pigs: Influence of intraluminal flow. Journal of the Royal
Society Interface. 2013;10. DOI: 10.1098/ rsif 2013.0578

Swirl-Inducing Ducts
http://dx.doi.org/10.5772/intechopen.78959

95



Chapter 6

Particle Adhesion in Cyclone Particle Separators

Yuanye Zhou and Shan Zhong

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.79902

Provisional chapter

Particle Adhesion in Cyclone Particle Separators

Yuanye Zhou and Shan Zhong

Additional information is available at the end of the chapter

Abstract

Cyclone particle separators use centrifugal forces generated by swirling flow to separate
particles from particle-laden flow. They are one of the key components of vacuum
cleaners. However, fine particles tend to adhere on the internal wall of the cyclone and,
in the worst case; this can cause severe blockage of the cyclone exit. Interactions between
particles and a solid wall in cyclone are very complex and affected by many factors. Thus,
the mechanism of particle adhesion is poorly understood. This book chapter will begin
with a brief introduction of the working principle and common configurations of cyclone
particle separators. The characteristics of particle adhesion patterns in a cyclone particle
separator will then be presented and the mechanisms will be discussed based on our
experimental results. After this, an experimental study supplemented by CFD simulations
aiming to understand the effect of particle inlet positions on particle adhesion will be
reported. Finally, a 2D numerical simulation which models interactions of particles with
a solid wall and provides an insight of the key parameters that influence the particle
adhesion process will be described. The finding from this work will benefit the design of
cyclone particle separators for vacuum cleaners.

Keywords: cyclone particle separator, particle adhesion

1. Introduction

Cyclone particle separators (in short for cyclone) are widely used in the particle processing
technology. A typical cyclone consists of a tangential inlet, a cone shape body, and a vortex
finder at the top centre, as shown in Figure 1. The particle-laden flow enters the cyclone
through the rectangular tangential inlet, forming a swirling flow. Particles are separated to
the internal wall of cyclone due to the centrifugal force and are collected in the dust collector
located below the cyclone. Clean air leaves the cyclone through the vortex finder.
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It is important to avoid particle adhesion in the cyclone, as particle adhesion can cause the
blockage of the cyclone, which deteriorates the performance of the cyclone [1]. Theoretically,
particle adhesion in the cyclone is affected by the capillary force, the van der Waals force,
the electrostatic force and the aerodynamic force. The parameters that affect these forces are
the material properties, air flow velocity in cyclone and the environment conditions. For exam-
ple, the surface energy determines the van de Waals force between particle and surface; the
humidity in the air affects the capillary force; the static charge of particle influences the electro-
static force; and the air flow velocity determines the aerodynamic force [2].

As the database of particle properties only includes certain kind of particles, it is extremely
difficult to find the value of surface energy and level of particle charge for particles that are not
in the database. In addition, the air flow velocity distribution is complicated in the cyclone. In

Figure 1. Illustration of a typical cyclone and its key dimensions [6].
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the cyclone, there is a fundamental flow structure, named as ‘Rankine’ vortex, which has a
solid vortex core and a free rotational outer vortex. Besides, there are several secondary flows
in cyclone, such as the secondary flow under the roof and the secondary flow along the wall in
axial direction. Moreover, since the air flow in cyclone is naturally unsteady, there exists a
precessing vortex core (PVC) phenomenon [3], which is a large-scale coherent structure in
cyclone. At the cyclone tip region, the PVC phenomenon is the precessional bent vortex end
(PBVE) attached to the wall surface [4]. It is found that the particle concentration also affected
the local air flow velocity [5]. Moreover, cyclone usually deals with non-sphere particles, which
requires models to predict forces on non-sphere particles. Thus, the interactions between
particles and solid wall and flow conditions in cyclone are very complex. It remains unclear
about mechanisms of particle adhesion in the cyclone.

This book chapter will present works, including experimental investigations of the particle
adhesion patterns in the cyclone, experimental and CFD studies of particle inlet position on
particle adhesion, and 2D numerical modelling of key parameters that influence the particle
adhesion. The finding from this work will benefit the design of cyclone particle separators for
vacuum cleaners.

2. Experimental investigation and numerical modelling of particle
adhesion in cyclone

Particles and cyclones used in this book chapter were described. The particles used in the
experiment were plaster particles (Thistle Dura-Finish plaster, manufactured by British Gyp-
sum Ltd.). The average dynamically equivalent diameter of plaster particles was 1.13 μm. The
density of this plaster particle was 2300 kg/m3. The dimensions of cyclones were given in
Table 1. The material to make the cyclones was Acrylonitrile Butadiene Styrene (ABS). The
surface roughness of conical part of cyclone was 7.63–7.85 μm.

2.1. Characteristics and mechanisms of particle adhesion patterns in cyclone

In this section, characteristics and mechanisms of particle adhesion patterns were studied
Particle adhesion patterns were visualised during and after the experiment and explanations
for experimental observations were given.

Feature Dimension, mm Feature Dimension, mm

a 5 S 13.55

b 11.6 Hc 12.1

D 35 L 87.11

De 8.54 d 6.6

th 1

Table 1. Dimensions of cyclones used in the experiment.
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2.1.1. Experiment setup

The test rig to investigate particle adhesion patterns consisted of a triboelectric charge genera-
tor (TCG), a cyclone, a fibre filter, an air pump with a pump voltage adjustor and sensors for
pressure and air mass flow rate measurement. A detailed description of test rig can be found in
[6]. The air mass flow rate of the cyclone was fixed at 2.1 g/s. Four particle load rates were
tested. They were 0.28, 0.60, 0.75, and 0.96 g/m3, respectively. The duration of each test was
20 min. The environmental temperature and humidity during the experiment was 20 � 2�C
and 50 � 5% RH, respectively. The variation of room pressure was less than 5% of 101 kPa.

2.1.2. Experiment results

After the experiment, pictures of particle adhesion patterns were taken. It was found that there
were three types of particle adhesion patterns in cyclone. One was large-scale spiral patterns (SPs),
one was small-scale wave patterns (WPs) and the last one was the thick adhesion layer (TAL),
which was within 10 mm away from cyclone tip, as shown in Figure 2. Large-scale SPs were
spiral lines that started from the upper part of the conical part and ended at the cyclone tip. It was
found that SPs was caused by the spiral particle trajectory in cyclone [6]. Moreover, the TALwas a
sudden increment of thickness of particle adhesion near the cyclone tip. It was believed that the
cause for the TAL was due to the low wall shear stress induced by the precessional bent vortex
end (PBVE) at the cyclone tip [6]. In addition, small-scale WPs were found to be embedded in the
large-scale SPs. The WPs were similar to droplet patterns and chevron patterns [7, 8]. They were
small-scale approximate periodic discrete patterns in the cyclone.

By using a transparent conical part of the cyclone, the development of particle adhesion
patterns was visualised during the experiment at the highest particle load rate condition
(0.96 g/m3). The WPs was found to creep against the air flow direction, as shown in Figure 3.
The white mark window tracked the same individual WP and the vertical arrow was fixed as a
reference location. Comparing different frames in Figure 3, the relative location between the
mark window and reference arrow had been changed. It meant that the individual WP moved
against the air flow direction, because the air flow direction was from the right to left.

Figure 2. Key features of particle adhesion patterns in cyclone [6].

Swirling Flows and Flames100

However, the creeping velocity of the WP was slow, as it only moved less than 2 mm in 10 s,
which meant the creeping velocity was less than 0.2 mm/s. For other WPs, similar motions
were found as well.

2.1.3. Discussion

The formation of SPs and TAL was explained by the spiral particle trajectory and weak wall
shear stress induced by PBVE, respectively [6]. In addition, a hypothesis was proposed to explain
the formation of WPs. The mechanism of the WPs creeping against the air flow direction was
comparable to the mechanism of slowly moving sand dune, as shown in Figure 4. The move-
ment of the WPs and sand dune was affected by the particle deposition and removal. For the

Figure 3. Backward creeping motion of the WPs in the cyclone at particle load rate 0.96 g/m3 (air mass flow rate 2.1 g/s) [6].

Figure 4. Sketch showing the mechanism of the backward creeping motion of the WPs [6].
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sand dune, the sand particles were removed on the windward side and deposited on the leeward
side. Therefore, the sand dune slowly moved in the air flow direction. However, for the cyclone,
the particles deposited on the windward side and were removed on the leeward side (may be
due to flow separation). Thus, the WPs moved against air flow direction. Since the accumulation
of particles on the windward side of WPs required time, the WPs moved slowly.

2.2. Effect of particle inlet position on particle adhesion in cyclone

In this section, studies on the effect of particle inlet position on particle adhesion in cyclone
were presented. Two different inlet parts were tested in experiment and CFD simulation.
Combining the experimental results with CFD simulation results, a hypothesis was proposed
to understand the effect of partly blocked inlet on particle adhesion.

2.2.1. Experiment setup

As the cyclone was small, which made it difficult to directly inject particles from a particular
position, we studied the effect of partly blocked inlet on particle adhesion in the same test rig
as described in previous section, except for the inlet part. Two different inlet parts were tested.
They were made from an original inlet by blocking the upper left channel and lower left
channel, respectively, as shown in Figure 5. The air mass flow rate of the cyclone was fixed at
2.1 g/s. Four particle load rates were tested ‘low’, ‘medium’, ‘high’, and ‘very high’. They were
0.21, 0.49, 0.68, and 0.89 g/m3, respectively. Particle adhesion and pressure drop of cyclone
were measured.

2.2.2. CFD simulation setup

The CFD simulation was conducted in the software of Star-CCM+ by using unsteady Reynolds
Stress Model (URSM). Structured meshes were generated and the total number of mesh cells
was around 3 million, which satisfied the mesh sensitivity study. Boundary conditions of the
CFD simulation were given in Table 2. Based on these boundary conditions, the simulated air
mass flow rate was 2.15 � 0.1 g/s that was close to the experimental condition (2.1 g/s). The
density of particle in CFD simulation was the same as experiment. The geometry of particle
was sphere with a constant diameter of 1.13 μm, which was the same as average particle size in
experiment. After obtaining a stable flow field of the cyclone, particles were evenly distributed
and injected at the inlet with an injection rate of 108 per time step. A detailed description of
equations for particle simulation can be found in [6].

2.2.3. Experimental results

After experiment, the measured weight of the particle adhesion showed that the particle
adhesion on the cyclone with the ‘I-block’ inlet was always less than that of the ‘II-block’ inlet
(except for the ‘low level’, when the weight was close to zero), as shown in Figure 6. The
difference of the weight of the particle adhesion between the ‘I-block’ inlet and ‘II-block’ inlet
was around 80% at different particle load rate levels.
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Results of the time average pressure drop of cyclone over 20 min are shown in Figure 7. Under
different particle loading rates, the time average pressure drop of the ‘I-block’ inlet was always
higher than that of the ‘II-block’ inlet. The difference was around 1500 Pa. Thus, the flows with
the particles loading were different between the ‘I-block’ and ‘II-block’ inlets.

It was clearly that the ‘I-block’ inlet always had less particle adhesion and higher pressure
drop, compared with the ‘II-block’ inlet.

2.2.4. CFD simulation results

The particle trajectory was simulated in the cyclone by using Lagrangian method at the air
mass flow rate of 2.15 g/s, which was close to the experimental condition (2.1 g/s). After
loading particles for a time period of 10.5 ms, trajectories of particles for the ‘I-block’ inlet and
‘II-block’ inlet through different channels of inlet are shown in Figure 8. These particles were
enlarged to make them visible.

Figure 5. Two partly blocked inlets made from an original inlet.

Boundary conditions

Inlet total pressure, kPa 0

Outlet static pressure, kPa �9

Time step, μs 21

Atmospheric pressure, kPa 101

Table 2. Boundary conditions of CFD simulation.
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Stress Model (URSM). Structured meshes were generated and the total number of mesh cells
was around 3 million, which satisfied the mesh sensitivity study. Boundary conditions of the
CFD simulation were given in Table 2. Based on these boundary conditions, the simulated air
mass flow rate was 2.15 � 0.1 g/s that was close to the experimental condition (2.1 g/s). The
density of particle in CFD simulation was the same as experiment. The geometry of particle
was sphere with a constant diameter of 1.13 μm, which was the same as average particle size in
experiment. After obtaining a stable flow field of the cyclone, particles were evenly distributed
and injected at the inlet with an injection rate of 108 per time step. A detailed description of
equations for particle simulation can be found in [6].

2.2.3. Experimental results

After experiment, the measured weight of the particle adhesion showed that the particle
adhesion on the cyclone with the ‘I-block’ inlet was always less than that of the ‘II-block’ inlet
(except for the ‘low level’, when the weight was close to zero), as shown in Figure 6. The
difference of the weight of the particle adhesion between the ‘I-block’ inlet and ‘II-block’ inlet
was around 80% at different particle load rate levels.
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Results of the time average pressure drop of cyclone over 20 min are shown in Figure 7. Under
different particle loading rates, the time average pressure drop of the ‘I-block’ inlet was always
higher than that of the ‘II-block’ inlet. The difference was around 1500 Pa. Thus, the flows with
the particles loading were different between the ‘I-block’ and ‘II-block’ inlets.

It was clearly that the ‘I-block’ inlet always had less particle adhesion and higher pressure
drop, compared with the ‘II-block’ inlet.

2.2.4. CFD simulation results

The particle trajectory was simulated in the cyclone by using Lagrangian method at the air
mass flow rate of 2.15 g/s, which was close to the experimental condition (2.1 g/s). After
loading particles for a time period of 10.5 ms, trajectories of particles for the ‘I-block’ inlet and
‘II-block’ inlet through different channels of inlet are shown in Figure 8. These particles were
enlarged to make them visible.

Figure 5. Two partly blocked inlets made from an original inlet.

Boundary conditions

Inlet total pressure, kPa 0

Outlet static pressure, kPa �9

Time step, μs 21

Atmospheric pressure, kPa 101

Table 2. Boundary conditions of CFD simulation.
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It can be seen that there was a significant difference in the particle trajectories among different
channels. For the ‘I-block’ inlet configuration, particles from the channel ‘II’ had quite different
trajectories from that of the channel ‘III’ and channel ‘IV’. The configuration of channel ‘I’, ‘II’,
‘III’ and ‘IV’ can be seen in Figure 5. There were fewer particles on the conical part of the
cyclone for the channel ‘II’, because the majority of particles from the channel ‘II’ rotated under
the roof that delayed their time to reach the dust collector. It is noted that the under roof region
is defined as the annular volume between the roof and middle of inlet. For the ‘II-block’ inlet

Figure 7. Time average pressure drop under different particle load rates (air mass flow rate 2.1 g/s).

Figure 6. Weight of particle adhesion (air mass flow rate 2.1 g/s).
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configuration, it was because of the specific particle behaviour under the roof that the particles
from the channel ‘III’ had quite different trajectories compared with that of the channel ‘I’ and
channel ‘IV’.

The difference between particle trajectories for different channels was believed to be determined
by the secondary flow in the cyclone, as the secondary flow affected the axial transportation of
particles from the inlet to the dust collector. In the central plane of the cyclone, instantaneous
results of velocity vectors of the secondary flow near the inlet are illustrated in Figure 9.

Figure 8. Trajectories of particles for the ‘I-block’ inlet and ‘II-block’ inlet (air mass flow rate 2.15 g/s).
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It can be seen that the distribution of the secondary flows for the ‘I-block’ inlet was similar to
that of the ‘II-block’ inlet. For both inlet configurations, there was a roof secondary flow
existing under the roof and an axial secondary flow in the conical part of the cyclone. Charac-
teristics of the secondary flow obtained in our CFD simulation were similar to those found
previously [4]. The roof secondary flow started from the upper part of inlet, rose up to the roof,
moved inward along the roof, and then extended to the wall of the vortex finder, and finally
entered the vortex finder via the ‘lip’ leakage. The axial secondary flow was driven by the
pressure gradient. In the near-wall region, the axial secondary flow moved downward. In
addition, it can be seen that the axial location of the roof secondary flow was the same as the
axial location of the channel ‘II’ and channel ‘III’ for both inlets.

2.2.5. Discussion

The particle adhesion in the cyclone for different inlets was examined. Experimental
results showed that there was a difference in the pressure drop and the particle adhesion

Figure 9. The secondary flow for ‘I-block’ inlet and ‘II-block’ inlet (air mass flow rate 2.15 g/s).
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between the two inlets. A clear correlation between the pressure drop and the weight
of the particle adhesion was found. The ‘I-block’ inlet always had a higher pressure
drop and smaller amount of particle adhesion than that of ‘II-block’ inlet. In the CFD
simulation, it was found that the particle trajectory was clearly different between these
two inlets.

Theoretically, in the cyclone, the particle adhesion was affected by various forces, including
the van der Waals force, electrostatic force, aerodynamic force and the capillary force. During the
experiment, as the environment condition and properties of the particle and surface were con-
stant, the only thing that would affect the particle adhesion was the aerodynamic force. Hence, a
theory was developed (also illustrated by Figure 10) to explain the mechanisms behind experi-
mental results and CFD simulation results:

1. An explanation for experiment results was given. In the cyclone, firstly, the particle
adhesion is negative correlated to the aerodynamic force on the particle. Secondly,
since the aerodynamic force on the particle near the wall is positive correlated to the
wall shear stress, the particle adhesion is negative correlated to the wall shear stress.
According to the definition of wall shear stress, the wall shear stress is proportional to
the free stream velocity, which is mainly affected by the swirling flow velocity on the
wall of cyclone. As the swirling flow velocity in the cyclone follows the ‘Rankine’
vortex structure [4], the swirling flow velocity on the wall is positive correlated to the
swirling flow velocity in other locations. Thus, the particle adhesion is negative corre-
lated to the swirling flow velocity in the cyclone (more specifically, the swirling flow
velocity in conical part, where particle adhesion was measured). Finally, the pressure

Figure 10. Theory of mechanism behind the effect of particle inlet position.
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between the two inlets. A clear correlation between the pressure drop and the weight
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drop is positive correlated to the swirling flow velocity in the cyclone [4]. Thus, the
correlation between the weight of the particle adhesion and the pressure drop was
negative.

2. Based on the CFD simulation results of the velocity vectors of the secondary flow, the effect
of secondary flow on particle trajectories was proposed. When the particles were trapped
by the roof secondary flow, they would be lifted up by the roof secondary flow soon after
they were loaded at the inlet. Then they would be carried inward in the radial direction by
the roof secondary flow. However, due to the centrifugal force, the roof secondary flow
was not able to carry the particles moving to the vortex finder. Therefore, the particles
would stay at a radial location where the inward flow force was balanced by the centrifu-
gal force. At the balance state, the particles would keep rotating at a radial location until
the roof secondary flow was changed, resulting in fewer particles in the conical part. In
contrast, when the particles were trapped by the axial secondary flow, they would have
spiral trajectories and be transported to the dust collector quicker than particles trapped by
the roof secondary flow. Since particles were loaded from different channels with different
inlets, the interaction between the secondary flow and particle was different, resulting in
different particle trajectories.

3. With the aid of the CFD simulation, a hypothesis to explain the mechanism of particle
behaviour with different partly blocked inlets was proposed. As the secondary flow was
not uniform around the inlet, it was believed that more particles would be affected by
the roof secondary flow for the ‘I-block’ inlet than that of the ‘II-block’ inlet, because of the
relative axial location between the inlet and roof secondary flow. In addition, as the
particle can damp the flow, the swirling flow under the roof should be weaker for the ‘I-
block’ inlet than that of the ‘II-block’ inlet. By controlling the total air mass flow rate to be
constant, a weaker swirling flow under the roof would result in a stronger swirling flow in
the conical part of the cyclone. As a stronger swirling flow in the conical part was linked
with a higher pressure drop, the mechanism behind the effect of particle inlet position on
the pressure drop was explained.

Therefore, the theory was able to explain both experimental results and CFD simulation
results. However, it is noted that CFD simulation of the particle trajectory was not exactly the
same as the particle trajectories in the experimental condition. In the CFD simulation, due to
the high computational time, the two-way coupled particle-flow interaction and particle-
particle interaction were not included. Therefore, the theory needs to be validated by tracking
particle trajectory in the experiment, which is the future work.

2.3. 2D modelling of particle adhesion in cyclone

In this section, 2D modelling of particle adhesion was presented. The air flow velocity profile
was generated based on our previous CFD results. The boundary layer velocity profile was
linear. The transportation and adhesion of a single spherical particle from a faraway position to
the wall surface in a 2D horizontal cross-section of cyclone was simulated. The influence of
centrifugal force and electrostatic force on the transportation and adhesion was discussed.
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