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Preface

Research in the area of MAS design and control has become very significant in the last few
years because of the numerous and undeniable advantages that it introduces in comparison
to conventional approaches. This trend follows the need to make control processes more re‐
liable, adjustable, efficient, and flexible under existing systems network topology, as well as
to integrate the increasing capabilities of distributed agents. Interconnected agents can be of
different nature and have sharply differing features. Accurate study of the agents’ destina‐
tion and behavior, system architecture, links, and interaction processes allow us to find
proper mathematical presentation of the systems under study and signal processes flow.
The aim of this book is to support further efforts in obtaining new solutions in the area of
control design problems with reference to the wide variety of MAS-based approach applica‐
tions.

Vladimir Shikhin
Department of Control and Informatics

National Research University MPEI
Moscow, Russia
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Introductory Chapter: Major Automatic Control 
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This book discusses the multi-agent systems (MAS), which we will consider as intelligent 
hierarchical distributed dynamic systems that consist of two or more intelligent agents, and 
each intelligent agent has its separate (local) goals that may match or contradict the goals of 
other agents. Also, each agent has a certain degree of autonomy.

Until now, there is no general consensus of what is meant by an “agent.” However, one of the 
globally recognized definitions of the “agent” (or “intelligent agent”) assumes a computer-
ized system that is situated at some environment and that is capable of autonomous action in 
this environment in order to meet its objectives.

Based on the previously formulated concept of intelligent agents, we can define their basic 
properties:

• Active and passive reactivity, Z(t) = [Z1(t), Z2(t),…, Zg(t)]T—vector matrix of the output 
variables characterizing the flow of physical processes in the system over time for each 
ith of q agents as a response to a combination of input constraints and set points Ui(t) =
[Li, DC

i, DR
i]T, where Li is the technological limitations of the ith agent, DC

i is the vector of 
input commands, and DR

i is the vector of input recommendations, i = 1̄, q.

• The ability for goal detection, YAG = [YAG
1, YAG

2,...,YAG
e]T—vector of objective functions of 

number l

• Goal-directed behavior, accompanied by the changes in the states of the ith agent Si(t)

• Interaction ability between sending and receiving agents, i.e., senders and receivers, 
respectively, by exchanging Di(t) signal, which is perceived by the receiver agent as one of 
the input vector DC(t) components

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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In a multi-agent system, it is necessary to take into account that agents function under the 
conditions of some environment that may act as a source of measurable and immeasurable 
noise and disturbances, V(t) = [v1(t), v2(t),…, vk(t)]T—vector of disturbances (immeasurable).

Based on the concept of homogeneous and heterogeneous systems, we will define both types 
as follows: agents are considered homogeneous if they have the same goals Y, are character-
ized by identical sets of possible states S(t), and have similar set points and output constraints 
Z(t). Otherwise, if they differ in one or more of the mentioned factors, the agents are consid-
ered heterogeneous.

Figure 1 shows the generalized structure of the MAS, taking into account the interaction of 
agents.

Recently, the representation of dynamic systems in the form of MAS and the use of appro-
priate methods for analysis and design are being applied more and more in various fields 
and applications. For example, we can find its implementation in processing control tasks in 
robotic systems, in intelligent electrical systems, etc. Although there are many examples in 

Figure 1. MAS consisting of homogeneous (#1, #4) and heterogeneous agents (#2, #3), communicating (#1, #3, #4) and 
noncommunicating (#2) agents.

Multi-Agent Systems - Control Spectrum2

the publications related to multi-agent applications, there are some numerical data of practi-
cal solutions. This makes it difficult to assess the efficiency of MAS-oriented approaches in 
comparison with alternative approaches.

Nevertheless, the development of agent-based technologies plays an increasing role in 
designing cyber-physical systems (CPS), allowing to create decentralized control systems 
based on the distribution of control functions between autonomous and cooperative agents, 
realizing such important characteristics as modularity, flexibility, reliability, reconfigurabil-
ity, etc. Applying multi-agent technologies in the applications to cyber-physical systems leads 
to development of the new methods to execute control tasks by creating systems with a com-
bined centralized and decentralized control.

Solving problems associated with multiple-criteria control can be associated with multi-agent 
representation, especially when there exist conflicting criteria and some uneven distributions 
between heterogeneous subjects of the dynamic system. Such approach introduces efficient 
methods for dealing with the corresponding optimization problems.

It seems promising to use a MAS-oriented approach to solve the problems associated with 
multi-purpose control, especially in the presence of conflicting criteria and some uneven dis-
tribution of criteria between heterogeneous subjects of the dynamic system.

Despite the existing problems, multi-agent approaches could be considered an effective 
tool for control and decision-making in systems where there are distributed control and 
uncertainty related to the control law implemented by each agent, poorly predictable envi-
ronmental behavior, and possible losses in total observability and controllability of the 
subjects.

It is known that the solution of control problems in complex dynamic systems, which are usually 
understood as high-dimensional systems, containing branching and cross-links, and different 
types of uncertainties, nonlinearities, etc., is associated with approaches based on the decomposi-
tion of such systems. In this regard, multi-agent technologies offer particularly such a decompo-
sition, for example, based on the individual and cooperating agents entering into consideration.

Regarding the content of the particular issue, “Multi-Agent Systems: Control Spectrum,” it 
can take several directions of theoretical investigations and different practical areas for appli-
cations as it follows from the variety of the presented chapters.
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Abstract

The popularity of software agents and multiagent systems has increased, and this is now 
one of the most active areas in informatics research and development. Agent-oriented 
software engineering is a new paradigm. But no paradigm would be complete without 
a means for measuring its quality. This work is the result of an investigation in order 
to evaluate characteristics of a software agent, measuring its most relevant characteris-
tics. For this, we consider the three most important characteristics of a software agent: 
its social ability, autonomy and proactivity. Measurable attributes are defined for each 
feature and then are defined measures to evaluate each attribute, and from these values 
obtain the value of the characteristics considered are proposed. To validate these mea-
sures are applied to a case study.

Keywords: agent quality, social ability, proactivity, autonomy, software quality

1. Introduction

Software quality has been a major issue in software development history. The ultimate aim 
is to ensure user satisfaction with the reliability and operation of software products based on 
well-defined characteristics. Several software quality models have been produced, such as the 
procedural model [1], the object-oriented model [2] and the international standard quality 
model established by ISO and IEC [3].

To evaluate the software agent, published works have been investigated in relation to mea-
sures to evaluate it, which mainly consider the adoption of measures of other paradigms, 
such as procedural and object-oriented, since there are programming characteristics in 
common with software oriented to agents, such as modular programming and encapsula-
tion [4, 5].

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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We are interested in applying the software quality model for another type of software: agent 
systems. We take the viewpoint that it is essential to analyze the key software agent char-
acteristics in order to evaluate the quality of a software agent. These characteristics define 
agent behavior inside a multi-agent system and include social ability, autonomy, proactivity, 
reactivity, adaptability, intelligence and mobility [6, 7].

In this chapter, we present the study of the characteristics of social ability, autonomy and 
proactivity, with their attributes and associated measures, considering that they are the most 
representative of the software agent [8–10]. The objective of this research work is to propose 
attributes associated with these characteristics of the software agent and a set of measures that 
allow evaluating these attributes [11].

To evaluate the quality of software, ISO/IEC proposed in 2001 to decompose this quality into 
three hierarchical levels: characteristics (correspond to properties that the software must ver-
ify), sub-characteristics or attributes (they are measurable qualities that influence each char-
acteristic) and measurements (are the metrics that allow evaluating the attributes) [3]. Based 
on this decomposition, this research work has been proposed to evaluate the characteristics 
of a software agent.

The rest of the chapter is structured as follows. The characteristic of an agent is defined, and 
attributes related to social ability, autonomy and proactivity are presented. Then, works 
related to the development of measures to evaluate characteristics of the software agent are 
presented. Next, measures to evaluate the attributes associated with these characteristics are 
described, and their application to a case study is presented. The chapter ends with a series of 
conclusions and lines of future research.

2. Characteristics of the agent software

According to McCall [1] and ISO/IEC [3], to measure the quality of a software product, three 
aspects of the product must be defined: its characteristics, its sub-characteristics (called attri-
butes) and the measurements of these attributes.

The characteristics considered in this work as more representative of a software agent are 
its social ability, autonomy and proactivity [11]. Table 1 summarizes these characteristics, 
providing a short definition and a list of relevant attributes that we identified in [11].

The importance of the social ability is that in order to achieve its objectives, the agent 
must be able to communicate, negotiate and cooperate with the other agents of the sys-
tem [6, 11].

The importance of autonomy lies in the fact that in order to achieve an objective the agent 
must have the possibility to decide, not only how to achieve an objective, but also that the 
objectives must be sought on the basis of an interest generated endogenously [12], must 
control their internal state, have independence and the ability to adapt to the needs of their 
environment [10].

Multi-Agent Systems - Control Spectrum6

The importance of proactivity is that it implies that the agent executes actions on his own 
initiative to achieve his objectives, interacting with the agents in the environment and 
reacting to the stimuli that appear in this environment, so he must have the ability to 
evaluate their environment and decide what action to take [13, 14].

3. Related work

Considering the research developed on the characteristics and quality measures of a software 
agent, until before 2013, few studies in the literature had focused on proposing measures 
related to the characteristics of social ability, autonomy and proactivity of a software agent 
and few specify a set of specific measures to evaluate these characteristics.

In [4], it is proposed to measure the social ability of the agent using the complexity of the 
agent as a way of knowing the degree of the organizational dimensions of the agent (such as 
social, relational, environmental and personal).

Cernuzzi and Rossi proposed a framework for an evaluation of the analysis and design of 
agent-oriented modeling methods. They evaluate the autonomy of an agent considering 
whether or not the modeling techniques check whether the agents have control over their 
internal state and behavior [15].

In 2004, Shin presented the results of adapting some measures of procedural and object-
oriented paradigms to agent-oriented software, as well as adding specific measures for this 
paradigm. In his work, he does not define attributes to evaluate these characteristics; he only 
defines measures to assess some aspects of these characteristics of the agent’s software [16].

Characteristics Definition Attributes

Social ability The agent is able to interact with other agents, and  
possibly humans, in order to achieve its design  
objectives.

• Communication

• Cooperation

• Negotiation

Autonomy The agent is able to operate on its own without the need  
for any human guidance or the intervention of external  
elements. It has control over its own actions and internal  
states.

• Self-control

• Encapsulation

• Learning

• Evolution

Proactivity The agent is able to exhibit goal-directed behavior  
by taking the initiative in order to achieve its design  
objectives. This capability often requires the agent  
to anticipate future situations (to take the initiative),  
to interact with other agents and to perceive its  
environment.

• Initiative

• Interaction

• Reaction

Table 1. Characteristics and attributes of software agents.
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The importance of proactivity is that it implies that the agent executes actions on his own 
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related to the characteristics of social ability, autonomy and proactivity of a software agent 
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agent-oriented modeling methods. They evaluate the autonomy of an agent considering 
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Characteristics Definition Attributes

Social ability The agent is able to interact with other agents, and  
possibly humans, in order to achieve its design  
objectives.

• Communication

• Cooperation

• Negotiation

Autonomy The agent is able to operate on its own without the need  
for any human guidance or the intervention of external  
elements. It has control over its own actions and internal  
states.

• Self-control

• Encapsulation

• Learning

• Evolution

Proactivity The agent is able to exhibit goal-directed behavior  
by taking the initiative in order to achieve its design  
objectives. This capability often requires the agent  
to anticipate future situations (to take the initiative),  
to interact with other agents and to perceive its  
environment.

• Initiative

• Interaction

• Reaction

Table 1. Characteristics and attributes of software agents.
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Huber proposes measuring social dependence to evaluate autonomy. To calculate a global 
value of the autonomy of a software agent, Huber combines the value of the autonomy of 
social integrity and the value of the autonomy of the dependency [17].

The state of the art revealed the need to propose measures that would allow evaluating the 
most relevant characteristics of the software agent, with appropriate measures that consider 
the attributes related to these characteristics.

4. Attributes and measures

The measures proposed for each attribute are the result of research in software agents. Some 
were selected from the procedural and object-oriented paradigms, and others are new mea-
sures specially designed to evaluate these attributes [11].

4.1. Attributes and measures of social ability

The social ability in the agents is the competence they have at the moment of exchanging infor-
mation between them (communication), the ability in the joint collaboration (cooperation) and 
the ability to reach an agreement on the way forward to reach their objectives (negotiation) [18].

The communication attribute is identified with the agent’s ability to receive and send mes-
sages by the agent to achieve its objectives. It has been determined that a good communica-
tion of the agent can be evaluated considering: the number of messages invoked in response 
to a message received by the agent (RFM), the size of the messages sent by the agent during 
execution (AMS), and the number of incoming and outgoing messages received (FIM) and 
sent (FOM) by the agent to maintain a significant communication link or perform some 
objectives [16, 18].

The cooperation attribute is identified with the agent’s ability to respond to the services 
requested by other agents and offer services to other agents. It has been determined that 
good cooperation can be evaluated considering: the agent’s ability to accept or reject services 
requested by other agents (SRRA), and the agent’s ability to offer services (ASA) [6, 18].

The negotiation attribute is identified with the agent’s ability to establish commitments, 
resolve conflicts and reach agreements with other agents to ensure compliance with its objec-
tives. Therefore, this attribute can be evaluated considering: the number of objectives achieved 
(AGA), the number of messages sent by the agent when another agent requires a service from 
it (MRS), and the number of messages sent by the agent when requesting a service from other 
agents (MSS) [6, 18]. Table 2 presents the nine proposed measures for evaluating a software 
agent’s social ability and its definitions.

4.2. Attributes and measures of autonomy

Autonomy in agents is understood as the agent’s ability to control his own actions (self-con-
trol), the ability to manage his behavior and other information related to his actions (func-
tional independence) and the ability to self-adjust and adapt to new requirements (capacity 
for evolution) [13].
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The self-control attribute is identified with the fact that the agent is able to operate on its 
own, without the need for human support or the intervention of external elements, to achieve 
its objectives [13], and with the level of control that the agent has about its own state and 
behavior [4]. It has been determined that a good self-control of the agent can be evaluated 
considering: the amount and complexity of the pointers or references that the agent uses in its 
programming in the agent’s internal state (SC), the size of the agent’s internal state (ISS), and 
the complexity of the services that the agent offers (BC) [13].

The functional independence attribute is identified with the executive tasks that require an 
action that the agent must perform on behalf of any of the users it represents or of other 
agents [6, 16]. A good level of functional independence indicates that the agent does not have 
to perform many executive tasks, which can be evaluated considering the fraction of mes-
sages requiring action by the user or other agents of the system with respect to all messages 
received [13]. It has been determined that a good functional independence of the agent can be 
evaluated considering the influence on the agent of the fraction of executive messages (that 
request an action) received from the user, to whom the agent represents, or from other agents 
(to whom it is obligated to respond) with respect to all received messages (EMR) [13].

The attribute capacity of evolution is identified with the agent’s ability to adapt to the needs 
of the environment [19] and take the necessary measures to self-adjust to new objectives [20]. 
A good capacity for evolution can be evaluated considering: the ability to update its status by 
the agent (SUC), and the frequency of updating its status (FSU) [13]. Table 3 presents the six 
measures proposed to evaluate the agent’s autonomy and its definitions.

Measures to evaluate the attributes of social ability

Communication Answers by message RFM: Measures the number of messages that are sent in 
response to a message received by the agent

Average message size AMS: Measures the data size of the messages sent by the agent 
in their communication

Number of messagesreceived FIM: Measures the number of messages received in the agent’s 
communication during its lifetime

Number of messages sent FOM: Measures the number of messages sent by the agent in 
the agent’s communication during its execution time

Cooperation Service requests  
rejected by the Agent

SRRA: Measures the percentage of services rejected by the 
agent when other agents require their services

Amount of services offered by 
the agent

ASA: Measures the amount of services that the agent 
advertises in the yellow pages directory of their environment

Negotiation Objectives achieved by the agent AGA: Measures the efficiency of agent negotiation to 
achieve its objectives, with the support of other agents in the 
environment

Messages for a requested service MRS: Measures the number of messages exchanged by the 
agent when conducting a negotiation, when another agent is 
requesting their services

Messages sent to request a service MSS: Measures the number of messages exchanged by the 
agent when performing a negotiation when the agent requests 
a service from another agent

Table 2. Measures to evaluate the attributes of social ability.
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4.3. Attributes and measures of proactivity

Proactivity refers to the ability of agents to achieve their goals. To do this, it must make deci-
sions dynamically (initiative), have the ability to relate to obtain information that helps solve 
problems (interaction) and must act actively in response to environmental stimuli (reaction) [10].

The initiative attribute is identified with the agent’s capacity to meet the objectives defined in 
its design, through goal-directed behavior [6], and to undertake an action on its own with the 
goal of achieving its objectives [10, 21]. A good initiative capacity can be evaluated consider-
ing: the number of roles that the agent must develop (NOR), the number of objectives reached 
by the agent (AGA), and the average number of messages exchanged by the agent to achieve 
its objectives (MAG) [10].

The interaction attribute is identified with the agent’s capacity to interact with other agents 
and their environment [10, 22]. A good interaction capacity can be evaluated considering: the 
number of services implemented within the agent that enable it to achieve its goals (SA), the 
number of different types of agent messages that the agent can process (NMT) and the aver-
age number of public services called per agent (NSC) [10].

The reaction attribute is identified with the agent’s capacity to react to a stimulus from the 
environment according to a stimulus/response behavior [23]. It has been determined that a 
good capacity for reaction can be evaluated considering: the number of requests received 
and resolved at runtime (NPR), and the agent’s operation complexity (AOC) [10]. Table 4 
presents the eight proposed measures to evaluate the proactivity of a software agent and their 
definitions.

Figure 1 shows a summary of the characteristics, attributes and measures proposed for the 
software agent.

Measures to evaluate the attributes of autonomy

Self-control Structural 
complexity

SC: Measures the amount and complexity of the pointers or 
references that the agent uses in its programming in the agent’s 
internal state

Size of the internal 
state

ISS: Measures the size of the agent’s internal state

Behavior 
complexity

BC: Measures the complexity of the services that the agent offers 
(only applies to agents that offer services)

Functional 
independence

Fraction of 
executive type 
messages

EMR: Measures the influence on the agent of the fraction of executive 
messages (that request an action) received from the user, to whom 
the agent represents, or from other agents (to whom it is obligated 
to respond) with respect to all received messages (considering 
communication actions)

Capacity of evolution Capacity to update 
the status

SUC: Measures the agent’s capacity to update its status

Status update 
frequency

FSU: Measures the update frequency of the agent’s state during 
execution

Table 3. Measures to evaluate the attributes of autonomy.
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Measures to evaluate the attributes of proactivity

Initiative Number of roles NOR: Measures the influence on initiative by the number of roles 
assigned to an agent in the system under evaluation and defined in the 
design phase

Number of goals AGA: Measures the relationship between the number of goals achieved 
by the agent during execution over the originally assigned goals

Messages to achieve 
goals

MAG: Measures the number of executive messages used to communicate 
with other system agents to achieve its goals

Interaction Services per agent SA: Measures the number of services implemented within the agent 
(number of implemented public methods or offered services, not 
including internal methods) that enable it to achieve its goals

Number of message 
types

NMT: Measures the number of different types of agent messages that the 
agent can process

Number of services 
called per agent

NSC: Measures the average number of public services called per agent

Reaction Number of processed 
requests

NPR: Measures the number of requests received and resolved at runtime

Agent operations 
complexity

AOC: Measures the mean complexity of the operations to be performed 
by the agent to achieve its goals

Table 4. Measures to evaluate the attributes of proactivity.

Figure 1. Characteristics, attributes and measures of a software agent.
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To use the quality measures, it is proposed to follow the following steps, which are an adapta-
tion of those proposed in [24].

• Determine the weights of the different characteristics, attributes and measures. To do this, 
the Hierarchical Analysis Method [25] can be used to obtain the relevant matrices adapted 
to the problem’s environment:

1. The weights of the characteristics are determined from the relevance matrix obtained 
through surveys to software engineers.

2. The weights of the attributes for each characteristic are determined, using surveys to the 
software engineers to determine the matrices of relevance.

3. The weights of each measure are determined for each attribute.

• Evaluate the values of each measure:

1. Calculate the values of each measure according to the scope of application

2. Normalize the proposed measures if necessary

• Based on the weights and the values of the measurements, the following are determined:

1. The quality values of the attributes of each characteristic

2. The quality values of each characteristic

3. The quality value associated with the software agent system

• Analyze the results

5. Study case

Next, a case study corresponding to the agent management process of a banking environ-
ment is presented, which considers agents of the bank type, the client type and the facilita-
tor agent, and which performs an exchange of knowledge and actions among these agents 
(Figure 2).

The agents of the system are related through operations typical of a bank, such as creating an 
account, turning money or requesting a loan. The system consists of two agents of type clients 
and three agents of type bank, in addition to a facilitator agent. The first one will initiate the 
conversations and the banks will try to answer them by carrying out internal processes or 
questions to other entities of the same nature.

To carry out this study, software was used that applied the evaluations of the measures of this 
work [26, 27].

Multi-Agent Systems - Control Spectrum12

The JADE platform was used to design the software [28], and the coding was performed in 
the Eclipse integrated development environment [29]. Three different experiments were car-
ried out to evaluate the different measures exposed in this work. An aspect of the graphical 
interface of the systems implemented for the banking system is presented in Figure 3.

In all the experiments, the opinion of several experts in the development of software oriented 
to agents with a score between 0 and 10 of the measures considered in the system was con-
sidered; and then the Kolmogorov-Smirnov test was applied [30], in which the arithmetic 
mean of the opinions of the experts and the arithmetic mean of the measures to make them 
comparable were considered.

Figure 2. Bank system agents.

Figure 3. Graphical interface of the banking multi-agent system.
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In the first experiment, measures were applied to evaluate the social ability of each agent in 
the system. Figure 4 shows the average results for each measure for each attribute and for 
each agent present in the system. Figure 5 presents the value of the attributes and the social 
ability, calculated considering the arithmetic mean of the measurements for each attribute. It 
is observed that the banking agents have a greater value of the cooperation attribute, while 
the client agents have it in the negotiation. Analyzing the values for the system, the average 
values of all the attributes are very similar (around 86%). Finally, the value of the social ability 
of the system is 86%, which is high for this system.

Regarding the evaluation of experts on the measures of social ability applying the Kolmogorov-
Smirnov test, the arithmetic mean of the opinions of the experts and the arithmetic mean of 
the measurements were taken, obtaining a level of significance of 0.50 that allows to reject 
the hypothesis that both samples come from different distributions. Figure 6 presents a com-
parison of the results of the average obtained by the system and the experts, applying the 
Kolmogorov-Smirnov test.

Figure 5. Average values  of social ability measures per agent.

Figure 4. Average values  of the measures of the attributes of social ability per agent.
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In the second experiment, measures were applied to evaluate the autonomy of each agent 
in the system. Figure 7 shows the average results for each measure for each attribute 
and for each agent present in the system. Figure 8 presents the value of attributes and 
autonomy, calculated considering the arithmetic mean of the measurements for each attri-
bute. The attributes influence the autonomy value of each agent, being lower than those of 
the banking agents and a little greater than the one of the client agents because the bank-
ing agents have greater capacity of evolution and functional independence. The average 
autonomy is 80%.

Figure 9 shows the comparison of the results of the average obtained by the system and the 
experts, applying the Kolmogorov-Smirnov test. Regarding the evaluation of experts on the 
measures of autonomy of the agents of the system, the arithmetic mean of the opinions of 
the experts and the arithmetic mean of the measures were considered, obtaining a level of 
significance of 0.75, which allows to reject the hypothesis that both samples come from differ-
ent distributions.

Figure 6. Average values  of the experts and the system.

Figure 7. Average values of the measures of the attributes of the autonomy per agent.
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of the system is 86%, which is high for this system.

Regarding the evaluation of experts on the measures of social ability applying the Kolmogorov-
Smirnov test, the arithmetic mean of the opinions of the experts and the arithmetic mean of 
the measurements were taken, obtaining a level of significance of 0.50 that allows to reject 
the hypothesis that both samples come from different distributions. Figure 6 presents a com-
parison of the results of the average obtained by the system and the experts, applying the 
Kolmogorov-Smirnov test.

Figure 5. Average values  of social ability measures per agent.

Figure 4. Average values  of the measures of the attributes of social ability per agent.
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In the second experiment, measures were applied to evaluate the autonomy of each agent 
in the system. Figure 7 shows the average results for each measure for each attribute 
and for each agent present in the system. Figure 8 presents the value of attributes and 
autonomy, calculated considering the arithmetic mean of the measurements for each attri-
bute. The attributes influence the autonomy value of each agent, being lower than those of 
the banking agents and a little greater than the one of the client agents because the bank-
ing agents have greater capacity of evolution and functional independence. The average 
autonomy is 80%.

Figure 9 shows the comparison of the results of the average obtained by the system and the 
experts, applying the Kolmogorov-Smirnov test. Regarding the evaluation of experts on the 
measures of autonomy of the agents of the system, the arithmetic mean of the opinions of 
the experts and the arithmetic mean of the measures were considered, obtaining a level of 
significance of 0.75, which allows to reject the hypothesis that both samples come from differ-
ent distributions.

Figure 6. Average values  of the experts and the system.

Figure 7. Average values of the measures of the attributes of the autonomy per agent.
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In the third experiment, measures were applied to evaluate the proactivity of each agent in 
the system. Figure 10 shows the average results for each measure for each attribute and for 
each agent present in the system. Figure 11 shows the value of the attributes and proactivity 
calculated considering the arithmetic mean of the measurements for each attribute. There are 
high values of initiative of the banking agents (on average it is 97%) followed by the other two 
attributes: interaction and reaction (95% on average). Finally, the proactivity of the system of 
the system is very high, with 96% on average, which is explained by the high interaction of 
the agents of the system.

Figure 12 shows the comparison of the results of the average obtained by the system and 
the experts, applying the Kolmogorov-Smirnov test. Regarding the evaluation of experts on 
the measures of proactivity of the agents of the system, the arithmetic mean of the opinions 
of the experts and the arithmetic mean of the measures were considered, obtaining a level 
of significance of 0.45, which allows to reject the hypothesis that both samples come from 
different distributions.

Figure 9. Average values of the experts and the system.

Figure 8. Average values of autonomy measures per agent.
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Figure 10. Average values of the measures of the attributes of the proactivity per agent.

Figure 11. Average values of proactivity measures per agent.

Figure 12. Average values of the experts and the system.
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6. Conclusions

From the study of software agent technology, different characteristics present in this type 
of software were defined. Considering these characteristics, the work of studying three of 
them was addressed: social ability, autonomy and proactivity. These, in turn, were divided 
into nine attributes (three for each characteristic), to consider different factors that represent 
important aspects of each characteristic, susceptible to being evaluated.

For these attributes, 23 measures were designed for the evaluation of these attributes, and 
they can be used in an agent-oriented application to obtain a consistent evaluation of the 
characteristics studied.

An application was also developed [26, 27], making use of the Eclipse platform [29] and object 
orientation in Java, which allowed to implement a form of automatic evaluation of the pro-
posed measures in this work, on different agent-oriented applications, and that shows that 
the measures developed are automatable. The use of this tool also provided the possibility 
of refining the measures to study its behavior in greater detail. In addition, the application 
allowed to modify the values of the weights associated with the measures to determine the 
most appropriate for each situation under study.

This work constitutes an advance of the research carried out to reach a quality model in the 
agent-oriented paradigm, which allows developers to have help with which to satisfactorily 
evaluate their work, in order to ensure that it is appropriate for the functions for which it was 
produced, considering the characteristics that each component of the application must fulfill.
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Abstract

Accessing the advantages of cloud computing requires that a prospective user has proper 
access to trustworthy cloud services. It is a strenuous and laborious task to find resources 
and services in a heterogeneous network such as cloud environment. The cloud comput-
ing paradigm being a form of distributed system with a complex collection of computing 
resources from different domains with different regulatory policies but having a lot of 
values could enhance the mode of computing. However, a monolithic approach to cloud 
service discovery cannot help the necessities of cloud environment efficiently. This study 
put forward a distributive approach for finding sincere cloud services with the use of 
Multi-Agents System for ensuring intelligent cloud service discovery from trusted pro-
viders. Experiments were carried out in the study using CloudAnalyst and the results 
indicated that extending the frontiers MAS approach into cloud service discovery by way 
of integrating trust into the process improves the quality of service in respect of response 
time and scalability. A further comparative analysis of the Multi-Agents System approach 
for cloud service discovery to monolithic approach showed that Multi-Agents System 
approach is highly efficient, and highly flexible for trustworthy cloud service discovery.

Keywords: cloud services, multi-agent system, service discovery, distributed system, 
functional analysis

1. Introduction

Cloud Computing offers and delivers computing resources as services such as servers, stor-
age, databases, networking, software, analytics and a lot more over the Internet. The collection 
of these resources is dynamically provided according to service-level agreements negotiated 
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among cloud service provider and consumer [1]. It offers a replacement computing model in 
which resources like power, storage and online applications are shared as ‘services’ over the net 
[2]. It is an archetype that depends on sharing data and computations over an ascendable net-
work of nodes. The nucleus of the nodes revolves round end user computers, data centers, and 
cloud services. Such a collection of nodes is defined as a cloud [3]. Cloud is a distributed system 
with a fancy aggregation of computing resources from various domains with different manage-
ment policies however having vast edges that would enhance the mode of computing [4].

Cloud Computing is among the next generation in computing [5]. It is closely related to previ-
ous, well-known distributed computing initiatives such as Web services and grid computing 
[6]. It relies on sharing computing resources in which having local servers or personal devices 
to handle applications are not required.

Clouds point to computational resources that are accessible as scalable, on demand, pay as-
you-go services provided in the Internet. It makes accessible infrastructure, platform, and 
software as subscription-based services in a pay-as-you-go manner to users. The basic clas-
sifications for the services are namely; Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS), and Software as a Service (SaaS) in industries [7]. However, a number of other clas-
sifications have been derived from these basic classifications.

Some examples of the cloud services are email services in which users gain access to their 
email hosted “in the cloud” from any computing device with a browser and enabled Internet 
connection. This is a departure from the traditional local hosting of email services. With inno-
vations in cloud computing today, a number of Web apps like VoIP for making free voice 
call on the Internet, social networking solutions for social connection online, online media 
services for multimedia content viewing and sharing, financial apps and many more applica-
tions are deployed on the cloud. Even traditional desktop software, such as Microsoft Office 
suite has been deployed on the cloud as a service.

As stated in [8], cloud computing has the potential to add value to organizations, industries, 
and global economy by:

• Spontaneously accelerating the way companies innovate on products and services, sup-
porting team product development by collaborating professionals globally with access to 
more powerful and economical computing resources

• Speeding up the ability of organizations to mine their data for data analytics

• Giving access to information technology for all sizes and shapes of organizations

• Assisting in advancing a virile and highly competitive global economy

In a multi-facets atmosphere like cloud that hosts thousands of service instances, discover-
ing cloud services is an infinite task owning to the very fact that there are massive types of 
services from varied providers having completely different levels of quality of service.

A service discovery system which will ensure the correctness and completeness of discovery is 
related to having trustworthy cloud services in cloud atmosphere than in an exceedingly tiny 
restricted and same atmosphere. Completeness of service discovery depends on the ability of 
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the system to intelligently show relevant results from across the outlined boundaries and across 
potentially-wide network distances. Likewise a high level of correctness is needed in order that 
the relevant results do not stray amidst a flood of a probably vast range of irrelevant results [9]. 
A monolithic approach to service discovery cannot support the distinctiveness of the cloud sur-
roundings that is distributed across the varied domain boundaries and across completely dif-
ferent heterogeneous networks. Therefore, a distributive approach to cloud service discovery 
that is trustworthy is highly desired. Multi-Agents System (MAS) approach for cloud service 
discovery will assist greatly in addressing the challenge of discovering a trustworthy cloud 
service. MAS is an aggregation of multiple autonomous (intelligent) agents which collectively 
cooperate together for solving a distributed task such as cloud service discovery.

2. Service discovery system

Resource discovery is any mechanism that is providing capabilities to locate a service. Service 
discovery is a part of resource discovery and it is envisioned as the competence to find certain 
services such as applications or clearly outlined network services which are not pure conjec-
tures [10].

Finding resources in an exceedingly giant scale, multi-domain network could be a non-trivial 
task [4]. There is also several providers, each with totally different characteristics, therefore 
providing a spread of varied levels of user-requirement suitableness [9]. In order to cre-
ate awareness regarding the standing and also the handiness of those resources, a Service 
Discovery (SD) mechanism should be put in place. All the service providers are needed to 
register in such a mechanism, together with all the mandatory information like the service 
uniform resource locator (URL), rates, compatibility and service interface in order to expose 
the services to the would be users [9]. A matchmaking of the client requested service with 
available resources is done by the information service and the results is returned to the 
requester. Figure 1 shows a top-level overview of SD’s generic architecture.

A Service Discovery System provides a mechanism for:

i. services to register their availability

ii. locating a single instance of a particular service

iii. notifying when the instances of a service change

User requirement are used as input for discovering the best suited cloud services among vari-
ous repositories of cloud providers [11].

Service and resource discovery are crucial to support any service infrastructure like cloud 
computing. A large-scale, multi-domain service infrastructure requires a service discovery 
system that is open, scalable, robust and efficient to a greater extent than a single-domain 
system [12].

In a heterogeneous environment such as cloud in which thousands of service instances are 
hosted, the correctness and completeness of discovery are very important than in a small, 
homogeneous environment [12].
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cloud services. Such a collection of nodes is defined as a cloud [3]. Cloud is a distributed system 
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services from varied providers having completely different levels of quality of service.
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related to having trustworthy cloud services in cloud atmosphere than in an exceedingly tiny 
restricted and same atmosphere. Completeness of service discovery depends on the ability of 
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the system to intelligently show relevant results from across the outlined boundaries and across 
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ous repositories of cloud providers [11].

Service and resource discovery are crucial to support any service infrastructure like cloud 
computing. A large-scale, multi-domain service infrastructure requires a service discovery 
system that is open, scalable, robust and efficient to a greater extent than a single-domain 
system [12].

In a heterogeneous environment such as cloud in which thousands of service instances are 
hosted, the correctness and completeness of discovery are very important than in a small, 
homogeneous environment [12].
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In most suitable circumstances, the exactness measures of a service discovery system would 
make sure that the results response clearly agrees with the intent of the user query, even with 
the multifariousness that may exist in the information representation and syntax of each service 
discovery domain. The search mechanism used determines the level of completeness and the 
service description expressiveness and query languages used determines the correctness [12].

Service discovery in cloud environment is made challenging by the potentially large num-
ber of available heterogeneous services and service providers. Service discovery is further 
complicated by the varied level of quality of service (QoS) offered by the providers. Security 
concern is also a big challenge while looking for an appropriate cloud service.

3. Trust

TRUST simply means act of faith that relies on confidence that something will surely be 
delivered as promised [13, 14]. A system is trusted less if it gives insufficient information 
about its expertise. Mere claims such as “secure cloud” or “trust me” do not help much 
to boost the trust level of consumers unless enough information is presented with the ser-
vices. Establishing a trusted relationship between the service provider and the customer 
is one of the main issues cloud computing faces today. The potential customers are not 
sure whether the management of the service is trustworthy or if there is any risk of insider 
attacks within the service provider enclave.

Trust has been described in various fields such as psychology, sociology, and economics. Many 
authors have given different meanings to trust and categorized it based on these different 

Figure 1. Service discovery generic architecture (source: [9]).
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meaning. Researchers have focused on trust over a long time [15], trust between humans 
has been examined to the effects of trust in economic transactions among the social scientists 
[16–18]. The concept of trust can be easily understood, but it has not been seemly defined.

Control is an important factor in trust. If control over the assets, a system has cannot be ascer-
tain then such is system cannot be trusted. Preventing a trust violation in cloud computing 
should be the concern and not guaranteeing compensation when it does happen. No com-
pensation can guarantee the restoration of the lost data or the organization’s reputation, a 
security breach of data is irredeemable. A trust model for cloud computing must thus focus 
substantially on preventing breach occurrence than on post-breach compensation [19].

New technology must steadily acquire its reputation for good performance and security, win-
ning users’ trust over time [19]. Trust is derived from the reputation of an entity. Based on 
the reputation derived, a level of trust is imparted upon an entity [20]. Hence, trust in a cloud 
service provider results to perceived usefulness or other positive perceptions of the cloud ser-
vice provider’s activities. Trust will positively have effect on the desire to use cloud services 
and the quality of prior experience will positively influence building trust in cloud service 
provider’s ability. The scope of previous experience will determine the relationship between 
trust and intention to use cloud technology. Trust is an established factor needed for attaining 
success in open and dynamic cloud environment for intelligent cloud service delivery.

4. Agent-based service discovery

A multi-agent system is a distributed system having multiple software agents, which create 
“a loosely coupled network, called a multi-agent system (MAS), to work together to solve 
problems that they are not capable of handling as an entity” [21]. Multi-agent systems are a 
community of autonomous agents working together in order to achieve a task [22]. In MAS 
the individual agent shows critical insight and self-rule. There have been application of MAS 
technologies in addressing challenges in a number of distributed systems like scientific com-
puting and information fusion over the years [23–25].

Despite the fact that there are various contrasts between cloud computing and multi-agent 
systems, both are two distributed computing frameworks, in this manner a few common 
issues can be distinguished and a lot more qualities can be determined by the joined utiliza-
tion of cloud computing and multi-agents systems [26]. There have been a number of attempts 
in using agent technology in solving problems that exist in cloud computing.

Kang and Sim [27] in their research exhibited a four-stage, agent-based cloud service discov-
ery protocol. In the protocol, negotiation agents, brokering agents and information agents 
were used for reinforcing the resource management system due to their scalability and adapt-
ability attributes. In order to automate and coordinate resource management to activities self-
organizing agents were used. Furthermore, the disparity in kind of the resources is basic in 
heterogeneous frameworks like the cloud. In the research, although MAS approach was used 
but the issue of trust was not considered among the cloud entities while cloud services were 
been discovered [27]. Also matching of the request with available service was only focused in 
the brokering process and not in the final service deployed for use.
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community of autonomous agents working together in order to achieve a task [22]. In MAS 
the individual agent shows critical insight and self-rule. There have been application of MAS 
technologies in addressing challenges in a number of distributed systems like scientific com-
puting and information fusion over the years [23–25].

Despite the fact that there are various contrasts between cloud computing and multi-agent 
systems, both are two distributed computing frameworks, in this manner a few common 
issues can be distinguished and a lot more qualities can be determined by the joined utiliza-
tion of cloud computing and multi-agents systems [26]. There have been a number of attempts 
in using agent technology in solving problems that exist in cloud computing.

Kang and Sim [27] in their research exhibited a four-stage, agent-based cloud service discov-
ery protocol. In the protocol, negotiation agents, brokering agents and information agents 
were used for reinforcing the resource management system due to their scalability and adapt-
ability attributes. In order to automate and coordinate resource management to activities self-
organizing agents were used. Furthermore, the disparity in kind of the resources is basic in 
heterogeneous frameworks like the cloud. In the research, although MAS approach was used 
but the issue of trust was not considered among the cloud entities while cloud services were 
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Han and Sim [28] introduced a Cloud Service Discovery System (CSDS) that upheld the cloud 
users in finding a cloud service over the Internet. The CSDS) prototype has a search engine with 
three different agents namely; Query Processing Agent, Filtering Agent, and Cloud Service 
Reasoning Agent (CSRA). It has two components namely a CSDS which helps to discover the 
best cloud service on behalf of users and a cloud ontology which consists of taxonomy of defini-
tions of different cloud services to confer with the CSRA. Added to these components was a user 
interface through which the user enters queries containing a service name and requirements 
considered by their predisposition. The CSDS with the cloud ontology outperformed the CSDS 
without the cloud ontology from the empirical findings. The critical reasoning made possible 
by cloud ontology component enabled the CSDS to be more successful in finding cloud services 
that matches users’ preference [28]. There were partially implementation of query processing, 
filtering and rating functionalities but trust was not considered as a concern in the process.

An agent-based cloud system for cloud service reservation was also worked on by Gopinadh 
and Saravanan [29]. The system consists of an agent-based cloud service discovery approach that 
consults ontology to retrieve information about cloud services and carried out Price and Timeslot 
Negotiation (PTN) for cloud service reserved. The target was for getting cloud service that has 
best price and timeslot. The study contributed majorly an agent-based search engine for cloud 
service discovery using agent-based Price and Timeslot Negotiation mechanisms adapted for 
cloud service negotiation. The reasoning about the relations of cloud services, rating the search 
results and designing and construction of cloud ontology was enabled by the Cloud Service 
Reasoning Agent (CSRA). Multiple proposals in a negotiation round that generate aggregated 
utility, differing only in terms of individual price and time-slot utilities were made by the cloud 
agents [29]. Matters relating to trustworthiness of cloud services was not a focus in the study.

A testbed was presented by Sim [30] which is agent-based, the test-best supports the cloud 
resources discovery and Service Level Agreement (SLA) negotiation. The cloud resource man-
agement testbed has the following identified components for setting up the simulation instances 
(a) a collection of resource consumers, (b) a collection of physical machines, (c) a collection 
of cloud resources (virtualized machines), and (d) a collection of middleware comprising of 
provider agents and consumer agents standing as intermediaries between resource providers 
and consumers, respectively, and a collection of broker agents that links resource requests from 
consumers to advertisements from providers. The idea of e-commerce connection algorithm 
used for connecting buyers and sellers was used for transforming the cloud resource discovery 
process into a process of matching consumers’ resource requests to resources of providers. The 
process entails a four-tier of selection, evaluation, filtering, and recommendation, such that a 
collection of broker agents matches consumers’ requests to advertisements from providers. 
After effective matching of requests to resources, consumer and provider agents then agree 
for mutually acceptable resource time slots through negotiation [30]. It is observed that the 
study was making effort to lay foundation for cloud resource management that are agent-
based. Trust issues between the consumers and providers were not considered on the testbed.

Ontology relationships were used by Talia [26] for the development of a multi agent based 
system in finding the equivalence between queries from the user and resources available from 
different service providers. The system utilizes agent approach due to their being autono-
mous and highly mobile for effective communication in a distributed environment. Therefore, 
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Requestor Agent, Mapper Agent, and Search Agent - and a search engine constitute the 
system. Java Agent Development Framework was used for agents’ development. A concept 
based search using similarity reasoning from the ontology relationships of the concepts in the 
cloud ontology was adopted by the search engine. The average waiting time for a search was 
optimized as a result of multiple agents employed [26]. The possibility of finding a perfect 
match was enhanced due to the use of ontology.

Cloud ontology technique was utilized by Rajendran and Swamynathan [31] for efficient dis-
covery of cloud services. In the technique, multi-broker agent that consults ontology was used 
in the discovery of cloud services in the process of retrieving information about services. The 
technique resulted to having a Cloud Service Discovery using Broker Agents (CSDBA). The 
approach combines the merits of the agent-based system and the semantic matching mecha-
nism using cloud ontology notably in reasoning about the relations of cloud services. It was 
designed to enable consumers find the required cloud services. CSDBA was highly successful 
than traditional approach in finding cloud services that matches users’ requirement. In the 
future, there is likelihood of extending cloud services brokering method as well as improved 
method the supports cloud crawling and rate the services based on QoS [31].

Based on the literatures reviewed, attempting to use MAS in cloud service discovery has been 
ongoing but adequate attention was not given to issues on trustworthiness of cloud service in 
the process tackling the issue will greatly improve the process. This work is depending on the 
capabilities of the MAS to extend the discovery system to ensure that trustworthy cloud services 
are discovered for use by the potential users. Adding the multi-agent paradigm for trustworthy 
cloud service discovery will enable efficient cloud service discovery and enhance the process.

5. System design

Functional Analysis was used in the conceptual design for a trustworthy cloud service discovery 
system. Functional Analysis is a crucial tool for the design of process to explore new concepts and 
to define their architectures in system engineering [32]. The functional requirements for a trust-
worthy cloud service discovery system was define using this tool. It made sure that all necessary 
components were added and unrequired components were exempted. The interdependency 
among the system components were also determined and stated. The major steps of Functional 
Analysis were made up of the functional tree, the functions/devices matrix and the product tree. 
Starting from the functional tree and in particular by way of identifying the basic functions, 
the system’s functional requirements were defined, and the building blocks of the system were 
determined using the product tree, thus this give rise to the system’s functional architecture. 
Following the Functional Analysis approach, the building block for trustworthy cloud service 
discovery using multi-agent approach was identified. This led to the new proposed cloud ser-
vice discovery system, and their integration to build up its functional framework. Therefore 
the following fundamental subsystems are required to achieve efficient cloud service discovery 
namely: Cloud User subsystem, Cloud Provider subsystem, Trust Evaluator subsystem, Broker 
subsystem and Database as depicted in Figure 2. The various identified subsystems must work 
together effectively for realizing a cloud service discovery system that is trustworthy.
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optimized as a result of multiple agents employed [26]. The possibility of finding a perfect 
match was enhanced due to the use of ontology.
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in the discovery of cloud services in the process of retrieving information about services. The 
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the process tackling the issue will greatly improve the process. This work is depending on the 
capabilities of the MAS to extend the discovery system to ensure that trustworthy cloud services 
are discovered for use by the potential users. Adding the multi-agent paradigm for trustworthy 
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system. Functional Analysis is a crucial tool for the design of process to explore new concepts and 
to define their architectures in system engineering [32]. The functional requirements for a trust-
worthy cloud service discovery system was define using this tool. It made sure that all necessary 
components were added and unrequired components were exempted. The interdependency 
among the system components were also determined and stated. The major steps of Functional 
Analysis were made up of the functional tree, the functions/devices matrix and the product tree. 
Starting from the functional tree and in particular by way of identifying the basic functions, 
the system’s functional requirements were defined, and the building blocks of the system were 
determined using the product tree, thus this give rise to the system’s functional architecture. 
Following the Functional Analysis approach, the building block for trustworthy cloud service 
discovery using multi-agent approach was identified. This led to the new proposed cloud ser-
vice discovery system, and their integration to build up its functional framework. Therefore 
the following fundamental subsystems are required to achieve efficient cloud service discovery 
namely: Cloud User subsystem, Cloud Provider subsystem, Trust Evaluator subsystem, Broker 
subsystem and Database as depicted in Figure 2. The various identified subsystems must work 
together effectively for realizing a cloud service discovery system that is trustworthy.
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5.1. System architecture

The distributed system architecture for cloud service discovery was formed from the integra-
tion of the different basic components of the functional block [33]. The architecture is three 
tiered as shown in Figure 3.

i. Application and resource layer

ii. Agent layer

iii. Database layer

5.1.1. Application and resource layer

The layer is the aggregation of all cloud services available and it provides the interface for con-
necting to the various cloud resources and services. The cloud services are categorized based 
on the basic cloud service models. A cloud service is any resource that is made available via the 
Internet. The most prevalent cloud service resources are Software as a Service (SaaS), Platform 
as a Service (PaaS) and Infrastructure as a Service (IaaS). SaaS is a form of software accessible 
model where applications are hosted by a vendor or service provider and made available to 
customers over a network, typically the Internet. PaaS has to do with the delivery of operat-
ing systems and associated services over the Internet without downloads or installation. IaaS 
entails outsourcing the equipment used to support operations, including storage, hardware, 
servers and networking components, all of which are made accessible over a network.

5.1.2. Agent layer

The system was constructed based on the multi-agent approach for ensuring effective and 
reliable discovery. The agents are responsible for achieving intelligence in the system, such 
that it is more adaptive, flexible, and autonomic in its operation.

In this layer the various agents that are involved in trustworthy cloud service discovery are 
situated. The agents are: cloud user agents (CUA), trust evaluator agents (TEA), cloud pro-
vider agents (CPA) and cloud broker agents (CBA).

Figure 2. Functional block diagram for cloud service discovery [32].
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These autonomous agents with their specified functions establish appropriate link among 
one another for efficient cloud service discovery. In achieving this, a peer-to-peer approach 
is used among the different agents for the discovery. The cooperating agents, referred to as a 
peer, functions as a client with a layer of server functionality in their operations. This allows 
the peer to act both as a client as well as a server within the context of a given cloud service 
discovery scenario. Interaction may spread among all the peers, and peers can communicate 
directly with each other, and hence, they are constantly aware of each other, or they may 
communicate indirectly through other peers for effective discovery.

Figure 3. System architecture [32].
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peer, functions as a client with a layer of server functionality in their operations. This allows 
the peer to act both as a client as well as a server within the context of a given cloud service 
discovery scenario. Interaction may spread among all the peers, and peers can communicate 
directly with each other, and hence, they are constantly aware of each other, or they may 
communicate indirectly through other peers for effective discovery.

Figure 3. System architecture [32].
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5.1.2.1. Agents functions

The functions of the various agents required for ensuring a trustworthy cloud service discov-
ery are as follows [33]:

5.1.2.1.1. User agent

The user agent accepts the user’s service request and the send the request to broker agents 
using message passing and displays the results to user through a user interface. User agent 
interacts with provider agent through the broker agents for service usage. Likewise the user 
agent interacts with the trust evaluator agent to keep track of the performance value of the pro-
vider in terms of service type, service integrity and service accessibility in a bid to build trust.

5.1.2.1.1.1. Algorithm for User agent

1. Begin

2. Let H=total number of users request within a specified time

3. Do

4. For j=1,j++,H

5. User_Agent  ← User’s request: URj

6. Broker_Agent for URj discovery  ← User_Agent

7. Wait for Broker_Agent

8. User_Agent  ← Broker_Agent returns Result of URj discovery

9. User Interface  ← User_Agent Result for use

10. If (URj is used) Then

11. User_Agent interacts with Trust_Evaluator_Agent on URj

12. End if

13. Next j

14. While(User’s request≠⊘)

15. Stop

5.1.2.1.2. Broker agent

The analysis of the user’s request in order to determine its type is done by the broker agent. 
It attempts to find a close match for the identified service request and sends the list of such 
services to the user agent. It forwards user-provider’s interaction information to the database. 
It also confers with database for other broker agent recommendation. The broker agent gets 
trust value updates from trust evaluator agent.
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5.1.2.1.2.1. User agent and Broker agent interaction algorithm

1. Begin

2. If (Broker_Agent received User_Agent Message) Then

3. Broker_Agent Analyse URj

4. Search the database for a match

5. If (URj match is found) then

6. Broker_Agent  ← URjmatch

7. Else

8. Other_Broker_Agents  ← URi

9. If (URj match is found by Other_Broker_Agents ) Then

10. Broker_Agent  ← URjmatch

11. Else

12. Broker_Agent  ← URjmiss

13. End if

14. End if

15. User_Agent  ← Broker_Agent

16. End if

17. Stop

5.1.2.1.2.2. Broker agent and Trust evaluator agent interaction algorithm

1. Begin

2. Do

3. Broker_Agent Interact with Trust_Evaluator_ Agent

4. Broker_Agent  ←  Trust_Evaluator_ Agent (trust value updates)

5. Database  ← Broker_Agent(Stores user agent – provider agent interaction information)

6. While (a typical service is in use)

7. Stop

5.1.2.1.3. Trust evaluator agent

It follows and keeps track of the provider service provider’s behaviour contributing to a 
proper operation of the cloud in terms of the following factors: service type, service integrity, 
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and service availability and accessibility by interacting with user and provider agents. It 
determines the trustworthiness of cloud service provider. It has a table for holding the perfor-
mance of the provider and updates it when new performance value is available.

5.1.2.1.3.1. Algorithm

1. Begin

2. Do

3. Trust_Evaluator_ Agent: Monitors provider’s performance

4. Trust_Evaluator_ Agent: Computes the trustworthiness of providers

5. Broker_Agent  ←  Trust_Evaluator_ Agent (sends trust value updates)

6. Trust_Evaluator_ Agent: Stores the providers’ performance

7. While (User_Agent Interacts with Provider_Agent)

Stop

5.1.2.1.4. Provider agent

At each cloud service provider site, provider agents are available. They send advertisement, 
removal and updates information of cloud services to the broker agent. It makes services 
available for use by the user agent.

5.1.2.1.4.1. Algorithm

1. Begin

2. Do

3. Provider_Agent : Create service instance

4. Broker_Agent  ←  Provider_Agent (Sends service availability information)

5. Broker_Agent  ←  Provider_Agent (Sends service expire information)

6. Broker_Agent  ←  Provider_Agent (Sends service update information)

7. User_Agent  ←  Provider_Agent (Offers service)

8. While (a service is being offered by service provider)

9. Stop

The agents’ operations class diagram and sequence diagram are depicted in Figure 4 and 5 
respectively.
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5.2. Database layer

The database layer holds the details of service usage and agents interaction information. It 
contains service information and trust value rating for providers. It also maintains the bro-
ker’s interaction information. In a basic cloud service discovery system, user submit their 

Figure 4. Agents’ operations class diagram.

Figure 5. Agents’ operations sequence diagram.

Multi-Agent System Approach for Trustworthy Cloud Service Discovery
http://dx.doi.org/10.5772/intechopen.84291

33



and service availability and accessibility by interacting with user and provider agents. It 
determines the trustworthiness of cloud service provider. It has a table for holding the perfor-
mance of the provider and updates it when new performance value is available.

5.1.2.1.3.1. Algorithm

1. Begin

2. Do

3. Trust_Evaluator_ Agent: Monitors provider’s performance

4. Trust_Evaluator_ Agent: Computes the trustworthiness of providers

5. Broker_Agent  ←  Trust_Evaluator_ Agent (sends trust value updates)

6. Trust_Evaluator_ Agent: Stores the providers’ performance

7. While (User_Agent Interacts with Provider_Agent)

Stop

5.1.2.1.4. Provider agent

At each cloud service provider site, provider agents are available. They send advertisement, 
removal and updates information of cloud services to the broker agent. It makes services 
available for use by the user agent.

5.1.2.1.4.1. Algorithm

1. Begin

2. Do

3. Provider_Agent : Create service instance

4. Broker_Agent  ←  Provider_Agent (Sends service availability information)

5. Broker_Agent  ←  Provider_Agent (Sends service expire information)

6. Broker_Agent  ←  Provider_Agent (Sends service update information)

7. User_Agent  ←  Provider_Agent (Offers service)

8. While (a service is being offered by service provider)

9. Stop

The agents’ operations class diagram and sequence diagram are depicted in Figure 4 and 5 
respectively.

Multi-Agent Systems - Control Spectrum32

5.2. Database layer

The database layer holds the details of service usage and agents interaction information. It 
contains service information and trust value rating for providers. It also maintains the bro-
ker’s interaction information. In a basic cloud service discovery system, user submit their 

Figure 4. Agents’ operations class diagram.

Figure 5. Agents’ operations sequence diagram.

Multi-Agent System Approach for Trustworthy Cloud Service Discovery
http://dx.doi.org/10.5772/intechopen.84291

33



request to the broker. The broker confer with the registry or directory to find a possible match 
for the user’s request. The provider publishes the instances of its available services inside the 
service registry or service directory and from time to time gives updates of the status of the 
published service [33].

6. Experiments setups, outcomes and discussions

Simulation experiments were carried out to unravel the impact of extending MAS approach 
to achieve a trustworthy cloud service discovery using response time and scalability as the 
performance metrics [33]. The response time is the time lag from the instant of service request 
by the users to the instant of having the result of the service requested. This is dependent on 
round trip time (RTT) and the users load (UL). Scalability is a factor that considers how the 
system can be easily adjusted in such a way to accept changes in the number of users, resources 
and computing entities attached to it. Scalability (S) is dependent on processing capability of 
the provider which is define in terms of the processing time (PT) and users load (UL).

The experiment considered the cloud service discovery transactions conducted without 
involving trust factor against the same kind of cloud service discovery transaction involving 
trust factor in order to investigate their difference. CloudAnalyst [34] was used to model and 
analyze large scale cloud computing buildup in the simulations conducted. Considering the 
nature of throttled load balancing policy of the CloudAnalyst, the integration of trust capabil-
ity in cloud environment was achieved with this policy while the round-robin load balancing 
policy, was used for specifying cloud transaction without trust integration [33].

The first experiment conducted depicted cloud service discovery scenario using CloudAnalyst. 
In this instance, there were 5,10,15,20, 25 and 30 identified groups of users agents in addition 
to diversified cloud provider agents and the user agent growth factor varied from 100 to 
10,000,000. These units of user agents were created randomly using Poisson distribution by 
changing the number of users in a realistic manner. The user agents represent the potential 
users attempting to find cloud service that meet their requirement while the provider agents 
represent the various cloud service providers with their different cloud service models. The 
detailed configuration for the experiment were shown in Table 1. In this experiment, the 
number of user agents’ growth factor were varied while the number of the provider agent was 
varied in order to observe the behaviour of the previous system without trust integration and 
proposed system with trust integration in respect of the response time.

Table 2 depicts the results obtained from the simulation experiment. The graph shown in 
Figure 6 has the plot of the round trip time against the number of user agents to ascertain 
the behaviour of the proposed and previous systems in respect of response time. From the 
results, the previous system has higher response time while the proposed system has lower 
and refined stable response time. The percentage difference of the systems’ response time 
shown in Table 2 attested to this. The experiment revealed that the proposed system has 
lower response time of as a result of trust integration.

The second simulation experiment was also conducted for cloud service discovery transaction 
using CloudAnalyst. In the simulation scenario there were 5, 10, 15, 20, 25 and 30 groups of 
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User agents Provider agent User growth factor Request growth factor Execution instruction per length

5 1 100 10 100

10 2 1000 10 100

15 3 10,000 10 100

20 4 100,000 10 100

25 5 1,000,000 10 100

30 6 10,000,000 10 100

Table 1. Simulation parameter configurations for varied number of user agents’ growth factor and varied number of 
provider agents in response time test.

User agents growth 
factor

Round trip time (ms) 
(existing system)

Round trip time (ms) 
(proposed system)

Percentage difference 
(%)

100 302.12 300.81 −0.434

1000 302.42 300.19 −0.737

10,000 303.10 301.15 −0.643

100,000 303.10 301.08 −0.666

1,000,000 303.71 301.13 −0.849

10,000,000 303.49 301.40 −0.689

Table 2. Results of varied number of user agents’ growth factor and varied number of provider agents for response time test.

Figure 6. Varied number of user agents’ growth factor and varied number of provider agents in response time experiment.
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request to the broker. The broker confer with the registry or directory to find a possible match 
for the user’s request. The provider publishes the instances of its available services inside the 
service registry or service directory and from time to time gives updates of the status of the 
published service [33].
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user agents with varied number cloud provider agents having a capacity of 5 virtual machines 
each. Similarly, the user agents represent the potential users attempting to find cloud service 
that meet their requirement while the provider agents represent the various cloud service 
providers with their different cloud service models. The user agents’ growth factor was varied 
from 100 to 10,000,000. Table 3 contains parameter configuration for the experiment.

In this experiment, the value for user agent growth factor was varied as well as the population 
of the provider agent with a view to determine the behaviour of the previous system without 
trust integration and proposed system with trust integration for scalability test.

Table 4 shows the outcomes from the experiment conducted. The graph in Figure 7 depicts 
the plot of the provider agent processing time against the number of user agents’ growth fac-
tor to verify the behaviour of the proposed and previous systems in terms of scalability. From 
the outcomes, the trust integration in the proposed system aid it to scale the request of user 
agents reasonably better than the previous system as the population of user agents moves up 
and the processing capability of each of the provider agents stays firm. The percentage differ-
ence of the systems’ scalability metric as shown in Table 4 evidently attested to this.

User 
agents

Provider 
agents

Number of virtual 
machines

User growth factor Request growth 
factor

Execution instruction per 
length

5 1 5 100 10 100

10 2 5 1000 10 100

15 3 5 10,000 10 100

20 4 5 100,000 10 100

25 5 5 1,000,000 10 100

30 6 5 10,000,000 10 100

Table 3. Simulation parameter configuration for varied number of user agents’ growth factor and varied number of 
provider agents in scalability test.

User agents growth 
factor

Provider agent processing time 
(ms) (existing system)

Provider agent processing time 
(ms) (proposed system)

Percentage 
difference (%)

100 1.91 0.59 −69.110

1000 2.60 0.38 −85.385

10,000 2.87 0.92 −67.944

100,000 2.98 0.95 −68.121

1,000,000 2.95 0.37 −87.458

10,000,000 3.06 0.97 −68.301

Table 4. Varied number of user agents’ growth factor and varied number of provider agents for scalability.
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6.1. Validation of simulation experiment results

From the experiments, the proposed system having trust integration outperformed the pre-
vious one without trust. The results validation was achieved by applying paired difference 
t –test to the percentage difference of the response time for the proposed and the previous 
systems with each having six group sizes in the simulation configuration. The Null hypoth-
esis opines that there is no significant difference between the proposed and previous system 
but the alternative hypothesis states that there is significant difference between them.

The calculated t values for the response time in the simulation done resulted to −70.43. The 
total group size of six (6) has a degree of freedom of five (5). A table t value of 2.02 (one-tailed, 
a significance level (α) of 0.05) using 5 degrees of freedom (df), at 95% confidence interval was 
obtained. Comparing the absolute calculated t value to the tabled t showed that the proposed 
system which has lower response time is significantly different (p = 0.05) from the previous 
system owning to trust integration in it.

Carrying out a similar t –test on the percentage difference of the scalability metric with six 
group size in the simulation settings for the proposed and the previous systems, resulted to 
the calculated t values of −3.09. Using a t table with 5 degrees of freedom (df) and confidence 
level of 95%, the table t value is 2.02 (one-tailed, a significance level (α) of 0.05). It is observed 
that absolute calculated t value of 3.09 was more than the table t value revealing that the pro-
posed system is more scalable and significantly different (p = 0.05) from the previous system 
due to trust integration in it.

Figure 7. Varied number of user agents’ growth factor and varied number of provider agents for scalability.
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7. Comparative analysis

The MAS implementation for cloud service discovery supports the interconnection and inter-
operation of the autonomous interacting agents in the cloud environment. The MAS provides 
for efficient retrieving and filtering of trustworthy cloud services based on user’s preference. 
Table 5 gives a summary of the comparative analysis of the monolithic approach to cloud 
service discovery and the distributive approach using MAS.

8. Conclusion

The cloud computing is a form of distributed system paradigm with a complex aggrega-
tion of computing resources from different domains with different administrative policies 
but having immense benefits that could enhance the mode of computing. Accessing the 
benefits of cloud computing, demands that a potential user has adequate access to trust-
worthy cloud services. Locating resources and services in a heterogeneous network such 
as cloud environment may be a tedious and laborious task. Trust is a predicated factor for 
achieving success in open and dynamic cloud environment for intelligent cloud service 
delivery. A distributive approach using MAS for trustworthy cloud service discovery 
was proposed in this study. The experiments were carried out and the results indicated 
that extending the MAS approach into cloud service discovery by way of integrating 
trust into the process improves the quality of service in respect of response time and scal-
ability. The research showed that using multi-agent systems in the cloud environment 
aids intelligent cloud service discovery despite the nature of the cloud environment. 
Comparing MAS approach for cloud service discovery against the monolithic approach 
of cloud service discovery revealed that the approach is efficient and ensures flexibility 
for trustworthy cloud service discovery. It has capability to provide reliable result in a 
heterogeneous space where resources are spread whereas a monolithic approach is not 

S/n Comparison factor Monolithic Distributive

1. Computational efficiency Less efficient Highly efficient

2. Reliability Less reliable Highly reliable

3. Extensibility Difficult to extend Easy to extend

4. Robustness Less robust Highly robust

5. Maintainability Difficult to maintain Easy to robust

6. Responsiveness Slow response Quick response

7. Flexibility Less flexible Highly flexible

8. Reusability Difficult to reuse Easy to reuse

Table 5. Comparative analysis of the monolithic approach to cloud service discovery and the distributive approach 
using MAS.
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efficient and reliable for a distributed environment such as cloud. The result of this work 
can be integrated into the interface between cloud consumer and cloud provider while 
finding trustworthy cloud services.
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7. Comparative analysis

The MAS implementation for cloud service discovery supports the interconnection and inter-
operation of the autonomous interacting agents in the cloud environment. The MAS provides 
for efficient retrieving and filtering of trustworthy cloud services based on user’s preference. 
Table 5 gives a summary of the comparative analysis of the monolithic approach to cloud 
service discovery and the distributive approach using MAS.

8. Conclusion

The cloud computing is a form of distributed system paradigm with a complex aggrega-
tion of computing resources from different domains with different administrative policies 
but having immense benefits that could enhance the mode of computing. Accessing the 
benefits of cloud computing, demands that a potential user has adequate access to trust-
worthy cloud services. Locating resources and services in a heterogeneous network such 
as cloud environment may be a tedious and laborious task. Trust is a predicated factor for 
achieving success in open and dynamic cloud environment for intelligent cloud service 
delivery. A distributive approach using MAS for trustworthy cloud service discovery 
was proposed in this study. The experiments were carried out and the results indicated 
that extending the MAS approach into cloud service discovery by way of integrating 
trust into the process improves the quality of service in respect of response time and scal-
ability. The research showed that using multi-agent systems in the cloud environment 
aids intelligent cloud service discovery despite the nature of the cloud environment. 
Comparing MAS approach for cloud service discovery against the monolithic approach 
of cloud service discovery revealed that the approach is efficient and ensures flexibility 
for trustworthy cloud service discovery. It has capability to provide reliable result in a 
heterogeneous space where resources are spread whereas a monolithic approach is not 

S/n Comparison factor Monolithic Distributive

1. Computational efficiency Less efficient Highly efficient

2. Reliability Less reliable Highly reliable

3. Extensibility Difficult to extend Easy to extend

4. Robustness Less robust Highly robust

5. Maintainability Difficult to maintain Easy to robust

6. Responsiveness Slow response Quick response

7. Flexibility Less flexible Highly flexible

8. Reusability Difficult to reuse Easy to reuse

Table 5. Comparative analysis of the monolithic approach to cloud service discovery and the distributive approach 
using MAS.
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efficient and reliable for a distributed environment such as cloud. The result of this work 
can be integrated into the interface between cloud consumer and cloud provider while 
finding trustworthy cloud services.
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The guaranteed performance of the consensus control for multi-agent systems with Lipsc-
hitz nonlinear dynamics and directed interaction topologies is investigated, where the
directed interaction topology contains a spanning tree. By a special matrix transformation,
guaranteed performance consensus problems are transferred into guaranteed performance
stabilization problems. Then, the criterions of guaranteed performance consensus for nonli-
near multi-agent systems with directed interaction topologies are obtained, and an upper
bound of the introduced performance function is given. A numerical simulation is given to
demonstrate the effectiveness of the proposed results. Finally, some possible topics about the
guaranteed performance consensus problem for nonlinear multi-agent systems are pro-
posed.
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1. Introduction

In the past decades, many researchers focused on consensus problems for multi-agent systems
due to their wide applications, including formation control of mobile agents [1], synchroniza-
tion in wireless sensor networks [2], distributed automatic generation control for cyber-
physical micro-grid system [3], and rendezvous [4] or flocking [5] of multiple vehicles. After
Olfati-Saber and Murray [6] proposed a theoretical framework for the consensus problem, a lot
of remarkable conclusions for linear multi-agent systems were presented in the literature,
respectively (see the survey papers [7–12] and the references therein). In fact, many control
systems in practical applications are nonlinear. Consensus problems for multi-agent systems
with nonlinear dynamic have been investigated in existing works. It should be pointed out that
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exiting works about nonlinear consensus problem focused on the consensus condition under a
control protocol, but the consensus regulation performance was not considered by a perfor-
mance index.

With the development of the consensus control theory, the guaranteed performance consen-
sus for the multi-agent by the guaranteed performance control approach has received more
and more attentions. In the guaranteed performance consensus problems, the consensus
regulation performance was explicitly considered by the guaranteed performance function.
By the constraint of the performance index, the consensus control can be seen as an optimal
or suboptimal problem, and the control process is more affected by choosing appropriate
control parameters. In existing literatures about the guaranteed performance consensus
problem, such as [11–15], the dynamic characteristic of each agent in the multi-agent systems
was linear. For the linear multi-agent systems, the state-space decomposition approach was
widely used to decompose the consensus and disagreement dynamics of multi-agent system,
and the disagreement dynamics is the key of guaranteed performance consensus control.
Moreover, the guaranteed performance consensus with other control methods has been
studied, such as sampled-data control [16], fault-tolerant control [17], event-triggered con-
trol [18], tracking control [19], and impulsive control [20].

For the consensus problems of nonlinear multi-agent systems, the intercoupling relation-
ship between the consensus and disagreement dynamics because of the nonlinear
dynamic. Then, the state-space decomposition approach is not able to deal with the nonlin-
ear consensus problems. To the best of our knowledge, there are very few research works
about the guaranteed performance consensus for nonlinear multi-agent systems. Moreover,
the interaction topologies in most of the existing works were undirected, and there were
few works about guaranteed performance consensus problem with directed interaction
topologies.

In the current chapter, the guaranteed performance consensus for multi-agent systems with
nonlinear dynamics is studied by introducing a performance function. By a special matrix
transformation, the guaranteed performance consensus problems are transferred into guaran-
teed performance stabilization problems, and some conclusions about guaranteed perfor-
mance consensus for nonlinear multi-agent systems are obtained.

2. Preliminaries and problem descriptions

In the current paper, the interaction topology among all agents of multi-agent systems can be
modeled by a directed graph G ¼ V ;Eð Þ, where V ¼ 1; 2;⋯;Nf g and E ⊆ V � V repre-
sent the agent set and the directed edge set, respectively. A directed edge in a directed graph
denoted as i; jð Þ which means that agent i can obtain information from agent j. Definite
W ¼ wij

� �
∈RN�N with wij ≥ 0 and wii ¼ 0 is the adjacency matrix, where wij > 0 if there is a

directed edge between agent i and agent j, wij ¼ 0 otherwise. If wij > 0, agent j is called the
neighbor of agent i, and all the neighbors of agent i consist of the neighboring set of agent i. A
directed path is a sequence of ordered edges of the form i1; i2ð Þ, i2; i3ð Þ, ⋯. The Laplacian
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matrix of the interaction topology G is defined as L ¼ lij
� �

∈RN�N , where lii ¼
P

j 6¼iwij and

lij ¼ �wij. In the current paper, it is assumed that the directed graph G has a directed spanning
tree. The following lemma shows basic properties of the Laplacian matrix of a directed inter-
action graph.

Lemma 1 [21]: Let L ¼ lij
� �

∈RN�N be the Laplacian matrix of a directed interaction graph G,
then (i) L at least has a zero eigenvalue, and 1N is an associated eigenvector; that is, L1N ¼ 0. (ii)
0 is a simple eigenvalue of L, and all the other nonzero eigenvalues have positive real parts if
and only if G has a directed spanning tree, i.e., 0 ¼ λ1 < Re λ2ð Þ ≤⋯ ≤Re λNð Þ.
In the current chapter, consider the guaranteed performance consensus problem of a group of
N nonlinear agents with the dynamics of ith agent given by

_xi tð Þ ¼ Axi tð Þ þMf xi tð Þð Þ þ Bui tð Þ, (1)

where i ¼ 1, 2,⋯, N, A∈Rd�d, B∈Rd�p, M∈Rd�m are constant real matrices, xi tð Þ and ui tð Þ
are the state and the control input of the ith agent, respectively, and the function f �ð Þ : Rn�
0;þ∞½ Þ ! Rm is a continuously differentiable vector-valued function representing the nonlin-
ear dynamics of the ith agent which satisfies the following condition:

f ξ1 tð Þð Þ � f ξ2 tð Þð Þk k ≤α ξ1 tð Þ � ξ2 tð Þk k, (2)

where ∀ξ1 tð Þ, ξ2 tð Þ∈Rd, t ≥ 0 and α > 0 is a constant scalar. In the current paper, a directed
graph G is used to descript the interaction. Based on local relative state information of the
neighbor agents, consider the following distributed consensus protocol:

ui tð Þ ¼ K
XN

j¼1

wij xj tð Þ � xi tð Þ
� �

, (3)

where wij is the weight of the edge between agents j and i. Let x tð Þ ¼ xT1 tð Þ; xT2 tð Þ;⋯; xTN tð Þ� �T

and g x tð Þð Þ ¼ f x1 tð Þð ÞT; f x2 tð Þð ÞT;⋯; f xN tð Þð ÞT
h iT

, and then multi-agent system Eq. (1) with

consensus protocol Eq. (3) can be rewritten in a vector form as

_x tð Þ ¼ IN ⊗Að Þ � L⊗BKð Þð Þx tð Þ þ IN ⊗Mð Þg x tð Þð Þ: (4)

Definite ε tð Þ ¼ εT1 tð Þ; εT2 tð Þ;⋯; εTN�1 tð Þ� �T with εi tð Þ ¼ xi tð Þ � xiþ1 tð Þ, then existing matrix

H ¼

1 �1 0 ⋯ 0 0
0 1 �1 ⋯ 0 0
0 0 1 ⋯ 0 0
⋮ ⋮ ⋮ ⋱ �1 0
0 0 0 ⋯ 1 �1

2
6666664

3
7777775
∈R N�1ð Þ�N,

such that ε tð Þ ¼ H⊗ Idð Þx tð Þ. Thus, a performance function can be defined as follows:
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exiting works about nonlinear consensus problem focused on the consensus condition under a
control protocol, but the consensus regulation performance was not considered by a perfor-
mance index.
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In the current chapter, the guaranteed performance consensus for multi-agent systems with
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sent the agent set and the directed edge set, respectively. A directed edge in a directed graph
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W ¼ wij

� �
∈RN�N with wij ≥ 0 and wii ¼ 0 is the adjacency matrix, where wij > 0 if there is a

directed edge between agent i and agent j, wij ¼ 0 otherwise. If wij > 0, agent j is called the
neighbor of agent i, and all the neighbors of agent i consist of the neighboring set of agent i. A
directed path is a sequence of ordered edges of the form i1; i2ð Þ, i2; i3ð Þ, ⋯. The Laplacian
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matrix of the interaction topology G is defined as L ¼ lij
� �

∈RN�N , where lii ¼
P

j 6¼iwij and
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� �
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_xi tð Þ ¼ Axi tð Þ þMf xi tð Þð Þ þ Bui tð Þ, (1)

where i ¼ 1, 2,⋯, N, A∈Rd�d, B∈Rd�p, M∈Rd�m are constant real matrices, xi tð Þ and ui tð Þ
are the state and the control input of the ith agent, respectively, and the function f �ð Þ : Rn�
0;þ∞½ Þ ! Rm is a continuously differentiable vector-valued function representing the nonlin-
ear dynamics of the ith agent which satisfies the following condition:

f ξ1 tð Þð Þ � f ξ2 tð Þð Þk k ≤α ξ1 tð Þ � ξ2 tð Þk k, (2)

where ∀ξ1 tð Þ, ξ2 tð Þ∈Rd, t ≥ 0 and α > 0 is a constant scalar. In the current paper, a directed
graph G is used to descript the interaction. Based on local relative state information of the
neighbor agents, consider the following distributed consensus protocol:

ui tð Þ ¼ K
XN

j¼1

wij xj tð Þ � xi tð Þ
� �

, (3)

where wij is the weight of the edge between agents j and i. Let x tð Þ ¼ xT1 tð Þ; xT2 tð Þ;⋯; xTN tð Þ� �T

and g x tð Þð Þ ¼ f x1 tð Þð ÞT; f x2 tð Þð ÞT;⋯; f xN tð Þð ÞT
h iT

, and then multi-agent system Eq. (1) with

consensus protocol Eq. (3) can be rewritten in a vector form as

_x tð Þ ¼ IN ⊗Að Þ � L⊗BKð Þð Þx tð Þ þ IN ⊗Mð Þg x tð Þð Þ: (4)

Definite ε tð Þ ¼ εT1 tð Þ; εT2 tð Þ;⋯; εTN�1 tð Þ� �T with εi tð Þ ¼ xi tð Þ � xiþ1 tð Þ, then existing matrix

H ¼

1 �1 0 ⋯ 0 0
0 1 �1 ⋯ 0 0
0 0 1 ⋯ 0 0
⋮ ⋮ ⋮ ⋱ �1 0
0 0 0 ⋯ 1 �1

2
6666664

3
7777775
∈R N�1ð Þ�N,

such that ε tð Þ ¼ H⊗ Idð Þx tð Þ. Thus, a performance function can be defined as follows:
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JC ¼
XN�1

i¼1

ðþ∞

0
εTi tð ÞQεi tð Þdt, (5)

where Q is a given symmetric positive matrix with appropriate dimension. The following
lemmas are introduced:

Lemma 2 [22]: For a Laplacian matrix L∈RN�N of the graph G and the matrix H, there exists a

matrix U∈RN� N�1ð Þ such that L ¼ UH.

Lemma 3 [22]: If G has a directed spanning tree and U is full column rank, the real part of the
eigenvalue of the matrix HU satisfies Re λ HUð Þð Þ > 0, and there exist a symmetric and positive

definite matrix W ∈R N�1ð Þ� N�1ð Þ and a positive scalar γ such that

HUð ÞTW þWHU > γW,

where 0 < γ < 2min Re λ HUð Þð Þf g.

Lemma 4 [23]: For any given ∀ξ1 tð Þ, ξ2 tð Þ∈Rd and matrices S of appropriate dimensions, one has

2ξ1
T tð ÞSξ2 tð Þ ≤ ξ1T tð Þξ1 tð Þ þ ξ2

T tð ÞSTSξ2 tð Þ:

In the squeal, the definitions of the guaranteed performance consensus and consensualization
are given, respectively.

Definition 1: Multi-agent system (Eq. (4)) is said to achieve guaranteed performance consensus
with the performance function (Eq. (5)) if limt!þ∞ xj tð Þ � xi tð Þ

� � ¼ 0, and there exists a scalar
J∗C > 0 such that JC ≤ J

∗
C, where J∗C is said to be an upper bound of the performance function

(Eq. (5)).

Definition 2: Multi-agent system (Eq. (1)) is said to be guaranteed performance consens-
ualizable by the consensus protocol (Eq. (2)) with the performance function (Eq. (5)), if there
exists a gain matrix K such that Eq. (4) achieves guaranteed performance consensus.

Due to the definition εi tð Þ ¼ xi tð Þ � xiþ1 tð Þ, one has limt!þ∞ε tð Þ ¼ 0 if and only if limt!þ∞ xi tð Þ�ð
xiþ1 tð ÞÞ ¼ 0 with i ¼ 1, 2,⋯, N � 1; that is, x1 tð Þ ¼ x2 tð Þ ¼ ⋯ ¼ xN tð Þ when t ! þ∞. Then, it is
obtained that ε tð Þ is the disagreement vector of multi-agent system (Eq. (4)). Thus, JC in Eq. (5)
represents the guaranteed performance of the consensus control for multi-agent system (Eq. (4)).

3. Analysis of guaranteed performance consensus

By ε tð Þ ¼ H⊗ Idð Þx tð Þ, multi-agent system (Eq. (4)) can be transformed into

_ε tð Þ ¼ IN�1 ⊗Að Þ � HU⊗BKð Þð Þε tð Þ þ IN�1 ⊗Mð Þζ x tð Þð Þ, (6)

where
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ζ x tð Þð Þ ¼ H⊗ Idð Þg x tð Þð Þ ¼

f x1 tð Þð Þ � f x2 tð Þð Þ
f x2 tð Þð Þ � f x3 tð Þð Þ

⋮
f xN�1 tð Þð Þ � f xN tð Þð Þ

2
6664

3
7775 (7)

and the matrix U satisfies Lemmas 2 and 3. Moreover, from Eq. (3), one has u tð Þ ¼ � L⊗Kð Þx tð Þ
with u tð Þ ¼ uT1 tð Þ; uT2 tð Þ;⋯; uTN tð Þ� �T. By ε tð Þ ¼ H⊗ Idð Þx tð Þ and Lemma 2, one has

u tð Þ ¼ � U⊗Kð Þε tð Þ (8)

For JC, the performance function (Eq. (5)) can be rewritten in a vector form as

JC ¼
ðþ∞

0
εT tð Þ IN�1 ⊗Qð Þε tð Þdt: (9)

The following result presents a sufficient condition for nonlinear multi-agent system (Eq. (4))
to achieve guaranteed performance consensus and designs the consensus control gain matrix
for the distributed consensus protocol (Eq. (3)).

Theorem 1: Assume that G has a directed spanning tree. Nonlinear multi-agent system (Eq. (4))
achieves guaranteed performance consensus if there exists a symmetric and positive definite
matrix P∈Rd�d such that Ξ < 0, where

Ξ ¼

Ξ11 PM αId Q
∗ �ω�1

maxId 0 0
∗ ∗ �ωminId 0
∗ ∗ ∗ �ωminQ

2
6664

3
7775

with

Ξ11 ¼ ATPþ PA� γPBBTP,

ωmin ¼ min λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g,
ωmax ¼ max λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g:

In this case, for the distributed consensus protocol (Eq. (3)), the consensus control gain matrix
K ¼ BTP.

Proof: Consider the following Lyapunov functional candidate:

V tð Þ ¼ εT tð Þ W ⊗Pð Þε tð Þ, (10)

where P∈Rd�d is a symmetric and positive definite matrix andW satisfies Lemma 3. Then, the
time derivation of the Lyapunov functional candidate V tð Þ along the trajectory of Eq. (6) is
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JC ¼
XN�1

i¼1

ðþ∞

0
εTi tð ÞQεi tð Þdt, (5)

where Q is a given symmetric positive matrix with appropriate dimension. The following
lemmas are introduced:

Lemma 2 [22]: For a Laplacian matrix L∈RN�N of the graph G and the matrix H, there exists a

matrix U∈RN� N�1ð Þ such that L ¼ UH.

Lemma 3 [22]: If G has a directed spanning tree and U is full column rank, the real part of the
eigenvalue of the matrix HU satisfies Re λ HUð Þð Þ > 0, and there exist a symmetric and positive

definite matrix W ∈R N�1ð Þ� N�1ð Þ and a positive scalar γ such that

HUð ÞTW þWHU > γW,

where 0 < γ < 2min Re λ HUð Þð Þf g.

Lemma 4 [23]: For any given ∀ξ1 tð Þ, ξ2 tð Þ∈Rd and matrices S of appropriate dimensions, one has

2ξ1
T tð ÞSξ2 tð Þ ≤ ξ1T tð Þξ1 tð Þ þ ξ2

T tð ÞSTSξ2 tð Þ:

In the squeal, the definitions of the guaranteed performance consensus and consensualization
are given, respectively.

Definition 1: Multi-agent system (Eq. (4)) is said to achieve guaranteed performance consensus
with the performance function (Eq. (5)) if limt!þ∞ xj tð Þ � xi tð Þ

� � ¼ 0, and there exists a scalar
J∗C > 0 such that JC ≤ J

∗
C, where J∗C is said to be an upper bound of the performance function

(Eq. (5)).

Definition 2: Multi-agent system (Eq. (1)) is said to be guaranteed performance consens-
ualizable by the consensus protocol (Eq. (2)) with the performance function (Eq. (5)), if there
exists a gain matrix K such that Eq. (4) achieves guaranteed performance consensus.

Due to the definition εi tð Þ ¼ xi tð Þ � xiþ1 tð Þ, one has limt!þ∞ε tð Þ ¼ 0 if and only if limt!þ∞ xi tð Þ�ð
xiþ1 tð ÞÞ ¼ 0 with i ¼ 1, 2,⋯, N � 1; that is, x1 tð Þ ¼ x2 tð Þ ¼ ⋯ ¼ xN tð Þ when t ! þ∞. Then, it is
obtained that ε tð Þ is the disagreement vector of multi-agent system (Eq. (4)). Thus, JC in Eq. (5)
represents the guaranteed performance of the consensus control for multi-agent system (Eq. (4)).

3. Analysis of guaranteed performance consensus

By ε tð Þ ¼ H⊗ Idð Þx tð Þ, multi-agent system (Eq. (4)) can be transformed into

_ε tð Þ ¼ IN�1 ⊗Að Þ � HU⊗BKð Þð Þε tð Þ þ IN�1 ⊗Mð Þζ x tð Þð Þ, (6)

where
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ζ x tð Þð Þ ¼ H⊗ Idð Þg x tð Þð Þ ¼

f x1 tð Þð Þ � f x2 tð Þð Þ
f x2 tð Þð Þ � f x3 tð Þð Þ

⋮
f xN�1 tð Þð Þ � f xN tð Þð Þ

2
6664

3
7775 (7)

and the matrix U satisfies Lemmas 2 and 3. Moreover, from Eq. (3), one has u tð Þ ¼ � L⊗Kð Þx tð Þ
with u tð Þ ¼ uT1 tð Þ; uT2 tð Þ;⋯; uTN tð Þ� �T. By ε tð Þ ¼ H⊗ Idð Þx tð Þ and Lemma 2, one has

u tð Þ ¼ � U⊗Kð Þε tð Þ (8)

For JC, the performance function (Eq. (5)) can be rewritten in a vector form as

JC ¼
ðþ∞

0
εT tð Þ IN�1 ⊗Qð Þε tð Þdt: (9)

The following result presents a sufficient condition for nonlinear multi-agent system (Eq. (4))
to achieve guaranteed performance consensus and designs the consensus control gain matrix
for the distributed consensus protocol (Eq. (3)).

Theorem 1: Assume that G has a directed spanning tree. Nonlinear multi-agent system (Eq. (4))
achieves guaranteed performance consensus if there exists a symmetric and positive definite
matrix P∈Rd�d such that Ξ < 0, where

Ξ ¼

Ξ11 PM αId Q
∗ �ω�1

maxId 0 0
∗ ∗ �ωminId 0
∗ ∗ ∗ �ωminQ

2
6664

3
7775

with

Ξ11 ¼ ATPþ PA� γPBBTP,

ωmin ¼ min λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g,
ωmax ¼ max λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g:

In this case, for the distributed consensus protocol (Eq. (3)), the consensus control gain matrix
K ¼ BTP.

Proof: Consider the following Lyapunov functional candidate:

V tð Þ ¼ εT tð Þ W ⊗Pð Þε tð Þ, (10)

where P∈Rd�d is a symmetric and positive definite matrix andW satisfies Lemma 3. Then, the
time derivation of the Lyapunov functional candidate V tð Þ along the trajectory of Eq. (6) is
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_V tð Þ ¼ 2εT tð Þ IN�1 ⊗Að Þ � HU⊗BKð Þð ÞT W ⊗Pð Þε tð Þ þ 2ζT x tð Þð Þ W⊗MTP
� �

ε tð Þ: (11)

Let K ¼ BTP, and then Eq. (11) can be transformed into

_V tð Þ ¼ εT tð Þ W⊗ ATPþ PA
� �� HUð ÞTW þWHU

� �
⊗PBBTP

� �
ε tð Þ

þ 2ζT x tð Þð Þ W ⊗MTP
� �

ε tð Þ:
(12)

By Lemma 4 and Eq. (2), one can see that

2ζT x tð Þð Þ W⊗MTP
� �

ε tð Þ ≤ ζT x tð Þð Þζ x tð Þð Þ þ εT tð Þ W2 ⊗PMMTP
� �

ε tð Þ, (13)

By Eqs. (2) and (7), one can see that

ζT x tð Þð Þζ x tð Þð Þ ≤α2εT tð Þε tð Þ, (14)

From Lemma 3 and Eq. (13), _V tð Þ satisfies

_V tð Þ ≤ εT tð Þ W⊗ ATPþ PA� γPBBTPþα2ω�1
minId þ ωmaxPMMTP

��
ε tð Þ,��

(15)

where the fact that

ωminIN�1 ≤W ≤ωmaxIN�1

is used. ωmin and ωmax are the minimum and the maximum eigenvalues of W , respectively.

Define

_ℑ tð Þ ¼ _V tð Þ þ~JC, (16)

where ~JC ≥ 0 and

~JC ¼ εT tð Þ IN�1 ⊗Qð Þε tð Þ:

It should be pointed out that if _ℑ tð Þ ≤ 0, then _V tð Þ ≤ 0. Then, one can see that

_ℑ tð Þ ≤ εT tð Þ W⊗ ATPþ PA� γPBBTPþα2ω�1
minId þ ωmaxPMMTPþ ω�1

minQ
�
ε tð Þ:��

(17)

By the Schur complement, if Ξ < 0, one has

_ℑ tð Þ ≤ 0

and _ℑ tð Þ ¼ 0 if and only if ε tð Þ � 0. Then, by ~JC ≥ 0, if Ξ < 0, _V tð Þ ≤ 0 and _V tð Þ ¼ 0 if and only if
ε tð Þ � 0. Thus, limt!þ∞ε tð Þ ¼ 0 holds; that is,

x1 tð Þ ¼ x2 tð Þ ¼ ⋯ ¼ xN tð Þ
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when t ! þ∞. Therefore, if there exists P that satisfies Ξ < 0, then guaranteed performance
consensus for multi-agent system (Eq. (4))with K ¼ BTP is achieved.

When the nonlinear multi-agent system (Eq. (4)) achieves guaranteed performance consensus,
the performance of consensus control is described by the performance function (Eq. (5)). Then,
an upper bound of the performance function (Eq. (5)) is able to determine.

Theorem 2: Assume that G has a directed spanning tree. If nonlinear multi-agent system
(Eq. (4)) with a symmetric and positive definite matrix P∈Rd�d achieves guaranteed perfor-
mance consensus, then the performance function (Eq. (5)) has an upper bound:

J∗C ¼ xT 0ð Þ HTWH⊗P
� �

x 0ð Þ:

Proof: From the proof of Theorem 1, it is obtained that

~JC ≤ � _V tð Þ (18)

when nonlinear multi-agent system (Eq. (4)) achieves guaranteed performance consensus. For
Eq. (18), integrating both sides along with t∈ 0;þ∞½ Þ gives

JC ¼
ðþ∞

0

~JCdt ≤ �
ðþ∞

0

_V tð Þdt: (19)

Since limt!þ∞V tð Þ ¼ 0, one has JC ≤V 0ð Þ. Thus, J∗C ¼ V 0ð Þ is an upper bound of the quadratic
performance function (Eq. (5)). From Eq. (10) and ε tð Þ ¼ H⊗ Idð Þx tð Þ, the result of Theorem 2 is
obtained.

In the existing works [11–20], the guaranteed performance consensus problems for linear
multi-agent systems have been studied. Theorem 1 gives a sufficient condition for nonlinear
multi-agent system (Eq. (4)) to achieve guaranteed performance consensus. Moreover, the
directed topology is considered in the current chapter, but the topologies in [11–19] were
undirected, and the directed case problem was dealt with by the sampled-data control in [20].

4. Design of guaranteed performance consensus

Theorem 3: Multi-agent system (Eq. (1)) is said to be a guaranteed performance consensu-
alizable by consensus protocol (4) if there exists d-dimensional matrix ~P ¼ ~PT > 0 such that
~Ξ < 0, where

~Ξ ¼

~Ξ11 M α~P ~PQ
∗ �ω�1

maxId 0 0
∗ ∗ �ωminId 0
∗ ∗ ∗ �ωminQ

2
6664

3
7775

with
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� �
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� �
⊗PBBTP

� �
ε tð Þ

þ 2ζT x tð Þð Þ W ⊗MTP
� �

ε tð Þ:
(12)

By Lemma 4 and Eq. (2), one can see that
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ε tð Þ,��

(15)

where the fact that

ωminIN�1 ≤W ≤ωmaxIN�1

is used. ωmin and ωmax are the minimum and the maximum eigenvalues of W , respectively.

Define

_ℑ tð Þ ¼ _V tð Þ þ~JC, (16)

where ~JC ≥ 0 and

~JC ¼ εT tð Þ IN�1 ⊗Qð Þε tð Þ:

It should be pointed out that if _ℑ tð Þ ≤ 0, then _V tð Þ ≤ 0. Then, one can see that

_ℑ tð Þ ≤ εT tð Þ W⊗ ATPþ PA� γPBBTPþα2ω�1
minId þ ωmaxPMMTPþ ω�1

minQ
�
ε tð Þ:��

(17)

By the Schur complement, if Ξ < 0, one has

_ℑ tð Þ ≤ 0

and _ℑ tð Þ ¼ 0 if and only if ε tð Þ � 0. Then, by ~JC ≥ 0, if Ξ < 0, _V tð Þ ≤ 0 and _V tð Þ ¼ 0 if and only if
ε tð Þ � 0. Thus, limt!þ∞ε tð Þ ¼ 0 holds; that is,

x1 tð Þ ¼ x2 tð Þ ¼ ⋯ ¼ xN tð Þ
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when t ! þ∞. Therefore, if there exists P that satisfies Ξ < 0, then guaranteed performance
consensus for multi-agent system (Eq. (4))with K ¼ BTP is achieved.

When the nonlinear multi-agent system (Eq. (4)) achieves guaranteed performance consensus,
the performance of consensus control is described by the performance function (Eq. (5)). Then,
an upper bound of the performance function (Eq. (5)) is able to determine.

Theorem 2: Assume that G has a directed spanning tree. If nonlinear multi-agent system
(Eq. (4)) with a symmetric and positive definite matrix P∈Rd�d achieves guaranteed perfor-
mance consensus, then the performance function (Eq. (5)) has an upper bound:

J∗C ¼ xT 0ð Þ HTWH⊗P
� �

x 0ð Þ:

Proof: From the proof of Theorem 1, it is obtained that

~JC ≤ � _V tð Þ (18)

when nonlinear multi-agent system (Eq. (4)) achieves guaranteed performance consensus. For
Eq. (18), integrating both sides along with t∈ 0;þ∞½ Þ gives

JC ¼
ðþ∞

0

~JCdt ≤ �
ðþ∞

0

_V tð Þdt: (19)

Since limt!þ∞V tð Þ ¼ 0, one has JC ≤V 0ð Þ. Thus, J∗C ¼ V 0ð Þ is an upper bound of the quadratic
performance function (Eq. (5)). From Eq. (10) and ε tð Þ ¼ H⊗ Idð Þx tð Þ, the result of Theorem 2 is
obtained.

In the existing works [11–20], the guaranteed performance consensus problems for linear
multi-agent systems have been studied. Theorem 1 gives a sufficient condition for nonlinear
multi-agent system (Eq. (4)) to achieve guaranteed performance consensus. Moreover, the
directed topology is considered in the current chapter, but the topologies in [11–19] were
undirected, and the directed case problem was dealt with by the sampled-data control in [20].

4. Design of guaranteed performance consensus

Theorem 3: Multi-agent system (Eq. (1)) is said to be a guaranteed performance consensu-
alizable by consensus protocol (4) if there exists d-dimensional matrix ~P ¼ ~PT > 0 such that
~Ξ < 0, where

~Ξ ¼

~Ξ11 M α~P ~PQ
∗ �ω�1

maxId 0 0
∗ ∗ �ωminId 0
∗ ∗ ∗ �ωminQ

2
6664

3
7775

with
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~Ξ11 ¼ ~PAT þ A~P � γBBT,

ωmin ¼ min λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g,
ωmax ¼ max λi Wð Þ; i ¼ 1; 2;⋯;N � 1f g:

In this case, the control gain matrix satisfies K ¼ BT~P�1, and the guaranteed performance
function has an upper bound:

J∗C ¼ xT 0ð Þ HTWH⊗ ~P�1Þx 0ð Þ:�

Proof: The method of changing variables is used to determine K. Pre- and post-multiplying
Ξ < 0 by Π ¼ diag P�1; Id; Id; Id

� �
and ΠT ¼ diag P�T; Id; Id; Id

� �
, respectively, one has

Ξ11 M αP�1Id P�1Q
∗ �ω�1

maxId 0 0
∗ ∗ �ωminId 0
∗ ∗ ∗ �ωminQ

2
6664

3
7775 < 0

with Ξ11 ¼ P�1AT þ AP�T � γBBT. Setting ~P ¼ P�1, one has ~Ξ < 0. From Theorem 1, if ~Ξ < 0
are feasible, then multi-agent system (Eq. (4)) can achieve consensus. Therefore, by Definition 2
and Theorem 2, the conclusion of Theorem 3 can be obtained.

Theorem 3 presents the LMI conditions for controller design of guaranteed performance
consensus. The feasibility of these LMI conditions can be checked by using the MATLAB’s
LMI Toolbox.

5. Simulations

A nonlinear multi-agent system composed of four agents is analyzed to demonstrate the
effectiveness of the proposed approach, where all agents are labeled from 1 to 4. The dynamics
of each agent is described in Eq. (1) with

A ¼ 0 1
�1:5 �0:6

� �
, B ¼ 0

1

� �
,

M ¼ 0:7 0
0 0:9

� �
, f xi tð Þð Þ ¼ 0:1 sin xi tð Þ

0:04 sin xi tð Þ

� �
:

It can be seen that α ¼ 0:1 in Eq. (2). The initial states of all agents are

x1 0ð Þ ¼ �2:2
�1:5

� �
, x2 0ð Þ ¼ �1:2

�0:7

� �
, x3 0ð Þ ¼ 0

0:2

� �
, x4 0ð Þ ¼ 1:6

0:3

� �
:

In the performance function in Eq. (5),
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Q ¼ 0:45 0
0 0:3

� �

are given. A directed interaction topology G is given in Figure 1, where the weights of
edges of the interaction topology are 1 and the Laplacian matrix of G is

L ¼

1 0 0 �1
�1 2 0 �1
0 �1 1 0
�1 0 0 1

2
6664

3
7775

By the definition of the matrix H, it is obtained that

H ¼
1 �1 0 0
0 1 �1 0
0 0 1 �1

2
64

3
75:

Then, the matrix

U ¼

1 1 1
�1 1 1
0 �1 0
�1 �1 �1

2
6664

3
7775

and min Re λ HUð Þð Þf g ¼ 1 satisfy the conditions of Lemma 2. In this simulation, γ ¼ 1:6 is
chosen. By Lemma 3 and LMI Toolbox of MATLAB, the matrix

Figure 1. The interaction topology G.
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W ¼
1:0433 0:0812 �0:4787
0:0812 0:4320 0:1325
�0:4787 0:1325 0:9919

2
64

3
75:

Thus, according to Theorem 3, one has

~P ¼ 0:5534 �0:0481
�0:0481 0:7672

� �

and

K ¼ 0:1139 1:3105½ �:

In Figures 2 and 3, the state trajectories of the nonlinear multi-agent system are shown, and
one can see that the state of all agents is convergent. By Theorem 3, an upper bound of the
guaranteed performance function is J∗C ¼ 7:8284. Figure 4 presents the guaranteed perfor-
mance function and the upper bound. From Figure 3, one can see that there exists conserva-
tism induced by the approach taken to compute the upper bound on the performance, where
the actual performance JT and then the conservatism can be depicted by ΔJ ¼ J∗C � JT. It is clear

Figure 2. State trajectories of xi1 tð Þ i ¼ 1; 2; 3; 4ð Þ.
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that the multi-agent system achieves guaranteed performance consensus although there exists
conservatism.

Figure 3. State trajectories of xi2 tð Þ i ¼ 1; 2; 3; 4ð Þ.

Figure 4. Trajectories of the performance function.
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6. Conclusions

In this chapter, the guaranteed performance consensus problems for nonlinear multi-agent
systems with directed interaction topologies were studied. A special matrix transformation
was introduced, and guaranteed performance consensus problems were transferred into
guaranteed performance stabilization problems. Sufficient conditions for guaranteed perfor-
mance consensus control were obtained, and an upper bound was given.

The directed topology was assumed to be fixed and connected in the guaranteed performance
consensus problem, and then the application of conclusions of the current paper is limited.
Therefore, the influence of the general switching topologies for the guaranteed performance
consensus problem is the possible topic. The existing work [24, 25] assumed that the switching
topologies were strongly connected and balanced, but the joint-connected switching topology
cases have not been studied.

The analysis method was used to analyze the guaranteed performance consensus problem
with Lipschitz-type nonlinearities in the chapter, but this method cannot be directly applied to
the problem with the other kind of nonlinearities. Therefore, the analysis approach for the
guaranteed performance consensus problem with general nonlinear dynamic should be given
in future works.

Sliding mode control (SMC) technique has a strong robustness for external noises, such
as [26, 27], and then the SMC technique is a possible method for guaranteed performance
consensus problems to improve the robustness of the obtained consensus controller in
future works.

Moreover, it is usually desirable to design a controller which not only achieves formation
but also ensures an adequate level of performance in many practical formation control
problems. Then, the idea of guaranteed performance control can be introduced into for-
mation control problems for multi-agent systems. To this end, the guaranteed performance
consensus algorithm is an effective approach, such as the guaranteed performance forma-
tion control in [28].
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Abstract

This chapter presents decentralized control algorithms for composing formations of 
swarm robots. The robots are connected by communication networks. They initially do 
not have control program to compose formations. Control programs that implement our 
algorithm are introduced later from outside as mobile software agents. Our controlling 
algorithm is based on the pheromone communication of social insects such as ants. We 
have implemented the ant and the pheromone as mobile software agents. Ant agents con-
trol the robots. Each ant agent has partial information about the formation it is supposed 
to compose. The partial information consists of relative locations with neighbor robots 
that are cooperatively composing the formation. Once the ant agent detects an idle robot, 
it occupies that robot and generates the pheromone agent to attract other ant agents to 
the location for neighbor robots. Then the pheromone agent repeatedly migrates to other 
robots to diffuse attracting information. Once the pheromone agent reaches the robot 
with an ant agent, the ant agent migrates to the robot closest to the location pointed by 
the pheromone agent and then drives the robot to the location. We have implemented 
simulators based on our algorithm and conducted experiments to demonstrate the feasi-
bility of our approach.

Keywords: mobile agents, formation control, multiple robots, ant colony optimization, 
swarm intelligence

1. Introduction

In the last two decades, we have witnessed mobile robot systems that consist of multiple 
robots such as robots playing soccer games. In performing a soccer task, the team would con-
sist of robots with several roles such as defenders, midfielders, forwards, and a goalkeeper. 
If their roles are fixed to specific robots, they would have to always move around pursuing 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[14] Wang Z, He M, Zheng T, Fan Z, Liu G. Guaranteed cost consensus for high-dimensional
multi-agent systems with time-varying delays. IEEE/CAA Journal of Automatica Sinica.
2018;5(1):181-189

[15] Xi J, Yang X, Yu Z, Liu G. Leader-follower guaranteed-cost consensualization for high-
order linear swarm systems with switching topologies. Journal of the Franklin Institute.
2015;352(4):1343-1363

[16] Zhao Y, Zhang W. Guaranteed cost consensus protocol design for linear multi-agent sys-
tems with sampled-data information: An input delay approach. ISA Transactions. 2017;67:
87-97

[17] Xie C, Yang G. Cooperative guaranteed cost fault-tolerant control for multi-agent systems
with time-varying actuator faults. Neurocomputing. 2016;214:382-390

[18] Zhou X, Shi P, Lim CC, Yang C, Gui W. Event based guaranteed cost consensus for
distributed multiagent systems. Journal of the Franklin Institute. 2015;352(9):3546-3563

[19] Cheng Y, Ugrinovskii V. Leader-follower tracking control with guaranteed consensus
performance for interconnected systems with linear dynamic uncertain coupling. Interna-
tional Journal of Control. 2015;88(8):1633-1677

[20] Guan Z, Hu B, Chi M, Cheng X. Guaranteed performance consensus in second-order
multi-agent systems with hybrid impulsive control. Automatica. 2014;50(9):2415-2418

[21] Godsil C, Royal G. Algebraic Graph Theory. New York: Springer-Verlag; 2001

[22] Liu W, Zhou SL, Qi Y, Wu X. Leaderless consensus of multi-agent systems with Lipschitz
nonlinear dynamics and switching topologies. Neurocomputing. 2016;173:1322-1329

[23] Horn RA, Johnson CR. Matrix Analysis. Cambridge: Cambridge University Press; 1990

[24] Wang Z, Fan Z, Liu G. Guaranteed performance consensus problems for nonlinear multi-
agent systems with directed topologies. International Journal of Control. 2018. DOI:
10.1080/00207179.2018.1467043

[25] Xi J, Fan Z, Liu H, Zheng T. Guaranteed-cost consensus for multi-agent networks with
Lipschitz nonlinear dynamics and switching topologies. International Journal of Robust
and Nonlinear Control. 2018;28(7):2841-2852

[26] YuW,Wang H, Cheng F, Yu X, Wen G. Second-order consensus in multiagent systems via
distributed sliding mode control. IEEE Transactions on Cybernetics. 2017;47(8):1872-1881

[27] Rao S, Ghose D. Sliding mode control-based autopilots for leaderless consensus of
unmanned aerial vehicles. IEEE Transactions on Control Systems Technology. 2014;22(5):
1964-1972

[28] Wang Z, Liu G, Xi J, Xue B, Liu Y. Guaranteed cost formation control for multi-agent
systems: Consensus approach. In: Proceedings of the 34th Chinese Control Conference;
July 28–30, 2015. pp. 7309-7314

Multi-Agent Systems - Control Spectrum56

Chapter 5

Distributed Swarm Formation Using Mobile Agents

Yasushi Kambayashi, Ryotaro Oikawa and
Munehiro Takimoto

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.81028

Provisional chapter

DOI: 10.5772/intechopen.81028

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Distributed Swarm Formation Using Mobile Agents

Yasushi Kambayashi, Ryotaro Oikawa and 
Munehiro Takimoto

Additional information is available at the end of the chapter

Abstract

This chapter presents decentralized control algorithms for composing formations of 
swarm robots. The robots are connected by communication networks. They initially do 
not have control program to compose formations. Control programs that implement our 
algorithm are introduced later from outside as mobile software agents. Our controlling 
algorithm is based on the pheromone communication of social insects such as ants. We 
have implemented the ant and the pheromone as mobile software agents. Ant agents con-
trol the robots. Each ant agent has partial information about the formation it is supposed 
to compose. The partial information consists of relative locations with neighbor robots 
that are cooperatively composing the formation. Once the ant agent detects an idle robot, 
it occupies that robot and generates the pheromone agent to attract other ant agents to 
the location for neighbor robots. Then the pheromone agent repeatedly migrates to other 
robots to diffuse attracting information. Once the pheromone agent reaches the robot 
with an ant agent, the ant agent migrates to the robot closest to the location pointed by 
the pheromone agent and then drives the robot to the location. We have implemented 
simulators based on our algorithm and conducted experiments to demonstrate the feasi-
bility of our approach.

Keywords: mobile agents, formation control, multiple robots, ant colony optimization, 
swarm intelligence

1. Introduction

In the last two decades, we have witnessed mobile robot systems that consist of multiple 
robots such as robots playing soccer games. In performing a soccer task, the team would con-
sist of robots with several roles such as defenders, midfielders, forwards, and a goalkeeper. 
If their roles are fixed to specific robots, they would have to always move around pursuing 
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a ball in order to cover their positions. On the other hand, if each robot can have different 
roles, the robots closest to the most convenient positions could achieve suitable roles without 
futile movement. Thus, the control manner based on multiple roles contributes to suppressing 
total execution cost and energy consumption. The control manner based on multiple roles, 
however, requires switching several programs on each robot depending on the circumstance 
shared by all the robots, which makes the implementation of the system difficult. Introducing 
mobile agents into multiroot systems solves this problem.

Mobile agent system achieves both of the ease of implementation and the execution efficiency. 
Each role is assigned to a specific mobile agent, and each agent migrates to the robot that is clos-
est to the suitable position. The assignment of a role does not involve any physical movement. 
Furthermore, our model assumes that any agents on robots commit suicide as soon as they finish 
their tasks, and agents are supposed to migrate to idle robots rather than busy ones. Those con-
trol manners can decrease the total execution cost and energy consumption of not only a single 
task but also several tasks in multirobot systems. We have shown the advantages of mobile 
agents in robot systems for several applications. They are searching targets [1, 2], transporting 
objects to a designated collection area [3], clustering robots [4], and serialization of robots [5, 6].

In this chapter, we focus our attention on the formation control of multiple mobile robots. It is 
one of the most important issues for multiple mobile robots in many circumstances. Especially 
when individual robot has limited abilities and a given set of tasks requires collective actions, 
the formation control plays a vital role in a multirobot system. For example, robots may aggre-
gate for coordinated search, that is, rescue, collectively transporting large objects, exploring 
and mapping unknown area, or maintaining formations for area defense or flocking [7]. In 
these formation algorithms, each robot needs to have the information about the entire forma-
tion. Practically, however, it is not common, for each robot knows the entire information. In 
this chapter, we propose distributed formation algorithms using mobile agents.

We assume that in a field, there is a fleet of robots that may be not only used for the specific 
task such as the formation but also shared by various different tasks because any mission is 
introduced into the fleet of robots by mobile agents through Wi-Fi network. For example, 
some robots may work for rescue, when other robots may work for mapping the area, and 
furthermore, these tasks may change dynamically and also the other ones may be idle state. 
Our goal is to propose methods that work well in such an environment and have high robust-
ness that enables the entire robot system to continuously work even if some robots break 
down. The robots have capabilities of moving, and sensing length and angle to other robots, 
while they do not have a capability of sensing their absolute locations such as GPS. Thus, each 
robot must manage its coordinates as well as the coordinates of other robots in some way.

Our multirobot system is designed to use robot resources efficiently, that is, utilizing idle 
robots, cooperating with inaccurate devices that may have sensor errors and movement 
errors, composing arbitrary formations that can have various densities inside and continuing 
the task when some robots break down except for computers and communication devices. 
Furthermore, we also propose approaches that can compose a formation without any distor-
tion even if some robots get to be out-of-order including the computers and communication 
devices, although the formation may be incomplete.
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In this chapter, we present a pheromone-based approach toward the multirobot system that 
has no central control. In our robot control system, we have implemented ants and phero-
mones as mobile software agents. We call the mobile software agents that drive the mobile 
robot ant agents and call the other agent that provides communication means pheromone 
agent. Each ant agent on the robot requires only local neighbor information of the formation. 
Each ant agent has the information of relative positions of neighbor ant agents in the target 
formation and attracts the neighbor ant agents to the positions with their driving robots using 
pheromone agents. Pheromone agents diffuse to surrounding robots through migration. The 
ant agent not only attracts other ant agents but also is attracted by other ant agents. The bidi-
rectional attraction results in settling all the ant agents with their driving robots down to the 
objective positions in the target formation without either knowledge of the whole shape of the 
formation. Since the attracted ant agent repeatedly migrates among the robots in the direction 
to the robot nearest to the target position, and then drives the robot to the target position, 
the pheromone-based approach contributes to suppressing energy consumption of the robots 
and decreasing the duration time for convergence.

The structure of the balance of this chapter is as follows. Section 2 gives the background and 
related works. Section 3 describes about the mobile software agents in general as preliminary 
information. We have extensively used an optimization method, namely ant colony optimi-
zation (ACO); therefore, in Section 4, we describe the ACO-inspired behaviors, which our 
mobile software agents have. In Section 5, we present a pheromone-based distributed forma-
tion control algorithm. Finally, we conclude our discussion in Section 6. The contents of this 
chapter are partially presented at the 10th Jubilee IEEE International Symposium on Applied 
Computational Intelligence and Informatics, the 13th European Conference on Multi-Agent 
Systems, and the Intelligent Systems Conference 2017. They are found in [8–11].

2. Background and related works

We have proposed a framework for controlling intelligent multiple robots using higher-order 
mobile agents [12–14]. The framework helps users to construct intelligent robot control software 
by migration of mobile agents. Since the migrating agents are of higher-order, a mobile agent can 
move into another agent so that it introduces a new feature or overrides a specific feature. The 
control software can be hierarchically assembled while they are running. Dynamically extend-
ing control software by the migration of mobile agents enables us to make base control software 
relatively simple and to add functionalities one by one as we know the working environment. 
Thus, we do not have to make the intelligent robot smart from the beginning or make the robot 
learn by itself. They can send intelligence later as new agents. We have implemented a team of 
cooperative search robots in order to show the effectiveness of our framework. At the same time, 
we have demonstrated that our framework contributes to energy saving of multiple robots [1, 
12]. Based on this approach, our control algorithms are also based on mobile agents and there-
fore have effectiveness of improving system efficiency and suppressing energy consumption.

Recently, algorithms that are inspired by behaviors of social insects such as ants to communicate 
to each other by an indirect communication called stigmergy are becoming popular [15, 16]. 
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when individual robot has limited abilities and a given set of tasks requires collective actions, 
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tion. Practically, however, it is not common, for each robot knows the entire information. In 
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We assume that in a field, there is a fleet of robots that may be not only used for the specific 
task such as the formation but also shared by various different tasks because any mission is 
introduced into the fleet of robots by mobile agents through Wi-Fi network. For example, 
some robots may work for rescue, when other robots may work for mapping the area, and 
furthermore, these tasks may change dynamically and also the other ones may be idle state. 
Our goal is to propose methods that work well in such an environment and have high robust-
ness that enables the entire robot system to continuously work even if some robots break 
down. The robots have capabilities of moving, and sensing length and angle to other robots, 
while they do not have a capability of sensing their absolute locations such as GPS. Thus, each 
robot must manage its coordinates as well as the coordinates of other robots in some way.

Our multirobot system is designed to use robot resources efficiently, that is, utilizing idle 
robots, cooperating with inaccurate devices that may have sensor errors and movement 
errors, composing arbitrary formations that can have various densities inside and continuing 
the task when some robots break down except for computers and communication devices. 
Furthermore, we also propose approaches that can compose a formation without any distor-
tion even if some robots get to be out-of-order including the computers and communication 
devices, although the formation may be incomplete.
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Thus, we do not have to make the intelligent robot smart from the beginning or make the robot 
learn by itself. They can send intelligence later as new agents. We have implemented a team of 
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Upon observing real ants’ behaviors, Dorigo, Gambardella, Birattari, and Stützle found that ants 
exchanged information by laying down a trail of a chemical substance called pheromone so that 
other ants can follow the trail. They adopted this strategy, known as ant colony optimization 
(ACO), to solve various optimization problems such as the traveling salesman problem (TSP) 
[16]. Deneubourg et al. have originally formulated the biology-inspired behavioral algorithm 
that simulates the ant corps gathering and brood sorting behaviors [17]. Wang and Zhang pro-
posed an ant-inspired approach along this line of research that sorts objects with multiple robots 
[18]. Lumer and Faiesta have improved Deneubourg’s model and proposed a new simulation 
model that is called ant colony clustering [19]. Their method could cluster similar objects into a 
few groups.

Mizutani et al. have proposed and implemented pheromones in ACO as mobile agents [4]. 
In their system, both ants and pheromones are mobile agents. Ant agents repeatedly migrate 
among robots for searching free robots corresponding to objects. Once an ant agent finds a 
free robot, it drives that robot to form a cluster of robots. The pheromone agent is generated 
by the ant agent when its driving robot reaches a cluster, and repeatedly migrates among 
robots for guiding other ant agents to drive robots to the cluster. Shintani et al. have improved 
the mobile agent-based algorithm to serialize multiple robots while they are self-collected [5, 
6]. Our approaches are extensions of the mobile agent-based clustering. Each agent that drives 
a robot is guided by the pheromone agents.

In the formation research area with which this chapter deals, many kinds of swarm controlling 
methods have been proposed. Behavior-based strategy defines simple behaviors or motion 
primitives for each robot. Balch and Arkin proposed the behavior-based motor scheme control 
[20]. Virtual structure considers the entire formation as a rigid body. The motion of each robot 
is translated from the motion of the virtual structure, which is determined by the definition of 
the dynamics of virtual structure. Lewis and Tan proposed one of the pioneering works of vir-
tual-structure strategy [21]. In leader-following strategy, some robots are selected as leaders, 
and the other robots follow the leaders. Das et al. proposed one of the most popular control 
techniques using a feedback linearization control method in leader-following strategy [22].

Some methods have a limited class of shapes that they can form. Unsal and Bay proposed a 
formation method that forms shapes of rings and circles [23]. In this approach, robots issue 
beacons and instruct other robots to remain the position and keep a certain distance. Mamei 
et al. proposed similar method that composes a crude polygon and uses message hop count 
instead of a proximity sensor [24]. Kondacs proposed an approach that can form a large class 
of shapes that is inspired by biological agents that grow and die, and this approach can self-
repair [25]. They use global and local compilation to automatically generate an agent. Stoy 
and Nagpal present a related approach to 3D self-assembly using self-reconfigurable modular 
robot, where individual modules must remain connected [26]. Although this system gener-
ates a wide variety of formations, it cannot create solid shapes because agents may block each 
other and create internal holes that agents cannot reach. To avoid this, they focus on scaffolds 
and porous shapes only. Gordan et al. proposed a method that forms arbitrary shape sharing 
common coordinate system [27]. The method, however, involves significant central computa-
tion. Although Rubenstein and Shen proposed a method that can self-repair, it can form only 
polar shapes [28].
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Jimming Cheng, Winston Cheng, and Nagpal proposed a formation generation algorithm 
using contained gas model in which robots act like a particle in a container [7]. This method can 
construct almost arbitrary shapes, but it cannot compose a formation that does not have space 
inside the shapes such as line formation. Moreover, although it can keep suitable distance 
between robots, the density of the robots inside the formation cannot control, which means 
that it is not impossible to increase density partially intentionally. Our approach assumes that 
the shape of the formation is given and the motions of robots are determined by pheromone.

In our formation approach, mobile agents are main actors to compose a formation, and 
robots are just physical vehicles maneuvered by the mobile agents. The robots are only means 
where mobile agents move to the target locations in the formation. Therefore, any traditional 
approaches can be implemented on our mobile agent framework and obtain the effectiveness 
of its improving efficiency and saving energy. Furthermore, a mobile agent has no volume, so 
that mobile agents do not block any other mobile agents. Thus, our approaches can form not 
only line drawings but also arbitrary solid shapes and even formations with vacant area inside.

3. Mobile software agent

Object management group (OMG) has defined a set of common facilities of agents, which 
is called mobile agent system interoperability facility (MASIF). MASIF defines agents as 
computer programs that work for humans or organizations. If we give a unified notation of 
agents without restricting it to computer programs, it can be said that agents are independent 
subjects that can affect an environment through observing and taking actions for it [29, 30]. 
The subject means a human, a robot, or software that can be regarded as an individual object. 
Furthermore, the independency of the subject means that the subject can take actions based 
on its own experiments and knowledge for its circumstance. That is, agents are independent 
and intelligent subjects that interact with the environment utilizing their own intelligence and 
actions and making decisions based on the observation.

Recently, object-oriented programming becomes a dominant programming paradigm, where 
data representation and operations for it are abstracted, and only interfaces for the operations 
are given. Software agents can be considered as extended objects that have abilities to achieve 
some missions or tasks. Generally, the software agents have some features as follows:

• Autonomy: They can independently take actions.

• Reactivity: They can take actions along changes of the environment.

• Proactivity: They can take appropriate actions considering the context or intention.

• Learning capability: They can take actions based on knowledge and experiments.

• High-level communication: They can communicate with agents or humans through spe-
cific or natural languages.

• Cooperation: They can attain cooperation with other agents or humans.
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• Character: They have names, features, or objects that are distinguished from other agents.

• Mobility: They can migrate among computer through a network.

Mobile agents are a kind of software agents but can independently and actively migrate to 
another computer through a network while continuing its computations. The mobility enables 
the agents to asynchronously perform tasks and to suppress communication costs [29, 30].

Figure 1 shows a model of mobile agent system. In the model, a mobile agent on computer 1 
is able to migrate to computer 2 directly through a network and continuously execute its own 
tasks on computer 2.

Efficient use of network band is one of the advantages of the mobile agent model. Mobile 
agents are able to migrate to another computer, locally access its resources, and come back to 
the original computer with only the result of computations. Also, mobile agents are able to 
utilize information of the destination load. In intermittently communicating environments, 
mobile agents are able to continue their own tasks even while disconnecting the communica-
tions. We can summarize the advantages of mobile agents as follows.

Suppressing communication costs: In server-client model, communication cost often becomes 
high because the communication between a server and a client has to keep connection. In 
mobile agent model, the connections are restricted to migrations of the agents among comput-
ers. That is, the connection is not necessary after the agents migrate to another machine. This 
feature of mobile agents contributes to suppressing communication costs.

Suppressing network load: The connection feature of mobile agents mentioned above also con-
tributes to suppression of network loads.

Asynchronous processing: Each mobile agent is an autonomous entity, and therefore, its behav-
iors follow asynchronous processing.

Figure 1. Mobile agent model.
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Balancing loads: Each mobile agent can select the destination of migration autonomously. This 
means that it can contribute to load balancing, if it preferentially selects an idle machine as a 
destination.

An agent defined by MASIF has two kinds of states. They are (1) execution states and (2) attri-
bute states. The execution states mean the states of context for executing any programs, such 
as counter or an execution stack. Attribute states are derived from the mobile agent’s own 
data such as variables or arrays, which is decided by its mission, i.e., program. A mobile agent 
has to transfer not only program code but also these states to another site through migrations. 
This means that they have to be saved in a file as persistent data in order to transfer them to 
a destination site, and then, restored in loading the mobile agent’s code at the destination.

Mobile agent systems often use a server system to implement their mobility. We also use 
server-based systems, AgentSpace and MobileSpace that were developed by Ichiro Sato. 
MobileSpace, which is an extension of AgentSpace, enables mobile agents to be composed 
hierarchically. Both systems are built using Java programming language. In Java, programs 
are not allowed to refer the program counter or the execution stack in a virtual machine. 
Thus, mobile agents implemented in Java are able to transfer only the values of their instance 
variables. AgentSpace and MobileSpace are middle wares for distributed computation imple-
mented in Java language, which are free open source programs. These systems consists of an 
API part that makes construction of mobile agent applications easy and a run-time system 
part that gives services for execution and migration to mobile agents. These API and run-time 
system, which are shared by all the mobile agents, enable each mobile agent to be efficient and 
independent of the others [31]. AgentSpace and MobileSpace transfer their attribute states to 
the destination site with class files, but not execution sates. Some other systems also trans-
fer execution states, which require costly process for each migration. We use AgentSpace to 
implement our agent-based distributed robot formation control systems.

4. ACO-inspired behavior

Our mobile agents have behavior inspired by ant colony optimization (ACO). In this section, 
we describe the details of the ACO-inspired behavior. A pheromone communication such as 
ant’s route exploration can be modeled as a communication of multiagent system, for which 
various methods are studied. ACO is one of the most practical multiagent systems. ACO has 
been applied to solving a traveling salesman problem or network routing problem [32, 33]. 
ACO is a kind of metaheuristics that is used to obtain quasioptimal solutions independently 
of specific computational conditions. The metaheuristics try to resolve problems by introduc-
ing the following two notions:

Probabilistic action selection of an artificial ant agent: The random factor enables an agent not 
to repeat the same sequence of actions even if the same information is used. Namely, the 
controlling manner of agents enables agent to widely explore when the agents cannot decide 
which options to select, and to intensively explore when agent has confidence for which 
option to select.
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• Character: They have names, features, or objects that are distinguished from other agents.

• Mobility: They can migrate among computer through a network.
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Figure 1. Mobile agent model.
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Pheromone evaporation: This imitates the behavior of physical pheromones. Pheromones emit-
ted by each agent evaporate over time. This prevents old information remain for a long time. 
Thus, the notion of pheromone evaporation keeps information fresh in ACO algorithm.

4.1. Basic concept of pheromone

In the science of ecology, pheromone is defined as chemical substance emitted by living 
things, which contributes to communications among the same species. For example, some 
pheromones attract other individuals that detect that pheromone, and some pheromones 
notify other individuals around them of danger. For both cases, the properties of evapora-
tion and diffusion of pheromones are important. Evaporation contributes to decreasing older 
information over time. This property enables newer information to constantly be major. 
Diffusion contributes to expanding pheromones from their birth point to their surroundings. 
This property enables pheromones to propagate their information at some distance.

4.2. Pheromone communication

Ants maintain a social system by sharing some roles as if they are one individual. In the 
system, each individual takes actions for a whole swarm, and occasionally they devote their 
life to defend their swarm. Although each individual behavior seems to be randomly decided 
based on their judgment depending on various distributed and local factors, the whole swarm 
seems to suitably behave from the macroperspective. Many ants have restricted capability of 
sight, and in most cases, depend on the stimulus from tactile organ. Thus, they communicate 
not through visual information but through chemical signals sensed by the tactile organs. 
These signals are called pheromone and social insects such as ants communicate each other 
using the pheromone instead of languages or visual methods.

In ant colony, ants organize and control a swarm, using dozens of kinds of pheromones. Each 
individual emits a specific pheromone considering each situation. Then, distributed informa-
tion through the pheromones is shared by other individual ants. Since this process is per-
formed with time and spatial locality, it contributes to communications between individuals. 
Also, the shared information behaves a swarm organized by individuals as if each individual 
knows the optimal behaviors, so that the ant colony exhibits semioptimal behaviors.

4.3. Foraging of ants

Foraging is one of the most important tasks for worker ants to maintain their colony. The 
foraging process consists of exploring and transporting foods. Generally, the worker ants 
are divided into exploring ants and transporting ants. Once exploring ants find a food, they 
go back to colleagues in their nest through putting guidepost pheromone on their return 
path. After that, transporting ants go to the food following the guidepost pheromone using 
their tactile organs. Once transporting ants reach the food, they immediately catch the food 
and take it to their nest. At this time, transporting ants also put pheromones on their traces 
such as exploring ants. Although this sequence of actions seems to be simple, and indeed, 
the rules that each ant follows are simple. In seeing them as a swarm, however, the swarm 
shows a kind of intelligent behavior that seems to explore the shortest path between the nest 
and food.
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The observed intelligent behaviors for a swarm are collectively called swarm intelligence. For 
example, consider a branch path as shown in Figure 2. The first ant randomly selects a path 
at the branch. The second ant tends to select the path through which the first ant walked, 
because the first ant put pheromones on the path. Notice that the ants that select the shorter 
path reach a target earlier than the ants that select the longer path. Pheromones on the longer 
path evaporate earlier than pheromones in the shorter path, and then pheromones on the 
longer path spontaneously disappear, while pheromones in the shorter path become more 
stronger. As a result, the path that ants intensively select is the shortest path in high prob-
ability. Thus, strengthening phenomenon is positive feedback of route selection, which is the 
mechanism of ants’ route selection. This mechanism achieves the optimization of detecting 
the shortest path without individual intelligence.

Suppose an ant k (in m ants) is at a junction i. Then, the ant chooses the direction to a junction 
j in a probabilistic way as follows:

   p   k  (i, j)  =   
  [τ (i, j) ]    α    [η (i, j) ]    β 

  ________________   ∑  l∈ N   k      [τ (i, l) ]    α    [η (i, l) ]    β     (1)

here, η(i,j) represents the reciprocal of the distance between two junctions i and j. α and β are 
nonnegative constants, and their values are determined by whether one attaches importance 
to global information or local information. τ(i,j) represents the information added by ants, that 
is, the pheromone value on the route between two junctions i and j. This value is updated in 
the following rules, when one iteration is done.

  τ (i, j)  ←  (1 − ρ) τ (i, j)  +  ∑ 
k=1

  
m
   Δ  τ   k  (i, j)   (2)

  Δ  τ   k  (i, j)  =  { 
1 /  L   k 

  
if (i, j)  ∈  T   k 

   
0
  

otherwise
     (3)

here, Tk represents the set of all routes from source to destination, and Lk represents the collec-
tive distance from source to destination. In ACO algorithms, the pheromone value added to 

Figure 2. Ants take shorter path after initial search phase.
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a specific route is determined by the reciprocal of the total distance and the pheromone also 
disappears over time, where ρ represents the evaporation rate so that newly added phero-
mone has more influence than old pheromone additions. Thus, after many of iterations, one 
can expect to obtain quasioptimal route from the nest to the location of food.

4.4. Ants as multiagent system

As mentioned above, there are no supervisors that lead a whole swarm in ant colony systems. 
Although a queen ant is central character in a colony, the queen ant does not control worker 
ants and an individual worker ant that has multiple roles takes actions based on its locally 
perceiving information. On the other hand, a colony constantly maintains the state of ant 
colony system in certain quality as a whole.

In other words, each individual takes actions based on local action rules, changing the 
environment using pheromones, which accomplish route exploration indirectly. The notion 
of communication through mutual interactions based on the change of an environment is 
called stigmergy in ethology. This word, which roots from stigma (means sign) and ergon 
(means work), means obtaining a next action sign from work. That is, stigmergy is an indi-
rect communication that tunes cooperative operation among individuals. In ant colony, 
the process where ants emit pheromone based on perceived local information and other 
ants perceive it feedback the change of an environment around ants to the ants, so that it 
enables the ants to adapt to complicated situations. Figure 3 shows the system of ants as 
multiagents.

The generality and flexibility of ant colony are often applied to the design of artificial systems. 
The systems are called multiagent systems, which are actively studied in fields such as artifi-
cial intelligence, artificial life, robots engineering, and other various computer science fields. 
Certainly, our distributed formation control system is a typical multiagent system.

Figure 3. Ant as multiagent.
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5. Pheromone-based formation

In this section, we present a decentralized control algorithm to compose any formations of 
mobile swarm robots. In this approach, mobile agents imitate pheromone communication of 
ants. The swarm robots are expected to compose any formations. The robots are connected by 
communication networks and not necessary intelligent; they initially do not have any control 
program to compose formations. Control programs that implement our algorithm are intro-
duced later from outside as mobile software agents, which are able to migrate from one robot 
to another robot connected by the network. Our controlling algorithm is based on the indirect 
pheromone communication of social insects, that is, ants. We have implemented the ant and 
the pheromone as mobile software agents. Each ant agent has partial information about the 
formation and drives a robot based on the information to compose the formation. The partial 
information consists of relative locations of neighbor robots to cooperatively compose the 
target formation. Once the ant agent detects an idle robot, it occupies that robot and generates 
the pheromone agent to attract the specific ant agents to the location with neighbor robots. 
The pheromone agent repeatedly migrates to other robots to diffuse attracting information. 
Once the pheromone agent reaches the robot with an ant agent, the ant agent migrates to the 
robot closest to the location pointed by the pheromone agent, and then, drives the robot to the 
location. We have implemented a simulator based on our algorithm and conducted experi-
ments to demonstrate the feasibility of our approach.

5.1. System overview

Our system consists of robots and two kinds of mobile software agents. We assume that the 
robots have simple capabilities of movement such as rolling wheels, measuring distance, 
and angle through an optical camera and other sensors. In addition to the mobile capability, 
the robots have some communication devices with which they can communicate each other 
through a communication network such as a wireless LAN.

All the controls for the mobile robots are achieved through the mobile agents. They are ant 
agents (AAs) and pheromone agents (PAs). In our algorithm, AAs attract each other to suit-
able positions as in Figure 4 without any central coordinate that directs the other robots 
to compose a formation. In this figure, robots are represented as circles, and the neighbor 
locations of each robot are represented as stars to which vectors relative to the robot point, 
where vectors are represented as black arrows. The neighbor locations are supposed to be 
occupied by other robots to compose the formation. Colored arrows represent attracting force 
by pheromone. We assume that the target formations are represented as a set of positions of 
robots. For example, a line formation Fline whose length is 30 is represented by four robots such 
as Fline = {(0, 0), (0, 10), (0, 20), (0, 30)}.

Each AA takes charge of one position in a formation and drives a robot to the position. We assume 
that all the AAs are sent from the outside user machine to one of the reachable robots, and each AA 
does not know its own absolute position but has partial information of the formation. For example, 
when the target formation is a circle and AA A’s neighbors are B and C as shown Figure 5, A has 
only information of B and C represented as colored arrows in the figure (PAB and PAC).
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Figure 5. Local shape information of the ant agent A.

For simplicity, we assume that each robot can obtain a common direction by using devices 
such as compass. Each robot can measure an angle to another robot based on that common 
direction. We assume that when an agent that was on robot A migrates to robot B, robot B has 
a different coordinate (direction) from A’s as shown in Figure 6. As shown in the figure, θA is 
the angle to robot B from robot A and θB is to A from B, and dotted arrows represent robot’s 
angles. When the agent on A migrates to B, the agent translates all the vector data it has such 
as the target location vector to adjust to B’s coordinate. To do this, we calculate the difference 
θr of angles between the two robots as follows:

   θ  r   = 180 −  ( θ  B   −  θ  A  )   (4)

In other words, the agent rotates its data vectors that are based on A’s coordinate by the dif-
ference angle θr.

Figure 4. The process of composing a formation.
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5.2. Ant agent

In this section, we describe the algorithm for AAs (Algorithm 1). AAs can migrate to robots 
through communication network. First, AAs traverse robots scattered in the field one by one 
to search idle robots. Once an AA finds an idle robot, the AA occupies that robot and generates 
PAs. The PA has vector values that point to the positions of neighbor AAs to compose the forma - 
tion. The positions of neighbor AAs mean the positions of robots to compose the given formation. 
Neighbor AAs are supposed to drive robots to those positions. As long as an AA resides on an 
idle robot, it generates PAs at some intervals, which migrate to other robots to diffuse the infor-
mation for attraction. Each PA has data Vt from the attractee to the neighbor location of its attrac-
tor. Once AA corresponding to the attractee receives the PA, the AA migrates to the robot closest 
to the objective location guided by the PA and then drives that robot to the location. If an AA 
simultaneously receives n PAs with vector Vi, vector Vt held by the AA is computed as follows.

   V  t   =   1 __ n    ∑ 
i=1

  
n
     V  i    (5)

  

For example, the objective formation is a line with three robots, which are currently located as 
shown in Figure 7. In this figure, the stars represent the positions for AAs to occupy and are 
eventually the positions occupied by the robots. AA A is supposed to drive one robot to its 
corresponding position, and colored arrows represent vectors to the positions. A synthesizes 

Figure 6. Rotation angle.
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the two vectors, resulting in new vector represented by the dashed arrow. The colored star is 
the position to where AA A must physically drive the robot. Once the AA finds some other 
robots within the view range, the AA judges whether to migrate to one of them by comparing 
Vt with the vector Vanother − to − dst from the another robot to the destination, which is computed by 
using vector Vanother to the another robot as follows:

   V  another−to−dst   =  V  t   −  V  another    (6)

If another robot is idle and |Vt|/2 > |Vanother − to − dst|, the AA migrates to it instead of driving the 
current robot along Vt. Notice that all the AAs are attracted each other along the guidance of 
PAs, so that they may be attracted with the total strength of them. This means that if an AA 
migrates to another robot when |Vt| > |Vanother − to − dst|, the robot could overrun, so that it may 
waste extra time for convergence. The conditional migration of AA enables it to move to a 
robot closer to the destination without physically driving its current robot, which decreases 
not only convergence time but also the total energy consumption. Thus, the vector values 
play important roles in our system. In an absolute coordinate system, it is easy to compare 
or synthesize them. Each AA has, however, only an individual relative coordinate system. 
Therefore, PAs store angle values of coordinate system of the attractor AA that generated 
them and the attractee AA receiving the PAs adjusts its coordinate system by using angle 
values of them. Let θ be the angle value that the AA has, n be the number of the PAs that the 
AA receives, and θi be an angle value that ith PA has. Once an AA receives a series of PAs with 
those angle values, the AA updates its angle value as follows:

  θ =   1 ___ n + 1   (θ +  ∑ 
i=1

  
n
     θ  i  )   (7)

In this manner, all the individual coordinate systems are averaged and AA’s driving direction 
converges to a certain angle. Therefore, the final location and the direction of the formation 
depend on the initial locations of the robots and the initial angles of the AAs.

5.3. Pheromone agent

In this section, we describe the algorithm for PAs (Algorithm 2). Each PA is responsible for 
guiding the specific AA to the location to occupy in the formation. A PA generated by an 
attractor AA seeks its attractee AA by traversing robots. Once the PA finds the attractee AA, 
the PA repeats the following behaviors (Figure 8):

Figure 7. An example of vector synthesis.
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1. PAs clone themselves on the current robots.

2. PAs migrate to all the other robots within the view range of the current robots.

Since PAs are repeatedly generated on the same attractor AA, some of them may reach the 
same attractee AA through different routes at the same time. In this case, the attractee AA 
picks up the last PA and discards the other ones, in order to follow the latest information. 
Also, each PA has “time to live” and fades away after a certain time has elapsed as real phero-
mones evaporate, so that the information diffused by PAs is kept fresh. The information of 
PAs includes identifiers of the attractor and attractee AAs and a vector value pointing to the 
neighbor location of the attractor. The attractor AA’s id is used to check if the current robot is 
already engaged in a destination to reach. The vector value has to be updated so that it keeps 
on pointing to the same location, whenever the PA migrates to another robot. The current 
vector Vt is updated using vector Vn to the destination robot of the migration as follows:

   V  t   ←  V  t   −  V  n    (8)

Figure 9 shows an example process where a PA updates Vt along with the migration 
path (A, B, C, D). Initially, the PA is on robot A and Vt points to the location to occupy 

Figure 8. PAs clone themselves and migrate to neighbor robots.
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represented by the solid line star. Once it migrates to robot B, Vt would point to the loca-
tion represented by the dotted line star. In order to make Vt keep pointing to the black star, 
the PA has to adjust Vt through the calculation: Vt ← Vt − VnB, where VnB is the vector to 
robot B from robot A. In the same manner, the PA repeats adjustments of Vt on robot B, C, 
and D, so that Vt still points to the black star on robot D.

5.4. Experimental results

In order to demonstrate the correctness and effectiveness of our method, we have imple-
mented a simulator and conducted numerical experiments on it. In the experiments, we 
assume the following conditions.

• Robots are randomly placed in an 800 × 800 square field in the simulator.

• The reachable range of Wi-Fi network for each robot is 150 units.

• Each robot can move 2 units in each step in the simulator.

• Interval time of generating PAs is 1 step.

• Duration time of PAs is 10 steps.

• The initial locations and angles of robots are randomly determined without overlapping.

• Each robot is represented as a circle on the grid field.

• Robots that have an AA are emphasized by large circle.

We confirmed that robots converge to the target formation as shown in Figure 10 where the 
location and angle of the formation is determined by an initial condition. Figure 11 shows 
the result of the formation that represents the letter A in different initial conditions from 
Figure 10. As shown in the figures, the initial conditions determine the location and the angle 
of the resulted formation.

Figure 9. PAs update a target vector when PAs migrate.
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Migrations to other robots contribute to reducing the time for convergence and the total length 
of movements of robots. We have measured the convergence time for the different numbers of 
robots between 20 and 50 with the interval 10. The objective shape is a circle whose radius is 
150 units, and it consists of 20 robots.

When the number of robots is 20, all the robots must participate in the formation, and there 
is not any idle robot. On the other hand, when we increased the number of robots to 50, AAs 
can use extra 30 idle robots for migration. In order to measure quantitatively the degree of cor-
respondence with the objective ideal formation, we calculated the average distance D as defined 
in Eq. (9). We calculated the barycenter for both actual and ideal points, calculating all relative 
coordinate of robots from the barycenter. Then, we average all the distances between actual and 
ideal relative coordinates Ai and Ii, calculating the average distance D by the following equation:

  D =   1 __ n    ∑ 
i=1

  
n
    ‖ I  i   −  A  i  ‖   (9)

Figure 10. Formation of letter A.

Figure 11. Formation of letter A (2).
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Ii is the ideal relative coordinate of the ith robot from the barycenter and Ai is the actual rela-
tive coordinate of ith robot from the barycenter. In the equation, n is the number of AAs that 
compose a given shape. Figures 12 and 13 show the processes of convergence and the total 
length of movements until the time steps 1000. The horizontal axes are the duration time and 
the numbers of robots, respectively, and the vertical axes are the average distance from actual 
AAs’ current locations to the ideal locations in the formation and total length of movements 
of all the robots with AAs, respectively. As shown in Figure 12, the migration can reduce the 
duration time for convergence, and if the number of idle robots is more than enough, which is 
over 10, the measures of duration time for convergence are almost identical. Also, as shown in 
Figure 13, if the number of robots is more than enough, the extra idle robots can contribute to 
reducing the total length of movements of robots. To show the effectiveness of migration from 

Figure 13. Total length of movements for different number of robots.

Figure 12. Time for convergence for the different number of robots.
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another aspect, we fixed the number of robots to 40. Under such a condition, we measured 
the duration time for convergence and length of movements and compared with those with 
no migration. As shown in Figures 14 and 15, the time for convergence and total length of 
movements were reduced by the migration.

We have examined the relation between the duration time for convergence and the number 
of AAs composing the formation, where we fixed the target formation to a circle with the 
radius of 150 and set the number of robots to 40, and under this condition, we changed the 
number of AAs composing the formation to 10, 20, and 30. The reason why we set the number 
of robots to 40 is that 10 extra idle robots are just enough to take advantage of migration as 
shown in Figure 12. Figure 16 shows that the duration time for convergence increases as the 

Figure 14. Time for convergence compared to migration off.

Figure 15. Total length of movements compared to migration off.
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number of AAs increases. In our algorithm, the location of formation is determined by the 
initial locations of robots. Once one AA moves to compose a formation, the whole formation is 
affected. The change of the location of an AA is observed by neighbor AAs and then the neigh-
boring AAs adjust their locations. The changes of the locations of the neighbor AAs cause 
further adjustments of others. In this way, the change of the location of an AA is repeatedly 
propagated to the other AAs. At this time, for mutual-dependence relation, reverse directional 
propagation is also caused. Eventually, the whole formation settles down to a certain location 
after oscillation for some time. Thus, we can expect that as the target formations become 
larger, the number of time steps for propagating the changes of locations increases, so that the 
duration time for convergence also increases.

6. Conclusions and future works

In this chapter, we presented formation control methods based on mobile software agents that 
have the following features: (1) it does not have central computation; (2) it can efficiently use 
robot resources; (3) it can reconcile with sensor errors or movement errors; (4) it makes swarm 
robots compose arbitrary formations with various density inside the formations; and (5) it let 
swarm robots continue the task when some of them break down except for computers and 
communication devices because mobile agent can migrate other unbroken robots.

Our approaches make accurately arrange mobile robots to the proper places in a given forma-
tion. Upon composing the formation, each robot is not reserved for a specific position in the 
formation. Instead, each mobile agent is reserved for the position. This means that the mobile 
agent-based control manner simulates a system where each robot has a specific role in distrib-
uted environments, although any robot does not actually have its own role. The property of 
our approaches enables users to easily implement sophisticated formation without sacrificing 
scalability and robustness as a distributed system.

Figure 16. Time for convergence for different number of AAs.
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In order to implement our approach, we have used decentralized algorithms for the formation con-
trol for swarm robots using mobile agents. In the algorithm, we introduced two kinds of mobile 
software agents; that is, ant agents and pheromone agents. Ant agents generate pheromone agents 
that have local information about the formation to guide other ant agents to the appropriate loca-
tions to form the target formation. Once pheromone agents are generated, pheromone agents clone 
themselves and migrate to other robots to find target ant agents. When ant agents receive phero-
mone agents, which have information to guide the ant agents, the ant agents move to the locations 
that the pheromone agents point to. Eventually the whole robots compose the target formation. 
In order to show the feasibility of our algorithm, we have implemented a simulator on which we 
have conducted numerical experiments. We have shown that the algorithm can achieve not only the 
distributed formation control but also suppressing energy consumption through the experiments.

Our approach can continue tasks when robots get in trouble and cannot move, because even 
from the troubled robots, ant agents can migrate to other trouble-free robots. Once ant agents 
are lost, however, our current approaches cannot complete the formation. As a future work, 
we will give a solution to address this problem. For example, since the pheromone-based 
approach can compose a formation with some lacks of robots, ant agents corresponding to 
the lost positions could also be recognized by their neighbor ant agents through observing the 
pheromone agents to attract the lost ones. At this time, the neighbor agents could create new 
ant agents for the lost positions.
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