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## Preface

Tremendous technological progress has been witnessed in the last few decades and this progress is mainly due to advances made in quantum theory (or quantum mechanics as it was known). Quantum theory was created at the beginning of the twentieth century to decipher the growing number of atomic phenomena. However, quantum theory has introduced many unconventional and non-intuitive concepts, which cannot directly be exploited for technological applications. Over the years, thanks to the contributions of many scientists, the understanding of quantum theory has vastly improved and this has led to many of the present-day discoveries. The aim of this book is to describe some of the development aspects of quantum theory, which may incite or generate further useful applications. After an introductory chapter, we have focused on particular topics in quantum theory, which are discussed in the following chapters of this book.

Chapter 2, by Nicolae A. Enaki, concerns the cooperative spontaneous lasing mechanism and its possible quantum retardation effects. The author considers the effects of cooperative scattering and two-photon resonances on the decay of threelevel systems involving non-linear dipole type interactions. These effects occurs in hydrogen- (or helium-) like atoms with cascade transitions, in which scattering is in concurrence with resonance via dipole-forbidden transitions. Also discussed are interferences between single and two quantum collective transitions of inverted radiative emissions, two particle collective decay rates, time dependence of kinetic processes, correlations between radiative emission sources as well as their behaviors at short and long periods under retardation effects.

Chapter 3, by V. I. Gerasimenko, discusses new approaches to the evolution of states of large quantum particle systems by means of marginal correlation operators. It is shown that they are governed by the nonlinear quantum BBGKY hierarchy of equations in the Von Neumann dynamical framework of correlation functions. The non-perturbative solution of the Cauchy problem to this hierarchy of nonlinear evolution equations describes the processes of the creation and the propagation of correlations in large quantum particle systems. Described in detail is the collective behavior of quantum many particle systems by means of a marginal one-particle correlation operator, which is a solution of the generalized quantum kinetic equation with initial conditions, in particular as condensed states.

Chapter 4, by Jiyoung Kang, Takuya Sumi and Masaru Tateno, aims to explain the functional mechanisms of biological macromolecular systems. These mechanisms are due to the electron transfer responsible for the redox regulations and the catalytic reactions for hydrogen metabolism and hydrolysis. Electron transfer induces dramatic rearrangements of electronic structures as well as internal threedimensional structures, which are crucial for biological functions. Two distinct types of rearrangement triggers are found by two distinct approaches:

- Full ab initio quantum mechanics calculations,
- Hybrid ab initio and molecular dynamics calculations.

First, redox regulations and catalytic reactions for hydrogen metabolism and hydrolysis by electronic transfer, which are catalyzed by transition metal (4Fe-3S) clusters, are obtained using the first approach. Second, dynamic rearrangements of the electronic structures occurring in the catalytic reaction of RNA-protein complexes have instead emerged from the second approach on hyper parallel supercomputer simulations. Such features are characteristic of the electronic structures in biological macromolecular systems.

Chapter 5, by J Socorro, Marco A. Reyes, Carlos Villasen or Mora and Condori Pozo, presents new aspects of supersymmetric quantum mechanics. This is a theoretic extension of the conventional one-dimensional Schrödinger equation of quantum mechanics via the so-called factorization method. Supersymmetry incorporates the fermion-boson symmetry into the theory through the so-called supercharge operators. Although many properties are known, the authors have brought up some features that are susceptible to new insights.

I would like to thank the authors for devoting time and effort to providing high quality texts, which are beneficial to a wide audience in perceiving the realm of quantum theory and its appearance in technology. My appreciations go to Ms Kristina Kardum for her patience and help in guiding this book project through the many steps.

Section 1

## Introduction

# Introductory Chapter: Panorama of Contemporary Quantum Mechanics - Concepts and Applications 

Tuong T. Truong

## 1. Introduction

Quantum mechanics has been around for more than a century. Since its birth at the beginning of the twentieth century, it has undergone a tremendous growth. But, it is only now that quantum mechanics has emerged in our daily life. This is just a normal evolution for any branch of physics. Take for example, the electromagnetic theory. It came into existence with the stunning work of James Clerk Maxwell in 1865 [1], which predicted the existence of radio waves, and this has led to the tremendous development of electronics throughout the twentieth century in the fields of communication, detection, and transmission of information and data.

Quantum mechanics is the physics of subatomic phenomena, which has remained a mysterious domain for a long time. Its laws have bewildered many because they are quite counter-intuitive. Its development has started with the very concept of "quantization," which entails the absorption as well as the emission of energy in discrete amounts and not continuous as it is usually perceived in classical physics. This milestone principle, established by Max Planck toward the end of the nineteenth century, has started a golden age of discoveries during almost three decades.

## 2. The present role of quantum mechanics in technologies

Since then, quantum principles have been at the foundations of our day-to-day technologies, such as the transistor, computer chip, LASER, GPS, NMR imaging system, LED lamps, solar cells, etc. to name a few. The working of transistors is based simultaneously on the quantum description of matter, namely, the waveparticle duality and the Heisenberg uncertainty principle, which is inherent to quantum evolution equations. In recent years, with the appearance of Big data, massive exchange of information, and the ensuing cryptography challenges, it becomes necessary to turn to quantum engineering to find a way out to manage these problems. A full array of "quantum" technologies has been initiated since the seminal paper of R. P. Feynman "Simulating Physics with Computers" [2], in which the notion of quantum computer was introduced as it is built on new quantum engineering (quantum electronics/spintronics).

There is no doubt that quantum principles are here to stay and will continue to be at the origin of new technological innovations in coming years. This book
is intended to give a first glimpse on a few topics of this fascinating development perspective on the future of the real world and to stimulate research in order to meet the futures challenges. Most urgent is the investigation into the quantum behavior of large systems such as populations of photons or atoms in the regime of Bose condensates in which unexpected properties may arise. In particular, some macroscopic effects may be explained from microscopic levels, thanks to quantum mechanics which governs the evolution rules at the atomic level.

One of the most salient features of modern physics is the inherent existence of hidden symmetry in nature. The discovery of such symmetries is often very fruitful in the sense that it leads to further discoveries and predictions. Strangely enough, even symmetry breaking can also be a source of new phenomena occurrence. This is why since decades, one has sought to make quantum mechanics supersymmetric and the pursuit of supersymmetry in elementary particles is still ongoing these days in large particle accelerators.

Finally, it should be mentioned that quantum mechanics has ushered mankind into the area of fictional reality with the search for the realization and exploitation of the quantum concept of entanglement. In 1935, analyzing the possible outcome of a Gedankenexperiment following the rules of quantum mechanics by Einstein, Podolski, and Rosen has arrived at a paradoxical conclusion, known for a long time as the EPR Paradox [3]. This is because one can predict the value of a dynamical quantity of a system, which has classically nothing to do with a companion system on which measurements are performed. Quantum mechanics coins these systems as "entangled." Nowadays, quantum entanglement has been experimentally demonstrated and considered to be the main ingredient in the working of a quantum computer.

As computing is an exponentially growing activity in science and technology as well as in economics, finance, and management, "classical" computers have reached their limits as far as performance and costs are concerned. Quantum computers which are based on totally new quantum concepts (superposition and entanglement) with their revolutionary capacity for data storage and speed of calculation seem to be the ideal solution to the previous problem. Basic logic gates and circuits are cast and discussed in the language of the so-called quantum bits or q-bits (instead of classical bits) which are their building blocks. They open the way to mastering cyber security in data transfer, Big data mining, and the like.

Thus, our future appeared to be structured by quantum principles via quantum technology and engineering, and this book offers a view of what might be the coming reality we will have to deal with.
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Section 2

## Many Particle Quantum Features

# Cooperative Spontaneous Lasing and Possible Quantum Retardation Effects 

Nicolae A. Enaki


#### Abstract

The collective decay effects between the dipole-active three-level subsystems in the nonlinear interaction with dipole-forbidden transitions, like $2 S-1 S$ of hydrogen-like radiators, are proposed, taking into consideration the cooperative exchanges between two species of atoms through the vacuum field in the scattering and the two-photon resonance processes. One of them corresponds to the situation when the total energy of the emitted two photons by the three-level radiator in the cascade configuration enters into the two-photon resonance with another type of dipole-forbidden transitions of hydrogen-like (or helium-like) atoms. The similar situation appears in the cooperative scattering between two species of quantum emitters when the difference of the excited energies of the two dipole-active transitions of the three-level radiators is in the resonance with the dipole-forbidden transitions of the Hydrogen-like radiators. These effects are accompanied by the interference between single- and two-quantum collective transitions of the inverted radiators from the ensemble. The two-particle collective decay rate is defined in the description of the atomic correlation functions taking into consideration the phase retardation between them. The kinetic equations which describe the cooperative processes as the function of time and correlation are obtained. The behavior of the system of radiators at short and long time intervals in comparison with the retardation time between them is studied.


Keywords: 42.50.Fx Cooperative phenomena in quantum optical systems, 32.80. Qk Coherent control of atomic interactions with photons, $03.65 . \mathrm{Ud}$ Entanglement and quantum nonlocality, 03.65.Yz Decoherence, open systems, quantum statistical methods
2000 AMS Subject Classification: Primary 82C10, 81Q15; Secondary 20G42, 81R15

## 1. Introduction

The single-photon cooperative emission of the inverted system of radiators proposed by Dicke [1] opens the new possibilities of this phenomenon in the description of decay processes in the multilevel system [2] and multi-photon interaction of radiators with EMF (see, e.g., [3, 4]). The experimental possibilities [3, 4] of nonlinear cooperative interaction of radiators with vacuum field remain in the center of attention of many theoretical models proposed in the last time $[5,6]$.

For example, using the classical and quantum approaches in Refs. [7-10], it is given the quantitative description of two-color super-fluorescence, observed in [2]. In the recent experiment [11], the cooperative emission of excited atomic oxygen relatively the transition $3 p^{3} P \rightarrow 3 s^{3} S$ at wavelength 845 nm as a result of two-photon photolysis of atmospheric $\mathrm{O}_{2}$ followed by two-photon excitation of atomic oxygen by a laser pulse at 226 nm is demonstrated.

Combining single- and two-photon processes, this chapter aims to investigate the cooperative emission of the inverted system of radiators taking into account the resonance between one- and two-photon cooperative transitions of two three-level atomic subsystems represented in Figure 1. In this approach, the two dipole-active species of radiators studied in Refs. [12,13] are replaced with one three-level atomic subsystem $\Xi$ (or $V$ ) inverted relative to the single-photon emission in the resonance with 2S-1S dipole-forbidden transitions of hydrogen (or He )-like sub-ensemble. This new cooperative effect between two species of radiators occurs when two three-level emitters enter into two-quantum resonances with other emitters of the second ensemble inverted relative dipole-forbidden transition. Similar collectivization processes can amplify (or inhibit) the collective spontaneous emission rate of each atomic sub-ensemble. The sign of exchange integral between the two atoms from different sub-ensembles depends on the retardation time and distance between them. This problem is connected to the possibilities of amplifying of entangled quanta and established the coherence between photon pairs. For this, the cooperative interaction of three-radiator subsystems is proposed in which one of them is inverted relative to the dipole-forbidden transitions, but another inverted dipole-active three-level system ignites this transition.

Taking into consideration the elementary acts of two-photon resonance between radiators, we have demonstrated the increasing of two-photon emission rate in one of the radiator subsystem comparison with traditional two-photon superfluorescence [5]. The mutual influence of two- and single-photon super-fluorescent processes on the two-photon cooperative emission of the inverted subsystem relatively dipole-forbidden transition depends on the position of atoms in the exchange potential. Two possibilities of two- and three-particle exchanges through the vacuum field are represented in Figure 1A-C, taking into consideration the two-


A.Two photon resonance
$\omega_{\mathrm{d}}=\omega_{1}+\omega_{2}$

B. $\Lambda$ - Scattering resonance
$\omega_{\mathrm{d}}=\omega_{\mathrm{a}}-\omega_{\mathrm{s}}$

C. V - Scattering resonance

$$
\omega_{\mathrm{d}}=\omega_{\mathrm{a}}-\omega_{\mathrm{s}}
$$

Figure 1.
The resonances between the two-photon transitions of $D$ atomic subsystem and the three-level dipole-active systems in $\Xi(A), V(B)$, and $\Lambda(C)$ configurations. The three-level atoms are situated at relative distances $r_{d \xi}$, $r_{d \lambda}$, and $r_{r v}$. The exchange energies between the $D$ subsystem in the two-photon resonance $\omega_{0}=\omega_{1}+\omega_{2}$ with the $\Xi$ subsystem ( $A$ ) and the scattering resonance $2 \omega_{0}=\omega_{a}-\omega_{s}$ with $V$ subsystem ( $B$ ) are given by the expressions (14) and (17).
photon resonance and scattering processes between the dipole-forbidden subsystem $D$ and dipole-active subsystems of $\Xi, \Lambda$, and $V$, respectively. Here, the product of two vacuum polarizations of the atom $\Xi$ (or $V, \Lambda$ ) comes into resonance with the polarization of the dipole-forbidden transitions of the $D$ atom.

Using two small parameters in Section 2, we propose the projection operator method of elimination of the EMF operators from the generalized equation of atomic subsystems in single- and two-photon resonances. The possibilities of two-photon cooperative resonance between three-level radiators situated at a distance compared with the emission wavelength are demonstrated. Following this description the resonance interaction of a dipole-forbidden atom and three-level dipole-active radiator in the cascade configuration is described by the cooperative rate and the exchange integral (13). The similar expression (16) is obtained in the scattering process of three-level system in $V$ or $\Lambda$ -
configurations with dipole-forbidden $D$ subsystem represented in Figure 1. In Section 3 the spontaneous emission for the two radiators in the cascade or scattering resonances is given without the de-correlation of the atomic correlation functions between them.

## 2. Master equation of cooperative exchange between three-level radiators in two-quantum exchanges

Let us consider the interaction of three-level subsystems of radiators in $V$ and $\Xi$ configuration with $D$ dipole-forbidden two-level ensemble through the vacuum of EMF. The $\Xi$ three-level subsystem in cascade configuration, prepared in excited state $\left|2_{\xi}\right\rangle$, can pass into the Dicke super-radiance regime [1] relatively the dipoleactive transitions $2_{\xi} \rightarrow l_{\xi} \rightarrow 1_{\xi}$ at frequencies $\omega_{2}$ and $\omega_{1}$ (Figure 1A). According to Figure 1A, the excited $D$ atom relatively the dipole-forbidden transition $2_{d} \rightarrow 1_{d}$ passes in the ground state $\left|1_{d}\right\rangle$ simultaneously generating two quanta under the influence of cooperative decay of the $\Xi$ three-level subsystem. Two-photon transition of the $D$-atom takes place through the virtual levels represented by the notations $\left|3_{d}\right\rangle$ with opposite parity relative to the ground $\left|1_{d}\right\rangle$ and excited $\left|2_{d}\right\rangle$ states, respectively. This case corresponds to the situation when the emission frequencies of the dipole-active $\Xi$ radiators and $D$ dipole-forbidden radiators satisfy the resonance condition $\omega_{1}+\omega_{2}=2 \omega_{0}$. Here $\omega_{1}$ and $\omega_{2}$ are the transition frequencies of the $\Xi$ dipole-active radiators in $\Xi$, and $\hbar \omega_{d}=2 \hbar \omega_{0}$ is the energy distance between the ground $|n S\rangle$ and excited $|(n+1) S\rangle$ states of the dipole-forbidden transitions of $D$ radiator (see Figure 1A).

The similar cooperative emissions can be observed in the two-quantum resonance interactions between the $V$ (or $\Lambda$ ) three-level radiator in two quanta scattering interactions and the dipole-forbidden transitions of $D$ atoms through the vacuum field (see Figure 1B,C). In this situation, we consider that the dipole-active transitions of the three-level radiator in the $V$ (or $\Lambda$ ) configuration satisfy the scattering condition $\omega_{a}-\omega_{s}=\omega_{d}$ in interaction with the $D$ subsystem. As it is represented in Figure 1B, the cone of the transition energies of the $V$ or $\Lambda$ dipoleactive three-level atoms must be larger than the dipole-forbidden transition $|(n+1) S\rangle-|n S\rangle$ of atoms $D$, so that two-photon resonance between the two dipoleactive transitions of $V$ atom enters in the exact scattering resonance, $\omega_{a}-\omega_{s}=\omega_{d}$, with $D$ atom. This nonlinear transition increases with the decreasing of the detuning from resonance with virtual $\left|3_{d}\right\rangle$ states of the $D$ two-level system.

The Hamiltonian of the system consists of the free and interaction parts $H=\hat{H}_{0}+\hat{H}_{I}$. Here the free part of this Hamiltonian is represented through the atomic and field operators:

$$
\begin{align*}
\hat{H}_{0} & =\sum_{k} \hbar \omega_{k} \hat{a}_{k}^{\dagger} \hat{a}_{k}+\hbar \sum_{m=1}^{N} \omega_{d} \hat{D}_{z m}-\sum_{\alpha=s, a l=1}^{2} \sum_{\alpha}^{N_{\lambda}} \hbar \omega_{\alpha} \hat{\Lambda}_{\alpha l}^{\alpha} \\
& +\sum_{\alpha=s,}^{2} \sum_{a l=1}^{N_{v}} \hbar \omega_{\alpha} \hat{V}_{\alpha l}^{\alpha}+\sum_{\alpha=1,2} \sum_{j=1}^{N_{\xi}} \hbar(-1)^{\alpha} \omega_{\alpha} \hat{\Xi}_{\alpha j}^{\alpha}, \tag{1}
\end{align*}
$$

where $N, N_{\xi}, N_{\lambda}$, and $N_{v}$ are the number of atoms in the $D, \Xi, \Lambda$, and $V$ subsystems, respectively; the energies of first and second levels of the $\Xi, \Lambda$, and $V$ three-level subsystems are measured from the third intermediate state $|\nu\rangle$. The operators $\Xi_{1, j}^{1}, \Xi_{l, j}^{l}$, and $\Xi_{2, j}^{2}$ describe the population of the ground, intermediary, and excited states of the $\Xi$ atom. The population operators of two excited and ground states $\hat{V}_{2, j}^{2}, \hat{V}_{1, j}^{1}$, and $\hat{V}_{l, j}^{l}$ can be introduced for the three-level atom in $V$ configuration too. The similar expressions for two ground and one excited state can be introduced for $\Lambda$ three-level atomic configuration $\hat{\Lambda}_{2, j}^{2}, \hat{\Lambda}_{1, j}^{1}$, and $\hat{\Lambda}_{l, j}^{l}$, respectively. The $D$ atoms are considered as a two-level system, the state energy positions of which are measured from the middle point between the excited and ground states, respectively, $D_{z, j}=\left(D_{2, j}^{2}-D_{1, j}^{1}\right) / 2$. The first term of the Hamiltonian describes the free energy of EMF, the $k \equiv \mathrm{k}, \lambda$ modes of which is initially considered in the vacuum state $\left|0_{k}\right\rangle$. Here $\hat{a}_{k}$ and $\hat{a}_{k}^{\dagger}$ are annihilation and creation operators of EMF photons with wave vector k , polarization $\varepsilon_{\lambda}$, and the frequency $\omega_{k}$, which satisfy the commutation relation $\left[\hat{a}_{k}^{\dagger}, \hat{a}_{k^{\prime}}^{\dagger}\right]=\delta_{k, k^{\prime}}$.

Taking into consideration the conservation energy laws, $\hbar\left(\omega_{1}+\omega_{2}\right)=2 \hbar \omega_{0}$ and $\hbar\left(\omega_{a}-\omega_{s}\right)=2 \hbar \omega_{0}$ (according to Figure 1A-C, respectively), we introduce the interaction Hamiltonian $\hat{H}_{I}=\hat{H}_{I 1}+\hat{H}_{I 2}$ of the $\Xi, \Lambda, V$, and $D$ subsystems with free EMF. Here $\hat{H}_{I 1}$ describes the single-photon interaction of three-level atoms in the $\Xi$, $V$, and $\Lambda$ configurations with a vacuum of EMF:

$$
\begin{align*}
\hat{H}_{I 1}= & -\sum_{k} \sum_{j=1}^{N_{\xi}}\left[\left(\mu_{1 i}, \mathrm{~g}_{k}\right) \hat{\Xi}_{1 j}^{l}+\left(\mu_{2 l}, \mathrm{~g}_{k}\right) \hat{\Xi}_{l j}^{2}\right] \hat{a}_{k} \exp \left[i\left(\mathrm{k}, \mathrm{r}_{j}\right)\right] \\
& -\sum_{k} \sum_{l=1}^{N_{\lambda}}\left[\left(\mu_{l 1}, \mathrm{~g}_{k}\right) \hat{\Lambda}_{1 l}^{l}+\left(\mu_{l 2}, \mathrm{~g}_{k}\right) \hat{\Lambda}_{2 l}^{l}\right] \hat{a}_{k} \exp \left[i\left(\mathrm{k}, \mathrm{r}_{l}\right)\right]  \tag{2}\\
& -\sum_{k} \sum_{l=1}^{N_{v}}\left[\left(\mu_{l 1}, \mathrm{~g}_{k}\right) \hat{V}_{l l}^{1}+\left(\mu_{l 2}, \mathrm{~g}_{k}\right) \hat{V}_{l l}^{2}\right] \hat{a}_{k} \exp \left[i\left(\mathrm{k}, \mathrm{r}_{l}\right)\right]+H . c .
\end{align*}
$$

where $\varepsilon_{1} \hat{H}_{I 1}^{\Xi_{1-}} \sim \hat{\Xi}_{1 j}^{l} \hat{a}_{k}$ and $\varepsilon_{1} \hat{H}_{I 1}^{\Xi_{2=}} \sim \hat{\Xi}_{i j}^{2} \hat{a}_{k}$ represent the two-photon cascade excitation of $\Xi$ atom through the intermediary state $|\iota\rangle ; \varepsilon_{1} \hat{H}_{I 1}^{S-} \sim \hat{\Lambda}_{2, j}^{l} \hat{a}_{k}$ (or $\left.\varepsilon_{1} \hat{H}_{I 1}^{S-} \sim \hat{V}_{l, j}^{2} \hat{a}_{k}\right)$ and $\varepsilon_{1} \hat{H}_{I 1}^{A-} \sim \hat{\Lambda}_{1, j}^{l} \hat{a}_{k}\left(\varepsilon_{1} \hat{H}_{I 1}^{A-} \sim \hat{V}_{l, j}^{1} \hat{a}_{k}\right)$ describe the excitation of $\Lambda$ (or $V$ ) atom with the absorption of the photons with the energies $\hbar \omega_{s}$ and $\hbar \omega_{a}$, respectively. $\mu_{i, j}$ is dipole momentum transitions between the $i$ and $j$ states of the atoms. The second part of interaction Hamiltonian, $\hat{H}_{I 2}$, describes the nonlinear interaction of the dipole-forbidden transition of $D$ two-level system with vacuum field:

$$
\begin{align*}
\hat{H}_{I 2}= & \sum_{k_{1}, k_{2}} \sum_{m=1}^{N}\left[q_{s}\left(\mathrm{k}_{1}, \mathrm{k}_{2}\right) \hat{D}_{m}^{-} \hat{a}_{k_{2}}^{\dagger} \hat{a}_{k_{1}}\left(1-\delta_{k_{1}, k_{2}}\right) \exp \left[i\left(\mathrm{k}_{1}-\mathrm{k}_{2}, \mathrm{r}_{m}\right)\right]\right.  \tag{3}\\
& \left.-q_{b}\left(k_{1}, k_{2}\right) \hat{D}_{m}^{+} \hat{a}_{k_{2}} \hat{a}_{k_{1}} \exp \left[i\left(\mathrm{k}_{1}+\mathrm{k}_{2}, \mathrm{r}_{m}\right)\right]\right]+ \text { H.c. }
\end{align*}
$$

This interaction is expressed by two-photon emission terms $\varepsilon_{2} \hat{H}_{I 2}^{b+} \sim \hat{D}_{m}^{-} \hat{a}_{k_{2}}^{\dagger} \hat{a}_{k_{1}}^{\dagger}$ and possible scattering of an emitted photon by the $\Xi$ and $V$ subsystems $\varepsilon_{2} \breve{H}_{I 2} s \pm \sim \hat{D}_{m}^{\mp} \hat{a}_{k_{2}}^{\dagger} \hat{a}_{k_{1}}$. The excitation and lowering operators of $V, \Lambda$, and $\Xi$ dipoleactive three-level subsystems are described by the operators of $U(3)$ algebra, which satisfy the commutation relations $\left[\hat{U}_{\beta j}^{\alpha}, \hat{U}_{\alpha^{\prime}}^{\beta^{\prime}}\right]=\delta_{l, j}\left\{\hat{U}_{\alpha^{\prime} j}^{\alpha} \delta_{\beta, \beta^{\prime}}+\hat{U}_{\beta^{\prime} j}^{\beta} \delta_{\alpha, \alpha^{\prime}}\right\}$. Here the operator $\hat{U}_{\beta j}^{\alpha}$ is equivalent with $V$ and $\Xi$ operators, $\hat{V}_{\beta j}^{\alpha}$ and $\hat{\Xi}_{\beta j}^{\alpha}$, respectively. The inversion $\hat{D}_{l z}$ together with lowering and exciting $\hat{D}_{j}^{ \pm}$operators of $D$ subsystem belongs to $S U(2)$ algebra: $\left[\hat{D}_{l z}, \hat{D}_{j}^{ \pm}\right]= \pm \hat{D}_{l}^{ \pm} \delta_{l, j}$ and $\left[\hat{D}_{l}^{+}, \hat{D}_{m}^{+}\right]=2 \delta_{l, m} \hat{D}_{l z}$. In comparison with single-photon interaction of $\Xi$ and $V$ atoms with vacuum field $\left(\mu_{i, j}, \mathrm{~g}_{k}\right)$, the nonlinear interaction of $D$ two-level subsystem with EMF in twophoton and scattering interaction is described by the interaction constants and second order:

$$
\begin{aligned}
& q_{b}\left(\mathrm{k}_{1}, \mathrm{k}_{2}\right)=\frac{\left(\mathrm{d}_{31}, \mathrm{~g}_{k_{1}}\right)\left(\mathrm{d}_{32}, \mathrm{~g}_{k_{2}}\right)}{2 \hbar\left(\omega_{32}+\omega_{k_{1}}\right)}+\frac{\left(\mathrm{d}_{31}, \mathrm{~g}_{k_{2}}\right)\left(\mathrm{d}_{32}, \mathrm{~g}_{k_{1}}\right)}{2 \hbar\left(\omega_{31}-\omega_{k_{2}}\right)}, \\
& q_{s}\left(\mathrm{k}_{1}, \mathrm{k}_{2}\right)=\frac{\left(\mathrm{d}_{31}, \mathrm{~g}_{k_{1}}\right)\left(\mathrm{d}_{32}, \mathrm{~g}_{k_{2}}\right)}{\hbar\left(\omega_{32}-\omega_{k_{1}}\right)}+\frac{\left(\mathrm{d}_{31}, \mathrm{~g}_{k_{2}}\right)\left(\mathrm{d}_{32}, \mathrm{~g}_{k_{1}}\right)}{\hbar\left(\omega_{31}+\omega_{k_{1}}\right)},
\end{aligned}
$$

where $\mathrm{g}_{k}=\varepsilon_{\lambda} \sqrt{2 \pi \hbar \omega_{k} / V}$ and $\mathrm{d}_{i, j}$ is dipole momentum transitions between the levels of the $D$ atom. In the definition of the interaction parts of the Hamiltonian (2) and (3), we introduced the fictive small parameters $\varepsilon_{1}$ and $\varepsilon_{2}$ which will help us to establish the contributions of the second and third orders in two-photon decay rates.

In this section the conditions for which the pure super-fluorescence of the small number of radiators $[14,15]$ in the subsystems $\Xi, V$, and $D$ enters into interaction during the delay time of cooperative spontaneous emission of each subsystem are considered, so that inhomogeneous broadening of excited atomic states can be neglected, $\tau_{i} \ll T_{2, i}$. Here $\tau_{i}=\tau_{0} / N_{i}$ is the collective time for which the polarization of the $i$ subsystem becomes macroscopic; $T_{2, i}$ is the de-phasing time of the subsystem $i$, which includes the reciprocal inhomogeneous and Doppler-broadened line-width, $i \equiv \Xi, V$, and $D$ (see, e.g., the papers [15, 16]). These conditions can be achieved using laser cooling method $[17,18]$ for three atomic ensembles represented in Figure 1A,B. Let us suppose that delay time of the super-radiant pulse is less than $T_{2, i}$; we will drop the terms connected with de-phasing time $T_{2, i}$ from the kinetic equations. In order to estimate the three-particle cooperative interaction, we will examine the situation in which one- and two-quantum interactions with the EMF bath are taken into account simultaneously. In this case it is necessary to eliminate from the density matrix equation the boson operators of EMF in nonlinear interaction with atomic subsystem. In comparison with the paper [12], here we will take into consideration the two-quantum effects connected with the influence of three-level atomic systems $V$ and $\Xi$ on the two-photon spontaneous emission of dipole-forbidden $D$ subsystem. In this case instead of two dipole-active atoms, we can take into consideration only one three-level atom in two-photon resonance with dipole-forbidden system.

Let $\mathcal{P}$ be the projection operator for the complete density matrix $\breve{\rho}(t)$ on the vector basis of a free EMF subsystem $\rho_{s}(t)=\mathcal{P} \breve{\rho}(t)$ and $\breve{\rho}_{b}(t)=\overline{\mathcal{P}} \breve{\rho}(t)$, where $\breve{\rho}_{s}(t)$ and $\breve{\rho}_{b}(t)$ are slower and rapidly oscillating parts of the density matrix, respectively,
$\overline{\mathcal{P}}=1-\mathcal{P}$. It can be shown that $\mathcal{P}^{2}=\mathcal{P}$ and $\overline{\mathcal{P}} \mathcal{P}=0$. Recognizing that for $t=0$ an electronic subsystem does not interact with the EMF, we define the projection operator $\mathcal{P}=\breve{\rho}_{p h}(0) \otimes \operatorname{Tr}_{p h}\{\cdots\}$, where the trace is taking over the photon states and $\breve{\rho}_{p h}(0)=|0\rangle\langle 0|$ represents the density matrix of the vacuum of EMF. In this case one can represent the slow part of density matrix through the density matrix $\breve{W}(t)=\operatorname{Tr}_{p h}\{\breve{\rho}(t)\}$ of the atomic subsystem $\breve{\rho}_{s}(t)=\breve{\rho}_{p h} \otimes \breve{W}(t)$, where $\breve{W}(0)=\operatorname{Tr}_{p h} \breve{\rho}(0)=\breve{\rho}_{r}(0)$ is the density matrix of the prepared state of the atomic subsystem. The equations for the matrix $\breve{\rho}_{s}(t)$ and $\breve{\rho}_{b}(t)$ are

$$
\begin{align*}
& \frac{\partial \breve{\rho}_{s}(t)}{\partial t}=-i \mathcal{P} L_{I}(t)\left\{\breve{\rho}_{s}(t)+\breve{\rho}_{b}(t)\right\},  \tag{4}\\
& \frac{\partial \breve{\rho}_{b}(t)}{\partial t}=-i \overline{\mathcal{P}} L_{I}(t)\left\{\breve{\rho}_{s}(t)+\breve{\rho}_{b}(t)\right\}, \tag{5}
\end{align*}
$$

where $\hat{L}_{I}(t)=\varepsilon_{1}\left[\breve{H}_{I 1}(t), \ldots\right] / \hbar+\varepsilon_{2}\left[\breve{H}_{I 2}(t), \ldots\right] / \hbar$ is the interaction part of Liouville operator. Following the known procedure of elimination of the rapidly oscillating part of the density matrix, we integrate Eq. (5) with respect to $\breve{\rho}_{b}(t)$ and substitute the resulting solution in Eq. (4). After this procedure we obtain the expression

$$
\begin{equation*}
\frac{\partial \breve{\rho}_{s}(t)}{\partial t}=-P \int_{0}^{t} d \tau L_{I}(t) U(t, t-\tau) L_{I}(t-\tau) \rho_{s}(t-\tau), \tag{6}
\end{equation*}
$$

where the two-time evolution operator is represented by the $T$ product $\breve{U}(t, t-\tau)=T \exp \left\{-i \overline{\mathcal{P}} \int_{t-\tau}^{t} d \tau_{1} L_{I}(\tau)\right\}$. In comparison with well-known procedure of the decomposition on the small parameter $\varepsilon$ of the right-hand site of expression (6), here we have two parameters $\varepsilon_{1}$ and $\varepsilon_{2}$. The quantum correlation between the singleand two-photon interactions of atoms through the vacuum of the EMF can be found in the third order of the expansion on the small parameter product $\varepsilon_{1}^{2} \varepsilon_{2}$ of the right-hand side of Eq. (6). Indeed considering the second and third order of the expansion on the small parameters $\varepsilon_{1}$ and $\varepsilon_{2}$, we represent the evolution operators $\breve{U}(t, t-\tau)$ and $\breve{\rho}_{s}(t-\tau)$ in the following approximate form $\breve{U}(t, t-\tau) \approx 1-i \overline{\mathcal{P}} \int_{t-\tau}^{t} d \tau_{1} L_{i}\left(\tau_{1}\right)$ and $\breve{\rho}_{s}(t-\tau)=\breve{\rho}_{s}(t)+\mathcal{P} \int_{0}^{\tau} d \tau_{1} \hat{L}_{i}\left(t-\tau_{1}\right) \int_{0}^{t-\tau_{1}} d \tau_{2} \hat{L}_{i}\left(t-\tau_{1}-\tau_{2}\right) \breve{\rho}_{s}\left(t-\tau_{1}-\tau_{2}\right)$. Upon substitution of this expression in Eq. (6), in the third order of small parameter $\lambda$, the equation for $\rho_{s}(t)$ becomes

$$
\begin{equation*}
\frac{\partial}{\partial t} \breve{\rho}_{s}(t)=-\mathcal{P} \int_{0}^{t} d \tau_{1} \hat{L}_{i}(t)\left\{\hat{L}_{i}\left(t-\tau_{1}\right)-i \int_{t-\tau_{1}}^{t} d \tau_{2} \hat{L}_{i}\left(\tau_{2}\right)\right\} \hat{L}_{i}\left(t-\tau_{1}\right) \breve{\rho}_{s}(t) . \tag{7}
\end{equation*}
$$

Representing the Liouville operator, $\hat{L}_{I}(t)$, through single-, $L_{I 1}(t)=\varepsilon_{1}$ $\left[\breve{H}_{I 1}(t), \ldots\right] / \hbar$, and two-photon, $\lambda L_{I 2}(t)=\varepsilon_{2}\left[\breve{H}_{I 2}(t), \ldots\right] / \hbar$, interaction parts, we can observe that in the third order on the decomposition on interaction Hamiltonian, the main contribution to the right-hand site of Eq. (7) gives the terms proportional to the $\varepsilon_{1}^{2} \varepsilon_{2}$. Indeed, taking into consideration that the trace of an odd number of boson operator is zero, $\operatorname{Tr}_{p h}\left\{\rho_{0} \breve{a}_{k_{1}}^{\dagger} \breve{a}_{k_{2}} \dagger \breve{a}_{k_{3}} \breve{a}_{k_{4}} \breve{a}_{k_{5}}\right\}=0$, it is not difficult to observe
that the projection of the operator product $\varepsilon_{2}^{2} \varepsilon_{1} \mathcal{P} \breve{H}_{I 1} \breve{H}_{I 2} \breve{H}_{I 2}$ takes the zero value too. In the third order of the small parameters $\varepsilon_{i}$, the contribution of Liouville operator $\hat{L}_{I 1}$ and $\hat{L}_{I 2}$ must be found from the terms like $\mathcal{P} \hat{L}_{I 1} \hat{L}_{I 2} \hat{L}_{I 1} \hat{\breve{\rho}}_{s}(t)$, which corresponds to two-photon resonances between the single- and two-photon transitions in the three-level atomic systems described by the Hamiltonian part (2) and (3), respectively. It is not difficult to observe that second-order decomposition on the interaction Hamiltonian gives zero contributions in the correlations between the $\Xi, V$, and $D$ subsystems. This follows from the zero value of the trace of the odd number of boson operators, $\operatorname{Tr}_{p h}\left\{\breve{\rho}_{0} \breve{a}_{k_{1}}^{\dagger} \breve{k}_{k_{2}} \breve{a}_{k_{3}} \dagger\right\}=0$, which corresponds to the projection of the operator product $\mathcal{P} \breve{H}_{I 1} \breve{H}_{I 2} \mathcal{P}=0$.

Following this procedure of calculation of mean value of boson operators, it is observed that the two-photon resonance represented in Figure 1A can be described by the following diagrams:

$$
\begin{align*}
\Delta \rho_{3}^{b}= & i \lambda^{3} \int_{0}^{t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}\left\{\mathcal{P} \hat{L}_{I 1}^{\Xi_{1}-}(t) \hat{\hat{L}}_{I 1}^{\Xi_{2}-}\right. \\
& +\mathcal{P} \hat{L}_{I 1}^{R-}(t) \hat{L}_{I 1}^{S-}\left(t-\tau_{2}\right) \hat{L}_{I 2}^{b+}\left(t-\tau_{12}^{b+}\left(t-\tau_{1}\right) \rho_{s}(t)\right. \\
& +\mathcal{P} \hat{L}_{I 1}^{\Xi_{2}-}(t) \hat{L}_{I 2}^{b+}\left(t-\tau_{2}\right) \hat{L}_{I 1}^{\Xi_{1}-}\left(t-\tau_{1}\right) \rho_{s}(t)  \tag{8}\\
& +\mathcal{P} \hat{L}_{I 1}^{\Xi_{1}-}(t) \hat{L}_{I 2}^{b+}\left(t-\tau_{2}\right) \hat{L}_{I 1}^{\Xi_{2}-}\left(t-\tau_{1}\right) \rho_{s}(t) \\
& +\mathcal{P} \hat{L}_{I 2}^{b+}(t) \hat{L}_{I 1}^{\Xi_{1}-}\left(t-\tau_{2}\right) \hat{L}_{I 1}^{\Xi_{2}-}\left(t-\tau_{1}\right) \rho_{s}(t) \\
& \left.+\mathcal{P} \hat{L}_{I 2}^{b+}(t) \hat{L}_{I 1}^{\Xi_{2}-}\left(t-\tau_{2}\right) \hat{L}_{I 1}^{\Xi_{1}-}\left(t-\tau_{1}\right) \rho_{s}(t)\right\}+H . c .
\end{align*}
$$

Here $L_{I 1}^{\Xi_{1}-}(t)=\varepsilon_{1}\left[\breve{H}_{I 1}^{\Xi_{1}-}(t), \ldots\right] / \hbar, L_{I 1}^{\Xi_{2}-}(t)=\varepsilon_{1}\left[\breve{H}_{I 2}^{\Xi_{2}-}(t), \ldots\right] / \hbar$, and $L_{I 2}^{b-}(t)=\varepsilon_{2}\left[\breve{H}_{I 2}^{b-}(t), \ldots\right] / \hbar$ represent the Liouville operators of the interaction part of the $\Xi$ and $D$ atoms expressed through EMF annihilation and atomic exciting operators in the single- and two-quantum interactions.

The scattering resonance can be represented by the diagrams in which the conservation law $\omega_{a}-\omega_{s}=2 \omega_{0}$ must take place as represented in Figure 1B:

$$
\begin{align*}
\Delta \rho_{3}^{s}= & i \int_{0}^{t} d \tau_{1} \int_{0}^{\tau_{1}} d \tau_{2}\left\{\mathcal{P} L_{I 1}^{A-}(t) L_{I 1}^{S+}\left(t-\tau_{2}\right) L_{I 2}^{s+}\left(t-\tau_{1}\right) \rho_{s}(t)\right. \\
& +\mathcal{P} L_{I 1}^{S+}(t) L_{I 1}^{A-}\left(t-\tau_{2}\right) L_{I 2}^{s+}\left(t-\tau_{1}\right) \rho_{s}(t) \\
& +\mathcal{P} L_{I 1}^{A-}(t) L_{I 2}^{s+}\left(t-\tau_{1}\right) L_{I 1}^{S+}\left(t-\tau_{2}\right) \rho_{s}(t)  \tag{9}\\
& +\mathcal{P} L_{I 1}^{S+}(t) L_{I 2}^{s+}\left(t-\tau_{1}\right) L_{I 1}^{A-}\left(t-\tau_{2}\right) \rho_{s}(t) \\
& +\mathcal{P} L_{I 2}^{s+}(t) L_{I 1}^{A-}\left(t-\tau_{1}\right) L_{I 1}^{S+}\left(t-\tau_{2}\right) \rho_{s}(t) \\
& \left.+\mathcal{P} L_{I 2}^{s+}(t) L_{I 1}^{S+}\left(t-\tau_{1}\right) L_{I 1}^{A-}\left(t-\tau_{2}\right) \rho_{s}(t)\right\}+H . c .,
\end{align*}
$$

where $L_{I 2}^{s-}(t)=\varepsilon_{2}\left[\breve{H}_{I 2}^{s-}(t), \ldots\right] / \hbar$ is the Liouville parts for two-photon scarpering process of $D$ atomic subsystem and $L_{I 1}^{S-}(t)=\varepsilon_{1}\left[\breve{H}_{I 1}^{S-}(t), \ldots\right] / \hbar$ and
$L_{I 1}^{A-}(t)=\varepsilon_{1}\left[\breve{H}_{I 1}^{A-}(t), \ldots\right] / \hbar$ correspond to the single-photon transitions in $\Xi$ atomic subsystem described by the Hamiltonian parts (3) and (2), respectively.

So that after the trace on the EMF variables, we obtain $\operatorname{Tr}\left\{\hat{\rho}_{p h} \breve{a}_{k_{1}} \breve{a}_{k_{3}} \breve{a}_{k_{2}} \dagger \breve{a}_{k_{4}} \dagger\right\}$ $=\left[\delta_{k_{1} k_{2}} \delta_{k_{3}, k_{4}}+\delta_{k_{1}, k_{4}} \delta_{k_{3}, k_{2}}\right], \operatorname{Tr}\left\{\hat{\rho}_{p h} \breve{a}_{k_{1}} \breve{a}_{k_{2}} \dagger\right\}=\delta_{k_{1} k_{2}}$, and $\operatorname{Tr}\left\{\rho_{p h} \breve{a}_{k_{2}}^{\dagger} \breve{a}_{k_{4}} \dagger \breve{a}_{k_{1}} \breve{a}_{k_{3}}\right\}=0$. We found the correlations between $\Xi, V$, and $D$ atomic subsystem represented in

## Figure 1.

We found the correlations between $\Xi, V$, and $D$ atomic subsystem represented in the Figure 1. Following projection technique procedures developed in Refs. [ $5,13,19]$, we find the terms of in the right-hand side of the master equation (7)-(9) for three species of radiators in interaction

$$
\begin{equation*}
\frac{d \breve{W}(t)}{d t}=\frac{d \breve{W}_{0}(t)}{d t}+\frac{d \breve{W}_{21 b}(t)}{d t}+\frac{d \breve{W}_{21 s}(t)}{d t} . \tag{10}
\end{equation*}
$$

First term describes the cooperative single- and two-photon effects in each subsystem, respectively. Second term describes the exchanges between the singlephoton processes of $\Xi$ three-level subsystem and the two-photon transitions of the $D$ radiators as this is represented in Figure 1A. The third term describes the scattering effect of the two radiators represented in Figure 1B.

All parameters and collective exchange integrals between the three-level radiators in $V$ configuration and dipole-forbidden two-level system $D$ are defined in the literature [1-12]:

$$
\begin{align*}
\frac{d \breve{W}_{0}(t)}{d t}= & \frac{1}{2 \tau_{l, 1}} \sum_{l, j=1}^{N_{\xi}} \chi_{1}(j, l)\left[\breve{\Xi}_{l, j}^{1}, \breve{W}(t) \breve{\Xi}_{1, l}^{l}\right]+\frac{1}{2 \tau_{l, 2}} \sum_{l, j=1}^{N_{\xi}} \chi_{2}(j, l)\left[\breve{\Xi}_{2, j}^{l}, \breve{W}(t) \breve{\Xi}_{b, l}^{2}\right] \\
& +\frac{1}{2 \tau_{l, a}} \sum_{l, j=1}^{N_{v}} \chi_{a}(j, l)\left[\breve{V}_{1, j}^{l}, \breve{W}(t) \breve{V}_{l, l}^{1}\right]+\frac{1}{2 \tau_{l, s}} \sum_{l, j=1}^{N_{v}} \chi_{s}(j, l)\left[\breve{V}_{2, j}^{l}, \breve{W}(t) \breve{V}_{b, l}^{2}\right] \\
& +\frac{1}{2 \tau_{l, s}} \sum_{l, j=1}^{N_{2}} \chi_{s}(j, l)\left[\breve{\Lambda}_{l, j}^{2}, \breve{W}(t) \breve{\Lambda}_{2, l}^{l}\right]+\frac{1}{2 \tau_{l, a}} \sum_{l, j=1}^{N_{2}} \chi_{a}(j, l)\left[\breve{\Lambda}_{l, j}^{2}, \breve{W}(t) \breve{\Lambda}_{2, l}^{l}\right] \\
& +\frac{1}{2 \tau_{d}} \sum_{l, j=1}^{N} \chi_{d}(j, l)\left[\breve{D}_{j}^{-}, \breve{W}(t) \breve{D}_{l}+\right]+H . c ., \tag{11}
\end{align*}
$$

where $\tau_{l, \alpha}=3 \hbar c^{3} /\left(4 \mu_{\alpha, l}^{2} \omega_{\alpha}^{3}\right)$ is the spontaneous emission time of the dipoleactive transitions $|\alpha\rangle \rightarrow|\nu\rangle$ of three-level atom in $\Xi$ and $V$ configurations and $\tau_{d}=\pi 3^{2} \hbar^{2} c^{6} /\left(4^{2} \omega_{0}^{7} d_{23}^{2} d_{31}^{2} q_{b}^{2}\left(\omega_{0}, \omega_{0}\right)\right)$ is the two-photon spontaneous emission rate in the $D$ atomic subsystem. This equation can be used for the description of interaction between the dipole-forbidden and dipole-active subsystems of radiators. For comparison of the real parts of the single- and two-photon exchange integrals, we can observe that the second decreases inversely proportional to the square distance $r_{l l}$ between two $D$ radiators: $\operatorname{Re}\left[\chi_{\alpha}(j, l)\right]=\sin \left(\omega_{\alpha} r_{j, l} / c\right) /\left[\omega_{\alpha} r_{j, l} / c\right]$ and $\operatorname{Re}\left[\chi_{d}(j, l)\right] \sim \sin ^{2}\left(\omega_{0} r_{j, l} / c\right) /\left[\omega_{0} r_{j, l} / c\right]^{2}$.

Following the two-parameter approach projection technique proposed in Ref. [13], $H_{I} 1 \sim \varepsilon_{1}$ and $H_{I} 2 \sim \varepsilon_{2}$, we easily found the three-particle exchanges between the radiators represented in Figure 1A described by master equation

$$
\begin{align*}
\frac{d \breve{W}_{21 b}(t)}{d t}= & -\frac{i}{4 \tau_{12 d}^{b}} \sum_{m=1 l=1}^{N} \sum_{1 j=1}^{N_{\xi} \sum_{\xi}}\left\{U_{b}(m, l)\right. \\
& \times\left\{\left[\breve{D}_{m}^{-}, \breve{W}(t) \breve{\Xi}_{l, l}^{2} \breve{\Xi}_{1, j}^{l}\right]+\left[\breve{D}_{m}^{-}, \breve{W}(t) \breve{\Xi}_{1, j}^{l} \breve{\Xi}_{1, l}^{2}\right]\right\} \\
& +U_{b}^{*}(j, l, m)\left[\breve{\Xi}_{l, l}^{2},\left[\breve{\Xi}_{1, j}^{l}, \breve{D}_{m}-\breve{W}(t)\right]\right]  \tag{12}\\
& \left.+\left[\breve{\Xi}_{1, j}^{l}\left[\breve{\Xi}_{l, l}^{2}, \breve{D}_{m}-\breve{W}(t)\right]\right]\right\}-\frac{i}{2 \tau_{12 d}^{b}} \sum_{m=1 j=1 l=1}^{N} \sum_{j=1}^{N_{\xi} N_{\xi}} V_{b}(j, m, l) \\
& \times\left\{\left[\breve{D}_{m}^{-} \breve{W}(t) \breve{\Xi}_{l,}^{2}, \breve{\Xi}_{1, j}^{l}\right]+\left[\breve{D}_{m}^{-} \breve{W}(t) \breve{\Xi}_{1, j}^{l}, \breve{\Xi}_{1, l}^{2}\right]\right\} \\
& +H . c .
\end{align*}
$$

Here for $\omega_{s} \simeq \omega_{r}$, we have found the following integrals:

$$
\begin{align*}
\frac{1}{\tau_{12 d}^{b}} & =\left\{\frac{4}{3}\right\}^{2} \frac{\omega_{s}^{3}\left(\omega_{r}\right)^{3} \mu_{12} \mu_{11} d_{23} d_{31}}{2 \hbar^{2} c^{6}}\left[\frac{1}{\omega_{32}+\omega_{2}}+\frac{1}{\omega_{31}+\omega_{1}}\right], \\
V_{b}(j, m, l) & \simeq \frac{c^{2}\left[\exp \left[-i \omega_{2} r_{m l} / c\right]-1\right]\left[\exp \left[i \omega_{1} r_{j m} / c\right]-1\right]}{\omega_{1} \omega_{2} r_{j m} r_{m l}},  \tag{13}\\
U_{b}(j, m, l) & =\exp \left[-i \omega_{1} r_{m j} / c\right] V_{b}(j, l, m) .
\end{align*}
$$

Here $1 / \tau_{12 d}^{b}$ is the three-particle cooperative emission rate of two atoms from $\Xi$ subsystems and one atom from $D$ ensemble situated at the relatively small distance $r_{j l} \ll \lambda_{s(r)} . V_{b}(j, m, l)$ is the exchange integral which describes the influence of the $m$ atom from $D$ ensemble on the single-photon transitions of the $j$ and $l$ radiators from the $\Xi$ subsystem. $U_{b}(j, m, l)$ is the inverse process of the cooperative action of $j$ and $l$ radiators from the $\Xi$ ensemble on the two-photon transitions of $m$ radiator from the $D$ subsystem.


Figure 2.
The real part of exchange integral $V_{b}$, defined in expression (14), is plotted as a function of relative distance between radiators, $X=\omega_{0} r / c$, and relative displacement, $\Delta=\left(\omega_{1}-\omega_{0}\right) / \omega_{0}$.

For two atoms represented in Figure 1A, the simple exchange integral between these radiators can be obtained from expression (13):

$$
\begin{equation*}
V_{b}=\frac{\lambda_{1} \lambda_{2}\left[\exp \left(-2 i \pi r / \lambda_{2}\right)-1\right]\left[\exp \left(2 i \pi r / \lambda_{1}\right)-1\right]}{(2 \pi r)^{2}}, \tag{14}
\end{equation*}
$$

where $\lambda_{2}$ and $\lambda_{1}$ are the emission wavelengths in cascade transition of the dipoleactive three radiators in $\Xi$ configuration, situated at distance $r$. The real part of this function describes the three-particle decay rate of the system. The dependence of exchange integral (14) on the relative distance between the $\Xi$ and $D$ atoms (14), $X=\omega_{0} r / c$ and the displacement, $\Delta=\left(\omega_{1}-\omega_{0}\right) / \omega_{0}$ relatively the degenerate frequency $\omega_{0}$, is plotted in Figure 2. As follows from this dependence, the exchange integral achieved the maximal radius, when $\omega_{1}=\omega_{2}$, which corresponds to the situation $\Delta=0$.

The part of master Equation (10) for resonance scattering interaction between the absorbed and emitted photons by the dipole-active $\Lambda$ and $V$ subsystems and $D$ dipole-forbidden radiators can be obtained from the third-order expansion on the smallest parameter $\lambda$. In this situation, the scattering part of the master equation represented by the scheme $1 B$ becomes

$$
\begin{align*}
\frac{d \breve{W}_{21 s}(t)}{d t}= & \frac{i}{2 \tau_{s a d}^{s}} \sum_{m, j, l=1}\left\{U_{s}(j, m, l)\left[\breve{V}_{\imath, j}^{1}, \breve{V}_{2, l}^{l} \breve{D}_{m}-\hat{W}(t)\right]\right. \\
& \left.+U_{s}^{*}(j, m, l)\left[\breve{V}_{2, l}^{l}, \breve{W}(t) \breve{V}_{\imath, j}^{1} \breve{D}_{m}-\right]\right\}  \tag{15}\\
& -\frac{i}{2 \tau_{\text {sad }}^{s}} \sum_{m, j, l=1} V_{s}(j, m, l)\left[\breve{D}_{m}^{-}, \breve{V}_{2, l}^{l} \breve{W}^{\prime}(t) \breve{V}_{b, j}^{1}\right] \\
& +H . c .
\end{align*}
$$



Figure 3.
The real part of the scattering exchange integrals $V_{s}$, defined in expressions (17), is plotted as a function of relative distance between radiators, $X=\omega_{0} r / c$, and relative scattering frequency, $\omega_{s} / \omega_{0}$.
where

$$
\begin{align*}
\frac{1}{\tau_{s a d}^{s}} & =\left(\frac{4}{3}\right)^{2} \frac{\mu_{l 2} \mu_{t 1} d_{23} d_{31} \omega_{s}^{3}\left(\omega_{a}\right)^{3}}{c^{6} \hbar^{2}}\left[\frac{1}{\omega_{32}-\omega_{s}}+\frac{1}{\omega_{31}+\omega_{s}}\right], \\
V_{s}(j, m . l) & =\frac{\left(\exp \left[-i \omega_{s} r_{m l} / c\right]-1\right)\left(\exp \left[i \omega_{a} r_{m j} / c\right]-1\right)}{\omega_{s} \omega_{a}\left(r_{m l} / c\right)\left(r_{m j} / c\right)},  \tag{16}\\
U_{s}(j, m, l) & =\exp \left[-i \omega_{s} r_{m l} / c\right] V_{s}(j, m . l) .
\end{align*}
$$

First term in Eq. (15) describes the transition of $D$ atom under the influence of the scattering process of emitted photons of the atoms from $V$ subsystem. This process is described by exchange integral $V_{s}(j, m . l)$. The last two terms in master Eq. (15) describe the scattering process of emitted photons by the $V$ atoms under the influence of $D$ subsystem.

The similar expression is obtained for the interaction of $\Lambda$ three-level radiator with $D$ atom represented in Figure 1C. In this case we must replace the operators of $V$ subsystem in expression (15) with corresponding transition operators of $\Lambda$ system $\breve{V}_{b, j}^{1} \rightarrow \hat{\Lambda}_{1 j}^{l}: \breve{V}_{2, l}^{l} \rightarrow \breve{\Lambda}_{b, l}^{2}$ and their Hermit conjugated operators.

For the two atoms, expression (16) was reduced to the simple representation

$$
\begin{equation*}
V_{s}=\frac{\lambda_{s} \lambda_{a}\left[1-\exp \left(-2 i \pi r / \lambda_{s}\right)\right]\left[1-\exp \left(2 i \pi r / \lambda_{a}\right)\right]}{(2 \pi r)^{2}} . \tag{17}
\end{equation*}
$$

Here the wavelength $\lambda_{s}\left(\lambda_{a}\right)$ corresponds to the emitted photons at Stokes or anti-Stokes frequencies represented in Figure 1. The numerical representation of the real part of the exchange integral (17) as the function of the relive distance between the atoms $X=\omega_{0} r / c$ and the relative Stokes frequency $\omega_{s} / \omega_{0}$ is plotted in the Figure 3. It is observing the nonsignificant dependence of this exchange integral on the frequency $\omega_{s}$. The significant dependence on the detuning from resonance can be observed in the dependence of cooperative rate $1 / \tau_{\text {sad }}^{s}$ represented in expressions (16).

In this section we obtained the correlations between dipole-active and dipoleforbidden subsystems of radiators, where the two-quantum exchange integral has the same magnitude as the two-photon quantum interaction between atoms of $D$ subsystem. In the case of the big number of radiators in each subsystem, the correlated terms, expressions (12) and (15), give the cubic contribution in the cooperative diagrams of the kinetic equation $\varepsilon_{1}^{2} \varepsilon_{2} N N_{\xi}^{2}$. When $N=N_{\xi}$ these terms can archived the value proportional to the Dicke super-radiance [1] even for the same small parameters of each subsystem $\varepsilon_{1}=\varepsilon_{2}$. In this case the number of atoms in each subsystem must achieve the value for which the third order has the same magnitude as the second order $\varepsilon^{2} N^{2} \sim \varepsilon^{3} N^{3}$. In conclusion we observe that the decomposition on the small parameter $\varepsilon$ can be regarded as a sum of single- and the two-photon transition amplitudes proportional to $\varepsilon_{1}$ and $\varepsilon_{2}$, where $\varepsilon_{1} \sim\left(\mu_{11}, \mathrm{~g}_{k}\right)$ and $\varepsilon_{2} \sim q_{b}\left(k_{1}, k_{2}\right)$ or $q_{s}\left(k_{1}, k_{2}\right)$. Considering the situation when the two-photon amplitude is smaller than the single-photon amplitude $\varepsilon_{2}<\varepsilon_{1}$, we conclude that beginning with the third-order term, the correlation diagrams (12) and (15), proportional to $\varepsilon_{1}^{2} \varepsilon_{2}$, can play an important role in the two-quantum decay process even for the twoatomic system consisted from one atom of each subsystems: $D$ and $\Xi$ (or $D$ and $V$ ). For example, in the situation when $\varepsilon_{1}=0.7$ and $\varepsilon_{2}=0.25$, the magnitude of twophoton emission, $\varepsilon_{2}^{2}=0.0625$, becomes smaller than the cooperative magnitude $\left.\varepsilon_{1}^{2} \varepsilon_{2}=0.1225\right)$. In other words we can find the condition for which we can neglect
the decay rate of two-photon emission of the $D$ atom in comparison with the cooperative effect described by expressions (12) and (15). This possibility to control the two-photon decay process of $D$ atom with the decay process of $\Xi$ or $V$ excited three-level atom is given in the next section.

## 3. Two-photon energy transfer between the two three-level radiators

Master Eq. (10) can be used for the description of cooperative interaction between the dipole-forbidden and dipole-active radiators in two-photon exchanges. Indeed passing again from Schrodinger to Heisenberg pictures $\operatorname{Tr}[\hat{W}(t) \hat{O}(0)]=\operatorname{Tr}[\hat{W}(0) \hat{O}(t)]$, we can obtain from this expression the equation of the arbitrary atomic operator $\hat{O}(t)$. Let us firstly discuss the nonlinear interaction in which $\Xi$ and $D$ atoms enter in two-photon resonance as represented in Figure 1A. Studying the cooperative interaction between the dipole-forbidden and dipoleactive radiators, the closed system of equations for the correlation functions can be found in such approach. Considering that the numbers of atoms in the each subsystem are relatively small, we can obtain the following generalized equation for the arbitrary operator $O_{b}$ :

$$
\begin{align*}
& \frac{d\left\langle O_{b}(t)\right\rangle}{d t}=\frac{1}{2 \tau_{l, 1}} \sum_{l, j=1}^{N_{\xi}} \chi_{1}(j, l)\left\langle\hat{\Xi}_{1, l}^{l}(t)\left[\hat{O}_{b}(t), \hat{\Xi}_{b, j}^{1}(t)\right]\right\rangle \\
& +\frac{1}{2 \tau_{l, 2}} \sum_{l, j=1}^{N_{\xi}} \chi_{2}(j, l)\left\langle\hat{\Xi}_{l, l}^{2}(t)\left[\hat{O}_{b}(t), \hat{\Xi}_{2, j}^{l}(t)\right]\right\rangle \\
& +\frac{1}{2 \tau_{d}} \sum_{l, j=1}^{N} \chi_{d}(j, l)\left\langle\hat{D}_{l}^{+}(t)\left[\hat{O}_{b}(t), \hat{D}_{j}^{-}(t)\right]\right\rangle \\
& -\frac{i}{4 \tau_{12 d}^{b}} \sum_{m=1}^{N} \sum_{l=1 j=1}^{N_{\xi}} \sum_{\xi=1}^{N_{\xi}}\left\{U _ { b } ( m , l , j ) \left[\left\langle\hat{\Xi}_{b, l}^{2}(t) \hat{\Xi}_{1, j}^{l}(t)\left[\hat{O}_{b}(t), \hat{D}_{m}^{-}(t)\right]\right\rangle\right.\right. \\
& \left.+\left\langle\hat{\Xi}_{1 j}^{l}(t) \hat{\Xi}_{l l}^{2}(t)\left[\hat{O}_{b}(t), \hat{D}_{m}^{-}(t)\right]\right\rangle\right]+U_{b}^{*}(j, l, m)\left\langle\left\{\left[\left[\hat{O}_{b}(t), \hat{\Xi}_{1, j}^{l}(t)\right], \hat{\Xi}_{b, l}^{2}(t)\right]\right.\right. \\
& \left.\left.\left.+\left[\left[\hat{O}_{b}(t), \hat{\Xi}_{l, l}^{2}(t)\right], \hat{\Xi}_{1, j}^{l}(t)\right]\right\} \hat{D}_{m}^{-}\right\rangle\right\} \\
& -\frac{i}{2 \tau_{12 d}^{b}} \sum_{m=1}^{N} \sum_{j=1 l}^{N_{\xi}} \sum_{=1}^{N_{\xi}} V_{b}(j, m, l)\left\{\left\langle\hat{\Xi}_{1, j}^{l}(t)\left[\hat{\Xi}_{l, l}^{2}(t), \hat{O}_{b}(t)\right] \hat{D}_{m}^{-}(t)\right\rangle\right. \\
& \left.+\left\langle\hat{\Xi}_{h, l}^{2}(t)\left[\hat{\Xi}_{1, j}^{l}(t), \hat{O}_{b}(t)\right] \hat{D}_{m}^{-}(t)\right\rangle\right\}+ \text { H.c. } \tag{18}
\end{align*}
$$

In order to simplify this problem, we analyze below the situation in which we have only a single atom in each subsystem. In this case we can replace the operator $O_{b}$ with the excitation numbers operators $\hat{N}_{\alpha}=\hat{\Xi}_{\alpha}^{\alpha}(t)$ and $\hat{N}_{d}=\hat{D}_{z}+0.5$ of $\Xi$ and $D$ atoms, respectively. Here $\alpha=1,2$ and $l$. When emission frequencies of the onephoton radiators coincide with $\omega_{1} \simeq \omega_{2} \simeq \omega_{0}$, the dependence (14) becomes real and positive defined function $\Xi$ and $D$ radiators. Here $\left[\exp \left[i \omega_{0} r / c\right]-1\right]\left[\exp \left[-i \omega_{0} r / c\right]\right.$
$-1=2\left[1-\cos \left(\omega_{0} r / c\right)\right]$. According to this expression, the exchange integrals become

$$
V_{12 d}^{b}=\frac{2\left(1-\cos \left(2 \pi r / \lambda_{0}\right)\right.}{\left(2 \pi r / \lambda_{0}\right)^{2}}, \quad U_{12 d}^{b}=\exp \left[-i \omega_{0} r / c\right] V_{s r d} .
$$

In this case one can introduce the expression exchange rate $1 / \tau_{s r d}^{b}$ as a function of the distance between the dipole-active and dipole-forbidden subsystems:

$$
\begin{equation*}
\frac{1}{\tau_{12 d}^{b}(r)}=\frac{1}{\tau_{s r d}^{b}} \frac{2\left(1-\cos \left(2 \pi r / \lambda_{s}\right)\right.}{\left(2 \pi r / \lambda_{s}\right)^{2}}, \tag{19}
\end{equation*}
$$

where $\lambda_{0}=c /\left[2 \pi \omega_{0}\right]$. Taking into account the above definitions and introducing the correlation functions between the polarizations of $\Xi$ and $D$ atoms $\left\langle\hat{F}_{b}(t, r)\right\rangle$ $=i\left[\left\langle\hat{\Xi}_{1}^{2}(t) \hat{D}^{-}(t)\right\rangle-\left\langle\hat{D}^{+}(t) \hat{\Xi}_{2}^{1}(t)\right\rangle\right]$ and $\left\langle\hat{E}_{b}(t, x)\right\rangle=\left\langle\hat{\Xi}_{1}^{2}(t) \hat{D}^{-}(t)\right\rangle+\left\langle\hat{D}^{+}(t) \hat{\Xi}_{2}^{1}(t)\right\rangle$, we obtain the closed system of equations from expression (18):

$$
\begin{align*}
\frac{d}{d t}\left\langle\hat{N}_{2}(t, x)\right\rangle= & -\frac{\left\langle\hat{N}_{2}(t)\right\rangle}{\tau_{l, 2}}-\frac{1}{4 \tau_{12 d}^{b}(x)}\left[\cos (x)\left\langle\hat{F}_{b}(t, x)\right\rangle-\sin (x)\langle\hat{E}(t, x)\rangle\right], \\
\frac{d}{d t}\left\langle\hat{N}_{l}(t, x)\right\rangle= & \frac{\left\langle\hat{N}_{2}(t, x)\right\rangle}{\tau_{l, 2}}-\frac{\left\langle\hat{N}_{l}(t, x)\right\rangle}{\tau_{l, 1}}+\frac{1}{2 \tau_{12 d}^{b}(x)}\left[\cos (x)\left\langle\hat{F}_{b}(t, x)\right\rangle\right. \\
& -\sin (x)\langle\hat{E}(t, x)\rangle]+\frac{\left\langle\hat{F}_{b}(t, x)\right\rangle}{2 \tau_{12 d}^{b}(x)}, \\
\frac{d}{d t}\left\langle\hat{N}_{1}(t, x)\right\rangle= & \frac{\left\langle\hat{N}_{l}(t)\right\rangle}{\tau_{l, 1}}-\frac{1}{4 \tau_{12 d}^{b}(x)}\left[\cos (x)\left\langle\hat{F}_{b}(t, x)\right\rangle-\sin (x)\left\langle\hat{E}_{b}(t, x)\right\rangle\right] \\
& -\frac{1}{2 \tau_{12 d}^{b}(x)}\left\langle\hat{F}_{b}(t, x)\right\rangle ; \\
\frac{d}{d t}\left\langle\hat{N}_{d}(t, x)\right\rangle= & -\frac{\left\langle\hat{N}_{d}(t, x)\right\rangle}{\tau_{d}} \\
& +\frac{1}{4 \tau_{12 d}^{b}(x)}\left[\cos (x)\left\langle\hat{F}_{b}(t, x)\right\rangle+\sin (x)\left\langle\hat{E}_{b}(t, x)\right\rangle\right] \\
& -\frac{1}{2 \tau_{12 d}^{b}(x)}\left\{\operatorname { c o s } ( x ) \left[2\left\langle\hat{N}_{2}(t, x) \hat{N}_{d}(t)\right\rangle-\left\langle N_{2}(t, x)\right\rangle\right.\right.  \tag{20}\\
& -\left\langle\hat{N}_{d}(t)\left(\hat{N}_{i}(t)-\hat{N}_{2}(t)\right)\right\rangle+\left\langle\hat{N}_{d}(t)\left(1-\hat{N}_{2}(t)-2 \hat{N}_{i}(t)\right\rangle\right] \\
& \left.-2\left\langle\hat{N}_{d}(t) \hat{N}_{i}(t)\right\rangle+2\left\langle\hat{N}_{d}(t) \hat{N}_{2}(t)\right\rangle\right\} ; \\
\left\langle\hat{F}_{b}(t, x)\right\rangle= & -\frac{\left\langle\hat{F}_{b}(t, x)\right\rangle}{2}\left(\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, 2}}\right) \\
\frac{d\left\langle\hat{E}_{b}(t, x)\right\rangle}{d t}= & \frac{\left\langle\hat{E}_{b}(t, x)\right\rangle}{2}\left(\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, 2}}\right)-\frac{1}{2 \tau_{12 d}^{b}(x)} \sin (x)\left[2\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle\right. \\
& -\left\langle\hat{N}_{2}(t)\right\rangle+\left\langle\hat{N}_{d}(t)\left(\hat{N}_{i}(t)-\hat{N}_{2}(t)\right)\right\rangle \\
& \left.-\left\langle\hat{N}_{d}(t)\left(1-\hat{N}_{2}(t)-2 \hat{N}_{i}(t)\right)\right\rangle\right] ; \\
\frac{d}{d t}\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle= & -\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle\left[\frac{1}{\tau_{l, 2}}+\frac{1}{\tau_{d}}\right], \\
\frac{d}{d t}\left\langle\hat{N}_{l}(t) \hat{N}_{d}(t)\right\rangle= & \frac{\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle}{\tau_{l, 2}}-\left\langle\hat{N}_{l}(t) \hat{N}_{d}(t)\right\rangle\left[\frac{1}{\tau_{l, 1}}+\frac{1}{\tau_{d}}\right] .
\end{align*}
$$

Using this system of Eq. (20), we can numerically study the cooperative nonlinear exchanges through the vacuum field between the $\Xi$ and $D$ radiators situated at relative distance $x$. One can observe that the spontaneous generation of photon pair by the $D$ atom is drastically modified by the time increase of the cooperative correlation between the radiators. Indeed considering that the decay rate of the $D$ atom $1 / \tau_{d}$ is smaller than similar rates of the cascade transition in the $\Xi$ atom ( $\tau_{d} / \tau_{\xi, i} \simeq 6 ; \tau_{d} /\left(4 \tau_{12 d}\right)=2$ ), we can numerically represent this dependence as a function of the relative time, $t / \tau_{d}$, and the relative distance between the radiators, $x=2 \pi r / \lambda_{0}$. As shown in Figure 4A, the decay rate of $D$ atom is drastically modified at small distances between the radiators which is in accordance with the analytic expressions (19). Considering that both atoms $\Xi$ and $D$ are prepared in the excited state, we observe the significant enhancement of the two-photon emission rate of the $D$ radiator under the influence of the $\Xi$ decay process.

Let us simplify the system of Eq. (20) in order to solve it exactly. Indeed, when dipole-active $\Xi$ atom is situated at small distance relative to the $D$ radiator $(x \ll 1)$, the system of Eq. (20) is drastically simplified:

$$
\begin{align*}
\frac{d}{d t}\left\langle\hat{N}_{2}(t)\right\rangle= & -\frac{\left\langle\hat{N}_{2}(t)\right\rangle}{\tau_{b, 2}}-\frac{\left\langle\hat{F}_{b}(t)\right\rangle}{4 \tau_{12 d}^{b}}, \\
\frac{d}{d t}\left\langle\hat{N}_{d}(t)\right\rangle= & -\frac{\left\langle\hat{N}_{d}(t)\right\rangle}{\tau_{d}}+\frac{1}{4 \tau_{12 d}^{b}}\left\langle\hat{F}_{b}(t)\right\rangle, \\
\frac{d}{d t}\left\langle\hat{F}_{b}(t)\right\rangle= & -\frac{\left\langle\hat{F}_{b}(t)\right\rangle}{2}\left(\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, 2}}\right) \\
& -\frac{1}{2 \tau_{12 d}^{b}}\left[4\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle+\left\langle\hat{N}_{d}(t)\right\rangle\right.  \tag{21}\\
& \left.-\left\langle\hat{N}_{2}(t)\right\rangle-5\left\langle\hat{N}_{d} \hat{N}_{i}\right\rangle\right], \\
\frac{d}{d t}\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle= & -\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle\left[\frac{1}{\tau_{l, 2}}+\frac{1}{\tau_{d}}\right], \\
\frac{d}{d t}\left\langle\hat{N}_{l}(t) \hat{N}_{d}(t)\right\rangle= & \frac{\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle}{\tau_{l, 2}}-\left\langle\hat{N}_{l}(t) \hat{N}_{d}(t)\right\rangle\left[\frac{1}{\tau_{l, 1}}+\frac{1}{\tau_{d}}\right] .
\end{align*}
$$

The exact solution of this linear system of equation can be represented through solution of characteristic equation $Y_{\alpha}=\sum_{j=1}^{5} C_{\alpha}^{j} \exp \left[\Theta_{j} t\right]$, where $\alpha=1,2,3,4,5$ and $\left\{Y_{\alpha}\right\}$ are the atomic functions, $Y_{1}(t)=\left\langle\hat{N}_{d}(t)\right\rangle, Y_{2}(t)=\left\langle\hat{N}_{2}(t)\right\rangle, Y_{3}(t)=\left\langle\hat{F}_{b}(t)\right\rangle$, $Y_{4}(t)=\left\langle\left\langle\hat{N}_{2}(t) \hat{N}_{d}(t)\right\rangle\right.$, and $Y_{5}(t)=\left\langle\left\langle\hat{N}_{l}(t) \hat{N}_{d}(t)\right\rangle\right.$; the solution of characteristic equation is

$$
\begin{align*}
\Theta_{1} & =-\left(\frac{1}{\tau_{2}}+\frac{1}{\tau_{d}}\right) ; \quad \Theta_{2}=-\left(\frac{1}{\tau_{1}}+\frac{1}{\tau_{d}}\right) ; \quad \Theta_{3}=-\frac{1}{2}\left(\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, 2}}\right) ; \\
\Theta_{4,5} & =-\frac{1}{2}\left\{\frac{1}{\tau_{l, 2}}+\frac{1}{\tau_{d}} \pm \sqrt{\left(\frac{1}{\tau_{d}}-\frac{1}{\tau_{l, 2}}\right)^{2}-\frac{1}{\tau_{12 b}^{2}}}\right\} . \tag{22}
\end{align*}
$$

The coefficients $\left\{C_{\alpha}^{j}\right\}$ are determined from the initial conditions. As follows from the numerical estimation plotted in Figure 4B and solutions of characteristic


Figure 4.
(A) The decay rate $-d\left\langle N_{d} / d t\right\rangle$ of the dipole-forbidden transitions of the $D$ radiator under the influence of $\Xi$ three-level radiator. This solution of Eq. (21) is plotted as function of $t / \tau_{d}$ and relative distance between the radiators $x=\omega_{1} r / c$, for the following parameters of the system: $\left\langle N_{1}\right\rangle=\left\langle N_{t}\right\rangle=0$., $\left\langle N_{2}\right\rangle=1$., $\left\langle N_{d}\right\rangle=1$, $\tau_{d} / \tau_{1}=\tau_{d} / \tau_{2}=6$, and $\tau_{d} /\left(4 \tau_{12 d}\right)=2$. (B) The decay process of excited state $|2\rangle$ of three-level system (thick line) and the transfer of the excitation from the $\Xi$ radiator to D atom (dashed line) in the process of cascade emission of $\Xi$ atom situated at relative distance $x \ll 1$ for the same parameters of the system and excitation conditions: $\left\langle N_{1}\right\rangle=\left\langle N_{t}\right\rangle=0,\left\langle N_{2}\right\rangle=1$., and $\left\langle N_{d}\right\rangle=0$.
in Eq. (22), the oscillatory decay of the atomic inversion is possible, when $1 / \tau_{d}=1 / \tau_{l, 2}$. In this case the solutions $\Theta_{4,5}$ become complex. We observe such an oscillation of the atoms inversion of $\Xi$ radiator prepared initially in the excited state. In this process the rate of energy transfer from $\Xi$ to $D$ atoms represented in Figure 4B has the oscillator behavior. In the case of the excitation of $D$, the coupling between the radiators becomes more effective, when the virtual level of
the $D$ atom is situated between the excited and ground states (see Figure 4B). As the virtual states of the $D$ radiator is off from the resonance with the dipole-active transitions of the $\Xi$ radiators, the excitation of $D$ atom takes place only with the absorption of both emitted photons by the $\Xi$ atom. The cooperative effects between the $\Xi$ and $D$ radiators are described by second-order correlation function $G_{2}=\left\langle\hat{E}^{-}(t) \hat{E}^{-}(t) \hat{E}^{+}(t) \hat{E}^{+}(t)\right\rangle=G_{2}^{0}+\alpha\left\langle\hat{F}_{b}(t)\right\rangle$. Here $G_{2}^{0}$ was derived in Ref. [5]. The contribution to the second-order correlation function remains larger than the square value of the first-order correlation function $G_{1}=\left\langle E^{-}(t) E^{+}(t)\right\rangle$, so that we can conclude that new cooperative effects between single- and two-photon transitions of $D$ and $\Xi$ subsystems play an important role in the two-photon decay process. Let us now return to the $V$ three-level system in scattering interaction with the $D$ system as this is represented in Figure 1B. In accordance with master Eq. (10) and its analytic representation (15), we can obtain the following expression for arbitrary atomic operators $\hat{O}_{s}(t)$.

$$
\begin{align*}
\frac{d\left\langle\hat{O}_{s}(t)\right\rangle}{d t}= & \frac{1}{2 \tau_{l, 1}} \sum_{l, j=1}^{N_{v}} \chi_{a}(j, l)\left\langle\hat{V}_{l, l}^{1}(t)\left[\hat{O}^{(s)}(t), \hat{V}_{1, j}^{l}(t)\right]\right\rangle \\
& +\frac{1}{2 \tau_{l, 2}} \sum_{l, j=1}^{N_{v}} \chi_{s}(j, l)\left\langle\hat{V}_{l, l}^{2}(t)\left[\hat{O}^{(s)}(t), \hat{V}_{2, j}^{l}(t)\right]\right\rangle \\
& +\frac{1}{2 \tau_{d}} \sum_{l, j, j}^{N} \chi_{d}(j, l)\left\langle\hat{D}_{l}^{+}(t)\left[\hat{O}^{(s)}(t), \hat{D}_{j}^{-}(t)\right]\right\rangle  \tag{23}\\
& -\frac{i}{2 \tau_{s a d}^{s}} \sum_{m=1}^{N} \sum_{j=1 l=1}^{N} \sum_{s}^{N_{v}} V_{s}(j, m, l)\left\langle\hat{V}_{l, j}^{1}(t)\left[\hat{O}^{(s)}(t), \hat{D}_{m}^{-}(t)\right] \hat{V}_{2, l}^{l}(t)\right\rangle \\
& +\frac{i}{2 \tau_{s a d}^{s}} \sum_{m, j, l=1}\left\{U_{s}(j, m, l)\left\langle\left[\hat{O}^{(s)}(t), \hat{V}_{b, j}^{1}(t)\right] \hat{V}_{2 l}^{l}(t) \hat{D}_{m}^{-}(t)\right\rangle\right. \\
& \left.+U_{s}^{*}(j, m, l)\left\langle\hat{V}_{l, j}^{1}(t) \hat{D}_{m}^{-}(t)\left[\hat{O}^{(s)}(t), \hat{V}_{2, l}^{l}(t)\right]\right\rangle\right\}+H . c .
\end{align*}
$$

The similar expression can be obtained for a $\Lambda$ three-level system in interaction with $D$ radiators, doing the substitution $\hat{V}_{\alpha, j}^{\beta} \rightarrow \Lambda_{\beta j}^{\alpha}$. For two atoms in each subsystem, an attractive peculiarity follows from this substitution. If $O_{s}(t)$ is the inversion of the $D$ atom, the direct modification of the $D$ atomic excitation by $\Lambda$ three-level atom is equal to zero $\left\langle\hat{\Lambda}_{1, l}^{l}(t) \hat{\Lambda}_{l, l}^{2}(t)\left[\hat{N}_{d}(t), \hat{D}_{m}^{-}(t)\right]\right\rangle=0$ due to the operator product $\hat{\Lambda}_{1, l}^{l}(t) \hat{\Lambda}_{l, l}^{2}(t)=0$ for the same atom. In order to obtain the closed system of equation from master Eqs. (15)and (23), we consider the simple interaction of two atoms in the scattering process represented by the analytical scheme of Figure 1B. In this case we introduce the new indexes " $s$ " and " $a$ " instead of " 1 " and "2", which correspond to the Stokes and anti-Stokes scattering frequencies $\omega_{s}$ and $\omega_{a}$. Considering that the anti-Stokes frequency $\omega_{a}$ is larger than Stokes $\omega_{s}$, one can approximate the exchange integrals (17) with expression

$$
\begin{equation*}
V_{s} \simeq \frac{\sin \left(x_{a}\right)}{x_{a}}+i \frac{1-\cos \left(x_{a}\right)}{x_{a}} . \tag{24}
\end{equation*}
$$

Here $x_{a}=\omega_{a} r / c$. The mean values of the operators $\left\langle\hat{N}_{s}\right\rangle=\left\langle\hat{V}_{2}^{2}\right\rangle,\left\langle\hat{N}_{a}\right\rangle=\left\langle\hat{V}_{1}^{1}\right\rangle$, and $\left\langle\hat{N}_{d}\right\rangle$ are considered the populations of excited states of $V$ and $D$ radiators,


Figure 5.
The decay process of the dipole-forbidden transitions of the $D$ radiator under the influence of $V$ three-level radiator for following parameter atom for following parameters of the system, $\left\langle N_{a}\right\rangle=0.5,\left\langle N_{s}\right\rangle=0.5$, $\left\langle N_{d}\right\rangle=1, \tau_{a} / \tau_{d}=0.1, \tau_{a} / \tau_{s}=6$, and $\tau_{a} / \tau_{\text {asd }}$, (A) represents the decay rate $-d\left\langle N_{d} / d t\right\rangle$ and (B) represents the excitation of the $D$ atom plotted as the numerical solution of the system of Eq. (25) as function of $t / \tau_{a}$ ) and relative distance $x_{a}=2 \pi r / \lambda_{a}$ in the three-dimensional representation.
respectively. The functions $\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle=i\left[\left\langle\hat{V}_{2}^{1}(t) \hat{D}^{-}(t)\right\rangle-\left\langle\hat{D}^{+} \hat{V}_{1}^{2}(t)\right\rangle\right]$, $\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle=\left[\left\langle\hat{V}_{2}^{1}(t) \hat{D}^{-}(t)\right\rangle-\left\langle\hat{D}^{+}(t) \hat{V}_{1}^{2}(t)\right\rangle\right],\left\langle\hat{N}_{d} \hat{N}_{s}\right\rangle$, and $\left\langle\hat{N}_{d} \hat{N}_{a}\right\rangle$ describe the polarization and population correlations between the atoms $\Xi$ and $D$. For this two-atom system, we can obtain the following closed system of equations from generalized equation (23).

$$
\begin{align*}
& \frac{d}{d t}\left\langle\hat{N}_{l}\left(t, x_{a}\right)\right\rangle= \frac{1}{\tau_{l, a}}\left\langle\hat{N}_{a}\left(t, x_{a}\right)\right\rangle+\frac{1}{\tau_{l, s}}\left\langle\hat{N}_{s}\left(t, x_{a}\right)\right\rangle+\frac{1}{\tau_{s a d}^{s}} \frac{1-\cos \left(x_{a}\right)}{x_{a}}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle, \\
& \frac{d}{d t}\left\langle\hat{N}_{a}\left(t, x_{a}\right)\right\rangle=-\frac{1}{\tau_{l, a}}\left\langle\hat{N}_{a}\left(t, x_{a}\right)\right\rangle \\
&+\frac{1}{2 \tau_{s a d}^{s}}\left[\frac{\sin \left(x_{a}\right)}{x_{a}}\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle-\frac{1-\cos \left(x_{a}\right)}{x_{a}}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle\right], \\
& \frac{d}{d t}\left\langle\hat{N}_{s}\left(t, x_{a}\right)\right\rangle=-\frac{1}{\tau_{l, s}}\left\langle\hat{N}_{s}\left(t, x_{a}\right)\right\rangle \\
&-\frac{1}{2 \tau_{s a d}^{s}}\left[\frac{\sin \left(x_{a}\right)}{x_{a}}\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle+\frac{1-\cos \left(x_{a}\right)}{x_{a}}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle\right], \\
& \frac{d}{d t}\left\langle\hat{N}_{d}\left(t, x_{a}\right)\right\rangle=-\frac{1}{\tau_{d}}\left\langle\hat{N}_{d}\left(t, x_{a}\right)\right\rangle \\
&+\frac{1}{2 \tau_{s a d}^{s}}\left[\frac{\sin \left(x_{a}\right)}{x_{a}}\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle-\frac{1-\cos \left(x_{a}\right)}{x_{a}}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle\right], \\
& \frac{d}{d t}\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle=-\frac{1}{2}\left\{\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, s}}+\frac{1}{\tau_{l, a}}\right\}\left\langle\hat{F}_{s}\left(t, x_{a}\right)\right\rangle \\
&+\frac{1}{\tau_{s a d}^{s}} \frac{\sin \left(x_{a}\right)}{x_{a}}\left[\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{s}\left(t, x_{a}\right)\right\rangle-\left\langle\left(1-\hat{N}_{d}\left(t, x_{a}\right)\right) \hat{N}_{a}\left(t, x_{a}\right)\right\rangle\right], \\
& \frac{d}{d t}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle=-\frac{1}{2}\left\{\frac{1}{\tau_{d}}+\frac{1}{\tau_{l, s}}+\frac{1}{\tau_{l, a}}\right\}\left\langle\hat{E}_{s}\left(t, x_{a}\right)\right\rangle \\
&-\frac{1-\cos \left(x_{a}\right)}{x_{a} \tau_{s a d}^{s}}\left\{\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{s}\left(t, x_{a}\right)\right\rangle+\left\langle\left(1-\hat{N}_{d}\left(t, x_{a}\right)\right) \hat{N}_{a}\left(t, x_{a}\right)\right\rangle\right\} \\
& \frac{d}{d t}\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{s}\left(t, x_{a}\right)\right\rangle=-\left[\frac{1}{\tau_{d}}+\frac{1}{\tau_{l s, s}}\right]\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{s}\left(t, x_{a}\right)\right\rangle \\
& \frac{d}{d t}\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{a}\left(t, x_{a}\right)\right\rangle=-\left[\frac{1}{\tau_{d}}+\frac{1}{\tau_{l a}}\right]\left\langle\hat{N}_{d}\left(t, x_{a}\right) \hat{N}_{a}\left(t, x_{a}\right)\right\rangle .
\end{align*}
$$

As follows from the system (25), and numerical simulation plotted in Figure 5 the first $\left\langle\hat{N}_{d}\right\rangle / \tau_{d}$ and second terms $\left(1 / \tau_{s a d}^{s}\right)\left\langle\hat{F}_{s}\right\rangle$ describe the generation rate of entangled photon pairs and scattering rate with absorption of Stokes photon and generation of two anti-Stokes photons by the system formed from $V$ and $D$ atoms. When the time tends to infinity, all excited atomic energies $E_{0}=\hbar \omega_{a}+\hbar \omega_{s}+\hbar \omega_{d}$ of three-level $V$ and two-level $D$ atoms are emitted by the system. Taking into account the conservation law in the scattering process $\omega_{a}-\omega_{s}-\omega_{d}=0$, we observe that this cooperation between the atoms becomes predominant, when the collective scattering rate $1 / \tau_{\text {sad }}^{s}$ increases. In other words, the probability of absorption of Stokes photon $\hbar \omega_{s}$ which is accompanied with the generation of the new anti-Stokes photon $\hbar \omega_{a}$ by $D$ atom becomes possible. In this case two atoms represented in the Figure 1B can generate an entangled anti-Stokes photons with energy $E_{0}=2 \hbar \omega_{a}$. The possibility of the excitation transfer between the atoms $\Xi$ and $D$ represented in
Figure 4B can be found in the special preparation of the system.

We can conclude that it is possible to study all cooperations two-photon process between single atoms in each system represented in Figure 1A-C. For example, the system of Eqs. (20) and (25) can be solved simultaneously taking into consideration scattering and two-photon transitions. In this case the effective energy transfer of the excitation between the atoms $\Xi, V$, and $D$ radiator prepared in the special initial states can open the new possibilities of non-resonance interaction between the atomic subsystems.

## 4. Conclusions

This chapter proposed the cooperative effects between three-level system and dipole-forbidden two-level systems in nonlinear interaction through the vacuum field during the spontaneous emission time. The possibility of cooperative migration of energy from one excited dipole-active three-level atom to another takes place with phase retardation effects and depends on the position of atoms in the system. This excitation transfer from dipole-active to dipole-forbidden subsystems takes place with phase dependence amplitudes, so that the cooperative excitation of the system consisted from two species of atoms depends on the retardation of radiation along the sample and geometry of the system. This follows from the excited or ground state of one of the radiators represented in Figures 4 and 5. As in Ref. [20], the exchanges between the $\Xi$ (or $V$ ) three-level atom and $D$ take place with the absorption and emission of two quanta, but in this chapter, we take into consideration the real and imaginary parts of exchange integrals. In this case, two correlation functions introduced functions $\left\langle\hat{F}_{b(s)}\left(t, x_{a}\right)\right\rangle$ and $\left\langle\hat{E}_{b(s)}\left(t, x_{a}\right)\right\rangle$, which modify the dynamics of possible excitation of $D$ atoms by $\Xi$ and $V$ radiators. The scattering transfer of the energy between the excited state of $V$ three-level radiator and dipole-forbidden transitions of $D$ two-level atoms are effective when the dipole-forbidden atom enters in the two-photon resonance with the energy difference between the two dipole transitions (Figures 1A and 5A). When the atom $D$ is in the excited state, the emitted Stokes photon by one atom of the $V$ systems can be absorbed by another radiator from the $D$ subsystem, so that two radiators pass into the ground state generating two anti-Stokes photons with energies $E_{0}=2 \hbar \omega_{a}$. The opposite situation can be observed when $D$ atom is prepared in the ground state.
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# Processes of Creation and Propagation of Correlations in Large Quantum Particle System 
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#### Abstract

We review new approaches to the description of the evolution of states of large quantum particle systems by means of the marginal correlation operators. Using the definition of marginal correlation operators within the framework of dynamics of correlations governed by the von Neumann hierarchy, we establish that a sequence of such operators is governed by the nonlinear quantum BBGKY hierarchy. The constructed nonperturbative solution of the Cauchy problem to this hierarchy of nonlinear evolution equations describes the processes of the creation and the propagation of correlations in large quantum particle systems. Furthermore, we consider the problem of the rigorous description of collective behavior of quantum manyparticle systems by means of a one-particle (marginal) correlation operator that is a solution of the generalized quantum kinetic equation with initial correlations, in particular, correlations characterizing the condensed states of systems.
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## 1. Introduction

In this chapter, we consider mathematical problems concerning the description of processes of a creation and a propagation of correlations in quantum manyparticle systems, namely, correlations in quantum systems both finitely and infinitely many particles and the description of correlations by means of the state of typical particle of large quantum particle system.

As known, the marginal correlation operators give an equivalent approach to the description of the evolution of states of quantum systems of many particles in comparison with marginal density operators [1]. The physical interpretation of marginal correlation operators is that the macroscopic characteristics of fluctuations of mean values of observables are determined by them on the microscopic level [1, 2].

Traditionally marginal correlation operators are introduced by means of the cluster expansions of the marginal density operators [2-4]. In articles [5, 6] an approach based on the definition of the marginal correlation operators within the framework of dynamics of correlations governed by the von Neumann hierarchy was developed. As a result of which, it is established that the marginal correlation
operators are governed by the hierarchy of nonlinear evolution equations, known as the quantum nonlinear BBGKY (Bogoliubov-Born-Green-Kirkwood-Yvon) hierarchy, and its solution is represented in the form of series, the generating operator of every term of which are the corresponding-order cumulant of groups of nonlinear operators of the von Neumann hierarchy for correlation operators [7].

In the chapter, we also consider the problem of the rigorous description of the evolution of correlations in quantum many-particle systems by means of a oneparticle (marginal) density operator that is a solution of the generalized quantum kinetic equation with initial correlations [8]. We remark that initial states specified by correlations are typical for the condensed states of many-particle systems in contrast to their gaseous state [1].

We note that in modern researches, the conventional approach to the problem of the rigorous derivation of kinetic equations lies in the construction of various scaling limits of a solution of equations, describing the evolution of the state of many-particle systems [9], in particular, a mean field limit of a perturbative solution of the BBGKY hierarchy for a sequence of marginal density operators [10-17].

## 2. Dynamics of quantum correlations

As known [1, 2], quantum systems of fixed number of particles are described in terms of observables and states. The functional of the mean value of observables defines a duality between observables and states, and as a consequence, there exist two approaches to the description of the evolution of quantum systems, namely, in terms of observables that are governed by the Heisenberg equation and in terms of states governed by the von Neumann equation for the density operator, respectively. An equivalent approach to the description of states of quantum systems is given by means of operators determined by the cluster expansions of the density operator which are interpreted as correlation operators. In this section we consider fundamental equations describing the evolution of correlations of quantum systems with a finite number of particles.

### 2.1 Preliminaries

We denote by $\mathcal{F}_{\mathcal{H}}=\oplus_{n=0}^{\infty} \mathcal{H}^{\otimes n}$ the Fock space over the Hilbert space $\mathcal{H}$, where $\mathcal{H}^{\otimes n} \equiv \mathcal{H}_{n}$ is the $n$-particle Hilbert space. Let $\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$ be the space of trace class operators $f_{n} \equiv f_{n}(1, \ldots, n) \in \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$ that satisfy the symmetry condition $f_{n}(1, \ldots, n)=f_{n}\left(i_{1}, \ldots, i_{n}\right)$ for arbitrary $\left(i_{1}, \ldots, i_{n}\right) \in(1, \ldots, n)$ and are equipped with the norm

$$
\left\|f_{n}\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)}=\operatorname{Tr}_{1, \ldots, n}\left|f_{n}(1, \ldots, n)\right|
$$

where $\operatorname{Tr}_{1, \ldots, n}$ are partial traces over $1, \ldots, n$ particles. We denote by $\mathfrak{L}_{0}^{1}\left(\mathcal{H}_{n}\right)$ the everywhere dense set of finite sequences of degenerate operators with infinitely differentiable kernels with compact supports.

On the space of trace class operators $\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$, it is defined as the one-parameter mapping $\mathcal{G}_{n}^{*}(t)$

$$
\begin{equation*}
\mathbb{R}^{1} \ni t \mapsto \mathcal{G}_{n}^{*}(t) f_{n} \doteq e^{-i t H_{n}} f_{n} e^{i t H_{n}} \tag{1}
\end{equation*}
$$

where the following units are used: $m=1$ is the mass of a particle, $h=2 \pi \hbar=1$ is a Planck constant, and the self-adjoint operator $H_{n}$ is the Hamiltonian of $n$ particles,
obeying Maxwell-Boltzmann statistics. Further an inverse group to group (1) will be denoted by $\left(\mathcal{G}_{n}^{*}\right)^{-1}(t)=\mathcal{G}_{n}^{*}(-t)$.

On its domain of the definition, the infinitesimal generator $\mathcal{N}_{n}^{*}$ of the group of operators (1) is determined in the sense of the strong convergence of the space $\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$ by the operator

$$
\begin{equation*}
\lim _{t \rightarrow 0} \frac{1}{t}\left(\mathcal{G}_{n}^{*}(t) f_{n}-f_{n}\right)=-i\left(H_{n} f_{n}-f_{n} H_{n}\right) \doteq \mathcal{N}_{n}^{*} f_{n} \tag{2}
\end{equation*}
$$

that has the following structure: $\mathcal{N}_{n}^{*}=\sum_{j=1}^{n} \mathcal{N}^{*}(j)+\epsilon \sum_{j_{1}<j_{2}=1}^{n} \mathcal{N}_{\text {int }}^{*}\left(j_{1}, j_{2}\right)$, where the operator $\mathcal{N}^{*}(j)$ is a free motion generator of the von Neumann equation (the dual operator to the generator of the Heisenberg equation for observables) [2], the operator $\mathcal{N}_{\text {int }}^{*}$ is defined by means of the operator of a two-body interaction potential $\Phi$ by the formula $\mathcal{N}_{\text {int }}^{*}\left(j_{1}, j_{2}\right) f_{n} \doteq-i\left(\Phi\left(j_{1}, j_{2}\right) f_{n}-f_{n} \Phi\left(j_{1}, j_{2}\right)\right)$, and we denoted a scaling parameter by $\epsilon>0$.

Let the symbol $\sum_{\mathrm{P}:(1, \ldots, s)=\cup_{j} X_{j}}$ denote the sum over all possible partitions P of the set $(1, \ldots, s)$ into $|\mathrm{P}|$ nonempty mutually disjoint subsets $X_{j}$, and the set $\left(\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right)$ consists from elements which are subsets $X_{j} \subset(1, \ldots, s)$ of the set $(1, \ldots, s)$, i.e., $\left|\left(\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right)\right|=|\mathrm{P}|$. On the space $\mathfrak{L}^{1}\left(\mathcal{F}_{\mathcal{H}}\right)=\oplus_{n=0}^{\infty} \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$ of sequences $f=\left(f_{0}, f_{1}, \ldots, f_{n}, \ldots\right)$ of trace class operators $f_{n} \in \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$ and $f_{0} \in \mathbb{C}$, the following nonlinear one-parameter mapping is defined:

$$
\begin{equation*}
\mathcal{G}(t ; 1, \ldots, s \mid f) \doteq \sum_{\mathrm{P}:(1, \ldots, s)=\mathrm{u}_{j} X_{j}} \mathfrak{A}_{\mathrm{PP} \mid}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \prod_{X_{j} \subset \mathrm{P}} f_{\left|X_{j}\right|}\left(X_{j}\right), \quad s \geq 1, \tag{3}
\end{equation*}
$$

where the generating operator $\mathfrak{A}_{|\mathrm{P}|}(t)$ of this expansion is the $|\mathrm{P}|$ th -order cumulant of the groups of operators (1) defined by the following expansion [2]:
$\mathfrak{A}_{|P|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|P|}\right\}\right) \doteq \sum_{\mathrm{P}^{\prime}:\left(\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|} \mid\right\}\right)=u_{k} Z_{k}}(-1)^{\left|\mathrm{P}^{\prime}\right|-1}\left(\left|\mathrm{P}^{\prime}\right|-1\right)!\prod_{Z_{k} \subset \mathrm{P}^{\prime}} \mathcal{G}_{\left|\theta\left(Z_{k}\right)\right|}^{*}\left(t, \theta\left(Z_{k}\right)\right)$,
and $\theta$ is the declusterization mapping: $\theta\left(\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \doteq(1, \ldots, s)$.
Below we adduce the examples of mapping expansions (3):

$$
\begin{aligned}
& \mathcal{G}(t ; 1 \mid f)=\mathfrak{A}_{1}(t, 1) f_{1}(1), \\
& \mathcal{G}(t ; 1,2 \mid f)=\mathfrak{A}_{1}(t,\{1,2\}) f_{2}(1,2)+\mathfrak{A}_{1+1}(t, 1,2) f_{1}(1) f_{1}(2), \\
& \mathcal{G}(t ; 1,2,3 \mid f)=\mathfrak{A}_{1}(t,\{1,2,3\}) f_{3}(1,2,3)+\mathfrak{A}_{1+1}(t, 1,\{2,3\}) f_{1}(1) f_{2}(2,3)+ \\
& \mathfrak{A}_{1+1}(t, 2,\{1,3\}) f_{1}(2) f_{2}(1,3)+\mathfrak{A}_{1+1}(t, 3,\{1,2\}) f_{1}(3) f_{2}(1,2)+ \\
& \mathfrak{A}_{3}(t, 1,2,3) f_{1}(1) f_{1}(2) f_{1}(3) .
\end{aligned}
$$

For $f_{s} \in \mathfrak{L}^{1}\left(\mathcal{H}_{s}\right), s \geq 1$, the mapping $\mathcal{G}(t ; 1, \ldots, s \mid f)$ is defined, and, according to the inequality

$$
\left\|\mathfrak{A}_{|\mathrm{P}|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) f_{s}\right\|_{\mathcal{L}^{1}\left(\mathcal{H}_{s}\right)} \leq|\mathrm{P}|!e^{|\mathrm{P}|}\left\|f_{s}\right\|_{\mathcal{L}^{1}\left(\mathcal{H}_{s}\right)},
$$

the following estimate is true:

$$
\begin{equation*}
\|\mathcal{G}(t ; 1, \ldots, s \mid f)\|_{\mathfrak{R}^{1}\left(\mathcal{H}_{s}\right)} \leq s!e^{2 s} c^{s}, \tag{5}
\end{equation*}
$$

where $c \equiv e^{3} \max \left(1, \max _{\mathrm{P}:(1, \ldots, s)=\cup_{i} X_{i}}\left\|f_{\left|X_{i}\right|}\right\|_{\mathcal{L}^{1}\left(\mathcal{H}_{\left(X_{i} \mid\right.}\right)}\right)$. On the space $\mathfrak{L}^{1}\left(\mathcal{F}_{\mathcal{H}}\right)$, oneparameter mapping (3) is a bounded strong continuous group of nonlinear operators.

### 2.2 The von Neumann hierarchy for correlation operators

The evolution of all possible states of a quantum system of non-fixed, i.e., arbitrary but finite, number of identical particles, obeying the Maxwell-Boltzmann statistics, can be described by means of the sequence $g(t)=\left(g_{0}, g_{1}(t), \ldots, g_{s}(t), \ldots\right) \in \mathfrak{L}^{1}\left(\mathcal{F}_{\mathcal{H}}\right)$ of the correlation operators $g_{s}(t)=g_{s}(t, 1, \ldots, s), s \geq 1$, governed by the Cauchy problem of the von Neumann hierarchy [5]:

$$
\begin{align*}
& \frac{\partial}{\partial t} g_{s}(t, 1, \ldots, s)=\mathcal{N}_{s}^{*} g_{s}(t, 1, \ldots, s)+  \tag{6}\\
& \epsilon \sum_{\text {P:(1, ..,s) }=X_{1} \cup X_{2}} \sum_{i_{1} \in X_{1} i_{2} \in X_{2}} \sum_{\text {int }} \mathcal{N}_{1}^{*}\left(i_{1}, i_{2}\right) g_{\left|X_{1}\right|}\left(t, X_{1}\right) g_{\left|X_{2}\right|}\left(t, X_{2}\right), \\
& \left.g_{s}(t)\right|_{t=0}=g_{s}^{0, \varepsilon}, \quad s \geq 1, \tag{7}
\end{align*}
$$

where $\epsilon<0$ is a scaling parameter, the symbol $\sum_{\mathrm{P}:(1, \ldots, ., 5)=X_{1} \cup X_{2}}$ means the sum over all possible partitions P of the set $(1, \ldots, s)$ into two nonempty mutually disjoint subsets $X_{1}$ and $X_{2}$, and the operator $\mathcal{N}_{s}^{*}$ is defined on the subspace $\mathfrak{L}_{0}^{1}\left(\mathcal{H}_{s}\right)$ by formula (2).

We remark that correlation operators can be introduced by means of the cluster expansions [2] of the density operators (the kernel of a density operator is known as a density matrix) governed by a sequence of the von Neumann equations, and hence, they describe the evolution of states by an equivalent method in comparison with the density operators. For quantum systems of fixed number of particles, the state is described by finite sequence of correlation operators governed by a corresponding system of the von Neumann equations (6).

A solution (nonperturbative solution) of the Cauchy problem of the von Neumann hierarchy for correlation operators (6) and (7) is represented by group of nonlinear operators (3)

$$
\begin{equation*}
g(t, 1, \ldots, s)=\mathcal{G}(t ; 1, \ldots, s \mid g(0)), \quad s \geq 1 \tag{8}
\end{equation*}
$$

where a sequence of initial correlation operators (7) is denoted by $g(0)=\left(g_{0}, g_{1}^{0, \epsilon}, \ldots, g_{n}^{0, \epsilon}, \ldots\right)$ and $g_{0} \in \mathbb{C}$.

We remark, if at initial time there are no correlations between particles, i.e., in the case of initial states, satisfying a chaos condition [2], a sequence of initial correlation operators takes the form $g(0)=\left(0, g_{1}^{0, \epsilon}, 0, \ldots, 0, \ldots\right)$. Then solution (8) of the Cauchy problem of the von Neumann hierarchy (6) and (7) is represented by the following expansions:

$$
g_{s}(t, 1, \ldots, s)=\mathfrak{A}_{s}(t, 1, \ldots, s) \prod_{i=1}^{s} g_{1}^{0, \epsilon}(i), \quad s \geq 1
$$

where the operator $\mathfrak{A}_{s}(t)$ is the $s t h$-order cumulant of groups of operators (1) determined by the expansion

$$
\begin{equation*}
\mathfrak{A}_{s}(t, 1, \ldots, s)=\sum_{\mathrm{P}:(1, \ldots, s)=\mathrm{u}_{i} X_{i}}(-1)^{|\mathrm{P}|-1}(|\mathrm{P}|-1)!\prod_{X_{i} \subset \mathrm{P}} \mathcal{G}_{\left|X_{i}\right|}^{*}\left(t, X_{i}\right), \tag{9}
\end{equation*}
$$

and we used notations accepted in formula (3).
We remark also that nonperturbative solution (8) of the Cauchy problem of the von Neumann hierarchy (6) and (7) can be transformed to the perturbation
(iteration) expansion as a result of the application of analogs of the Duhamel equation to cumulants (4) of groups of operators (1).

The following statement is true [6]. In the case of bounded interaction potentials for $t \in \mathbb{R}$, a solution of the Cauchy problem of the von Neumann hierarchy (6) and (7) is determined by a sequence of correlation operators represented by formula (8). If $g_{n}^{0, \epsilon} \in \mathfrak{L}_{0}^{1}\left(\mathcal{H}_{n}\right) \subset \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$, it is a strong solution, and for arbitrary initial data $g_{n}^{0, \epsilon} \in \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$, it is a weak solution.

The stated above results can be extended to quantum systems of bosons and fermions like in paper [6].

## 3. The evolution of correlations in large quantum particle systems

An equivalent approach in describing the states of quantum systems of many particles consists in describing states by means of marginal density operators governed by the BBGKI hierarchy or by means of operators determined by their cluster expansions, which are interpreted as marginal correlation operators [1]. On the microscopic scale, the macroscopic characteristics of fluctuations of observables are directly determined by the marginal correlation operators. Such approach allows us to describe the evolution of correlations in quantum systems both with finite and infinite number of particles.

### 3.1 The hierarchy of evolution equations for marginal correlation operators

Traditionally marginal correlation operators are determined by means of the cluster expansions of the marginal density operators [2-4]. We introduce the marginal correlation operators in the framework of the solution of the Cauchy problem for the von Neumann hierarchy (6) and (7) by the following series expansions:

$$
\begin{equation*}
G_{s}(t, 1, \ldots, s) \doteq \sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} \mathcal{G}(t ; 1, \ldots, s+n \mid g(0)), \quad s \geq 1 \tag{10}
\end{equation*}
$$

According to estimate (5), series (10) exists and the following estimate holds: $\left\|G_{s}(t)\right\|_{\mathcal{R}^{1}\left(\mathcal{H}_{s}\right)} \leq s!\left(2 e^{2}\right)^{s} c^{s} \sum_{n=0}^{\infty}\left(2 e^{2}\right)^{n} c^{n}$, where
$c \equiv e^{3} \max \left(1, \max _{\mathrm{P}:(1, \ldots, s)=v_{i} X_{i}}\left\|g_{\left|X_{i}\right|}(0)\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{\left|\mathrm{X}_{i}\right|}\right)}\right)$.
We remark that the macroscopic characteristics of fluctuations of observables are directly determined by marginal correlation operators (10), for example, the functional of the dispersion of the additive-type observables, i.e., $A^{(1)}=\left(0, a_{1}(1), \ldots, \sum_{i_{1}=1}^{n} a_{1}\left(i_{1}\right), \ldots\right)$, is represented by the formula [1]

$$
\begin{aligned}
\left\langle\left(A^{(1)}-\left\langle A^{(1)}\right\rangle\right)^{2}\right\rangle(t)= & \operatorname{Tr}_{1}\left(a_{1}^{2}(1)-\left\langle A^{(1)}\right\rangle^{2}(t)\right) G_{1}(t, 1) \\
& +\operatorname{Tr}_{1,2} a_{1}(1) a_{1}(2) G_{2}(t, 1,2),
\end{aligned}
$$

where $\left\langle A^{(1)}\right\rangle(t)=\operatorname{Tr}_{1} a_{1}(1) G_{1}(t, 1)$ is a mean-value functional of the additivetype observable [2].

Then the evolution of all possible states of large quantum particle systems, obeying the Maxwell-Boltzmann statistics, can be described by means of the sequence $G(t)=\left(I, G_{1}(t), G_{2}(t), \ldots, G_{s}(t), \ldots\right) \in \mathfrak{L}^{1}\left(\mathcal{F}_{\mathcal{H}}\right)$ of marginal correlation operators governed by the Cauchy problem of the following hierarchy of nonlinear evolution equations (the nonlinear quantum BBGKY hierarchy):

$$
\begin{align*}
& \frac{\partial}{\partial t} G_{s}(t, 1, \ldots, s)=\mathcal{N}_{s}^{*} G_{s}(t, 1, \ldots, s)+ \\
& \left.\epsilon \sum_{\text {P: }(1, \ldots, s)=X_{1} \cup X_{2}} \sum_{i_{1} \in X_{1}} \sum_{i_{2} \in X_{2}} \mathcal{N}_{\text {int }}^{*}\left(i_{1}, i_{2}\right) G_{\left|X_{1}\right|}\left(t, X_{1}\right) G_{\left|X_{2}\right|}\left(t, X_{2}\right)\right)+ \\
& \epsilon \operatorname{Tr}_{s+1} \sum_{i \in Y} \mathcal{N}_{\text {int }}^{*}(i, s+1)\left(G_{s+1}(t, 1, \ldots, s+1)+\right.  \tag{11}\\
& \left.\mathrm{P}:(1, \ldots, s+1)=X_{1} \cup X_{2}, \quad G_{\left|X_{1}\right|}\left(t, X_{1}\right) G_{\left|X_{2}\right|}\left(t, X_{2}\right)\right) \text {, } \\
& i \in X_{1} ; s+1 \in X_{2} \\
& \left.G_{s}(t)\right|_{t=0}=G_{s}^{0, \epsilon}, \quad s \geq 1, \tag{12}
\end{align*}
$$

where $\epsilon>0$ is a scaling parameter and we use accepted in hierarchy (6) notations. If $G(0)=\left(I, G_{1}^{0, \epsilon}(1), \ldots, G_{s}^{0, \epsilon}(1, \ldots, s), \ldots\right)$ is a sequence of initial marginal correlation operators (12), then a nonperturbative solution of the Cauchy problem (11) and (12) is represented by the following sequence of self-adjoint operators:

$$
\begin{equation*}
G_{s}(t, 1, \ldots, s)=\sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} \mathfrak{A}_{1+n}(t ;\{1, \ldots, s\}, s+1, \ldots, s+n \mid G(0)), \quad s \geq 1 \tag{13}
\end{equation*}
$$

where the generating operator $\mathfrak{A}_{1+n}(t ;\{1, \ldots, s\}, s+1, \ldots, s+n \mid G(0))$ of this series is the $(1+n) t h$-order cumulant of groups of nonlinear operators (3):

$$
\begin{align*}
& \mathfrak{A}_{1+n}(t ;\{1, \ldots, s\}, s+1, \ldots, s+n \mid G(0)) \doteq \\
& \sum_{\mathrm{P}:\{1, \ldots, s\}, s+1, \ldots, s+n)=u_{k} X_{k}}(-1)^{|\mathrm{PP}|-1}(|\mathrm{P}|-1)!\mathcal{G}\left(t ; \theta\left(X_{1}\right) \mid \ldots \mathcal{G}\left(t ; \theta\left(X_{|\mathrm{P}|}\right) \mid G(0)\right) \ldots\right), \quad n \geq 0, \tag{14}
\end{align*}
$$

and composition of mappings (3) of the corresponding noninteracting groups of particles we denote by $\mathcal{G}\left(t ; \theta\left(X_{1}\right) \mid \ldots \mathcal{G}\left(t ; \theta\left(X_{|\mathrm{P}|}\right) \mid G(0)\right) \ldots\right)$, for example,

$$
\begin{aligned}
& \mathcal{G}(t ; 1 \mid \mathcal{G}(t ; 2 \mid f))=\mathfrak{A}_{1}(t, 1) \mathfrak{A}_{1}(t, 2) f_{2}(1,2), \\
& \mathcal{G}(t ; 1,2 \mid \mathcal{G}(t ; 3 \mid f))=\mathfrak{A}_{1}(t,\{1,2\}) \mathfrak{A}_{1}(t, 3) f_{3}(1,2,3)+ \\
& \mathfrak{A}_{2}(t, 1,2) \mathfrak{A}_{1}(t, 3)\left(f_{1}(1) f_{2}(2,3)+f_{1}(2) f_{2}(1,3)\right) .
\end{aligned}
$$

Below we adduce the examples of expansions (14). The first-order cumulant of the groups of nonlinear operators (3) is the same group of nonlinear operators, i.e.,

$$
\mathfrak{A}_{1}(t ;\{1, \ldots, s\} \mid G(0))=\mathcal{G}(t ; 1, \ldots, s \mid G(0)) .
$$

In the case of $s=2$, the second-order cumulant of nonlinear operators (3) has the structure

$$
\begin{aligned}
& \mathfrak{A}_{1+1}(t ;\{1,2\}, 3 \mid G(0))=\mathcal{G}(t ; 1,2,3 \mid G(0))-\mathcal{G}(t ; 1,2 \mid \mathcal{G}(t ; 3 \mid G(0)))= \\
& \mathfrak{A}_{1+1}(t,\{1,2\}, 3) G_{3}^{0, \epsilon}(1,2,3)+\left(\mathfrak{A}_{1+1}(t,\{1,2\}, 3)-\mathfrak{A}_{1+1}(t, 2,3) \mathfrak{A}_{1}(t, 1)\right) G_{1}^{0, \epsilon}(1) G_{2}^{0, \epsilon}(2,3)+ \\
& \left(\mathfrak{A}_{1+1}(t,\{1,2\}, 3)-\mathfrak{A}_{1+1}(t, 1,3) \mathfrak{A}_{1}(t, 2)\right) G_{1}^{0, \epsilon}(2) G_{2}^{0, \epsilon}(1,3)+ \\
& \mathfrak{A}_{1+1}(t,\{1,2\}, 3) G_{1}^{0, \epsilon}(3) G_{2}^{0, \epsilon}(1,2)+\mathfrak{A}_{3}(t, 1,2,3) G_{1}^{0, \epsilon}(1) G_{1}^{0, \epsilon}(2) G_{1}^{0, \epsilon}(3),
\end{aligned}
$$

where the operator

$$
\mathfrak{A}_{3}(t, 1,2,3)=\mathfrak{A}_{1+1}(t,\{1,2\}, 3)-\mathfrak{A}_{1+1}(t, 2,3) \mathfrak{A}_{1}(t, 1)-\mathfrak{A}_{1+1}(t, 1,3) \mathfrak{A}_{1}(t, 2)
$$

is the third-order cumulant (9) of groups of operators (1).
In the case of initial data specified by the sequence of marginal correlation operators

$$
\begin{equation*}
G^{(c)}=\left(0, G_{1}^{0, \epsilon}, 0, \ldots, 0, \ldots\right) \tag{15}
\end{equation*}
$$

i.e., initial states satisfying a chaos property [9], according to definition (14), marginal correlation operators (13) are represented by the following series expansions:

$$
\begin{equation*}
G_{s}(t, 1, \ldots, s)=\sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} \mathfrak{A}_{s+n}(t ; 1, \ldots, s+n) \prod_{i=1}^{s+n} G_{1}^{0, \epsilon}(i), \quad s \geq 1 \tag{16}
\end{equation*}
$$

where the generating operator $\mathfrak{A}_{s+n}(t)$ is the $(s+n) t h$-order cumulant (9) of groups of operators (1).

We note that within the framework of the description of states by means of marginal density operators defined by cluster expansions over marginal correlation operators

$$
F_{s}^{0, \epsilon}(1, \ldots, s)=\sum_{\mathrm{P}:(1, \ldots, s)=\cup_{i} X_{i}} \prod_{X_{i} \subset \mathrm{P}} G_{\left|X_{i}\right|}^{0, \epsilon}\left(X_{i}\right), \quad s \geq 1,
$$

initial states described like to sequence (15) is specified by the sequence $F^{(c)}=\left(I, F_{1}^{0, \epsilon}(1), \ldots, \prod_{i=1}^{n} F_{1}^{0, \epsilon}(i), \ldots\right)$, and in the case of sequence (16), the marginal density operators are represented by the following series expansions (a nonperturbative solution of the quantum BBGKY hierarchy [2]):

$$
F_{s}(t, 1, \ldots, s)=\sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} \mathfrak{A}_{1+n}(t ;\{1, \ldots, s\}, s+1, \ldots, s+n) \prod_{i=1}^{s+n} F_{1}^{0, \epsilon}(i), \quad s \geq 1
$$

where the generating operator $\mathfrak{A}_{1+n}(t)$ is the $(1+n)$ th-order cumulant of groups of operators (1).

One of the possible methods to derive series expansion (13) for the marginal correlation operators lies in the substitution of the cluster expansions of groups of nonlinear operators (3) over cumulants (14) and the sequence of initial correlation operators $g(0)=\left(I, g_{1}^{0, \epsilon}(1), \ldots, g_{n}^{0, \epsilon}(1, \ldots, n), \ldots\right)$ determined by means of the marginal correlation operators

$$
\begin{equation*}
g_{s}^{0, \epsilon}(1, \ldots, s) \doteq \sum_{n=0}^{\infty}(-1)^{n} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} G_{s+n}^{0, \epsilon}(1, \ldots, s+n), \quad s \geq 1 \tag{17}
\end{equation*}
$$

into the definition of marginal correlation operators (10). Indeed, developing the generating operators of series (13) as the following cluster expansions:

$$
\begin{equation*}
\mathcal{G}(t ; 1, \ldots, s+n \mid f)=\sum_{\mathrm{P}:(1, \ldots, s+n)=\mathrm{U}_{k} X_{k}} \mathfrak{A}_{\left|X_{1}\right|}\left(t ; X_{1} \mid \ldots \mathfrak{A}_{\left|X_{|\mathrm{P}|}\right|}\left(t ; X_{|\mathrm{P}|} \mid f\right) \ldots\right), \quad n \geq 0, \tag{18}
\end{equation*}
$$

according to definition (17), we derive expressions (13). The solutions of recursive relations (18) are represented by expansions (14).

We remark that on the space $\mathfrak{L}^{1}\left(\mathcal{F}_{\mathcal{H}}\right)$, the generating operator (14) of series expansion (13) can be represented as the $(1+n) t h$-order reduced cumulant of the groups of nonlinear operators (3) of the von Neumann hierarchy [2]:

$$
\begin{align*}
& U_{1+n}(t ;\{1, \ldots, s\}, s+1, \ldots, s+n \mid G(0)) \doteq \\
& \sum_{k=0}^{n}(-1)^{k} \frac{n!}{k!(n-k)!} \sum_{\mathrm{P}:(\theta(\{1, \ldots, s\}), s+1, \ldots, s+n-k)=U_{i} X_{i}} \mathfrak{A}_{|\mathrm{P}|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \\
& \sum_{k_{1}=0}^{k} \frac{k!}{k_{1}!\left(k-k_{1}\right)!} \ldots \sum_{k_{|\mathrm{P}|-1}=0}^{k_{\mathrm{P} \mid-2}} \frac{k_{|\mathrm{P}|-2}!}{k_{|\mathrm{P}|-1}!\left(k_{|\mathrm{P}|-2}-k_{|\mathrm{P}|-1}\right)!} G_{\left|X_{1}\right|+k-k_{1}}^{0, e}\left(X_{1},\right. \\
& \left.s+n-k+1, \ldots, s+n-k_{1}\right) \ldots G_{|X| \mathrm{XP\mid} \mid+k_{|\mathrm{P}|-1}}^{0, e}\left(X_{|\mathrm{P}|}, s+n-k_{|\mathrm{P}|-1}+1, \ldots, s+n\right), \quad n \geq 0, \tag{19}
\end{align*}
$$

as examples, we adduce the simplest examples of reduced cumulants (19):

$$
\begin{aligned}
& U_{1}(t ;\{1, \ldots, s\} \mid G(0))=\mathcal{G}(t ; 1, \ldots, s \mid G(0))= \\
& \sum_{\text {P: }(1, \ldots s)=u_{i} X_{i}} \mathfrak{A}_{|\mathrm{P}|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \prod_{X_{i} \subset \mathrm{P}} G_{\left|X_{i}\right|}^{0, \varepsilon}\left(X_{i}\right), \\
& U_{1+1}(t ;\{1, \ldots, s\}, s+1 \mid G(0))=\sum_{\mathrm{P}:(1, \ldots, \ldots+1)=u_{i} X_{i}} \mathfrak{A}_{|\mathrm{P}|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \prod_{X_{i} \subset \mathrm{P}} G_{\left|X_{i}\right|}^{0, \varepsilon}\left(X_{i}\right)- \\
& \sum_{\mathrm{P}:(1, \ldots, s)=\cup_{i} X_{i}} \mathfrak{A}_{|\mathrm{P}|}\left(t,\left\{X_{1}\right\}, \ldots,\left\{X_{|\mathrm{P}|}\right\}\right) \sum_{j=1}^{|\mathrm{P}|} G_{\left|X_{j}\right|+1}^{0, \varepsilon}\left(X_{j}, s+1\right) \prod_{X_{i} \subset \mathrm{P},} \\
& \\
& X_{i} \neq X_{j}^{0, \varepsilon}\left(X_{i}\right) .
\end{aligned}
$$

We note also that a nonperturbative solution of the nonlinear quantum BBGKY hierarchy (13) or in the form of series expansions with generating operators (19) can be transformed to the perturbation (iteration) series as a result of the application of analogs of the Duhamel equation to cumulants (4) of groups of operators (1).

The following statement is true [7]. If $\max _{n \geq 1}\left\|G_{n}^{0, \epsilon}\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)}<\left(2 e^{3}\right)^{-1}$, then in the case of bounded interaction potentials for $t \in \mathbb{R}$, a solution of the Cauchy problem of the nonlinear quantum BBGKY hierarchy (11) and (12) is determined by a sequence of marginal correlation operators represented by series expansions (13). If $G_{n}^{0, \epsilon} \in \mathfrak{L}_{0}^{1}\left(\mathcal{H}_{n}\right) \subset \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$, it is a strong solution, and for arbitrary initial data $G_{n}^{0, \epsilon} \in \mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)$, it is a weak solution.

### 3.2 A mean field asymptotic behavior of marginal correlation operators

Now we deal with a scaling asymptotic behavior of the constructed marginal correlation operators in a mean field limit in the case of initial state satisfied condition (15).

Let us observe that if $f_{s} \in \mathfrak{L}^{1}\left(\mathcal{H}_{s}\right)$, then for arbitrary finite time interval for an asymptotically perturbed first-order cumulant (9) of the groups of operators (1), i.e., for the strongly continuous group (1), the following equality is valid:

$$
\lim _{\epsilon \rightarrow 0}\left\|\mathcal{G}_{s}^{*}(t, 1, \ldots, s) f_{s}-\prod_{j=1}^{s} \mathcal{G}_{1}^{*}(t, j) f_{s}\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{s}\right)}=0
$$

As a result of this for the $(s+n)$ th-order cumulants of asymptotically perturbed groups of operators (1), the following equalities are true:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|\frac{1}{\epsilon^{n}} \mathfrak{A}_{s+n}(t, 1, \ldots, s+n) f_{s+n}\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{s+n}\right)}=0, \quad s \geq 2 \tag{20}
\end{equation*}
$$

We assume the existence of a mean field limit for initial marginal correlation operator (or a one-particle density operator) in the following sense:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|\epsilon G_{1}^{0, \epsilon}-g_{1}^{0}\right\|_{\mathfrak{L}^{1}(\mathcal{H})}=0 \tag{21}
\end{equation*}
$$

Then, taking into account equality (20), and since the $n$th term of series expansion (16) for $s$-particle marginal correlation operator is determined by the $(s+n) t h$ order cumulant of asymptotically perturbed groups of operators (1), we establish the property of the propagation of initial chaos (15):

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|e^{s} G_{s}(t)\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{s}\right)}=0, \quad s \geq 2 \tag{22}
\end{equation*}
$$

If for the initial marginal correlation operator equality (21) holds, then in the case of $s=1$ for series expansion (16), the following equality is true:

$$
\lim _{\epsilon \rightarrow 0}\left\|\epsilon G_{1}(t)-g_{1}(t)\right\|_{\mathbb{L}^{1}(\mathcal{H})}=0,
$$

where for arbitrary finite time interval, the limit one-particle marginal correlation operator $g_{1}(t, 1)$ is given by the norm convergent series on the space $\mathfrak{L}^{1}(\mathcal{H})$

$$
\begin{align*}
& g_{1}(t, 1)=\sum_{n=0}^{\infty} \int_{0}^{t} d t_{1} \ldots \int_{0}^{t_{n-1}} d t_{n} \operatorname{Tr}_{2, \ldots, n+1} \mathcal{G}_{1}^{*}\left(t-t_{1}, 1\right) \mathcal{N}_{\text {int }}^{*}(1,2) \prod_{j_{1}=1}^{2} \mathcal{G}_{1}^{*}\left(t_{1}-t_{2}, j_{1}\right) \ldots  \tag{23}\\
& \prod_{i_{n}=1}^{n} \mathcal{G}_{1}^{*}\left(t_{n}-t_{n}, i_{n}\right) \sum_{k_{n}=1}^{n} \mathcal{N}_{\text {int }}^{*}\left(k_{n}, n+1\right) \prod_{j_{n}=1}^{n+1} \mathcal{G}_{1}^{*}\left(t_{n}, j_{n}\right) \prod_{i=1}^{n+1} g_{1}^{0}(i)
\end{align*}
$$

In series expansion (23), the operator $\mathcal{N}_{\text {int }}^{*}\left(j_{1}, j_{2}\right)$ is defined according to formula (2), and the group of operators $\mathcal{G}_{1}^{*}(t)$ is defined by (1). For bounded interaction potential, series (23) is norm convergent on the space $\mathfrak{L}^{1}(\mathcal{H})$ under the condition that $t<t_{0} \equiv\left(2\|\Phi\|_{\mathfrak{L}\left(\mathcal{H}_{2}\right)}\left\|g_{1}^{0}\right\|_{\mathfrak{L}^{1}(\mathcal{H})}\right)^{-1}$.

As a result of differentiation in the sense of the norm convergence of the space $\mathfrak{L}^{1}(\mathcal{H})$ by the time variable of the operator represented by series expansion (23), we conclude that limit one-particle marginal correlation operator (23) is governed by the Cauchy problem of the quantum Vlasov kinetic equation:

$$
\begin{gather*}
\frac{\partial}{\partial t} g_{1}(t, 1)=\mathcal{N}^{*}(1) g_{1}(t, 1)+\operatorname{Tr}_{2} \mathcal{N}_{\mathrm{int}}^{*}(1,2) g_{1}(t, 1) g_{1}(t, 2)  \tag{24}\\
\left.g_{1}(t)\right|_{t=0}=g_{1}^{0} \tag{25}
\end{gather*}
$$

Then for pure states we derive the Hartree equation [2], indeed, in terms of the kernel $g_{1}\left(t, q ; q^{\prime}\right)=\psi(t, q) \psi\left(t, q^{\prime}\right)$ of operator (23), describing a pure-state, quantum kinetic equation (24) is reduced to the Hartree equation

$$
i \frac{\partial}{\partial t} \psi(t, q)=-\frac{1}{2} \Delta_{q} \psi(t, q)+\int d q^{\prime} \Phi\left(q-q^{\prime}\right)\left|\psi\left(t, q^{\prime}\right)\right|^{2} \psi(t, q)
$$

where the function $\Phi$ is a two-body interaction potential.
We note that in the case of pure states, kinetic equation (24) can be reduced to the nonlinear Schrödinger equation [12] or to the Gross-Pitaevskii kinetic equation [13].

## 4. The description of processes of a creation and a propagation of correlations by means of kinetic equations

In this section we consider mathematical problems concerning the description of processes of creation and propagation of correlations within framework of the state of typical particle of quantum systems of many particles; in other words, an approach to the description of evolution of correlations by means of quantum kinetic equations is developing.

### 4.1 Marginal correlation functionals of the state

Further we shall consider the case of initial states specified by a one-particle marginal density operator with correlations, namely, initial states specified by the following sequence of marginal correlation operators:

$$
\begin{equation*}
G^{(c)}=\left(I, G_{1}^{0, \epsilon}(1), g_{2}^{\epsilon}(1,2) \prod_{i=1}^{2} G_{1}^{0, \epsilon}(i), \ldots, g_{n}^{\epsilon}(1, \ldots, n) \prod_{i=1}^{n} G_{1}^{0, \epsilon}(i), \ldots\right) \tag{26}
\end{equation*}
$$

where the operators $g_{n}^{\epsilon}(1, \ldots, n) \equiv g_{n}^{\epsilon} \in \mathfrak{L}_{0}^{1}\left(\mathcal{H}_{n}\right), n \geq 2$ specified the initial correlations. We remark that such assumption about initial states is intrinsic for the kinetic description of many-particle systems. On the other hand, initial data (26) is typical for the condensed states of large quantum systems of particle, for example, the equilibrium state of the Bose condensate satisfies the weakening of correlation condition with the correlations which characterize the condensed state [1].

For initial states specified in terms of a one-particle density operator and correlation operators (26), the evolution of states given within the framework of the sequence $G(t)=\left(I, G_{1}(t), \ldots, G_{s}(t), \ldots\right)$ of marginal correlation operators (13) can be described by means of the sequence $G\left(t \mid G_{1}(t)\right)=\left(I, G_{1}(t), G_{2}\left(t \mid G_{1}(t)\right), \ldots, G_{s}\left(t \mid G_{1}(t)\right), \ldots\right)$ of marginal correlation functionals: $G_{s}\left(t, 1, \ldots, s \mid G_{1}(t)\right), s \geq 2$, with respect to the one-particle correlation operator $G_{1}(t)$ governed by the kinetic equation [8].

In the case under consideration, the marginal correlation functionals $G_{s}\left(t \mid G_{1}(t)\right), s \geq 2$ are defined with respect to the one-particle (marginal) density operator

$$
\begin{align*}
& G_{1}(t, 1)= \\
& \sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{2, \ldots, 1+n} \mathfrak{A}_{1+n}(t, 1, \ldots, n+1) \quad \mathrm{P}:(1, \ldots, n+1)=\cup_{i} X_{i} \prod_{X_{i} \subset \mathrm{P}} g_{\left|X_{i}\right|}^{e}\left(X_{i}\right) \prod_{i=1}^{n+1} G_{1}^{0, \epsilon}(i), \tag{27}
\end{align*}
$$

where the generating operator $\mathfrak{A}_{1+n}(t)$ is the $(1+n)$ - th-order cumulant (4) of the groups of operators (1), and these functionals are represented by the series expansions:

$$
\begin{align*}
& G_{s}\left(t, 1, \ldots, s \mid G_{1}(t)\right)= \\
& \sum_{n=0}^{\infty} \frac{1}{n!} \operatorname{Tr}_{s+1, \ldots, s+n} \mathfrak{G}_{s+n}(t, \theta(\{1, \ldots, s\}), s+1, \ldots, s+n) \prod_{i=1}^{s+n} G_{1}(t, i), \quad s \geq 2, \tag{28}
\end{align*}
$$

where the $(s+n) t h$-order generating operator $\mathfrak{G}_{s+n}(t), n \geq 0$ of this series is determined by the following expansion:

$$
\begin{align*}
& \mathfrak{G}_{s+n}(t, \theta(\{1, \ldots, s\}), s+1, \ldots, s+n)= \\
& n!\sum_{k=0}^{n}(-1)^{k} \sum_{n_{1}=1}^{n} \ldots \sum_{n_{k}=1}^{n-n_{1}-\ldots-n_{k-1}} \frac{1}{\left(n-n_{1}-\ldots-n_{k}\right)!} \times \\
& \mathfrak{A}_{s+n-n_{1}-\ldots-n_{k}}^{n}\left(t, \theta(\{1, \ldots, s\}), s+1, \ldots, s+n-n_{1}-\ldots-n_{k}\right) \times \\
& \prod_{j=1}^{k} \quad \sum_{D_{j}}: Z_{j}=U_{l_{j} X_{l j}}, \quad \frac{1}{\left|\mathrm{D}_{j}\right|!} \sum_{i_{1} \neq \ldots \neq i_{i_{j} \mid}=1}^{s+n-n_{1}-\ldots-n_{j}} \prod_{X_{l j} \subset \mathrm{D}_{j}} \frac{1}{\left|X_{l_{j}}\right|!} \breve{\mathfrak{A}}_{1+\left|X_{l_{j} \mid}\right|}\left(t, i_{l_{j}}, X_{l_{j}}\right) . \\
& \quad\left|\mathrm{D}_{j}\right| \leq s+n-n_{1}-\ldots-n_{j} \tag{29}
\end{align*}
$$

In formula (29) the sum of all possible dissections [18] of the linearly ordered set $Z_{j} \equiv\left(s+n-n_{1}-\ldots-n_{j}+1, \ldots, s+n-n_{1}-\ldots-n_{j-1}\right)$ on no more than $s+n-n_{1}-\ldots-n_{j}$ linearly ordered subsets is denoted by $\sum_{\mathrm{D}_{j}: Z_{j}=\mathrm{U}_{j} X_{l_{j}}}$, and the $(s+n) t h$-order scattering cumulant is defined by the formula

$$
\breve{\mathfrak{A}}_{s+n}(t, \theta(\{1, \ldots, s\}), s+1, \ldots, s+n) \doteq \mathfrak{A}_{s+n}(t, 1, \ldots, s+n) g_{s+n}^{\epsilon}(1, \ldots, s+n) \prod_{i=1}^{s+n} \mathfrak{A}_{1}^{-1}(t, i),
$$

where the operator $g_{s+n}^{\epsilon}(1, \ldots, s+n)$ is specified initial correlations (26) and notations accepted above were used. We adduce simplest examples of generating operators (29):

$$
\begin{aligned}
& \left.\mathfrak{G}_{s}(t, \theta(\{1, \ldots, s\}))=\breve{\mathfrak{A}}_{s}(t, \theta(\{1, \ldots, s\}))=\mathfrak{A}_{s}(t, 1, \ldots, s)\right) g_{s}^{\epsilon}(1, \ldots, s) \prod_{i=1}^{s} \mathfrak{A}_{1}^{-1}(t, i), \\
& \mathfrak{G}_{s+1}(t, \theta(\{1, \ldots, s\}), s+1)=\mathfrak{A}_{s+1}(t, 1, \ldots, s+1) g_{s+1}^{\epsilon}(1, \ldots, s+1) \prod_{i=1}^{s+1} \mathfrak{A}_{1}^{-1}(t, i)- \\
& \mathfrak{A}_{s}(t, 1, \ldots, s) g_{s}^{\epsilon}(1, \ldots, s) \prod_{i=1}^{s} \mathfrak{A}_{1}^{-1}(t, i) \sum_{j=1}^{s} \mathfrak{A}_{2}(t, j, s+1) g_{2}^{\epsilon}(j, s+1) \mathfrak{A}_{1}^{-1}(t, j) \mathfrak{A}_{1}^{-1}(t, s+1) .
\end{aligned}
$$

A method of the construction of marginal correlation functionals (28) is based on the application of kinetic cluster expansions [2] to the generating operators of series (13). If $\left\|G_{1}(t)\right\|_{\mathcal{N}^{1}(\mathcal{H})}<e^{-(3 s+2)}$, then for arbitrary $t \in \mathbb{R}$ series expansion (28) converges in the norm of the space $\mathfrak{L}^{1}\left(\mathcal{H}_{s}\right)$.

We emphasize that marginal correlation functionals (28) describe all the possible correlations generated by dynamics of large quantum particle system with initial correlations by means of a one-particle density operator.

### 4.2 The generalized quantum kinetic equation with initial correlations

Now we establish the evolution equation for one-particle (marginal) density operator (27). As a result of the differentiation over time variable of the operator represented by series expansion (27) in the sense of the norm convergence of the space $\mathfrak{L}^{1}(\mathcal{H})$, then due to the application of the kinetic cluster expansions [19] to the generating operators of obtained series expansion, for one-particle density operator (27), we derive the following identity:

$$
\begin{align*}
\frac{\partial}{\partial t} G_{1}(t, 1)= & \mathcal{N}^{*}(1) G_{1}(t, 1)+\epsilon \operatorname{Tr}_{2} \mathcal{N}_{\mathrm{int}}^{*}(1,2) G_{1}(t, 1) G_{1}(t, 2)  \tag{30}\\
& +\epsilon \operatorname{Tr}_{2} \mathcal{N}_{\mathrm{int}}^{*}(1,2) G_{2}\left(t, 1,2 \mid G_{1}(t)\right)
\end{align*}
$$

where the second part of the collision integral in equality (30) is determined in terms of the marginal correlation functional represented by series expansions (28) in the case of $s=2$. This identity we treat as the quantum kinetic equation, and we refer to this evolution equation as the generalized quantum kinetic equation with initial correlations.

We emphasize that the coefficients in an expansion of the collision integral of the non-Markovian kinetic equation (30) are determined by the operators specified initial correlations (26).

On the space $\mathfrak{L}^{1}(\mathcal{H})$ for the Cauchy problem of the established generalized quantum kinetic equation with initial correlations, the following statement is true [19]. If $\left\|G_{1}^{0, \epsilon}\right\|_{\mathfrak{L}^{1}(\mathcal{H})}<\left(e\left(1+e^{9}\right)\right)^{-1}$, a global in time solution of the Cauchy problem of kinetic equation (30) is determined by series expansion (27). For initial data $G_{1}^{0, \epsilon} \in \mathfrak{L}_{0}^{1}(\mathcal{H})$, it is a strong solution, and for an arbitrary initial data, it is a weak solution.

The proof of this existence statement is similar to the proof in the case of the generalized quantum kinetic equation given in [18].

### 4.3 On a propagation of initial correlations in a mean field limit

Further we establish the mean field asymptotic behavior of constructed marginal correlation functionals (28) in the case of initial states specified by the one-particle density operator with correlations (26).

We assume the existence of a mean field limit of an initial one-particle density operator in sense (21) and for initial correlation operators as follows:

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}\left\|g_{n}^{\epsilon}-g_{n}\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{n}\right)}=0, \quad n \geq 2 \tag{31}
\end{equation*}
$$

Then in consequence of the validity of equalities (20) for one-particle density operator (27), the following statement is true [8]. If conditions (21) and (31) hold, then for series expansion (27) the equality holds:

$$
\lim _{\epsilon \rightarrow 0}\left\|\epsilon G_{1}(t)-g_{1}(t)\right\|_{\mathfrak{L}^{1}(\mathcal{H})}=0,
$$

where for finite time interval, the limit one-particle density operator $g_{1}(t)$ is represented by the following norm convergent series on the space $\mathfrak{L}^{1}(\mathcal{H})$ :

$$
\begin{align*}
& g_{1}(t, 1)=\sum_{n=0}^{\infty} \int_{0}^{t} d t_{1} \ldots \int_{0}^{t_{n-1}} d t_{n} \operatorname{Tr}_{2}, \ldots, n+1 \mathcal{G}_{1}^{*}\left(t-t_{1}, 1\right) \mathcal{N}_{\text {int }}^{*}(1,2) \prod_{j_{1}=1}^{2} \mathcal{G}_{1}^{*}\left(t_{1}-t_{2}, j_{1}\right) \ldots \\
& \prod_{i_{n}=1}^{n} \mathcal{G}_{1}^{*}\left(t_{n}-t_{n}, i_{n}\right) \sum_{k_{n}=1}^{n} \mathcal{N}_{\text {int }}^{*}\left(k_{n}, n+1\right) \prod_{j_{n}=1}^{n+1} \mathcal{G}_{1}^{*}\left(t_{n}, j_{n}\right) \quad \mathrm{P}:(1, \ldots, n+1)=\cup_{i} X_{i} \\
& \prod_{X_{i} \subset \mathrm{P}} g_{\left|X_{i}\right|}\left(X_{i}\right) \prod_{i=1}^{n+1} g_{1}^{0}(i) . \tag{32}
\end{align*}
$$

In series expansion (32), the operator $\mathcal{N}_{\text {int }}^{*}\left(j_{1}, j_{2}\right)$ is defined according to formula (2), and the group of operators $\mathcal{G}_{1}^{*}(t)$ is defined by (1). For bounded interaction
potentials series (32) is norm convergent on the space $\mathfrak{L}^{1}(\mathcal{H})$ under the condition that $t<t_{0} \equiv\left(2\|\Phi\|_{\mathfrak{L}\left(\mathcal{H}_{2}\right)}\left\|g_{1}^{0}\right\|_{\mathfrak{L}^{1}(\mathcal{H})}\right)^{-1}$.

For marginal correlation functionals (28), the following statement is true [8]. Under conditions (21) and (31) on initial state (26), there exists a mean field limit of marginal correlation functionals (28) in the following sense:

$$
\lim _{\epsilon \rightarrow 0}\left\|\epsilon^{s} G_{s}\left(t, 1, \ldots, s \mid G_{1}(t)\right)-g_{s}\left(t, 1, \ldots, s \mid g_{1}(t)\right)\right\|_{\mathfrak{L}^{1}\left(\mathcal{H}_{s}\right)}=0, \quad s \geq 2
$$

where the limit marginal correlation functionals $g_{s}\left(t \mid g_{1}(t)\right), s \geq 2$, are represented by the expansions

$$
\begin{equation*}
g_{s}\left(t, 1, \ldots, s \mid g_{1}(t)\right)=\prod_{i_{1}=1}^{s} \mathcal{G}_{1}^{*}\left(t, i_{1}\right) g_{s}(1, \ldots, s) \prod_{i_{2}=1}^{s}\left(\mathcal{G}_{1}^{*}\right)^{-1}\left(t, i_{2}\right) \prod_{j=1}^{s} g_{1}(t, j), \tag{33}
\end{equation*}
$$

and, respectively, the limit one-particle density operator $g_{1}(t)$ is represented by series expansion (32).

The proof of these statements is based on the validity of equality (20) for cumulants of asymptotically perturbed groups of operators (1) and the explicit structure of the generating operators of series expansions (28) of marginal correlation functionals and of series expansion (27).

We remark that limit marginal correlation functionals (32) and (33) are a solution of the Cauchy problem of the quantum Vlasov hierarchy of nonlinear evolution equations [6], which describes a mean field asymptotic behavior of marginal correlation operators in the case of arbitrary initial states, namely,

$$
\begin{gathered}
\frac{\partial}{\partial t} g_{s}(t, 1, \ldots, s)=\sum_{i=1}^{s} \mathcal{N}^{*}(i) g_{s}(t, 1, \ldots, s)+\operatorname{Tr}_{s+1} \sum_{i=1}^{s} \mathcal{N}_{\text {int }}^{*}(i, s+1) \\
\left(g_{s+1}(t, 1, \ldots, s+1)+\begin{array}{c}
\left.g_{\left|X_{1}\right|}\left(t, X_{1}\right) g_{\left|X_{2}\right|}\left(t, X_{2}\right)\right), \\
\mathrm{P}:(1, \ldots, s+1)=X_{1} \cup X_{2}, \\
i \in X_{1} ; s+1 \in X_{2} \\
\left.g_{s}(t)\right|_{t=0}=g_{s}^{0}, \quad s \geq 1,
\end{array}\right.
\end{gathered}
$$

where we used notations similar to accepted above.
It should be noted that limit marginal correlation functionals (33) describe the process of the evolution of correlations of large quantum particle systems by means of a one-particle density operator in a mean field approximation.

Similar to the derivation of kinetic equation (30), we establish that the one-particle density operator represented by series expansion (32) is a solution of the Cauchy problem of the Vlasov-type quantum kinetic equation with initial correlations:

$$
\begin{gather*}
\frac{\partial}{\partial t} g_{1}(t, 1)=\mathcal{N}^{*}(1) g_{1}(t, 1)+ \\
\operatorname{Tr}_{2} \mathcal{N}_{\text {int }}^{*}(1,2) \prod_{i_{1}=1}^{2} \mathcal{G}_{1}^{*}\left(t, i_{1}\right)\left(g_{2}(1,2)+I\right) \prod_{i_{2}=1}^{2}\left(\mathcal{G}_{1}^{*}\right)^{-1}\left(t, i_{2}\right) g_{1}(t, 1) g_{1}(t, 2),  \tag{34}\\
\left.g_{1}(t)\right|_{t=0}=g_{1}^{0} \tag{35}
\end{gather*}
$$

and consequently, for pure states we derive the Hartree-type equation with initial correlations. We point out that Eq. (34) is the non-Markovian quantum kinetic equation.

Thus, we established that a mean field behavior of processes of the creation of correlations and the propagation of initial correlations in large quantum particle systems are governed by kinetic equation (34).

Moreover, in the case under consideration, the processes of the creation of correlations generated by dynamics of many-particle systems and the propagation of initial correlations are described by the constructed marginal functionals of the state (28) governed by the non-Markovian generalized kinetic equation with initial correlations (26).

## 5. Conclusion

In this chapter the process of a creation and a propagation of correlations in quantum many-particle systems has been described by means of the Cauchy problem of the quantum BBGKY hierarchy of nonlinear equations (11) and (12). A nonperturbative solution for a sequence of marginal correlation operators is represented in the form of series (13) the generating operator of every term of which are corresponding-order cumulant (14) of groups of nonlinear operators (3). In the case of initial state specified by a sequence of the marginal correlation operators that satisfy chaos property (15), the correlations generated by dynamics of large quantum particle system (16) are completely determined by the corresponding-order cumulants (4) of groups of operators (1). The obtained results can be extended to large quantum systems of bosons and fermions like in paper [6].

In the case of initial state satisfied condition (15), a mean field asymptotic behavior of the processes of a creation and a propagation of correlations was described. It was directly proven the property called the propagation of initial chaos (22), which underlies in mathematical derivation of effective evolution equations of systems of infinitely many particles [16].

The problem of the rigorous description of collective behavior of quantum many-particle systems by means of a one-particle (marginal) correlation operator that is a solution of the generalized quantum kinetic equation [18] with initial correlations [19], for instance, the initial correlations, characterizing the condensed states [1], or initial correlations that influence on ultrafast relaxation processes in plasmas [4] has been also considered.

In particular, such an approach to the derivation of the Vlasov-type quantum kinetic equation with initial correlations (34) from underlying dynamics governed by the generalized quantum kinetic equation with initial correlations (30) enables to construct the higher-order corrections to the mean field evolution of large quantum systems of particle.

We note that in paper [20] other approach to the description of the propagation of initial correlations of large quantum particle systems in a mean field limit was developed, namely, the process of the propagation of initial correlations was described within the framework of the evolution of marginal observables governed by the dual BBGKY hierarchy [2, 21].
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# Recent Progresses in Ab Initio Electronic Structure Calculation toward Understandings of Functional Mechanisms of Biological Macromolecular Systems 
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#### Abstract

In this chapter, we present recent advances of theoretical analyses toward understandings of functional mechanisms of biological macromolecular systems, employing ab initio electronic structure calculations. Two distinct types of triggers to invoke dramatic rearrangements of electronic structures in the reaction centers are revealed by full ab initio quantum mechanics (QM) calculations (first example) and hybrid ab initio $\mathrm{QM} /$ molecular mechanics (MM) molecular dynamics (MD) calculations (second example). First, we demonstrate dramatic rearrangements of molecular orbitals (MOs) induced by binding of a hydroxyl ion $\left(\mathrm{OH}^{-}\right)$to the [4Fe-3S] cluster found in hydrogenases, which catalyzes both dissociation and production of dihydrogen $\left(\mathrm{H}_{2}\right)$. This induces the significant delocalization of the LUMO, resulting in formation of electron transfer pathways required for the catalysis. Thus, in organisms, just a tiny species (e.g. $\mathrm{OH}^{-}$ligand) can play a key role for the biological functions. Second, we indicate dynamical rearrangements of MOs occurring in the enzymatic reactions of RNA-protein complexes. As the catalysis proceeds, the reactive MOs, which do not belong to the frontier orbitals in the initial stages of the reaction, are dramatically reconstituted in the hybrid ab initio QM/MM MD simulations, resulting in the frontier orbitals, which is a feature characteristic to biological macromolecular systems.


Keywords: density functional theory (DFT), electron delocalization, aminoacyl-tRNA synthetase (aaRS), transfer RNA (tRNA), hybrid ribozyme/ protein catalyst, catalysis, enzyme, molecular evolution

## 1. Introduction

Why are the theoretical analyses employing ab initio quantum mechanics (QM) calculations required to understand biological systems? In an organism, so many catalytic reactions are present, for example, transcription, DNA replication and
repair, protein biosynthesis, respiration, photosynthesis, and synthesis and degradation of biological compounds (metabolites) such as amino acids, nucleotide, and lipid. In order to understand the mechanisms of biological functions, analyses of the electronic structure changes for the catalytic reactions are essential.

Up to date, QM calculations have been employed to understand many biochemical reactions, although the system sizes of such macromolecular systems are huge. In this section, we will briefly introduce several substantial issues in QM methods that have frequently been employed in analyses of biological systems. From biochemical and biophysical points of view, these descriptions are also relevant to the construction of the QM models, spin assignments, selection of QM/MM methods, the QM calculation methods, basis sets, and so on.

### 1.1 Construction of QM model system

To obtain precise geometric and electronic structures employing the QM calculations, high-quality three-dimensional (3D) structures are indispensable. In most studies of biological macromolecular systems, the initial 3D structures for the theoretical analyses are retrieved from Protein Data Bank (PDB) website (https://www.rc sb.org/), which provides 3D structures of biological macromolecules analyzed employing X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy, and electron microscope (EM) experiments. Currently, the PDB site contains more than 129,300 X-ray structures, 12,300 NMR structures, and 2400 EM structures.

Although state-of-the-art methodologies, such as the X-ray free electron laser (XFEL) and cryo-EM, provide high-quality 3D structures, the resolution of most experimental structures is still insufficient to observe hydrogen atoms. Indeed, only $0.5 \%$ of X-ray and EM structures are under $1.0 \AA$ resolutions, and $80.3 \%$ are in the range of 1.4-2.8 $\AA$ resolutions. Thus, one needs to attach the hydrogen atoms in chemically appropriate manners. This is also an important issue, and so we need enough time to carefully identify the appropriate configurations for attachments of hydrogen atoms.

Since the computation costs of QM calculations are too large to include the entire biological macromolecular systems, QM models are usually extracted and thereby include the numbers of atoms in the ranges of 50-100 atoms. The truncated boundary carbons of the QM models are usually capped by the methyl group. Other crucial moieties in the systems, which can significantly affect geometric and electronic structures of the active centers, such as ligands of the transition metal binding sites and hydrogen-bonded waters, should also be included in the extracted QM models. Notably, to overcome the increase of computational costs by including large environmental moieties into the QM models such as the bulk water molecules as the solvent, hybrid quantum mechanics and molecular mechanics (MM) (i.e., classical mechanics) schemes have been developed up to date (the hybrid QM/MM calculation method is discussed in Section 1.3).

### 1.2 Spin assignments of the system

As mentioned, we require 3D structures of the calculation models, basis sets, the (total) charges, spin multiplicities, and initial wave functions of the systems, to perform the QM calculations. Since the QM calculations may also suffer from the nonlinear, initial guess, and local minimum problems, starting from appropriate initial 3D structures and wave functions is very important to obtain the correct states. In particular, the total spin of the system including multiple transition metals
must be explored by carefully providing multiple combinations of spin assignments and thereby should be determined by identifying the spin state with the optimal total energy value among all of those spin states.

To provide the total spin assignments, it is convenient to divide the systems into some fragmental moieties, such as a transition metal and its coordinated ligands as a subsystem, which leads to spin assignments for a part of the QM models. Although this could be helpful to get a reasonable solution, there is no warranty of the convergence and acquisition of the correct solution. In Section 2, we discuss more details of this issue.

### 1.3 Hybrid functional in density functional theory (DFT) calculation

Hybrid functional approximation was introduced by Becke [1] in 1993 and has become one of the most popular computational approaches. By incorporating a portion of the exact exchange energy originated from the Hartree-Fock theory coupled with the exchange-correlation energies, the hybrid functional approach improves molecular properties that poorly described with simple ab initio functionals, such as bond lengths, vibration frequencies, and atomization energies [2]. In general, a hybrid functional is described as a linear combination of the HartreeFock exact exchange energy functional and the exchange-correlation density functionals; their weights are determined by a fitting procedure such as to reproduce experimental or highly advanced calculated thermochemical data.

Becke proposed the following exchange-correlation approximation [1],

$$
\begin{equation*}
E_{X C}=E_{X C}^{L S D A}+a_{0}\left(E_{X}^{\text {exact }}-E_{X}^{L S D A}\right)+a_{X}\left(E_{X}^{B 88}-E_{X}^{L S D A}\right)+a_{C}\left(E_{X}^{P W 91}-E_{X}^{L S D A}\right), \tag{1}
\end{equation*}
$$

where $a_{0}, a_{x}$, and $a_{c}$ are the parameters determined by the fitting procedure (i.e., $a_{0}=0.20, a_{x}=0.72$, and $a_{c}=0.81$ ). Herein, subscripts X and C represent the exchange and correlation, respectively, $E_{X C}^{L S D A}$ represents the exchange-correlation energy within the framework of the local spin-density approximation (LSDA), $E_{X}^{\text {exact }}$ is the exact exchange energy, and $E_{X}^{B 88}$ and $E_{X}^{P W 91}$ are the gradient corrections for the exchange by Becke and Perdew-Wang, respectively.

The B3LYP functional, which has been one of the most widely used functionals in molecular quantum calculation fields, employs the nonlocal correlation provided by the LYP expression (Lee-Yang-Parr) and the Becke88 exchange functional [3], and VWN local-density approximation that was constructed by Volsko, Wilk, and Nusair (VWN) [4]. Thus, the general formula of the hybrid functionals can be written as follows (this is exploited in Gaussian software; http://gaussian.com/dft/),

$$
\begin{equation*}
E_{X C}=P_{2} E_{X}^{H F}+P_{1}\left(P_{4} E_{X}^{\text {Slater }}+P_{3} \Delta E_{X}^{\text {non-local }}\right)+P_{6} E_{C}^{\text {local }}+P_{5} E_{C}^{\text {non-local } . ~} \tag{2}
\end{equation*}
$$

Various combinations of nonlocal exchange functionals and correlation functionals can be employed here. In the B3LYP functional, the Becke's three-parameter functional and the LYP correlation functional were combined with the following parameters,

$$
\begin{equation*}
P_{1}=1, P_{2}=0.2, P_{3}=0.72, P_{4}=0.8, P_{5}=0.81, P_{6}=1 . \tag{3}
\end{equation*}
$$

In an attempt to improve the B3LYP functional, the long-range correlations are incorporated into the cam-B3LYP [5] and LC-BLYP [6] functionals. However, to the best of our experiences on applying to biological macromolecular systems,
selection of functionals is not so simple, and thus, careful investigations based on computational trials are required to determine them. In the following two examples described in this chapter, such examinations were actually performed, and thereby, the B3LYP functional was adopted.

### 1.4 Hybrid QM/MM calculation scheme

In 1976, Warshel and Levitt [7] developed a QM/MM method, in which QM calculation is combined with classical mechanics calculation, to obtain the electronic structures of the QM region with consideration of the environmental effects, such as protein, membrane, and solvent water molecules. In this strategy, the QM calculation is adopted to the active site ( QM region), and for the remainder of the system, the MM calculation is adopted (MM regions) (Figure 1).

Great progresses have been achieved up to date for improvement of QM/MM calculation algorithms and their applications to biological systems [8-21]. Importance of the environments has been reported from many QM/MM studies. For example, polarization from MM region affects both electronic structure and geometric structure [22]. Recently, we reported that in huge biological macromolecular systems such as complexes of aminoacyl-tRNA synthetases (aaRSs) and their cognate tRNAs, dynamical, geometrical changes induced dramatical rearrangements of the electronic structures in the catalytic sites, which thus generated the productive states in the reactions [23-25] (see Section 3). By contrast, in Section 2, full (ab initio) QM calculations were solely employed for the analysis of the electronic structures of a transition metal cluster found in proteins, since in most cases, such a structure is buried in protein environments.

### 1.5 Energy expression for $\mathrm{QM} / \mathrm{MM}$ calculation

In the framework of $\mathrm{QM} / \mathrm{MM}$ methodology, an entire system is divided into two regions: QM region, which is described by quantum mechanics principles, and MM region, which is described by molecular mechanics (i.e., classical mechanics). Due


Figure 1.
Hybrid QM/MM modeling of a biological macromolecular system (i.e., valyl-tRNA synthetase (ValRS) in complex with the cognate tRNA; see Section 3).
to the presence of the interactions between QM and MM regions, the total energy of the entire system can be formally written as follows:

$$
\begin{equation*}
\mathrm{E}(\mathrm{ES})=\mathrm{E}(\mathrm{QM})+\mathrm{E}(\mathrm{MM})+\mathrm{E}(\mathrm{QM} / \mathrm{MM}) \tag{4}
\end{equation*}
$$

The inclusion of the energy term of QM-MM interactions, $\mathrm{E}(\mathrm{QM} / \mathrm{MM})$, enables a more realistic description of the system, compared with isolated QM calculations. In terms of the treatment of the electrostatic interaction between the QM and MM regions, QM/MM methodologies are divided into two groups, subtractive and additive schemes. Herein, we discuss the advantages and disadvantages of the QM/MM methodologies in the comparison of these two schemes.

Subtractive schemes consist of the three steps as follows: (1) an MM calculation on the entire system, (2) a QM calculation on the QM region, and (3) an MM calculation on the QM region. Then, $\mathrm{QM} / \mathrm{MM}$ energy of the entire system can be formulated as follows:

$$
\begin{equation*}
E^{\mathrm{sub}}(\mathrm{ES})=E_{\mathrm{MM}}(\mathrm{ES})+E_{\mathrm{QM}}(\mathrm{QM})-E_{\mathrm{MM}}(\mathrm{QM}) \tag{5}
\end{equation*}
$$

The subscript indicates the type of calculation ( QM or MM calculation), and the region on which the calculation is performed is described in parentheses. An advantage of the subtractive schemes is simplicity. Explicit descriptions of interactions between QM and MM regions are not required. In addition, artifacts that might be caused by using link atom schemes to cap the truncated bonds at the QMMM boundary (described below) can be avoided. On the other hand, disadvantages of the subtractive schemes are the following. (1) Force fields are required for describing the QM region that often includes ligands and intermediate structures of enzymatic reactions; in general, reliable force fields of the molecules are not prepared, and additional QM calculations should be carried out for the parameterization every time a new system is studied. (2) The electrostatic interactions between the QM and MM regions are described at molecular mechanics level; that is, the interactions are calculated by the Coulomb interactions between fixed atomic charges in the QM and MM regions. Such descriptions cannot represent polarization of the QM region induced by the environment surrounding the QM region.

On the other hand, the additive schemes can take into account the polarization effects. The energy expression for the additive schemes is given in Eq. (6):

$$
\begin{equation*}
E^{\mathrm{add}}(\mathrm{ES})=E_{\mathrm{MM}}(\mathrm{MM})+E_{\mathrm{QM}}(\mathrm{QM})+E_{\mathrm{QM} / \mathrm{MM}}(\mathrm{QM}, \mathrm{MM}) \tag{6}
\end{equation*}
$$

A characteristic feature of this scheme is the presence of the energy term with respect to the interactions between QM and MM regions, described as follows:

$$
\begin{align*}
E_{\mathrm{QM} / \mathrm{MM}}(\mathrm{QM}, \mathrm{MM}) & =E_{\mathrm{QM} / \mathrm{MM}}^{\mathrm{elec}}(\mathrm{QM}, \mathrm{MM}) \\
& +E_{\mathrm{QM} / \mathrm{MM}}^{\mathrm{bonded}}(\mathrm{QM}, \mathrm{MM})+E_{\mathrm{QM} / \mathrm{MM}}^{\mathrm{vdW}}(\mathrm{QM}, \mathrm{MM}) \tag{7}
\end{align*}
$$

To calculate electrostatic interactions, that is, the first term in the left side of Eq. (7), one-electron integrals in the QM Hamiltonian incorporating MM partial charges can be used.

$$
\begin{equation*}
\hat{H}_{\mathrm{QM} / \mathrm{MM}}^{\mathrm{elec}}(\mathrm{QM}, \mathrm{MM})=-\sum_{i}^{N} \sum_{j}^{M} \frac{q_{j}}{\left|\mathbf{r}_{i}-\mathbf{R}_{j}\right|}+\sum_{k}^{L} \sum_{j}^{M} \frac{q_{j} Q_{k}}{\left|\mathbf{R}_{k}-\mathbf{R}_{j}\right|} \tag{8}
\end{equation*}
$$

The symbols $q_{\mathrm{j}}$ are the MM partial charges located at $R_{j} . Q_{k}$ are the nuclear charges of the QM atoms at $R_{k}$, and $r_{i}$ represents electron positions. $N, M$, and $L$ represent number of electrons, MM atoms to be incorporated into the one-electron integrals, and QM atoms, respectively. Using the additive scheme, the electronic structures of the QM region are affected by the charge distribution of the environment. An advanced approach is to consider polarization of the MM region by the QM region (i.e., to allow the partial charges to be changed according to changes in the electronic structure of the QM region). However, polarizable force fields with broader applications have not yet emerged, while many efforts to account for the polarization effects were made [26, 27].

## 2. Ab initio QM analysis of electron transfer (ET) mechanisms in hydrogenase

## 2.1 [ NiFe ] hydrogenase

Hydrogenase is an enzyme that can catalyze dihydrogen $\left(\mathrm{H}_{2}\right)$ to water molecules and its reverse process [28]. Due to the reversible oxidation properties in the $\mathrm{H}_{2}$ catalysis, hydrogenase has been focused in biotechnological devices, such as generation of $\mathrm{H}_{2}$ from solar energy [29]. However, most [ NiFe ] hydrogenases, which are classified as standard hydrogenase, are sensitive to the explosion of the $\mathrm{O}_{2}$; that is, their activities decrease in an aerobic condition. By contrast, some hydrogenases preserve their activities even in the presence of $\mathrm{O}_{2}$, which are referred to as $\mathrm{O}_{2^{-}}$ tolerance.

Herein, we focus on membrane-bound [ NiFe ]-hydrogenases (MBHs), which are $\mathrm{O}_{2}$-tolerant hydrogenases. The 3D structures and active sites of MBHs are very similar to those of the standard hydrogenases except for the transition metal (iron) binding site that are located in the proximity of the catalytic center where Ni and Fe are bound, which are referred to as the proximal and [ NiFe ] active clusters, respectively (Figure 2).

Although the mechanisms of the $\mathrm{O}_{2}$-tolerance still remained to be resolved, the structural differences of the proximal clusters between MBHs and the standard hydrogenases were suggested to be responsible for the $\mathrm{O}_{2}$-tolerance mechanisms. More specifically, the proximal cluster of the standard hydrogenase contains [4Fe-4S]-4Cys cluster, while that of MBH contains [4Fe-3S]-6Cys cluster
(Figure 2). In fact, two cysteine residues in MBH are replaced with glycine (Gly) residues in the standard [ NiFe ]-hydrogenases.

In addition, for the proximal cluster of MBH, three charge states have been reported; that is, the reduced, oxidized, and superoxidized states. Moreover, the 3D structure of the proximal cluster in MBH is also changed depending on those redox states. Moreover, combined crystallographic and spectroscopic analyses have recently suggested that a hydroxyl ion $\left(\mathrm{OH}^{-}\right)$was attached to a Fe ion in the superoxidized states of the proximal cluster in Ralstonia eutropha MBH [30]. However, its functional role has still remained to be clarified.

In this section, we first introduce the way of how we investigated the electronic structures of the proximal cluster of Ralstonia eutropha MBH. Herein, systematic exploration of spin combinations of the proximal cluster was essential to obtain the reliable calculation data. For the calculation models, we constructed two structural models of the proximal cluster in the presence and absence of the hydroxyl ion and compared their detailed electronic structures, to reveal the functional role of the hydroxyl ion. To evaluate the total energy of various spin states and the electronic
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Figure 2.
Stereoview of the $3 D$ structures of the entire structure (A) and proximal cluster (B) of Ralstonia eutropha MBH, and schematic representation of model 2 (C). © Kim et al. [31].
structures of the optimum energy states in the presence and absence of the hydroxyl ion, we employed full (ab initio) QM calculations with the use of the B3LYP functional as mentioned above (see Section 1.3).

### 2.2 Exploration of spin assignments

To build structural models, we employed the atomic coordinates of the proximal cluster in the superoxidized state of the crystal structure of Ralstonia eutropha MBH (PDB ID: 4IUD). Our computation models included the iron-sulfur cluster (i.e.,
[4Fe-3S]) and six Fe-coordinated cysteine (Cys) residues (i.e., Cys17, Cys19, Cys20, Cys120, Cys115, and Cys149). Moreover, we also included three amino acid residues (i.e., Ser21, Glu76, and His229), two crystal water molecules, and $\mathrm{OH}^{-}$ion, all of which are coordinated to the iron-sulfur cluster.

Six amino acid residues (Cys17, Cys115, Cys120, Cys149, Glu76, and His229) were truncated by $\mathrm{C} \alpha$ atoms with the attachment of methyl groups $\left(-\mathrm{CH}_{3}\right)$. As mentioned in the last section, we constructed another similar model that did not include the $\mathrm{OH}^{-}$ion to reveal its effects, and thus 103 and 101 atoms were included in our structural models. These are referred to as the original (model 2) and $\Delta\left(\mathrm{OH}^{-}\right)$(model 1) models, respectively (Figure 2).

Spectroscopic experiments elucidated the formal charge and total spin of the [ $4 \mathrm{Fe}-3 \mathrm{~S}$ ] cluster in the superoxidized state as +5 and $1 / 2$, respectively [32]. For each of the iron and sulfur ions in the [4Fe-3S] proximal cluster, we set the formal charge as $\mathrm{Fe}^{2+}$ or $\mathrm{Fe}^{3+}$, and $\mathrm{S}^{2-}$, as found in the previous study [32]. Thus, the core consists of three $\mathrm{Fe}^{3+}$, one $\mathrm{Fe}^{2+}$, and $3 \mathrm{~S}^{2-}$ ions.

Then, we constructed simple small fragmental models that were extracted from the 3D structure of the proximal cluster core: each of three Fe ions labeled as Fe 2 , Fe 3 , and Fe 4 form a tetrahedral structure in the [4Fe-3S] proximal cluster, while the other Fe ion labeled as Fe 1 form bipyramidal structures together with $\mathrm{S}_{\mathrm{Cys} 19}$, $\mathrm{S}_{\mathrm{Cys17}}, \mathrm{~S} 1$, (O atom of the hydroxyl ion), and S2 atoms (Figure 2).

Thus, we built small models including only the core atoms (i.e., $\mathrm{Fe} 1, \mathrm{~S}_{\mathrm{Cys} 19}$, $\mathrm{S}_{\mathrm{Cys17},}, \mathrm{~S} 1$, and S2) in the presence and absence of the $\mathrm{OH}^{-}$and evaluated the total energy values of the models. The analysis revealed that the optimum spin states with the minimum total energies were composed of the high spin states of Fe ions, which is consistent with the previous experimental data [33].

Herein, to specify the spin assignments of the [4Fe-3S] cluster, we represent them employing the nomenclature, BSij ; that is, BS is an abbreviation of the broken symmetry state, and i and j indicate the (serial) numbers of Fe ions, as follows. Due to the two constraints, that is, (1) Fe ions take the high spin states as found above, and (2) the total spin sum is $1 / 2$ (experimental data), the possible spin combinations of Fe ions are deduced as $5 / 2,-4 / 2$, and $-5 / 2$. We adopt the indices $i$ and $j$ that should be corresponding to the spin states of $-4 / 2$ and $-5 / 2$ (of Fe ), respectively [34]. For example, BS12 represents that spin of Fe 1 and Fe 2 are assigned to the $-4 / 2$ and $-5 / 2$, respectively, and thus, $5 / 2$ spin state is assigned to Fe 3 and Fe 4 . Thus, BS 12 represents ( $\mathrm{Fe} 1, \mathrm{Fe} 2, \mathrm{Fe} 3, \mathrm{Fe} 4)=(-4 / 2,-5 / 2,+5 / 2,+5 / 2)$.

Based on these considerations, we found that 12 spin assignments are possible for each structural model, and thus, we performed 24 QM calculations, to identify the optimal spin states of the [4Fe-3S] proximal cluster in the presence and absence of the hydroxyl ion. We employed the Gaussian09 package for all QM calculations with the B3LYP functional [3, 35]. For the [ $4 \mathrm{Fe}-3 \mathrm{~S}$ ] core and atoms that are coordinated to the Fe ions, the triple- $\zeta$ valence polarized (TZVP) basis set $[36,37]$ was adopted, and for the other atoms, the $6-311 \mathrm{G}^{* *}$ basis set [38] was employed. We performed geometry optimization with all hydrogen atoms being movable.

As a result of the analysis, we found that the total energy of BS12, BS21, BS13, and BS31 was smaller than the other states in model 1 and that the total energy of BS12, BS21, BS34, and BS43 was lower than the other states in model 2. Thus, we indicated that the favorable spin assignments were depending on the presence and absence of hydroxyl ion in the proximal cluster.

Note here that in previous studies employing DFT calculations and the simple iron-sulfur clusters, such as [2Fe2S], [3Fe4S], and [4Fe4S], BSij and BSji were shown to be identical [39, 40]. However, this equivalence of BSij and BSji was not satisfied in the present case, since the [ $4 \mathrm{Fe}-3 \mathrm{~S}$ ] proximal cluster in the MBH is
distorted, compared with the simple Fe-S clusters that were analyzed in the previous studies. Moreover, the attachment of the hydroxyl ion (model 2) induced the distinct electronic structures when we compared with those of model 1 and the standard iron-sulfur clusters. Thus, due to the distorted geometrical structure and attachment of the hydroxyl ion, the equivalence of BSij and BSji cannot be assured in the present case. In fact, BS34 and BS43 of models 1 and 2 were definitely different in the total energy by 7.78 and $1.77 \mathrm{kcal} / \mathrm{mol}$, respectively (here, the optimum total energy is set to $0 \mathrm{kcal} / \mathrm{mol}$ ).

In this manner, we determined the optimal spin states of the proximal cluster of the MBH in the presence and absence of the hydroxyl ion, as the lowest energy states, that is, BS12 and BS34 of models 1 and 2, respectively. In the subsequent part, we describe the electronic structures of these spin states.

### 2.3 Functional role of $\mathrm{OH}^{-}$

In the presence of $\mathrm{O}_{2}$, the inactive form is induced with respect to the [ NiFe ] catalytic site of MBHs (i.e., the Ni-B state). For the reactivation of the catalysis, the [ NiFe ] active site is required to be changed to another state (i.e., the Ni-SI state) [41]. Two recovery mechanisms have been suggested up to date. First, Volbeda et al. [42] suggested that formation of a dimer enhanced the reactivation of MBHs; that is, one that is inactivated can be recovered by the other that is activated in the dimer. In this mechanism, at least two electrons should be transferred from the activated MBH to the inactivated MBH, and then the received electrons are transferred through the distal, medial, proximal clusters, and the [ NiFe ] active site [42].

In the second mechanism suggested by Kurkin et al. [43], the reduction of the [ NiFe ] active site in the presence of $\mathrm{H}_{2}$ reactivates the inactive MBH , although the process requires a few seconds (note here that the $\mathrm{O}_{2}$-sensitive hydrogenases such as the standard $[\mathrm{NiFe}]$ hydrogenase require over 1 h to be reactivated). In this reactivation process, $\mathrm{H}_{2}$ cleavage reaction induces the Ni-SI state from the $\mathrm{Ni}-\mathrm{B}$ state of the [ NiFe ] active site, and four electrons should be transferred from the [ NiFe ] active site to the proximal and medial clusters [43]. Notably, the directions of the electron transfers (ETs) are opposing between these two mechanisms that have been suggested so far.

To describe the differences of the electronic structures of the proximal cluster in the presence (model 2) and absence (model 1) of the hydroxyl ion [31], we focus on the lowest unoccupied molecular orbital (LUMO) here, since LUMO could be closely related to the ET, which is required to occur in both reactivation mechanisms as mentioned above. In fact, comparison of the LUMOs of models 1 and 2 led us to identify the effects of the hydroxyl ion on the LUMOs: In the absence of the hydroxyl ions (model 1), the LUMO was localized on Fe 4 and $\mathrm{S}_{\mathrm{Cys} 20}$, whereas in the presence of the hydroxyl ion (model 2), the LUMO was delocalized on $\mathrm{S}_{\mathrm{Cys} 17}, \mathrm{~S}_{\mathrm{Cys} 19}$, $\mathrm{S}_{\mathrm{Cys} 20}, \mathrm{~N}_{\mathrm{Cys20}}$, the hydroxyl ion, $\mathrm{Fe} 1, \mathrm{Fe} 2$, and Fe 4 (Figure 3A and B).

To further approach the substantial meanings of differences found in the calculated electronic structures, we also investigated the ET pathways by adopting an empirical simulation methodology, which can identify possible ET pathways by minimizing the penalties of the steps mediated by covalent bonds, hydrogen bonds, and spaces [44, 45]. Based on the aforementioned two ET processes, which have been suggested so far, that is, (1) the medial to proximal clusters and (2) the $[\mathrm{NiFe}]$ active site to proximal cluster, we examined the validity of these two ET pathways.

As a result of the analysis, we revealed that the optimal ET pathways were significantly overlapped with the delocalized LUMOs of model 2, which means that


Figure 3.
Stereoview of the LUMOs in terms of the optimal spin states of models 1 (BS12) (A) and 2 (BS34) (B). In model 1 (i.e., $\Delta\left(\mathrm{OH}^{-}\right)$), the LUMOs are localized on Fe4 and $S_{C y s 20}$ atoms. By contrast, in model 2 (i.e., involving $\mathrm{OH}^{-}$), the LUMO is distributed and thus principally composed of $S_{\text {Cys } 17}, S_{C y s 19}, S_{C y s 20}, N_{C y s 20}$, the hydroxyl ion, Fe1, Fe2, and Fe4. To investigate the relationships between the effects of the hydroxyl ion and the ET mechanisms, the plausible ET pathways obtained by an empirical method (i.e., pathway) to search for the ET pathways (C) are compared with the distribution of the LUMO of model 2, which is identical to that shown in panel $(B)$ (note that the directions for rendering of the structures are identical in the panels $(A)$ and $(B)$, while those are different between the panels $(A) /(B)$ and (C)). The blue line with an arrow shows the $E T$ pathway from the [ NiFe ] active site to the proximal cluster, and the red line with an arrow shows the $E T$ pathway from the medial to proximal clusters. © Kim et al., [31].
the attachment of the hydroxyl ion to Fe 1 may promote the ETs (Figure 3C). This also means that the attachment of the hydroxyl ion creates the ET pathways in the proximal cluster by inducing the electron delocalization of the LUMO, thus forming
the $\mathrm{S}_{\mathrm{Cys17}}-\mathrm{HO}^{-}-\mathrm{S}_{\mathrm{Cys19}}-\mathrm{Fe} 4$ segmental electronic field, which is a main component of the delocalized LUMO in the presence of the $\mathrm{OH}^{-}$.

The origin and formation mechanisms of the delocalized LUMO are a very interesting issue. However, the limitation of space here does not allow us to describe it, and so for the detailed descriptions on this issue, see text and Figure 6(a) in our report [31].

To the best of our knowledge, this is the first work to have revealed the mechanisms of creation of the ET pathways in biological macromolecular systems [31]. Note here that a tiny molecular species, that is, $\mathrm{OH}^{-}$, is a trigger to generate the ET pathways. Thus, organisms regulate the functions employing such a subtle factor but thereby dramatically change their physiological status. The present achievements could further be a solid basis toward sophisticated rational design of novel catalysts, reactions, and functional materials, through regulations of the elaborately constituted orbital-based electronic structures.

## 3. Hybrid ab initio QM/MM molecular dynamics simulation

In the last section, we presented the effects of the attachment of a hydroxyl ligand on the electronic structure of the proximal cluster in the MBH and also showed that the effects could be closely related to the ET and recovery from the inactive form of the [ NiFe ] active site (i.e., the $\mathrm{O}_{2}$-tolerance of the MBH). Thus, the tiny species dramatically changes the electronic structures of the enzymes, as discussed above.

In this section, we demonstrate that electronic structures are dynamically changed as catalytic reactions proceed. In order to investigate such dynamical properties of electronic structures in biological macromolecular systems, we built a hybrid ab initio QM/MM molecular dynamics (MD) calculation system on superparallel computers. This computational system enabled us to evaluate dynamical transitions of electronic structures in catalytic sites involving the environmental structures such as protein moieties, nucleic acid (RNA and DNA) moieties, membrane moieties, and solvent [17, 22, 46, 47].

We introduce editing reaction of aminoacyl-tRNA synthetase (aaRS), which forms a protein family composed of twenty enzymes, divided into two classes, that is, classes I and II [48]. Here, we focus on two class I aaRSs, that is, leucyl-tRNA synthetase (LeuRS) and valyl-tRNA synthetase (ValRS). We performed hybrid ab initio $\mathrm{QM} / \mathrm{MM}$ MD simulations and thereby revealed that as the reactions proceeded, dynamical rearrangements of molecular orbitals (MOs) occurred, which was critical for both covalent bond formation and cleavage. We emphasize here that such dramatic transitions of electronic structures would be characteristic in catalytic reactions of biological macromolecular systems, as also indicated in hydrogenase.

### 3.1 Aminoacyl-tRNA synthetases (aaRSs)

In the central dogma, which demonstrates the flow of the genetic information (e.g., from gene coded in genome DNA toward protein), the adaptation between a codon (i.e., combination of three nucleotide bases) and an amino acid (aa) is required in the protein biosynthesis (i.e., translation), while synthesis of messenger RNA (mRNA) (i.e., transcription) occurs based on the rules of base pairing (e.g. the Watson-Crick and wobble base pairs). Thereby, base sequences of genes are converted to amino acid sequences of proteins. Here, aaRSs play a critical role by correctly recognizing and attaching both specific amino acid and cognate tRNA,
thereby forming aminoacyl-tRNA (i.e., aa-tRNA ${ }^{\text {aad }}$ ). This crucial catalytic reaction is referred to as aminoacylation.

If aaRSs misattach noncognate amino acids (or tRNAs) to the specific tRNAs (or amino acids), then the noncognate amino acids are incorporated into the protein as an incorrect amino acid residue, which is different from the correct one coded in the gene, since the tRNA recognizes its cognate codon by making base pairs between the codon (in mRNA) and the anticodon moiety of the tRNA. It should be noted here that only aaRSs determine the relationship between amino acids and codons for biosynthesis of proteins.

Based on the 3D structures, aaRSs are classified into two classes, that is, classes I and II [49,50]. More specifically, catalytic cores of class I aaRSs contain the classical nucleotide-binding fold (i.e., the Rossmann fold). By contrast, the active sites of class II aaRSs possess an antiparallel $\beta$ sheet flanked by $\alpha$ helices, which is the architecture completely different from the Rossmann fold. Based on the structural similarity of the catalytic and noncatalytic domains, each class is further classified into three subclasses $\mathrm{a}, \mathrm{b}$, and $\mathrm{c}[51,52]$.

### 3.2 Editing reaction of aaRSs

As mentioned above, high translational fidelity is essential in the decoding of genetic information from mRNA (i.e., base sequences) to protein (i.e., amino acid sequences). Notably, the aminoacylation reaction of aaRSs consists of two steps; that is, (1) activation of the amino acid yielding aminoacyl adenylate and (2) transfer of amino acid moiety of the aminoacyl adenylate to the $3^{\prime}$-end of the tRNA. However, misactivated amino acids and misaminoacylated tRNAs are generated occasionally, since some amino acids are structurally similar (e.g., leucine (Leu), isoleucine (Ile), and valine (Val)).

To ensure the translational fidelity, some aaRSs possess editing functions to correct such errors [53-60]. Correspondingly, two types of editing reactions are known, that is, pre- and posttransfer editing reactions, which hydrolyze a misactivated amino acid and misaminoacylated tRNA, respectively. Herein, we focus on the posttransfer editing reaction, since the catalytic mechanisms were remained to be elucidated for the last some decades.

### 3.3 Ab initio $\mathrm{QM} / \mathrm{MM}$ MD simulation of editing reaction

For the Leu system, we constructed a structural model of LeuRS in complex with a misaminoacylated tRNA ${ }^{\text {Leu }}$ (i.e., valyl-tRNA ${ }^{\text {Leu }}$ ), where the $3^{\prime}$-end nucleotide (adenine 76 ; A76) is bound to the active site for the editing reaction in the connective polypeptide (CP) 1 domain [22] (Figure 4). Then, we performed classical MD simulation and succeeded in identification of the nucleophilic water for the editing reaction [23]. Employing this structural model, we performed hybrid ab initio QM/ MM MD simulations with the use of our $\mathrm{QM} / \mathrm{MM}$ interface program [47] that connects QM and MM calculation engines (i.e., GAMESS [61] and AMBER [62], respectively).

To determine the reaction path, we employed an adiabatic mapping approach, in which hybrid ab initio $\mathrm{QM} / \mathrm{MM}$ MD simulations were performed to enhance the conformational sampling, together with hybrid ab initio QM/MM geometry optimization being employed to reach the potential energy surface. This scheme enabled us to conduct more effective explorations of both conformations and electronic structures than previous schemes that employ only geometry optimizations [63]. We assumed some possible reaction pathways and performed hybrid ab initio QM/MM MD simulation for each pathway, which provided the estimation of the energy barrier
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Figure 4.
(A) (Left) Entire ${ }_{3} D$ structure of the ValRS thereonyl-tRNA ${ }^{\text {Val }}$ complex is shown as an example of structures of class Ia aaRSs (i.e., involving the Leu, Val, and Ile systems). (Right) Catalytic site of the editing reaction is
shown (stereoview). The crystal structure of the complex (1IVS) is colored yellow (for amino acid and RNA backbones), green (for amino acid side chains), and orange (for nucleic acids). The crystal structure of the isolated CP1 domain ( $1 \mathrm{WK9} \mathrm{)} \mathrm{is} \mathrm{colored} \mathrm{light} \mathrm{blue} \mathrm{(for} \mathrm{amino} \mathrm{acid} \mathrm{backbone)} \mathrm{and} \mathrm{magenta} \mathrm{(for} \mathrm{amino} \mathrm{acid}$ side chains). (B, C) Schematic representations of fundamental reaction schemes of hybrid ribozyme/protein catalyst (left) and their variant systems. The black circles (broken line) show the catalytic site, and the macromolecules involving the catalysts are colored red. The mechanisms of the editing reactions in both Leu and Val systems are revealed to be common by our recent studies: Interestingly, the editing reaction is ribozymal together with assists of protein moiety (left panels in (B-C)), which is referred to as hybrid ribozyme/protein catalysis [63]. The ribozymal factor (i.e., $3^{\prime}-O H$ of $A 76$ of $t R N A$ ) activates the nucleophilic water molecule (as represented by the red arrow), and the protein (LeuRS and ValRS) moiety promotes the catalysis (the blue arrow) [63]. Nevertheless, in the "defective" mutated systems (i.e., replacements of the aforementioned 3'-OH with $\left.3^{\prime}-H\right)$, reductions of the editing activities were experimentally revealed to be distinct. In the Leu system (B), the editing activity significantly decreased by the mutation, whereas in the Val and Ile systems, those were preserved. Our modeling studies elucidated that these were due to the absence and presence of compensation mechanisms in the Leu and Val/Ile protein moieties, respectively. Actually, in our previous study, we constructed the atomistic structural model of the Val system (i.e., the ValRS-threonyl-tRNA Val (misaminoacylated) complex) and showed that for the Val system with a "defective" ribozymal activator of tRNA ${ }^{\text {Val }}$, the protein (ValRS) moiety could activate the nucleophilic water molecule (the red arrow), which is referred to as the protein enzyme (note that the definition of protein enzyme described here is different from that employed by Cech [64]). As discussed in the text, this transition from the hybrid ribozyme/protein catalyst toward the protein enzyme may fill a gap found in the evolutionary transition from the RNA world to the current RNP world, which could possibly occur in primordial biological macromolecular systems. © Sakabe et al., [25].
depending on the reaction pathway. Thus, we determined the optimal reaction pathway and thereby elucidated the mechanism of the editing reaction (Figure 4).

As a result of the analysis, we discovered a novel catalytic mechanism, as follows: the editing reaction was revealed to be driven by the $\mathrm{O}^{3 \prime}$ of the ribose moiety of the $3^{\prime}$-end nucleotide A76, which acts as the general base to activate the nucleophilic water. Surprisingly, the editing of the LeuRS•valyl-tRNA ${ }^{\text {Leu }}$ complex was revealed to be ribozymal [63, 65, 66].

Furthermore, we found that this ribozyme reaction was enhanced by protein, through the formation of a hydrogen bond with the catalytic core of $t R N A^{\text {Leu }}$. Since the catalytic cores of the conventional protein-dependent ribozymes such as ribosome and group I intron [67] are purely composed of RNAs [64], this finding, that is, direct contributions of the protein moiety on the ribozymal reaction, is novel, and thus, we referred to the LeuRS•valyl-tRNA ${ }^{\text {Leu }}$ complex as a "hybrid ribozyme/ protein catalyst" (Figure 4).

A very recent experimental study conducted by Dulic et al. experimentally showed that the defective mutation of the $\mathrm{O}^{3 \prime}$ atom (i.e., $3^{\prime}-\mathrm{OH}$ of A 76 was replaced with $3^{\prime}-\mathrm{H}$ ) significantly reduced the activity of the Leu system ( $\sim 10^{4}$-fold rate reduction) (Table 1) [68], and thus, the hybrid ribozyme/protein catalyst mechanism has been reasserted by the biochemical experiments.

Can we generalize this novel, hybrid ribozyme/protein catalytic reaction mechanism of the LeuRS-valyl-tRNA ${ }^{\text {Leu }}$ complex? Considering structural similarity of class Ia aaRSs, which involves LeuRS, valyl-tRNA synthetase (ValRS), and isoleucyl-tRNA synthetase (IleRS), they may share a common editing mechanism with LeuRS. However, an experimental conflict has still been left to be resolved as follows. While the aforementioned modification of the $\mathrm{O}^{\prime}$ ' reduced the editing reaction in the Leu system $[63,68]$, the identical modification was not severe in the reduction of the editing activity with respect to the Val and Ile systems (Table 1) [69].

To resolve this discrepancy of the experiments, we constructed a structural model of the complex of ValRS and misaminoacylated tRNA [63] and thereby suggested that the hybrid ribozyme/protein catalyst mechanism was also shared in the editing reaction of the Val system [25]. Furthermore, to explain how the variant Val system can maintain its catalytic activity (Table 1), we constructed a structural model involving the variant $\mathrm{tRNA}{ }^{\mathrm{Val}}$ in which the $3^{\prime}-\mathrm{OH}$ (reactive) of A76 was

|  | Class | Species | Attached site | Activator | Reduction rate | Reference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LeuRS | Ia | T. thermophirus | $\mathrm{O}^{2 \prime}$ | $3^{\prime}-\mathrm{OH}$ | - |  |
| LeuRS | Ia | E. coli | $\mathrm{O}^{2 \prime}$ | $\Delta\left(3^{\prime}-\mathrm{OH}\right)^{\mathrm{a}}$ | $10^{4}$-fold | [68] |
| LeuRS <br> (D342A) | Ia | E. coli | $\mathrm{O}^{2 \prime}$ | $3^{\prime}-\mathrm{OH}$ | 3-fold | [68] |
| ValRS | Ia | E. coli | $\mathrm{O}^{2 \prime}$ | $\begin{aligned} & \Delta\left(3^{\prime}-\mathrm{OH}\right)^{\mathrm{a}} \text { and } \\ & \mathrm{D} 276 \end{aligned}$ | 10-fold | [69] |
| IleRS | Ia | E. coli | $\mathrm{O}^{3 \prime}$ | $\Delta\left(2^{\prime}-\mathrm{OH}\right)^{\mathrm{b}}$ and E327 | 5-fold | [69, 70] |
| ProRS | IIa | E. coli | $\mathrm{O}^{3 \prime}$ | $\Delta\left(2^{\prime}-\mathrm{OH}\right)^{\text {b }}$ | $10^{3}$-fold | [71] |
| ThrRS | IIa | E. coli | $\mathrm{O}^{3 \prime}$ | $\Delta(\text { His } 73)^{\mathrm{c}, \mathrm{d}}$ | $10^{4}$-fold | [72, 73] |
| ThrRS | IIa | Pyrococcus abyssi | $\mathrm{O}^{3 \prime}$ | $2^{\prime}-\mathrm{OH}$ | - | [74, 75] |
| PheRS | IIc | E. coli | $\mathrm{O}^{2 \prime}$ | $\Delta\left(3^{\prime}-\mathrm{OH}\right)^{\text {a }}$ | 300-fold | [76] |
| (C) Sakabe et al., [25]. <br> ${ }^{a} \Delta\left(3^{\prime}-\mathrm{OH}\right)$ represents the replacement of $3^{\prime}-\mathrm{OH}$ group of $A 76$ with $3^{\prime}-\mathrm{H}$ atom. ${ }^{b} \Delta\left(2^{\prime}-\mathrm{OH}\right)$ represents the replacement of $2^{\prime}-\mathrm{OH}$ group of A 76 with $2^{\prime}-\mathrm{H}$ atom. <br> ${ }^{c}$ E. coli ThrRS acts as a protein enzyme. <br> ${ }^{d}$ Escherichia coli ThrRS acts as a protein enzyme (see Figure 4C). |  |  |  |  |  |  |

Table 1.
Summary of the nucleophile activators and the reduction rate of hybrid ribozyme/protein catalysts (i.e., LeuRS, ValRS, IleRS, PheRS, ProRS, Pyrococcus abyssi ThrRS, and ribosome) and a variant aaRS (D342 of E. coli LeuRS is replaced with Ala).
replaced with the $3^{\prime}-\mathrm{H}$ (unreactive). Based on this analysis [25], we suggested that the editing activity of the variant Val system is maintained by an amino acid residue of ValRS acting as the possible general base (Figure 4). More specifically, Asp276 of ValRS can replace the functional role of $3^{\prime}-\mathrm{OH}$ of A 76 (i.e., activation of the nucleophilic water).

In this manner, the hybrid ribozyme/protein catalysts are operated in both Leu and Val systems. Moreover, this suggested that in the "defective" Val system that contains "unreactive" ribozymal functional group (i.e., $3^{\prime}-\mathrm{OH}$ of A76 is replaced with $\left.3^{\prime}-H\right)$, the function of a hybrid ribozyme/protein catalyst can be transferred to a protein enzyme. This could also be related to the evolutional transition from RNA enzymes (the RNA world) to protein enzymes (assisted by RNA) (the RNP world), intermediated by hybrid ribozyme/protein catalysts.

We further suggested that the ribozymal mechanism that we discovered is common in the editing reaction of various aaRS systems beyond the classes (Table 1) [63]. In fact, Thermus thermophilus IleRS (class Ia) [77], Pyrococcus abyssi ThrRS (class IIa) [72, 74, 75, 78], and Enterococcus faecalis ProRS (class IIa) [71] showed the similar binding mode of the nucleophilic water in the catalytic site. Furthermore, Kumar et al. also suggested that the editing reaction of the complex of prolyl-tRNA synthetase (ProRS) and alanyl-tRNA ${ }^{\text {Pro }}$ exhibited a similar mechanism, in which the $2^{\prime}-\mathrm{OH}$ group of A 76 of $\mathrm{tRNA}{ }^{\text {Pro }}$ was involved in the substrate binding and the activation of the nucleophilic water [71].

These data are summarized in Figure 4 and Table 1. In this section, we further discuss the dynamical aspects of the electronic structures in the editing reaction of Leu and Val systems, investigated by hybrid ab initio QM/MM MD simulations of the LeuRS-valyl-tRNA ${ }^{\text {Leu }}$ and ValRS•threonyl-tRNA ${ }^{\text {Val }}$ complexes, respectively.

### 3.4 Dynamic rearrangement of MOs in the editing reactions

For both Leu and Val systems, we suggested that the editing reactions occur in a similar manner [25, 63]. Actually, in both systems, the reactions were shown to be initiated by opening of the "H-gate": The H-gate is defined by a dihedral angle, $\mathrm{C}^{4 \prime}-\mathrm{C}^{3 /}-\mathrm{O}^{3 /}-\mathrm{HO}^{3 \prime}$ of A 76 , and its opening represents the rotation of the dihedral angle by $\sim 100^{\circ}$, which thus leads to the nucleophilic attack of the water molecule.

For the Val system, employing the hybrid ab initio QM/MM calculations, we evaluated the electronic structures for the two distinct H -gate states, that is, the opened and closed states [25,63]. The resultant data showed that the LUMO was located in the C atom in both closed and opened H -gate states (Figure 5). By contrast, the energy levels of the MOs that include the $2 p$ orbital of oxygen atom of the nucleophilic water $\left(\mathrm{O}_{\mathrm{w}}\right)$ (i.e., the "reactive" MO) were different depending on the two distinct states of the H-gate: In the opened H-gate state, we observed the MO as HOMO-6, while in the closed H-gate state, the MO was observed as HOMO-11, for which the energy level was much lower compared with that of the former state.


Figure 5.
Schematic picture of the H-gate closed and H-gate open states (A). Stereoview of LUMO and molecular orbitals (MOs) of the catalytic site including the nucleophilic water molecule for $H$-gate closed and $H$-gate opened conformations. HOMO-11 for H-gate closed and HOMO-6 for H-gate opened conformations. The ribose and threonine moieties of the substrate, Val215, Asp276, Asp279, and the three water molecules are included as the QM region. (B) Energy diagrams concerning the LUMOs and HOMO-11 (HOMO-6) in H-gate closed state (H-gate opened state). © Sakabe et al. [25].

In this manner, as the reaction proceeds, the energy level of the reactive MO seems to go up (Figure 5). Thus, if the nucleophilic attack would be achieved, the energy level of the reactive MO in the nucleophilic water could be raised up to that of the HOMO, which would thus result in hybridization of the HOMO and LUMO. In fact, the similar dynamical rearrangements in the electronic structure were also observed in our hybrid ab initio QM/MM calculations of the editing reaction occurring in the LeuRS-valyl-tRNA ${ }^{\text {Leu }}$ complex [65, 66].

For the Leu system, we further investigated the overall mechanism of the editing reaction employing the hybrid ab initio QM/MM MD simulations. Based on the orbital analysis of the trajectory of the hybrid MD simulations, we found more detailed dynamical properties of the electronic structures (Figure 6): In the initial stage of the editing reaction, the HOMO did not contain the $2 p$ orbital of the $\mathrm{O}_{\mathrm{w}}$ atom of the nucleophilic water, even though it attacked the C atom, which seemed to be inconsistent with the frontier orbital theory (FOT) [79].

However, when H-gate was open (state 3), the nucleophilic water approached the C atom, and the energy level of an MO that most contained the $2 p$ orbital of $\mathrm{O}_{\mathrm{w}}$ was elevated to HOMO -9 from the HOMO -14 observed in state 1 . This elevation decreased the energy difference between the LUMO, which contained the reactive moiety (i.e., atomic orbitals of the carbonyl group of the substrate and the $\mathrm{O}^{2 \prime}$ atom


Figure 6.
Schematic representation of the reaction states of editing mechanism of LeuRS system is shown in (A). Energy diagram of the editing $(B)$ and molecular orbitals $(C)$ of states 1, 4, 5, 6, and 7 are shown. © Kang et al., [66].
of A76), and the MO involving the $2 p$ orbital of $\mathrm{O}_{\mathrm{w}}$, from 7.0 eV to 6.2 eV . In state 4 , this energy gap further decreased to 5.4 eV , and the MO involving $2 p$ orbital of $\mathrm{O}_{\mathrm{w}}$ became the HOMO, while the LUMO remained to be localized on the C atom.

In this stage, both HOMO and LUMO were the reactive MOs responsible for the catalytic reaction, and thus, the electronic structure was fully consistent with the FOT. In fact, the Ow-C covalent bond was formed by the interaction between the $2 p$ orbital of $\mathrm{O}_{\mathrm{w}}$ (HOMO) and the $2 p$ orbital of C (LUMO). Here, we referred to such dynamical rearrangements of the electronic structure as the dynamical induction of the reactive MOs for the HOMO and LUMO, that is, DIRH and DIRL, respectively $[65,66]$.

In our preliminary studies of other biological macromolecular systems, we have also observed the DIRH and DIRL mechanisms (unpublished data). Future theoretical and experimental analyses are amenable to examine the generality of this picture on dynamical rearrangements of electronic structures occurring in the reaction cycles of biological macromolecular systems. In addition, aaRSs are closely relevant to the molecular evolution and the origin of life, which should thus be considered from ab initio QM calculations. So, the present achievements are also related to those evolutional issues, although we do not describe them herein due to space limitation (for more details, see the literature [25]).

## 4. Conclusions

In this chapter, we introduced investigations employing ab initio QM calculations and hybrid ab initio QM/MM MD calculations. For the latter, a catalytic reaction site is considered at ab initio QM level, and the other parts, such as the remainder in protein structures and solvent water molecules, are considered at MM (i.e., classical) level, and thus, we can consider the entire system with reasonable computational costs, to evaluate the electronic structure of the catalytic active site. In both analyses of biological macromolecular systems, we revealed the significant reconstitutions of the electronic structures in the reaction cycles.

In the first example, we demonstrated the detailed electronic structures of a crucial functional site, the proximal cluster, in the MBH, which contains multiple transition metals as [4Fe-3S] and is closely related to the ET. We analyzed the effects of the $\mathrm{OH}^{-}$ion that was experimentally identified in the proximal cluster, to the ET mechanisms. Thereby, we revealed that the $\mathrm{OH}^{-}$ion created the ET pathways by inducing the delocalization of the LUMO of the proximal cluster.

This means that tiny molecular species (e.g., $\mathrm{OH}^{-}$) can induce dramatic rearrangements of the electronic structure in the biological macromolecular systems, which thus generates the ET pathways. This is the first work to point out the mechanisms to create the ET pathways in biological macromolecular systems. In this manner, organisms regulate the biological functions employing such a subtle factor but thereby dramatically change their physiological status.

In the second example, we investigated dynamical changes of the electronic structures in the catalytic reaction cycles of the LeuRS•valyl-tRNA ${ }^{\text {Leu }}$ and ValRS.-threonyl-tRNA ${ }^{\text {Val }}$ complexes, employing our hybrid ab initio $\mathrm{QM} / \mathrm{MM}$ MD calculation system, which is a state-of-the-art theoretical technique to elucidate the functional mechanisms of biological macromolecular systems. As a consequence, we revealed that the dynamical geometrical changes induced the dramatic rearrangemets of the electronic structures.

Thereby, the reactive MOs, which are positioned energetically far from the Fermi levels in the initial stages of the reaction cycles, are dynamically rearranged, but those MOs become the HOMO and LUMO, as the reaction cycles proceed. Thus,
this reaction stage is followed by the subsequent phase of the covalent bond formation and cleavage. The obtained picture could be found in functional mechanisms of other various biological macromolecular systems, and thus, the generality of the presented novel picture is further amenable to future theoretical and experimental works. Thereby, this picture could be considered to be a characteristic feature in biological macromolecular systems.
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#### Abstract

We present the general ideas on supersymmetric quantum mechanics (SUSYQM ) using different representations for the operators in question, which are defined by the corresponding bosonic Hamiltonian as part of SUSY Hamiltonian and its supercharges, which are defined as matrix or differential operators. We show that, although most of the SUSY partners of one-dimensional Schrödinger problems have already been found, there are still some unveiled aspects of the factorization procedure which may lead to richer insights of the problem involved.
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## 1. Introduction

We present the general ideas on supersymmetric quantum mechanics (SUSYQM ) using different representations for the operators in question, which are defined by the corresponding bosonic Hamiltonian as part of SUSY Hamiltonian and its supercharges, $\hat{\mathrm{Q}}^{-}$and $\overline{\mathrm{Q}}^{+}$, which are defined as matrix or differential operators. We show that, although most of the SUSY partners of one-dimensional Schrödinger problems have already been found [1], there are still some unveiled aspects of the factorization procedure which may lead to richer insights of the problem involved. In particular, we refer to the factorization of the Hamiltonian in terms of two non-mutually adjoint operators [2,3].

In this work, we try three main schemes; the first one consists on finding the eigenvalue Schrödinger equation in one dimension using the matrix representation via the appropriate factorization with ladder-like operators and finding the one parameter isospectral equation for this one. In this scheme, the wave function is written as a supermultiplet. Continuing with the Schrödinger model, we extend SUSY to include two-parameter factorizations, which include the SUSY factorization as particular case. As examples, we include the case of the harmonic oscillator and the Pöschl-Teller potentials. Also, we include the steps for the two-dimensional case and apply it to particular cases. The second scheme uses the differential representation in Grassmann numbers, where the wave function can be written as an
n-dimensional vector or as an expansion in Grassmann variables multiplied by bosonic functions. We apply the scheme in two bosonic variables a particular cosmological model and compare the corresponding solutions found. The third scheme tries on extensions to the SUSY factorization and to the case of quasiexactly solvable potentials; we present a particular case which does not form part of the class of potentials found using Lie algebras.

To establish the different approaches presented here, we will briefly describe the different main formalisms applied to supersymmetric quantum mechanics, techniques that are now widely used in a rich spectrum of physical problems, covering such diverse fields as particle physics, quantum field theory, quantum gravity, quantum cosmology, and statistical mechanics, to mention some of them:

- In one dimension, SUSY-QM may be considered an equivalent formulation of the Darboux transformation method, which is well-known in mathematics from the original paper of Darboux [4], the book by Ince [5], and the book by Matweev and Salle [6], where the method is widely used in the context of the soliton theory. An essential ingredient of the method is the particular choice of a transformation operator in the form of a differential operator which intertwines two Hamiltonian and relates their eigenfunctions. When this approach is applied to quantum theory, it allows to generate a huge family of exactly solvable local potential starting with a given exactly solvable local potential [7]. This technique is also known in the literature as isospectral formalism [7-10].
- Those defined by means of the use of supersymmetry as a square root [11-14], in which the Grassmann variables are auxiliary variables and are not identified as the supersymmetric partners of the bosonic variables. In this formalism, a differential representation is used for the Grassmann variables. Also the supercharges for the n -dimensional case read as

$$
\begin{equation*}
\hat{\mathrm{Q}}^{-}=\psi^{\mu}\left[-\hbar \partial_{\mathrm{q}^{\mu}}+\frac{\partial S}{\partial \mathrm{q}^{\mu}}\right], \quad \hat{\mathrm{Q}}^{+}=\bar{\psi}^{\nu}\left[-\hbar \partial_{\mathrm{q}^{\nu}}-\frac{\partial S}{\partial \mathrm{q}^{\nu}}\right], \tag{1}
\end{equation*}
$$

where $S$ is known as the superpotential function which are related to the physical potential under consideration, when the Hamiltonian density is written as the Hamilton-Jacobi equation, and the algebra for the variables $\psi^{\mu}$ and $\bar{\psi}^{\nu}$ is

$$
\begin{equation*}
\left\{\psi^{\mu}, \bar{\psi}^{\nu}\right\}=\eta^{\mu \nu}, \quad\left\{\psi^{\mu}, \psi^{\nu}\right\}=0, \quad\left\{\bar{\psi}^{\mu}, \bar{\psi}^{\nu}\right\}=0 \tag{2}
\end{equation*}
$$

There are two forms where the equations in 1D are satisfied: in the literature we find either the matrix representation or the differential operator scheme. However for more than one dimensions, there exist many applications to cosmological models, where the differential representation for the Grassmann variables is widely applied [14-18]. There are few works in more dimensions in the first scheme [19]; we present in this work the main ideas to build the 2D case, where the supercharge operators become $4 \times 4$ matrices.

## 2. Factorization method in one dimension: matrix approach

We begin by introducing the main ideas for the one-dimensional quantum harmonic oscillator. The corresponding Hamiltonian is written in operator form as

$$
\begin{equation*}
\hat{\mathrm{H}}_{\mathrm{B}}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\frac{1}{2} \omega_{\mathrm{B}}^{2} \hat{\mathrm{q}}^{2} \tag{3}
\end{equation*}
$$

where $\hat{\mathrm{q}}$ is the generalized coordinate and $\hat{\mathrm{p}}$ is the associated momentum, the canonical commutation relation between this quantities being $[\hat{q}, \hat{p}]=i$. We introduce two new operators, known as the creation and annihilation operators $\hat{a}^{+}, \hat{a}^{-}$, respectively, defined as

$$
\begin{equation*}
\hat{a}^{-}=\frac{1}{\sqrt{2 \omega_{B}}}\left(\hat{p}-i \omega_{B} \hat{q}\right), \quad \hat{a}^{+}=\frac{1}{\sqrt{2 \omega_{B}}}\left(\hat{p}+i \omega_{B} \hat{q}\right) \tag{4}
\end{equation*}
$$

This Hamiltonian can be written in terms of the anti-commutation relation between these operators as

$$
\begin{equation*}
\hat{H}_{B}=\frac{\omega_{B}}{2}\left\{\hat{a}^{+}, \hat{a}^{-}\right\} . \tag{5}
\end{equation*}
$$

The symmetric nature of $\hat{H}_{\mathrm{B}}$ under the interchange of $\hat{a}^{-}$and $\hat{a}^{+}$suggests that these operators satisfy Bose-Einstein statistics, and it is therefore called bosonic.

Now, we build the operators $\hat{b}^{-}$and $\hat{b}^{+}$that obey similar rules to operators $\hat{a}^{-}, \hat{a}^{+}$changing $[,] \leftrightarrows\{$,$\} , that is,$

$$
\begin{equation*}
\left\{\hat{b}^{-}, \hat{b}^{+}\right\}=1 ; \quad\left\{\hat{b}^{-}, \hat{b}^{-}\right\}=\left\{\hat{b}^{+}, \hat{b}^{+}\right\}=0 \tag{6}
\end{equation*}
$$

and in analogy to (5), we define the corresponding new Hamiltonian as

$$
\begin{equation*}
\hat{\mathrm{H}}_{\mathrm{F}}=\frac{\omega_{\mathrm{F}}}{2}\left[\hat{\mathrm{~b}}^{+}, \hat{\mathrm{b}}^{-}\right] . \tag{7}
\end{equation*}
$$

The antisymmetric nature of $\hat{\mathrm{H}}_{\mathrm{F}}$ under the interchange of $\hat{b}^{-}$and $\hat{b}^{+}$suggests that these operators satisfy the Fermi-Dirac statistics, and it is called fermionic.

These operators $\hat{b}^{-}$and $\hat{b}^{+}$admit a matrix representations in terms of Pauli matrices that satisfy all rules defined above, that is,

$$
\begin{equation*}
\hat{b}^{-}=\sigma_{-}, \quad \hat{b}^{+}=\sigma_{+}, \quad \sigma_{ \pm}=\frac{1}{2}\left(\sigma_{1} \pm i \sigma_{2}\right) \tag{8}
\end{equation*}
$$

with $\left[\sigma_{+}, \sigma_{-}\right]=\sigma_{3}, \sigma_{-}=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right), \quad \sigma_{+}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right), \quad \sigma_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$, $\sigma_{2}=\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$.

Now, consider both Hamiltonians as a composite system, that is, we consider the superposition of two oscillators, one being bosonic and one fermionic, with energy $\mathrm{E}_{\mathrm{T}}=\mathrm{E}_{\mathrm{B}}+\mathrm{E}_{\mathrm{F}}$

$$
\begin{equation*}
\mathrm{E}_{\mathrm{T}}=\omega_{\mathrm{B}}\left(\mathrm{n}_{\mathrm{B}}+\frac{1}{2}\right)+\omega_{\mathrm{F}}\left(\mathrm{n}_{\mathrm{F}}-\frac{1}{2}\right)=\omega_{\mathrm{B}} \mathrm{n}_{\mathrm{B}}+\omega_{\mathrm{F}} \mathrm{n}_{\mathrm{F}}+\frac{1}{2}\left(\omega_{\mathrm{B}}-\omega_{\mathrm{F}}\right) . \tag{9}
\end{equation*}
$$

When we demand that both frequencies are the same, $\omega_{B}=\omega_{F}=\omega$, we introduce a new symmetry, called supersymmetry (SUSY); we can see that the simultaneous creation of a quantum fermion $\left(n_{F} \rightarrow n_{F}+1\right)$ causes the destruction of quantum boson ( $n_{B} \rightarrow n_{B}-1$ ) and vice versa, in the sense that the total energy is
unaltered. The ground energy state is exact and no degenerate. The degeneration appears from $\mathrm{n}=1$, where it is double degenerate.

In this way, we have the super-Hamiltonian $\hat{H}_{\text {susy }}$, written as

$$
\begin{align*}
\hat{H}_{\text {susy }} & =\frac{\omega}{2}\left\{\hat{a}^{+}, \hat{a}^{-}\right\}+\frac{\omega}{2}\left[\hat{b}^{+}, \hat{b}^{-}\right]=\frac{\omega}{2}\left\{\hat{a}^{+}, \hat{a}^{-}\right\} I+\frac{\omega}{2} \sigma_{3}=\omega\left(\begin{array}{ll}
\hat{a}-\hat{a}^{+} & 0 \\
0 & \hat{a}^{+} \hat{a}^{-}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\hat{H}_{-} & 0 \\
0 & \hat{H}_{+}
\end{array}\right), \tag{10}
\end{align*}
$$

where $I$ is a $2 \times 2$ unit matrix and where the two components of $\hat{H}_{\text {susy }}$ in (10) can be written independently as

$$
\begin{align*}
& \hat{H}_{+}=\frac{1}{2} \hat{p}^{2}+\frac{1}{2}\left(\omega^{2} q^{2}-\omega\right) \equiv \omega \hat{a}^{+} \hat{a}^{-}  \tag{11}\\
& \hat{H}_{-}=\frac{1}{2} \hat{p}^{2}+\frac{1}{2}\left(\omega^{2} q^{2}+\omega\right) \equiv \omega \hat{a}^{-} \hat{a}^{+} . \tag{12}
\end{align*}
$$

From Eqs. (18) and (19), we can see that $\hat{\mathrm{H}}_{+}$and $\hat{\mathrm{H}}_{-}$are the same representation of one Hamiltonian with a constant shifting $\omega$ in the energy spectrum.

The question is, what are the generators for this SUSY Hamiltonian? The answer is, considering that the degeneration is the result of the simultaneous destruction (creation) of quantum boson and the creation (destruction) of quantum fermion, the corresponding generators for this symmetry must be written as $\hat{a}^{-} \hat{b}^{+}$(or $\hat{a}^{+} \hat{b}^{-}$). Therefore we introduce the following generators, called supercharges $\hat{\mathrm{Q}}^{-}$and $\hat{\mathrm{Q}}^{+}$, defined as

$$
\hat{Q}^{-}=\sqrt{2 \omega} \hat{a}^{-} \hat{b}^{+}=\sqrt{2 \omega}\left(\begin{array}{cc}
0 & \hat{a}^{-}  \tag{13}\\
0 & 0
\end{array}\right), \quad \hat{Q}^{+}=\sqrt{2 \omega} \hat{a}^{+} \hat{b}^{-}=\sqrt{2 \omega}\left(\begin{array}{cc}
0 & 0 \\
\hat{a}^{+} & 0
\end{array}\right),
$$

implying that

$$
\begin{equation*}
\hat{\mathrm{H}}_{\text {susy }}=\frac{1}{2}\left\{\hat{\mathrm{Q}}^{+}, \hat{\mathrm{Q}}^{-}\right\} \tag{14}
\end{equation*}
$$

and satisfying the following relations

$$
\begin{equation*}
\left\{\hat{Q}^{-}, \hat{Q}^{-}\right\}=\left\{\hat{Q}^{+}, \hat{Q}^{+}\right\}=0 ; \quad\left[\hat{Q}^{-}, \hat{H}_{\text {susy }}\right]=\left[\hat{Q}^{+}, \hat{H}_{\text {susy }}\right]=0 . \tag{15}
\end{equation*}
$$

We can generalize this procedure for a certain function $\mathrm{W}(\mathrm{q})$, and at this point, we can define two new operators $\hat{A}^{-}$and $\hat{A}^{+}$with a property similar to (4),

$$
\begin{equation*}
\hat{\mathrm{A}}^{-}=\frac{1}{\sqrt{2 \omega}}(\hat{\mathrm{p}}-\mathrm{i} \omega \mathrm{~W}(\mathrm{q})), \quad \hat{\mathrm{A}}^{+}=\frac{1}{\sqrt{2 \omega}}(\hat{\mathrm{p}}+\mathrm{i} \omega \mathrm{~W}(\mathrm{q})) \tag{16}
\end{equation*}
$$

In order to obtain the general solutions, we can use an arbitrary potential in Eq. (3), that is,

$$
\begin{equation*}
\hat{\mathrm{H}}_{\mathrm{B}}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\mathrm{V}(\mathrm{q}) . \tag{17}
\end{equation*}
$$

The Hamiltonians $\hat{\mathrm{H}}^{+}$and $\hat{\mathrm{H}}^{-}$determine two new potentials,

$$
\begin{align*}
& \hat{\mathrm{H}}_{+}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\mathrm{V}_{+}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\frac{1}{2}\left(\mathrm{~W}^{2}-\frac{\mathrm{dW}}{\mathrm{dq}}\right)  \tag{18}\\
& \hat{\mathrm{H}}_{-}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\mathrm{V}_{-}=\frac{1}{2} \hat{\mathrm{p}}^{2}+\frac{1}{2}\left(\mathrm{~W}^{2}+\frac{\mathrm{dW}}{\mathrm{dq}}\right), \tag{19}
\end{align*}
$$

where the potential term $\mathrm{V}_{+}(\mathrm{q})$ is related to the superpotential function $\mathrm{W}(\mathrm{q})$ via the Riccati equation

$$
\begin{equation*}
\mathrm{V}_{+}=\frac{1}{2}\left(\mathrm{~W}^{2}-\frac{\mathrm{dW}}{\mathrm{dq}}\right) \tag{20}
\end{equation*}
$$

(modulo constant $\epsilon$, which is related to some energy eigenvalue) and $\mathrm{V}_{-}=\frac{1}{2}\left(\mathrm{~W}^{2}+\frac{\mathrm{dW}}{\mathrm{dq}}\right)=\mathrm{V}_{+}+\frac{\mathrm{dW}}{\mathrm{dq}}$, with the same spectrum, except for the ground state, which is related to the energy potential $\mathrm{V}_{+}$.

In a general way, let us now find the general form of the function W . The quantum equation (17) applied to stationary wave function $u_{i}$ becomes

$$
\begin{equation*}
-\frac{1}{2} \frac{d^{2} u_{i}}{d q^{2}}+V(q) u_{i}=E_{i} u_{i} \tag{21}
\end{equation*}
$$

where $\mathrm{E}_{\mathrm{i}}$ are the energy eigenvalues. Considering the transformation $\mathrm{W}(\mathrm{q})=-\frac{\mathrm{d} \ln \left[\mathrm{u}_{\mathrm{i}}(\mathrm{q})\right]}{\mathrm{dq}}$ and introducing it into (18), we have that

$$
V(q)-E_{i}=\frac{1}{2}\left(W^{2}-\frac{d W}{d q}\right)=\left(\frac{1}{2 u_{i}} \frac{d u_{i}}{d q}\right)^{2}-\frac{\left(\frac{d u_{i}}{d q}\right)^{2}-u_{i} \frac{d^{2} u_{i}}{d q^{2}}}{2 u_{i}^{2}}=\frac{1}{2 u_{i}} \frac{d^{2} u_{i}}{d q^{2}} .
$$

Then, this equation is the same as the original one, Eq. (21), that is, W is related to an initial solution of the bosonic Hamiltonian. What happens to the isopotential $\mathrm{V}_{-}(\mathrm{q})=\frac{1}{2}\left(\mathrm{~W}^{2}+\frac{\mathrm{dW}}{\mathrm{dq}}\right)$ ? Considering that

$$
2 \mathrm{~V}_{-}=\mathrm{W}^{2}+\frac{\mathrm{dW}}{\mathrm{dq}} \equiv \hat{\mathrm{~W}}^{2}+\frac{\mathrm{d} \hat{\mathrm{~W}}}{\mathrm{dq}}=2 \hat{\mathrm{~V}}_{-}
$$

the question is, what is $\hat{W}$ if we know the function W ? Finding it we can build a family of potentials $\hat{V}_{-}$depending on a free parameter $\lambda$, the supersymmetric parameter that, to some extent, plays the role of internal time. Following the procedure $\hat{W}=W+\frac{1}{y(q)}$, where the function $\mathrm{y}(\mathrm{q})$ satisfy the linear differential equation $\frac{d y}{d q}-2 W y=1$, the solution implies

$$
\begin{equation*}
\mathrm{y}(\mathrm{q})=\frac{\lambda+\int \mathrm{u}_{\mathrm{i}}^{2} \mathrm{dq}}{\mathrm{u}_{\mathrm{i}}^{2}}, \quad \rightarrow \quad \hat{\mathrm{~W}}=W+\frac{\mathrm{u}_{\mathrm{i}}^{2}}{\lambda+\int \mathrm{u}_{\mathrm{i}}^{2} \mathrm{dq}} . \tag{22}
\end{equation*}
$$

The family of potentials $\hat{\mathrm{V}}_{+}$can be built now as

$$
\begin{equation*}
\hat{V}_{+}-E_{i}=\frac{1}{2}\left(\hat{W}^{2}-\frac{d \hat{W}}{d q}\right)=V_{-}+\frac{d \hat{W}}{d q} . \tag{23}
\end{equation*}
$$

Finally

$$
\begin{equation*}
\hat{\mathrm{u}}=\mathrm{g}(\lambda) \frac{\mathrm{u}_{\mathrm{i}}}{\lambda+\int \mathrm{u}_{\mathrm{i}}^{2} \mathrm{dq}} \tag{24}
\end{equation*}
$$

is the isospectral solution of the Schrödinger-like equation for the new family potential (23), with the condition $\mathrm{g}(\lambda)=\sqrt{\lambda(\lambda+1)}$, which in the limit

$$
\lambda \rightarrow \pm \infty, \quad \mathrm{g}(\lambda)=\lambda, \quad \hat{\mathrm{u}}_{\mathrm{i}} \rightarrow \mathrm{u}_{\mathrm{i}}
$$

This $\lambda$ parameter is included not for factorization reasons; in particular, in quantum cosmology the wave functions are still nonnormalizable, and $\lambda$ is used as a decoherence parameter embodying a sort of quantum cosmological dissipation (or damping) distance.

### 2.1 Two-dimensional case

We use Witten's idea [20] to find the supersymmetric supercharge operators $\mathrm{Q}^{-}$ and $\mathrm{Q}^{+}$that generate the super-Hamiltonian $\mathrm{H}_{\text {susy. }}$. Using Eqs. (13)-(15), we can generalize the one-dimensional factorization scheme. We define the twodimensional Hamiltonian as

$$
\begin{equation*}
\hat{\mathrm{H}}_{\mathrm{B}}(\mathrm{x}, \mathrm{y})=\frac{1}{2} \hat{\mathrm{p}}_{\mathrm{x}}^{2}+\frac{1}{2} \hat{\mathrm{p}}_{\mathrm{y}}^{2}+\mathrm{V}(\mathrm{x})+\mathrm{V}(\mathrm{y}) \tag{25}
\end{equation*}
$$

where the Schrödinger-like equation can be obtained as the bosonic sector of this super-Hamiltonian in the superspace, i.e., when all fermionic fields are set equal to zero (classical limit).

In two dimensions, the supercharges are defined by the tensorial products

$$
\begin{equation*}
\mathrm{Q}^{-}=\left.\sqrt{2} \mathrm{~d}\right|^{-} \otimes \sigma_{+}, \quad \mathrm{Q}^{+}=\left.\sqrt{2} \mathrm{~d}\right|^{+} \otimes \sigma_{-} \tag{26}
\end{equation*}
$$

with

$$
\left.d\right|^{-}=\left(\begin{array}{cc}
a^{-} & 0  \tag{27}\\
0 & b^{-}
\end{array}\right),\left.\quad d\right|^{+}=\left(\begin{array}{cc}
a^{+} & 0 \\
0 & b^{+}
\end{array}\right),
$$

where $\sigma_{ \pm}$are the same as in (8). From Eq. (26) we have that the supercharges are $4 \times 4$ matrices

$$
\hat{\mathrm{Q}}^{+}=\sqrt{2}\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{28}\\
0 & 0 & 0 & 0 \\
a^{+} & 0 & 0 & 0 \\
0 & b^{+} & 0 & 0
\end{array}\right] \quad \hat{Q}^{-}=\sqrt{2}\left[\begin{array}{cccc}
0 & 0 & a^{-} & 0 \\
0 & 0 & 0 & b^{-} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

where the super-Hamiltonian, (14), can be written as

$$
\mathrm{H}_{\text {susy }}=\left(\begin{array}{cccc}
a^{-} a^{+} & 0 & 0 & 0  \tag{29}\\
0 & b^{-} b^{+} & 0 & 0 \\
0 & 0 & a^{+} a^{-} & 0 \\
0 & 0 & 0 & b^{+} b^{-}
\end{array}\right)=\left(\begin{array}{cccc}
H_{-}^{1}(x) & 0 & 0 & 0 \\
0 & H_{-}^{1}(y) & 0 & 0 \\
0 & 0 & H_{+}^{2}(x) & 0 \\
0 & 0 & 0 & H_{+}^{2}(y)
\end{array}\right)
$$

where

$$
\begin{array}{ll}
a^{-}=\frac{1}{\sqrt{2}}\left(\frac{\mathrm{~d}}{\mathrm{dx}}+\mathrm{W}(\mathrm{x})\right), & a^{+}=\frac{1}{\sqrt{2}}\left(-\frac{d}{d x}+W(x)\right) \\
b^{-}=\frac{1}{\sqrt{2}}\left(\frac{\mathrm{~d}}{\mathrm{dx}}+\mathrm{Z}(\mathrm{y})\right), & b^{+}=\frac{1}{\sqrt{2}}\left(-\frac{d}{d x}+Z(y)\right) \tag{31}
\end{array}
$$

and $\mathrm{V}(\mathrm{x}, \mathrm{y})=\mathrm{W}(\mathrm{x})+\mathrm{Z}(\mathrm{y})$.
The Riccati equation (20) is written in 2D as

$$
\begin{equation*}
\mathrm{V}_{+}(\mathrm{x}, \mathrm{y})=\mathrm{V}_{+} 1(\mathrm{x})+\mathrm{V}_{+2}(\mathrm{y})=\frac{1}{2}\left(\mathrm{~W}^{2}-\frac{\mathrm{dW}}{\mathrm{dx}}\right)+\frac{1}{2}\left(\mathrm{Z}^{2}-\frac{\mathrm{dZ}}{\mathrm{dy}}\right) \tag{32}
\end{equation*}
$$

and, using separation variables, we get

$$
\begin{align*}
& \mathrm{V}_{1}(\mathrm{x})-\frac{1}{2}\left(\mathrm{~W}^{2}(\mathrm{x})-\frac{\mathrm{dW}}{\mathrm{dx}}\right)=\mathrm{C}_{0}  \tag{33}\\
& \mathrm{~V}_{2}(\mathrm{y})-\frac{1}{2}\left(\mathrm{Z}^{2}(\mathrm{y})-\frac{\mathrm{dZ}}{\mathrm{dy}}\right)=-\mathrm{C}_{0} \tag{34}
\end{align*}
$$

In general, we find that each potential $\mathrm{V}_{+\mathrm{i}}$ satisfies

$$
\begin{equation*}
\frac{1}{2} \frac{d^{2}}{\mathrm{dx}^{2}} \mathrm{u}_{\mathrm{i}}(\mathrm{x})+\mathrm{V}_{+\mathrm{i}} \mathrm{u}_{\mathrm{i}}(\mathrm{x})=\mathrm{E}_{\mathrm{i}} \mathrm{u}_{\mathrm{i}}(\mathrm{x}), \quad \mathrm{i}=1,2 \tag{35}
\end{equation*}
$$

and we can find the isopotential as $W=-\frac{1}{u_{1}} \frac{d u_{1}}{d x}$, when $u_{1}$ is known.
Following the same steps as in the 1D case, we find that the solutions (22) are the same in this case. So, the general solution for $\hat{W}$ is $\hat{W}=W+\frac{1}{y(x)}$, with $\mathrm{y}=u_{1}^{-2}(x)\left[E_{1}+\int \mathrm{u}_{1}^{2}(\mathrm{x}) \mathrm{dx}\right]$. The general solution for the superpotential $\hat{W}(x)$ is

$$
\begin{equation*}
\hat{\mathrm{W}}=-\frac{1}{\mathrm{u}_{1}} \frac{\mathrm{~d} \mathrm{u}_{1}}{\mathrm{dx}}+\frac{\mathrm{u}_{1}^{2}}{\lambda_{1}+\int \mathrm{u}_{1}^{2} \mathrm{dx}}=\mathrm{W}_{\mathrm{p}}+\frac{\mathrm{d}}{\mathrm{dx}}\left[\operatorname{Ln}\left(\lambda_{1}+\mathrm{I}_{1}\right)\right] \tag{36}
\end{equation*}
$$

where $\mathrm{W}_{\mathrm{p}}=-\frac{1}{\mathrm{u}_{1}} \frac{\mathrm{du}}{\mathrm{dx}}$ and $I_{1}=\int u_{1}^{2} d x$.
In the same manner, we have that

$$
\begin{equation*}
\hat{\mathrm{Z}}=-\frac{1}{\mathrm{u}_{2}} \frac{\mathrm{~d} \mathrm{u}_{2}}{\mathrm{dy}}+\frac{\mathrm{u}_{2}^{2}}{\lambda_{2}+\int \mathrm{u}_{2}^{2} \mathrm{dy}}=\mathrm{Z}_{\mathrm{p}}+\frac{\mathrm{d}}{\mathrm{dy}}\left[\operatorname{Ln}\left(\lambda_{2}+\mathrm{I}_{2}\right)\right] \tag{37}
\end{equation*}
$$

with $\mathrm{Z}_{\mathrm{p}}=-\frac{1}{\mathrm{u}_{2}} \frac{\mathrm{su}}{\mathrm{dy}} \mathrm{a}$ and $\mathrm{I}_{2}=\int \mathrm{u}_{2}^{2} \mathrm{dy}$.
On the other hand, using the Riccati equation, we can build a generalization for the isopotential, using the new potential $\hat{W}$, as

$$
\begin{equation*}
\hat{\mathrm{V}}_{+1}\left(\mathrm{x}, \lambda_{1}\right)=\frac{1}{2}\left(\hat{\mathrm{~W}}^{2}-\hat{\mathrm{W}}^{\prime}\right)=\mathrm{V}_{+}(\mathrm{x})-\frac{2 \mathrm{u}_{1} \frac{d \mathrm{u}_{1}}{\mathrm{dx}}}{\lambda_{1}+\mathrm{I}_{1}}+\frac{\mathrm{u}_{1}^{4}}{\left(\lambda_{1}+\mathrm{I}_{1}\right)^{2}} \tag{38}
\end{equation*}
$$

For the other coordinate, we have

$$
\begin{equation*}
\hat{V}_{+2}\left(y, \lambda_{2}\right)=\frac{1}{2}\left(\hat{Z}^{2}-\frac{d \hat{Z}}{d y}\right)=V_{+}(y)-\frac{2 u_{2} \frac{d u_{2}}{d y}}{\lambda_{2}+I_{2}}+\frac{u_{2}^{4}}{\left(\lambda_{2}+I_{2}\right)^{2}} . \tag{39}
\end{equation*}
$$

The general solutions for $\hat{\mathbf{u}}_{\mathrm{i}}$ depend on the initial solutions to the original Schrödinger equations in the variables ( $\mathrm{x}, \mathrm{y}$ ), that is, $\mathrm{u}_{1}=\mathrm{u}_{1}(\mathrm{x}), \mathrm{u}_{2}=\mathrm{u}_{2}(\mathrm{y})$, being

$$
\begin{equation*}
\hat{u}_{1}\left(x, \lambda_{1}\right)=C_{1}\left(\lambda_{1}\right) \frac{u_{1}}{\lambda_{1}+I_{1}}, \quad \hat{u}_{2}\left(y, \lambda_{2}\right)=C_{2}\left(\lambda_{2}\right) \frac{u_{2}}{\lambda_{2}+I_{2}}, \tag{40}
\end{equation*}
$$

where the variables $C_{i}\left(\lambda_{i}\right)$ have the same properties that $g(\lambda)$ obtained in the 1D case.

### 2.2 Application to cosmological Taub model

The Wheeler-DeWitt equation for the cosmological Taub model is given by

$$
\begin{equation*}
\frac{\partial^{2} \Psi}{\partial \alpha^{2}}-\frac{\partial^{2} \Psi}{\partial \beta^{2}}+e^{4 \alpha} V(\beta) \Psi=0 \tag{41}
\end{equation*}
$$

where $\mathrm{V}(\beta)=\frac{1}{3}\left(\mathrm{e}^{-8 \beta}-4 \mathrm{e}^{-2 \beta}\right)$. These equations can be separated using $\mathrm{x}_{1}=4 \alpha-8 \beta$ and $\mathrm{x}_{2}=4 \alpha-2 \beta$, rendering

$$
\begin{equation*}
-\frac{\partial^{2} \mathrm{f}_{1}\left(\mathrm{x}_{1}\right)}{\partial \mathrm{x}_{1}^{2}}+\frac{1}{144} e^{\mathrm{x}_{1}} \mathrm{f}_{1}\left(\mathrm{x}_{1}\right)=\frac{\omega^{2}}{4} f_{1}\left(\mathrm{x}_{1}\right), \quad-\frac{\partial^{2} \mathrm{f}_{2}\left(\mathrm{x}_{2}\right)}{\partial \mathrm{x}_{2}^{2}}+\frac{1}{9} \mathrm{e}^{\mathrm{x}_{2}} \mathrm{f}_{2}\left(\mathrm{x}_{2}\right)=\omega^{2} \mathrm{f}_{2}\left(\mathrm{x}_{2}\right), \tag{42}
\end{equation*}
$$

where the parameter $\omega$ is the separation constant. These equations possess the solutions

$$
\begin{equation*}
\mathrm{f}_{1}=\mathrm{K}_{\mathrm{i} \omega}\left(\frac{1}{6} \mathrm{e}^{\frac{x_{1}}{2}}\right), \quad \mathrm{f}_{2}=\mathrm{L}_{2 i \omega}\left(\frac{2}{3} \mathrm{e}^{\frac{x_{2}}{2}}\right)+\mathrm{K}_{2 i \omega}\left(\frac{2}{3} \mathrm{e}^{\frac{x_{2}}{2}}\right) \tag{43}
\end{equation*}
$$

where K ( or I) is the modified Bessel function of imaginary order and the function $L$ is defined as

$$
L_{2 i \omega}=\frac{\pi i}{2 \sinh (2 \omega \pi)}\left(I_{2 i \omega}+I_{-2 i \omega}\right) .
$$

Using Eqs. (38) and (39), we obtain the isopotential for this model

$$
\begin{align*}
& \hat{\mathrm{V}}\left(\mathrm{x}_{1}\right)=\mathrm{V}_{+}\left(\mathrm{x}_{1}\right)-\frac{2 \mathrm{~K}_{i \omega} \mathrm{~K}_{i \omega}^{\prime}}{\lambda_{1}+\mathrm{I}_{1}}+\frac{\mathrm{K}_{i \omega}^{4}}{\left(\lambda_{1}+\mathrm{I}_{1}\right)^{2}}, \\
& \hat{\mathrm{~V}}\left(\mathrm{x}_{2}\right)=\mathrm{V}_{+}\left(\mathrm{x}_{2}\right)-\frac{2\left(\mathrm{~L}_{2 i \omega}+\mathrm{K}_{2 i \omega}\right)\left(\mathrm{L}_{2 i \omega}+\mathrm{K}_{2 i \omega}\right)^{\prime}}{\lambda_{2}+\mathrm{I}_{2}}+\frac{\left(\mathrm{L}_{2 i \omega}+\mathrm{K}_{2 i \omega}\right)^{4}}{\left(\lambda_{2}-\mathrm{I}_{2}\right)^{2}} . \tag{44}
\end{align*}
$$

Using Eq. (40) we can obtain general solutions for the functions $f_{1}$ and $f_{2}$ in the following way

$$
\begin{equation*}
\hat{f}_{1}=\frac{C_{1} K_{i \omega}\left(\frac{1}{6} e^{\frac{x_{1}}{2}}\right)}{\lambda_{1}+I_{1}}, \quad \hat{f}_{2}=\frac{C_{2}\left[L_{2 i \omega}\left(\frac{2}{3} e^{\frac{x_{2}}{2}}\right)+K_{2 i \omega}\left(\frac{2}{3} e^{\frac{x_{2}}{2}}\right)\right]}{\lambda_{2}+I_{2}} . \tag{45}
\end{equation*}
$$

## 3. Differential approach: Grassmann variables

The supersymmetric scheme has the particularity of being very restrictive, because there are many constraint equations applied to the wave function. So, in this work and in others, we found that there exist a tendency for supersymmetric vacua to remain close to their semiclassical limits, because the exact solutions found are also the lowest-order WKB-like approximations and do not correspond to the full quantum solutions found previously for particular models [14-18].

Maintaining the structure of Eqs. (13)-(16), taking the differential representation for the fermionic operator $\hat{b} \leftrightarrow \psi^{\mu}$ for convenience in the calculations, and changing the function $\mathrm{W} \rightarrow \frac{\partial S}{\partial \mathrm{q}^{4}}$, the supercharges for the n -dimensional case read as

$$
\begin{equation*}
\hat{\mathrm{Q}}^{-}=\psi^{\mu}\left[\mathrm{P}_{\mu}+\mathrm{i} \frac{\partial S}{\partial \mathrm{q}^{\mu}}\right], \quad \hat{\mathrm{Q}}^{+}=\bar{\psi}^{\nu}\left[\mathrm{P}_{\nu}-\mathrm{i} \frac{\partial S}{\partial \mathrm{q}^{\nu}}\right], \tag{46}
\end{equation*}
$$

where $S$ is known as the superpotential functions which are related to the physical potential under consideration, when the Hamiltonian density is written as the Hamilton-Jacobi equation, and the following algebra for the variables $\psi^{\mu}$ and $\bar{\psi}^{\nu}$ (similar to Eq. (6))

$$
\begin{equation*}
\left\{\psi^{\mu}, \bar{\psi}^{\nu}\right\}=\eta^{\mu \nu}, \quad\left\{\psi^{\mu}, \psi^{\nu}\right\}=0, \quad\left\{\bar{\psi}^{\mu}, \bar{\psi}^{\nu}\right\}=0 \tag{47}
\end{equation*}
$$

These rules are satisfied when we use a differential representation for these $\psi^{\mu}, \bar{\psi}^{\nu}$ variables in terms of the Grassmann numbers, as

$$
\begin{equation*}
\psi^{\mu}=\eta^{\mu \nu} \frac{\partial}{\partial \theta^{\nu}}, \quad \quad \bar{\psi}^{\nu}=\theta^{\nu} \tag{48}
\end{equation*}
$$

where $\eta^{\mu \nu}$ is a diagonal constant matrix, its dimensions depending on the independent bosonic variables that appear in the bosonic Hamiltonian. Now the superHamiltonian is written as

$$
\begin{equation*}
H_{S}=\frac{1}{2}\left\{\hat{Q}^{+}, \hat{Q}^{-}\right\}=\mathcal{H}_{0}+\frac{\hbar}{2} \frac{\partial^{2} S}{\partial q^{\mu} \partial q^{\nu}}\left[\bar{\psi}^{\mu}, \psi^{\nu}\right], \tag{49}
\end{equation*}
$$

where $\mathcal{H}_{0}=\square+\mathrm{U}\left(\mathrm{q}^{\mu}\right)$ is the quantum version of the classical bosonic Hamiltonian, $\square$ is the d'Alembertian in three dimension when we have three bosonic independent coordinates, and $\mathrm{U}\left(\mathrm{q}^{\mu}\right)$ is the potential energy in consideration.

The superspace for three-dimensional model becomes $\left(q_{1}, q_{2}, q_{3}, \theta^{0}, \theta^{1}, \theta^{2}\right)$, where the variables $\theta^{i}$ are the coordinate in the fermionic space, as the Grassmann numbers, which have the property of $\theta^{i} \theta^{j}=-\theta^{i} \theta^{i}$, and the wave function has the representation

$$
\begin{gather*}
\Psi=\mathcal{A}_{+}+\mathcal{B}_{0} \theta^{0}, \quad 1 \text { dimension }  \tag{50}\\
\Psi=\mathcal{A}_{+}+\mathcal{B}_{0} \theta^{0}+\mathcal{B}_{1} \theta^{1}+\mathcal{A}_{-} \theta^{0} \theta^{1}, \quad 2 \text { dimensions }  \tag{51}\\
\Psi=\mathcal{A}_{+}+\mathcal{B}_{\iota} \theta^{\iota}+\frac{1}{2} \epsilon_{\mu \nu \lambda} \mathcal{C}^{\lambda} \theta^{\mu} \theta^{\nu}+\mathcal{A}_{-} \theta^{0} \theta^{1} \theta^{2}, \quad 3 \text { dimensions } \tag{52}
\end{gather*}
$$

where the indices $\mu, \nu, \lambda$ values are 0,1 , and 2 and $\mathcal{A}_{ \pm}, \mathcal{B}_{\nu}$ and $\mathcal{C}^{\lambda}$ are bosonic functions which depend on the bosonic coordinates $\mathrm{q}^{\mu}$ and not on the Grassmann numbers. Here, the wave function representation structure is set in terms of $2^{n}$
components, for $n$ independent bosonic coordinates, with half of the terms coming from the bosonic (fermionic) contribution into the wave function.

It is well-known that the physical states are determined by the applications of the supercharges $\hat{Q}^{-}$and $\hat{Q}^{+}$on the wave functions, that is,

$$
\begin{equation*}
\hat{Q}^{-} \Psi=0, \quad \hat{Q}^{+} \Psi=0 \tag{53}
\end{equation*}
$$

where we use the usual representation for the momentum $\mathrm{P}_{\mu}=-i \frac{\partial}{\partial q^{\mu}}$. Considering the 2D case, the last second equation gives

$$
\begin{gather*}
\theta^{0}:\left[\frac{\partial A_{+}}{\partial q^{0}}-A_{+} \frac{\partial S}{\partial q^{0}}\right]=0,  \tag{54}\\
\theta^{1}:\left[\frac{\partial A_{+}}{\partial q^{1}}-A_{+} \frac{\partial S}{\partial q^{1}}\right]=0,  \tag{55}\\
\theta^{0} \theta^{1}:\left[\frac{\partial B_{1}}{\partial q^{0}}-B_{1} \frac{\partial S}{\partial q^{0}}\right]-\left[\frac{\partial B_{0}}{\partial q^{1}}-B_{0} \frac{\partial S}{\partial q^{1}}\right]=0 . \tag{56}
\end{gather*}
$$

From (54)-(55), we obtain the relation $\frac{\partial A_{+}}{\partial q^{\mu}}-A_{+} \frac{\partial S}{\partial q^{\mu}}=0$ with the solution $A_{+}=a_{+} e^{S}$.

On the other hand, the first equation in (53) gives

$$
\begin{gather*}
\theta^{0}:\left[\frac{\partial A_{-}}{\partial q^{1}}+A_{-} \frac{\partial S}{\partial q^{1}}\right]=0  \tag{57}\\
\theta^{1}:\left[\frac{\partial A_{-}}{\partial q^{0}}+A_{-} \frac{\partial S}{\partial q^{0}}\right]=0  \tag{58}\\
\text { free term }:-\left[\frac{\partial B_{0}}{\partial q^{0}}+B_{0} \frac{\partial S}{\partial q^{0}}\right]+\left[\frac{\partial B_{1}}{\partial q^{1}}+B_{1} \frac{\partial S}{\partial q^{1}}\right]=0 . \tag{59}
\end{gather*}
$$

The free term equation is written as $\eta^{\mu \nu}\left(\partial_{\mu} \mathrm{B}_{\nu}+\mathrm{B}_{\nu} \partial_{\mu} \mathrm{S}\right)=0$, and taking the ansatz $B_{\mu}=e^{-S} \partial_{\nu} f_{+}\left(q^{\mu}\right)$, Eq. (56) is fulfilled, so we obtain for the free term,

$$
\begin{equation*}
\square \mathrm{f}_{+}+2 \eta^{\mu \nu} \nabla_{\mu} \mathrm{S}_{\nu} \mathrm{f}_{+}=0, \tag{60}
\end{equation*}
$$

with the solution to $f_{+}=h\left(q^{1}-q^{2}\right)$, with h an arbitrary function depending of its argument. However, this function f must depend on the potential under consideration.

Also, Eqs. (57) and (58) are written as

$$
\begin{equation*}
\frac{\partial \mathrm{A}_{-}}{\partial \mathrm{q}^{\mu}}+\mathrm{A}_{-} \frac{\partial S}{\partial \mathrm{q}^{\mu}}=0, \quad \frac{1}{\mathrm{~A}_{-}} \frac{\partial \mathrm{A}_{-}}{\partial \mathrm{q}^{\mu}}=-\frac{\partial S}{\partial \mathrm{q}^{\mu}} \quad \rightarrow \quad \frac{\partial \operatorname{LnA}_{-}}{\partial \mathrm{q}^{\mu}}=-\frac{\partial S}{\partial \mathrm{q}^{\mu}} \tag{61}
\end{equation*}
$$

whose solution is $A_{-}=a_{-} e^{-S}$. In this way, all functions entering the wave function are

$$
\mathrm{A}_{ \pm}=\mathrm{a}_{ \pm} \mathrm{e}^{ \pm \mathrm{S}}, \quad \mathrm{~B}_{0}=\mathrm{e}^{-\mathrm{S}} \partial_{0}\left(\mathrm{f}_{+}\right), \quad \mathrm{B}_{1}=\mathrm{e}^{-\mathrm{S}} \partial_{1}\left(\mathrm{f}_{+}\right)
$$

### 3.1 The unnormalized probability density

To obtain the wave function probability density $|\Psi|^{2}$ in this supersymmetric fashion, we need first to integrate over the Grassmann variables $\theta^{i}$. This procedure
is well-known [21], and here we present the main ideas. Let $\Psi_{1}$ and $\Psi_{2}$ be two functions that depend on Grassmann numbers; the product $\left\langle\Psi_{1}, \Psi_{2}\right\rangle$ is defined as

$$
\left.<\Psi_{1}, \Psi_{2}\right\rangle=\int\left(\Psi_{1}\left(\theta^{*}\right)\right)^{*} \Psi_{2}\left(\theta^{*}\right) e^{-\sum_{i} \theta_{i}^{*} \theta_{i}} \Pi_{i} d \theta_{i}^{*} d \theta_{i}, \quad\left(C \theta_{i} \cdots \theta_{r}\right)^{*}=\theta_{r}^{*} \cdots \theta_{i}^{*} C^{*}
$$

and the integral over the Grassmann numbers is $\int \theta_{i}^{*} \theta_{i} \cdots \theta_{m} \theta_{m}^{*} d \theta_{m}^{*} d \theta_{m} \cdots d \theta_{i}^{*} d \theta_{i}=1$. In 2D, the main contributions to the term $e^{-\sum_{i} \theta_{i}^{*} \theta_{i}}$ come from

$$
e^{-\sum_{i} \theta_{i}^{*} \theta_{i}}=e^{-\sum_{i} \theta_{i} \theta_{i}^{*}}=1+\theta^{0} \theta^{* 0}+\theta^{1} \theta^{* 1}+\theta^{0} \theta^{* 0} \theta^{1} \theta^{* 1},
$$

and using that $\int \theta \mathrm{d} \theta=1$, and $\int d \theta=0$, which act as a filter, we obtain that

$$
|\Psi|^{2}=\mathcal{A}_{+}^{*} \mathcal{A}_{+}+\mathcal{B}_{0}^{*} \mathcal{B}_{0}+\mathcal{B}_{1}^{*} \mathcal{B}_{1}+\mathcal{A}_{-}^{*} \mathcal{A}_{-} .
$$

By demanding that $|\Psi|^{2}$ does not diverge when $\left|q^{0}\right|,\left|q^{1}\right| \rightarrow \infty$, only the contribution with the exponential $\mathrm{e}^{-2 \mathrm{~S}}$ will remain.

## 4. Beyond SUSY factorization

Although most of the SUSY partners of 1D Schrödinger problems have been found [1], there are still some unveiled aspects of the factorization procedure. We have shown this for the simple harmonic oscillator in previous works [ 2,3$]$ and will proceed here in the same way for the problem of the modified Pöschl-Teller potential. The factorization operators depend on two supersymmetric type parameters, which when the operator product is inverted, allow us to define a new SL operator, which includes the original QM problem.

The Hamiltonian of a particle in a modified Pöschl-Teller potential is [1, 22]

$$
\begin{equation*}
H_{m+1} \Psi=\left(-\frac{\hbar^{2}}{2 \mu} \frac{d^{2}}{d x^{2}}-\frac{\alpha^{2} m(m+1)}{\cosh ^{2} \alpha x}\right) \Psi=E \Psi, \tag{62}
\end{equation*}
$$

where $\alpha>0$ and the integer $m$ is greater than 0 . To shorten the algebraic equations, we shall set $\frac{\hbar^{2}}{2 \mu}=1$.

The eigenvalue problem may be solved using the Infeld and Hull's (IH) factorizations [23],

$$
\begin{gather*}
A_{m+1}^{+} A_{m+1}^{-} \psi_{m-n}^{m}=\left(H_{m+1}+\epsilon_{m+1}\right) \psi_{m-n}^{m},  \tag{63}\\
A_{m}^{-} A_{m}^{+} \psi_{m-n}^{m}=\left(H_{m+1}+\epsilon_{m}\right) \psi_{m-n}^{m}, \tag{64}
\end{gather*}
$$

where the IH raising/lowering operators are given by

$$
\begin{equation*}
A_{m}^{\mp}=k(x, m) \mp \frac{d}{d x} \tag{65}
\end{equation*}
$$

and where $k(x, m)=\alpha m \tanh \alpha x$; also $\epsilon_{m}=\alpha^{2} m^{2}$, and $n$ is the eigenvalue index,

$$
\begin{equation*}
\Psi_{n}=\psi_{m-n}^{m}, \quad E_{n}=-\epsilon_{m-n}=-\alpha^{2}(m-n)^{2}, \quad n=0,1,2 \ldots<m . \tag{66}
\end{equation*}
$$

Beginning with the zeroth-order eigenfunctions, the eigenfunctions can be found by successive applications of the raising operator, which only increases the value of the upper index. That is,

$$
\begin{equation*}
\psi_{\ell}^{\ell}(x)=\sqrt{\frac{\alpha \Gamma\left(\ell+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(\ell)}} \cosh ^{-\ell} \alpha x . \tag{67}
\end{equation*}
$$

We repeatedly apply the creation operator $A_{s+1}^{-} \psi_{\ell}^{s}=\psi_{\ell}^{s+1}$. Note that from (63) and (64), $A_{m}^{-} A_{m}^{+}$and $A_{m}^{+} A_{m}^{-}$give different Hamiltonian operators.

### 4.1 Two-parameter factorization of the Pöschl-Teller Hamiltonian

Following our previous work [2, 3], we define two non-mutually adjoint first-order operators,

$$
\begin{equation*}
B_{m}=\eta_{m}^{-1} \frac{d}{d x}+\beta_{m}, \quad B_{m}^{*}=-\eta_{m} \frac{d}{d x}+\beta_{m}, \tag{68}
\end{equation*}
$$

where $\beta_{m}$ and $\eta_{m}$ are functions of $x$, and we require that $B_{m+1} B_{m+1}^{*}=H_{m+1}+$ $\epsilon_{m+1}$. Then $\beta_{m+1}$ and $\eta_{m+1}$ are the solutions of

$$
\begin{equation*}
-\frac{\eta^{\prime}}{\eta}+\frac{\beta}{\eta}-\beta \eta=0, \quad \frac{\beta^{\prime}}{\eta}+\beta^{2}=-\frac{\alpha^{2} m(m+1)}{\cosh ^{2} \alpha x}+\epsilon . \tag{69}
\end{equation*}
$$

By multiplying the first equation by $\beta / \eta$ and adding, we have that

$$
\begin{equation*}
\left(\frac{\beta_{m+1}}{\eta_{m+1}}\right)+\left(\frac{\beta_{m+1}}{\eta_{m+1}}\right)^{2}=-\frac{\alpha^{2} m(m+1)}{\cosh ^{2} \alpha x}+\epsilon_{m+1} . \tag{70}
\end{equation*}
$$

This Riccati equation was found in [24]; it has the solution $\beta / \eta=D \tanh \alpha x$, with $\epsilon=D^{2}$, and two possible values for $D, D=\alpha(m+1),-\alpha m$. If we simply set $\eta_{m} \rightarrow 1$, we recover the factorization (63).

The constant $\epsilon$ is usually related to the lowest energy eigenvalue, but here the two different values come from the index asymmetry in the factorizations (63) and (64). Following Ref. [24], we solve for $D=\alpha(m+1)$.

The general solution to the pair of coupled equations (69) is

$$
\begin{equation*}
\eta_{m+1}(x)=\left[1+\frac{\gamma_{2} \operatorname{sech}^{2(m+1)} \alpha x}{\left(1+\gamma_{1} \int_{0}^{x} \operatorname{sech}^{2(m+1)} \alpha y d y\right)^{2}}\right]^{-1 / 2} \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{m+1}(x)=\left[\alpha(m+1) \tanh \alpha x+\frac{\gamma_{1} \operatorname{sech}^{2(m+1)} \alpha x}{1+\gamma_{1} \int_{0}^{x} \operatorname{sech}^{2(m+1)} \alpha y d y}\right] \times \eta_{m+1}(x), \tag{72}
\end{equation*}
$$

where $\gamma_{1}$ has to satisfy $\left|\gamma_{1}\right|<2 \alpha \Gamma(m+3 / 2) /(\sqrt{\pi} \Gamma(m+1))$. The corresponding condition on $\gamma_{2}$ involves transcendental functions, but one may use $\gamma_{2}>-1+\gamma_{1}^{2}$ to
determine the ( $\gamma_{1}, \gamma_{2}$ ) parameter space. When $\gamma_{1}=\gamma_{2}=0$ we recover the original IH raising/lowering operators.

### 4.2 Reversing the operator product: new Sturm-Liouville operator

Now we invert the first-order operators' product, keeping in mind Eq. (64),

$$
\begin{equation*}
B_{m}^{*} B_{m}=-\frac{d^{2}}{d x^{2}}+2 \frac{\eta_{m}^{\prime}}{\eta_{m}} \frac{d}{d x}+\left(V_{0}+\epsilon_{m}-\eta_{m} \beta_{m}^{\prime}-\frac{\beta_{m}^{\prime}}{\eta_{m}}\right) \tag{73}
\end{equation*}
$$

Then we can define a new Sturm-Liouville (SL) eigenvalue problem $\mathcal{L} \Phi_{n}+\omega(x) E_{n} \Phi_{n}=0$, where

$$
\begin{gather*}
\mathcal{L}=\frac{d}{d x}\left[\eta_{m}^{-2} \frac{d}{d x}\right]+\left(\epsilon_{m}-\beta_{m}^{2}\right)\left(1+\eta_{m}^{-2}\right)-\alpha^{2} m(m+1) \operatorname{sech}^{2}(\alpha x)  \tag{74}\\
\Phi_{n}=\phi_{m-n}^{m} \equiv B_{m}^{*} \psi_{m-n}^{m-1}, \tag{75}
\end{gather*}
$$

with the weight function $\omega(x)=\eta_{m}^{-2}(x)$.
This new SL operator is isospectral to the original PT problem. The zeroth-order eigenfunction is easily found by solving $B \phi_{0}=\left[\frac{d}{d x}+\beta_{m} \eta_{m}\right] \Phi_{0}=0$ which gives

$$
\begin{equation*}
\Phi_{0}=\eta_{m}(x) \times \frac{\operatorname{sech}^{m+1}(\alpha x)}{1+\gamma_{1} \int_{0}^{x} \operatorname{sech}^{2(m+1)}(\alpha y) d y} \tag{76}
\end{equation*}
$$

### 4.3 Regions in the two-parameter space

We may recover the original QM problem when $\gamma_{1}=\gamma_{2}=0$, the origin of the two-parameter space. Moreover, the SUSY partner of the PT problem arises when one sets $\gamma_{2}=0$, moving along the horizontal axis. In this case, $\mathcal{L}$ becomes

$$
\begin{equation*}
\mathcal{L}=\frac{d^{2}}{d x^{2}}+\alpha^{2} \lambda(\lambda+1) \operatorname{sech}^{2}(\alpha x)-2 S_{1}^{2}(\alpha x)-4 \alpha \lambda \tanh (\alpha x) S_{1}(\alpha x) \tag{77}
\end{equation*}
$$

where $\lambda=m+1$, with $S_{1}(\alpha x)=\frac{\gamma_{1} \operatorname{sech}^{2 \lambda}(\alpha x)}{1+\gamma_{1} \int_{0}^{\operatorname{sech}^{2} \alpha x}(d y}$, and $\omega(x)=1$. These in turn define a SUSY PT problem

$$
\begin{equation*}
\left[-\frac{d^{2}}{d x^{2}}+\tilde{V}(x)\right] \Phi_{n}=E_{n} \Phi_{n}(x) \tag{78}
\end{equation*}
$$

where the partner SUSY potentials are given by

$$
\begin{equation*}
\tilde{V}=-\alpha^{2} \lambda(\lambda+1) \operatorname{sech}^{2}(\alpha x)+2 S_{1}^{2}(\alpha x)+4 \alpha \lambda \tanh (\alpha x) S_{1}(\alpha x) . \tag{79}
\end{equation*}
$$

The zeroth-order eigenfunction is defined by $B^{-} \phi_{0}=0$, that is,

$$
\begin{equation*}
\phi_{0}=\frac{\operatorname{sech}^{\lambda}(\alpha x)}{1+\gamma_{1} \int_{0}^{x} \operatorname{sech}^{2 \lambda}(\alpha y) d y} . \tag{80}
\end{equation*}
$$

## 5. Quasi-exactly solvable potentials

In exactly solvable problems, the whole spectrum is found analytically, but the vast majority of problems have to be solved numerically. A new possibility arises with the class of QES potentials, where a subset of the spectrum may be found analytically [25-27]. QES potentials have been studied using the Lie algebraic method [25]: Manning [28], Razavy [29], and Ushveridze [30] potentials belong to this class (see also [31]). These are double-well potentials, which received much attention due to their applications in theoretical and experimental problems. Furthermore, hyperbolic-type potentials are found in many physical applications, like the Rosen-Morse potential [32], Dirac-type hyperbolic potentials [33],
bidimensional quantum dot [34], Scarf-type entangled states [35], etc. QES potentials' classification has been given by Turbiner [25] and Ushveridze [30].

Here we show that the Lie algebraic procedure may impose strict restrictions on the solutions: we shall construct here analytical solutions for the Razavy-type potential $V(x)=V_{0}\left(\sin h^{4}(x)-k \sin h^{2}(x)\right)$ based on the polynomial solutions of the related confluent Heun equation (CHE) and show that in that case the energy eigenvalues diverge when $k \rightarrow-1$, a feature solely of the procedure. We shall also show that other QES potentials may be found that do not belong to any of the potentials found using the Lie algebraic method.

### 5.1 A Razavy-type QES potential

Let us consider Schrödinger's problem for the Razavy-type potential $V(x)=V_{0}\left(\sin h^{4}(x)-k \sin h^{2}(x)\right)$,

$$
\begin{equation*}
\frac{-\hbar^{2}}{2 \mu} \frac{d^{2} \psi(x)}{d x^{2}}+V_{0}\left(\sinh ^{4}(\lambda x)-k \sin h^{2}(\lambda x)\right) \psi(x)=E \psi(x) \tag{81}
\end{equation*}
$$

For simplicity, we set $\mu=\hbar=\lambda=1[35,36]$.
Here the potential function is the hyperbolic Razavy potential
$V(x)=\frac{1}{2}(\zeta \cosh (2 x)-M)^{2}$, with $V_{0}=2 \zeta^{2}$, where $M$ energy levels are found if $M$ is a positive integer [29]. It may also be viewed as the Ushveridze potential $V(x)=$ $2 \xi^{2} \sinh ^{4}(x)+2 \xi[\xi-2(\gamma+\delta)-2 \ell] \sinh ^{2}(x)+2\left(\delta-\frac{1}{4}\right)\left(\delta-\frac{3}{4}\right) \operatorname{csch}^{2}(x)-2\left(\gamma-\frac{1}{4}\right)$ $\left(\gamma-\frac{3}{4}\right) \operatorname{sech}^{2}(x)$, when $\gamma=\frac{1}{4}$ and $\delta=\frac{3}{4}$, or vice versa [30], which is QES if $\ell=0,1,2, \cdots$ (with $\delta \geq \frac{1}{4}$ ). El-Jaick et al. showed that it is also QES if $\ell=$ half-integer and $\gamma, \delta=\frac{1}{4}, \frac{3}{4}$ [37].

In the case of the Razavy potential, the solutions obtained by Finkel et al. are

$$
\begin{equation*}
\psi_{\sigma \eta}\left(x, E_{R}\right) \propto(\sinh x)^{\frac{1}{2}(1-\sigma-\eta)}(\cosh x)^{\frac{1}{2}(1-\sigma+\eta)} e^{-\frac{\xi}{2} \cosh (2 x)} \sum_{j=0}^{n} \frac{\hat{P}_{j}^{\sigma \eta}\left(E_{R}\right)}{\left(2 j+\frac{\eta-\sigma+1}{2}\right)!} \cosh ^{2 j}(x) \tag{82}
\end{equation*}
$$

with the parameters $(\sigma, \eta)=( \pm 1,0)$ or $(0, \pm 1)$, the energy eigenvalues being the roots of the polynomials $P_{j+1}^{\sigma \eta}\left(E_{R}\right)$, satisfying the three-term recursive relations

$$
\begin{equation*}
\hat{P}_{j+1}^{\sigma \eta}=\left(E_{R}-b_{j}\right) \hat{P}_{j}^{\sigma \eta}\left(E_{R}\right)-a_{j} \hat{P}_{j-1}^{\sigma \eta}\left(E_{R}\right), \quad j \geq 0 \tag{83}
\end{equation*}
$$

with $E_{R}=2 E$, and

$$
\begin{gather*}
a_{j}=16 \zeta j(2 j-\sigma+\eta)(j-n-1)  \tag{84}\\
b_{j}=-4 j(j+1-\sigma+2 \zeta)+(2 n+1)(2(n-\sigma)+3)+\zeta(\zeta-2 \eta+4 n) .
\end{gather*}
$$

### 5.2 Symmetric solutions for $V(x)=V_{0} \sinh ^{4}(x)$

To find the even solutions to Eq. (81) with $k=0$, let us set $\beta(x)=\cosh ^{2}(x)$, to get

$$
\begin{equation*}
\beta(\beta-1) \frac{d^{2} \psi}{d \beta^{2}}+\left(\beta-\frac{1}{2}\right) \frac{d \psi}{d \beta}+\frac{1}{4}\left[2 E-2 V_{0} \beta^{2}+4 V_{0} \beta-2 V_{0}\right]=0 \tag{85}
\end{equation*}
$$

and to ensure that $\psi(x)$ vanishes as $x \rightarrow \pm \infty$, let $\psi(x)=e^{-\frac{\alpha}{2} \beta} f(\beta)$. Previous works may not include square-integrable solutions to the Razavy potential [38-40]. By requiring $\alpha^{2}=2 V_{0}$, we obtain [41]

$$
\begin{equation*}
\beta(\beta-1) \frac{d^{2} f}{d \beta^{2}}+\left[-\alpha \beta(\beta-1)+\left(\beta-\frac{1}{2}\right)\right] \frac{d f}{d \beta}+\left[\frac{\alpha^{2} \beta}{4}-\frac{\alpha \beta}{2}+\frac{\alpha}{4}+\frac{E}{2}-\frac{\alpha^{2}}{4}\right] f=0 \tag{86}
\end{equation*}
$$

We shall look for rank $N$ polynomial solutions: $f(\beta)=f_{0}$ for $N=0$, or $f(\beta)=f_{0} \prod_{i=1}^{N}\left(\beta-\beta_{i}\right)$ for $N>0$, the $\beta_{i}$ being the roots of the resulting polynomial in Eq. (86). Sometimes the $N=0$ solution is not even considered [35].

The highest power of $\beta$ in Eq. (86) fix $\alpha$ to $\alpha=4 N+2$. The energy eigenvalues and the roots satisfy

$$
\begin{gather*}
E=\frac{1}{2}\left[\alpha^{2}+\alpha\left(4 \sum_{i=1}^{N} \beta_{i}-1-4 N\right)-4 N^{2}\right]  \tag{87}\\
\sum_{i \neq j}^{N} \frac{2}{\beta_{i}-\beta_{j}}+\frac{-\alpha \beta_{i}^{2}+(\alpha+1) \beta_{i}-\frac{1}{2}}{\beta_{i}^{2}-\beta_{i}}=0, \quad i=1,2, \ldots, n . \tag{88}
\end{gather*}
$$

$V_{0}$ is found to depend on the order of the polynomial, $V_{0}=2(2 N+1)^{2}$ for even solutions, and solutions with different $N$ cannot be scaled one into the other due to the $\sinh ^{4}(x)$ dependence of the potential function. The highest solution order is $n=2 N$, and we use subindexes $\{N, n\}$ to label eigenvalues/eigenfunctions.

For $N=0, f(\beta)=1$, we get $V_{0}=2, E_{0,0}=1$, and the (unnormalized) groundstate eigenfunction $\psi_{0,0}(x)=e^{-\cosh ^{2}(x)}$. For $N=2, f(\beta)=f_{0}\left(\beta-\beta_{1}\right)\left(\beta-\beta_{2}\right)$, equating to zero the coefficients of the polynomial $P(\beta)$, we get the coupled equations

$$
\begin{gather*}
\frac{\alpha^{2}}{4}-\frac{5 \alpha}{2}=0 \\
3+\left(\beta_{1}+\beta_{2}\right)\left(-\frac{\alpha^{2}}{4}+\frac{3 \alpha}{2}\right)+\left(-\frac{\alpha^{2}}{4}+\frac{9 \alpha}{2}+\frac{E}{2}\right)=0 \\
-3-\left(\beta_{1}+\beta_{2}\right)\left(-\frac{\alpha^{2}}{4}+\frac{5 \alpha}{4}+\frac{E}{2}+1\right)+\beta_{1} \beta_{2}\left(\frac{\alpha^{2}}{4}-\frac{\alpha}{2}\right)=0  \tag{89}\\
\frac{1}{2}\left(\beta_{1}+\beta_{2}\right)+\beta_{1} \beta_{2}\left(-\frac{\alpha^{2}}{4}+\frac{\alpha}{4}+\frac{E}{2}\right)=0
\end{gather*}
$$

Solving these, we find that $V_{0}=50$, and the three possible eigenvalues, $E_{2,0}=2.6301, E_{2,2}=19.0121$, and $E_{2,4}=43.2490$.

### 5.3 Antisymmetric solutions

In order to find antisymmetric solutions to Eq. (86), we set $f(\beta)=\sinh (x) g(\beta)$, to obtain

$$
\begin{align*}
\beta[\beta-1] \frac{d^{2} g}{d x^{2}}+ & {\left[-\alpha \beta^{2}+(\alpha+2) \beta-\frac{1}{2}\right] \frac{d g}{d x} } \\
+ & {\left[\left(-\alpha+\frac{\alpha^{2}}{4}\right) \beta+\left(-\frac{\alpha^{2}}{4}+\frac{\alpha}{4}+\frac{E}{2}+\frac{1}{4}\right)\right] g=0 . } \tag{90}
\end{align*}
$$

This CHE can be solved in power series: $g(\beta)=g_{0}$ if $N=0$, or $g(\beta)=g_{0} \prod_{i=1}^{N}\left(\beta-\beta_{i}\right)$ for $N>0$. Then, $\alpha=4(N+1)$, and

$$
\begin{equation*}
E=\frac{1}{2}\left[\alpha^{2}+\alpha\left(4 \sum_{i=1}^{N} \beta_{i}-1-4 N\right)-4 N^{2}-4 N-1\right] . \tag{91}
\end{equation*}
$$

Here, $V_{0}=8(N+1)^{2}$, and all even and odd solutions have different $V_{0}$. The maximum solutions order is $n=2 N+1$. For example, for $N=3$ we get $\alpha=16$, $V_{0}=128$, and

$$
\begin{gather*}
\left(\beta_{1}+\beta_{2}+\beta_{3}\right)\left(3 \alpha-\frac{\alpha^{2}}{4}\right)+\left(-\frac{\alpha^{2}}{4}+\frac{13 \alpha}{4}+\frac{E}{2}-\frac{49}{4}\right)=0 \\
\left(\beta_{1}+\beta_{2}+\beta_{3}\right)\left(\frac{\alpha^{2}}{4}-\frac{9 \alpha}{4}-\frac{E}{2}-\frac{25}{4}\right)+\left(\beta_{1} \beta_{2}+\beta_{2} \beta_{3}+\beta_{3} \beta_{1}\right)\left(\frac{\alpha^{2}}{4}-2 \alpha\right)-\frac{15}{2}=0 \\
3\left(\beta_{1}+\beta_{2}+\beta_{3}\right)+\left(\beta_{1} \beta_{2}+\beta_{2} \beta_{3}+\beta_{3} \beta_{1}\right)\left(-\frac{\alpha^{2}}{4}+\frac{5 \alpha}{4}+\frac{9}{4}+\frac{E}{2}\right)+\beta_{1} \beta_{2} \beta_{3}\left(-\frac{\alpha^{2}}{4}+\alpha\right)=0 \\
-\frac{1}{2}\left(\beta_{1} \beta_{2}+\beta_{2} \beta_{3}+\beta_{3} \beta_{1}\right)-\beta_{1} \beta_{2} \beta_{3}\left(\frac{\alpha^{2}}{4}-\frac{\alpha}{4}-\frac{E}{2}-\frac{1}{4}\right)=0 . \tag{92}
\end{gather*}
$$

We find four eigenvalues, $E_{3,1}=12.8152, E_{3,3}=40.4568, E_{3,5}=75.7246$, and $E_{3,7}=117.003$.

## 6. The potential function $V(x)=V_{0}\left(\sinh ^{4}(x)-k \sinh ^{2}(x)\right)$

Now we apply our analysis to the problem with $V(x)=V_{0}\left(\sinh ^{4}(x)-k\right.$ $\sinh ^{2}(x)$ ), which is a symmetric double well if $k>0$. To find even solutions, we set again $\beta(x)=\cosh ^{2}(x)$ and $\psi(\beta)=e^{-\frac{\alpha}{2} \beta} f(\beta)$, with $\alpha^{2}=2 V_{0}$,

$$
\beta(\beta-1) \frac{d^{2} f}{d \beta^{2}}+\left[-\alpha \beta(\beta-1)+\left(\beta-\frac{1}{2}\right)\right] \frac{d f}{d \beta}
$$
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$$
\begin{equation*}
+\left[\frac{\alpha^{2} \beta}{4}(1+k)-\frac{\alpha \beta}{2}+\frac{\alpha}{4}+\frac{E}{2}-\frac{\alpha^{2}}{4}(1+k)\right] f=0 . \tag{93}
\end{equation*}
$$

We now find that $V_{0}=\frac{2(2 N+1)^{2}}{1+k}, k$ varying freely. For example, if $N=0$, $E_{0,0}=1 /(1+k)$, and no negative energy eigenvalues may exist. For $N=1$ the two energy eigenvalues found are

$$
\begin{equation*}
E=\frac{9-(1+k) \pm \sqrt{(1+k)^{2}+36}}{1+k} \tag{94}
\end{equation*}
$$

meaning that for $k>3 / 2$ we will have negative eigenvalues. Note that for $N>0$, it is always possible to find a zero-energy ground state, a feature that may have cosmological implications [18].

For the case with $N=2$, choosing $k=4$, the energy eigenvalues are $E_{2,0}=-3.74456, E_{2,2}=1.00000$, and $E_{2,4}=7.74456$. The corresponding eigenfunctions are plotted in Figure 1.

Now, to find the antisymmetric eigenfunctions, we set $f(\beta)=\sinh (x) g(\beta)$, to get the CHE

$$
\begin{align*}
\beta(\beta-1) \frac{d^{2} g}{d \beta^{2}}+ & {\left[-\alpha \beta^{2}+(\alpha+2) \beta-\frac{1}{2}\right] \frac{d g}{d \beta} }  \tag{95}\\
& +\left[\beta\left(\frac{\alpha^{2}}{4}(1+c)-\alpha\right)+\left(\frac{\alpha}{4}+\frac{E}{2}-\frac{\alpha^{2}}{4}(1+c)+\frac{1}{4}\right)\right] g=0
\end{align*}
$$

For $N=0$ we get that $\alpha=4 /(1+k)$ and $E_{1}=6 /(1+k)-1 / 2$, such that if $k>11$, we may find negative energy eigenvalues. For $N=2, \alpha=12 /(1+k)$, if we set $k=5$, the energy eigenvalues found are $E_{2,1}=-7.11693, E_{2,3}=1.08119$, and $E_{2,5}=9.53574$. The eigenfunctions are plotted in Figure 1.

Note that in this case $\left(E_{1}-E_{0}\right) / E_{0}=0.0052$, and it is not possible to distinguish these eigenvalue's lines from each other in Figure $\mathbf{1}$ for antisymmetric


Figure 1.
Left: the three even eigenfunctions (narrow solid lines) found analytically for $k=4$ and $N=2$, together with the corresponding eigenvalues (dashed lines). Right: the three odd eigenfunctions (narrow solid lines) found analytically for $k=5$ and $N=2$, together with the corresponding eigenvalues (dashed lines). The unsolved eigenvalues are shown in dotted lines.
eigenvalues, implying quasi-degenerate eigenstates. A similar effect is seen in the symmetric case.

### 6.1 The case with $k=-1$

As was seen in Section VI, the ground-state energy diverges as $1 /(1+k)$ and as $k \rightarrow-1$, and this also happens to all higher-order even eigenvalues (see Eq. (94)). This is a strange behavior, since it is clear that the potential function has a rather simple functional form for any value of $k$ : a single or double well with infinite barriers. We can see that this is only a characteristic due to the analytical solution procedure, coming from the fact that the potential strength $V_{0}$ is also divergent when $k \rightarrow-1$.

### 6.2 Unclassified QES potentials

Finally, we would like to emphasize that there should be other potential functions which may not be classified form the Lie algebraic method [25].

Indeed, let us consider Schrödinger's problem with the potential function

$$
\begin{equation*}
V(x)=\frac{\alpha^{2}}{2} \cosh ^{2}(x)-\frac{3 \alpha}{2} \cosh (x)+\frac{\alpha}{\cosh (x)} \tag{96}
\end{equation*}
$$

For this problem, the ground-state eigenfunction and eigenvalue are given by

$$
\begin{equation*}
\psi=\psi_{0} e^{-\alpha \cosh (x)} \cosh (x), \quad E=\frac{\alpha^{2}-1}{2} \tag{97}
\end{equation*}
$$

while this particular problem does not belong to the class of potentials found using the Lie algebraic method. Similar potentials may be found which do not belong to that class, leaving space for further developments.
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Edited by Trong T. Tuong

This book is devoted to recent developments in quantum mechanics. After an Introductory chapter, Chapter 2 describes the cooperative spontaneous lasing mechanism in gas in three level systems and their possible quantum retardation effects. Chapter 3 is concerned with the evolution of states of large quantum particle systems via marginal correlation operators. Chapter 4 studies the effects of electronic transfer using ab initio quantum calculation methods to access biological macromolecular system behaviors. Chapter 5 concentrates on new features of supersymmetric quantum mechanics using the adjunction of boson-fermion symmetry. The book will be of interest to graduate and Ph.D students as well as scientists from various backgrounds who are concerned with quantum effects.
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