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Preface

Failure of a material or structure is one of the oldest topics that engineers and 
researchers have to deal with. Traditionally, failure is related to an ultimate load 
sustaining ability of the material or structure, as taught in an elementary Strength
of Materials textbook. Nowadays, the definition of failure has been extended from
the traditional narrow sense to a much broader sense. Any expected function of a
material or structure that cannot be fulfilled is considered to have failed.

This book brings together a small collection of chapters but covers a broad range
of failures. Following the Introductory chapter, the second chapter presents the
accident of a pipeline for oil or gas transportation, which can be considered as, in
the broadest sense, failure of the pipeline. Any leakage will cause the pipeline to
cease its transportation function, although the structure of the pipeline may not
be damaged from a traditional viewpoint. A cause theory for the pipeline failure is
described in the chapter, and a probable model for statistical analysis for the acci-
dent is given. Fragility, anti-fragility, and integrity are used as indexes to indicate
the state of accident, providing a new way to assess an accident, which is different
from the traditional accident assessment.

The third chapter deals with a stress corrosion cracking (SCC) failure that occurs
only in metals or alloys. Three factors are necessary for this kind of failure to take
place. One is a susceptible material, the second is a corrosive environment, and 
the third is a tensile stress generated in the material. Design of a structure with
the occurrence of a SCC is generally based on or checked with fracture mechanics
methodology, and the measured fracture toughness of a material must incorporate
the effect of the corrosive environments.

In the fourth chapter, the traditional and probably narrowest sense of failure is
addressed. These failures are not all well understood. Composite failures present
great challenges to engineers and academic researchers. This chapter focuses on the
failure analysis of a unidirectional composite based on an innovative concept of
true stresses. The internal stresses in its constituent fiber and matrix are determined 
using a micromechanics theory. It is noted that these stresses are homogenized 
quantities. They must be converted into true values before a failure detection can
be made against the strengths of the constituents. Once a constituent has failed, the
composite is considered to have attained a failure status. How to convert the homog-
enized stresses into true quantities is illustrated in the chapter.

While the first three chapters treat the failures of materials and structures with
deterministic methods, a probabilistic technique for failure analysis is explained 
in the fifth chapter. In general, deterministic techniques ignore the variability and 
uncertainties of the variables in a failure analysis. Contrastingly, probabilistic tech-
niques incorporate the variability and uncertainties in the analysis. In this chapter, 
the commonly used probabilistic failure analysis techniques and their mathematical 
derivations are presented. Examples to enhance the understanding of the concept of
failure analysis are also shown.
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XIV

The non-destructive testing (NDT) methods are presented in the sixth chapter to 
test fiber reinforced polymers (FRP) - concrete on reinforced concrete (RC) struc-
tures using the impulse excitation principle. A light mobile impact machine using 
the impact-echo NDT method with multiple hammer impacts across the length of 
an FRP (CFRP) plate bonded to a concrete structure generates specific frequencies 
and waveforms. The frequencies and waveforms are unique and a function of the 
FRP-concrete bond condition. Detecting changes in frequencies and waveforms 
indicates a change in bond condition, i.e. from a bonded to a de-bonded state. 
This chapter explains the NDT method used to evaluate FRP-concrete bond on RC 
bridges in the field, outlines the impulse excitation theory, and the mathematics 
of the signal analysis to measure the impact signal frequencies and waveforms. 
Examples of NDT testing on several bridges in Missouri are presented with test 
results.

The seventh chapter describes how electromagnetic methods undertake nonde-
structive evaluation of the steel reinforcing bar (rebar) in concrete. AC current was 
passed through an excitation coil and an AC magnetic field was produced. Then an 
eddy current was induced in the steel rebar. A detection coil was used to measure 
the magnetic field produced by the eddy current and the magnetization effect.

Finally, the eighth chapter presents the temperature diffusivity measurement and 
nondestructive testing using non-stationary local heating and IR thermography for 
the engineering failure analysis.

We would like to express our gratitude to the publisher, IntechOpen for the efforts 
in publishing this book and to the authors of the accepted manuscripts for their 
work and patience.

Zheng-Ming Huang, PhD
Professor,

School of Aerospace Engineering and Applied Mechanics,
Tongji University,

Shanghai, P. R. China

Dr Sayed Hemeda
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Chapter 1

Introductory Chapter: Failures
Analysis
Zheng-Ming Huang and Sayed Hemeda

1. Introduction

Failure of a material or structure represents a multidiscipline characteristic of it. 
There is no universally applicable definition on the failure. In a broad sense, failure
represents a behavior at which the material or structure is no longer able to fulfill its
function. In a narrow sense, however, failure is defined as that given in an elemen-
tary strength of materials textbook. Namely, the narrow sense failure of a material 
or structure is related to its load sustaining ability. When the stresses sustained 
by the material or structure exceed their ultimate values, which are generally the
strengths of the material, the material or the structure is said to have attained a fail-
ure status. Thus, a failure criterion in which the critical parameters are the ultimate
values must be provided to assess the failure.

Mechanical failures, as a result of improper design, corrosion, surface fracture, 
and other material defects, are described in the context of real world. Case stud-
ies involve steam generators, boiler tubes, gas turbine blades, welded structures, 
chemical conversion reactors, and more.

Nondestructive testing (NDT) methods are important tools to help us assure the
safety, quality, and reliability of materials and structures. Finding defects, whether
they are flaws or imperfections, during the manufacturing, and construction
process or before, are the first step in any “postmortem” failure analysis.

The most common types of NDT methods are:

• Visual inspection

• Dye (liquid) penetrant

• Magnetic particle inspection

• Radiographic (X-ray) testing

• Eddy current

• Ultrasonics

• Leak detection

• Acoustic emission

• Infrared thermography
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Each of these methods has its advantages and limitations, and often more than 
one technique is needed to identify the root cause and quantify the extent of the 
problem.

2. Highlight on failure analysis

The broadest sense failure is concerned with an accident of a pipeline used for 
oil or gas transportation. A leakage of the pipeline is a most often occurred acci-
dent, which will cause the pipeline to cease its transportation function and hence 
is defined as a failure of the pipeline. Based on the accident survey and manage-
ment practice, a list of characteristics and quantitative descriptions of the pipeline 
accidents or failures are summarized in the book. A probable model from statistical 
analysis for the accident is provided. Fragility, anti-fragility, and integrity are used 
as indexes to describe the state of an accident.

A stress corrosion cracking represents a narrower sense of failures. Three factors 
are necessary for the occurrence of such a failure. They are a sensitized material, 
a corrosive environment, and a tensile stress applied on the material. A stress 
intensity based failure criterion has been widely used to detect the failure. However, 
the measured fracture toughness of a material must take the effects of corrosive 
environments into account, and a significant cutting down on the fracture tough-
ness can be seen.

The failure of a unidirectional composite is a typical example of the narrow-
est failure cases. The composite is anisotropic and its failure behavior is generally 
different at a different point as well as along a different direction. This makes the 
analysis of composite failures a great challenge. There are essentially two kinds of 
approaches to a composite failure, that is, phenomenological and micromechani-
cal. Hardly any a composite failure can be efficiently addressed only through a 
phenomenological approach, since it does not care for any stresses induced in the 
constituent fiber and matrix of the composite. For instance, an interface debond-
ing between the fiber and matrix, which frequently initiates the composite failure, 
cannot be practically dealt with without knowing the stress states in the fiber and 
matrix.

While most failure analyses are performed with deterministic methods, there are 
probabilistic techniques to theoretically characterize a failure of a material or struc-
ture as well. In a deterministic method, the critical parameters such as strengths 
of the material or structure are provided, without considering any variability and 
uncertainty involved in the determination of these parameters. On the other hands, 
the variability and uncertainties have been incorporated in a probabilistic technique 
to quantify a material’s or structure’s failure. A probabilistic technique is described 
in the book to determine a material failure.

3. Non-destructive characterization

The non-destructive testing (NDT) methods to test FRP-concrete on RC struc-
tures use an impulse excitation principle. In an impact-echo NDT method, a light 
mobile impact machine with multiple hammer impacts across the length of an FRP 
(CFRP) plate bonded to a concrete structure generates specific frequencies and 
waveforms. The frequencies and waveforms are unique as a function of the FRP-
concrete bond condition. Detecting changes in frequencies and waveforms indicate 
a change in bond condition, that is, from a bonded to a de-bonded state. The NDT 
method used to evaluate FRP-concrete bond on RC bridges in the field is explained. 
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The impulse excitation theory and the mathematics of a signal analysis to measure 
the impact signal frequencies and waveforms are highlighted. Examples of NDT 
testing on several bridges in Missouri are presented.

Electromagnetic methods have been developed to do nondestructive evaluation 
of the steel reinforcing bar (rebar) in concrete. AC current flew in an excitation coil 
and AC magnetic field is produced, and eddy current is induced in the steel rebar. 
A detection coil is then used to measure the magnetic field produced by the eddy 
current and the magnetization effect.

A temperature diffusivity measurement and nondestructive testing using 
non-stationary local heating and IR thermography for analysis of some engineering 
failures are also outlined in the book.

The coverage of failures is very broad. Hardly any a single book is able to describe 
failure mechanisms or to provide diagnoses or detections on failures occurred in all 
kinds of materials and structures. In fact, the existing literature on the failure related 
topics is extensive. Some of them can be recommended for the readers to obtain 
more information. They include monographs or edited books by Holm and Tomasz 
[1], Velázquez and Luis [2], Makhlouf and Aliofkhazraei [3], Greuter and Zima [4], 
and Hinton et al. [5], and review papers by Blandford [6], Orifici et al. [7], Ossai 
et al. [8], Liu and Zheng [9], Breitenstein and Sturm [10], Louis [11], Hellier [12], 
Hemeda and Pitilakis [13], Hemeda [14], Giovanni [15], and among others. Even so, 
we believe the present book is useful to the readers.
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A New Accident Characteristics, 
Quantification, and Cause Theory
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Abstract

Based on the accident research and management practices of oil and gas pipe-
lines, the characteristics and the quantitative description of the accident/failure are 
set up. Several characteristics are summarized which clearly describe the essential 
prosperities of the accident. Fragility, anti-fragility, and integrity are used as an 
index to describe the state of accident, which provides a new way of evaluating and 
describing accident, different from the traditional accident assessment. The under-
standing and the evaluation of the nature of accident become clearer. Accident 
cause theory is the basic theory of cognition and prevention of failure. In this chap-
ter, based on the analysis of characteristics and limitations of some accident cause 
theories, and comprehension of characteristics of failure and systematic statistics, 
a new systematic accident cause theory is proposed, named by analogy with “tree-
type.” This theory provides a systematical supplement of accident cause theories.

Keywords: accident, failure, pipeline, causing theory, fragility, anti-fragility, 
integrity

1. Introduction

As the most safe, environmentally friendly and energy-saving oil and gas 
transmission method, pipelines have been widely constructed around the world. 
Compared with other methods of transportation, its safety is the highest, but more 
serious accidents can also occur, causing the public and the government to pay 
close attention in recent years [1]. Therefore, a correct understanding of pipeline 
accidents, prediction, and prevention of pipeline accidents is the basis for ensuring 
the safe operation of pipelines [2]. However, research in this area is mostly concen-
trated in the fields of construction, processing, and manufacturing of traditional 
industries. The study of accident causes, prediction, and prevention for the pipe-
line industry is relatively rare, which severely restricts the perception of pipeline 
accidents and limits the pertinence of the prepared response measures. The lack of 
theoretical basis for integrity management with the main purpose of preventing 
accidents has weakened the effect of pipeline integrity management [3].

First, this chapter discusses the characteristics of accidents and quantitative 
description methods. It can help to understand accidents logically and avoid 
deviations or mistakes in the cognitive process of accidents. Then, based on the 
cognition of the characteristics of accident, the author introduced the concept of 
fragile assessment to quantify the state of the system. It provided a new accident 
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trated in the fields of construction, processing, and manufacturing of traditional 
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line industry is relatively rare, which severely restricts the perception of pipeline 
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theoretical basis for integrity management with the main purpose of preventing 
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deviations or mistakes in the cognitive process of accidents. Then, based on the 
cognition of the characteristics of accident, the author introduced the concept of 
fragile assessment to quantify the state of the system. It provided a new accident 
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assessment description model for the industry and made it possible to recognize the 
cause of the accident and more formulated [4].

Accident cause theory is the theoretical basis for recognizing accidents and 
preventing similar accidents from occurring again. The current accident causal-
ity theories have certain limitations; they cannot find full life cycle problems and 
achieve targeted prevention. With the development of technology, the basis for 
analyzing the causes of accidents has changed, for example, it is easier to obtain a 
lot of data. This chapter is based on the ability to obtain a large amount of data, the 
cognition of accident characteristics, the analysis conclusions and statistics of a 
large number of accident causes, etc., proposes a theory of systematically analyzing 
the causes of accidents. This theory analogizes the life of the tree to describe this 
set of the accident cause theory. It is a new set of system analysis methods to the 
analysis of accident causes [5].

In order to predict and prevent accidents, it needs to know the cause of the 
accident. The era of big data makes this possible. In the past few years, big data 
technology has developed rapidly and has been widely used. Based on in-line 
inspection data or/and global positioning system (GPS) data, it is easy to setup 
the data model and make all data in one big database. The big data makes “sam-
ples = all”; it has the conditions of system failure analysis supported by multiple 
angles, full life cycle, and multiple information sources [6, 7]. In future, the 
prediction of pipeline failure model analyzes the failure factors of fragilities on 
big data, and uses Bayesian survival method by accident cause theory to predict 
life, and proposes that corresponding prediction models will be the hot pot of 
the research.

2. Characteristics and quantification of oil and gas pipeline failure

2.1 Characteristics of failure

The accident is an inevitable product of human industrial development and 
an important way in which the industry naturally chooses to eliminate it. It is also 
an important driving force for the industrial progress. In this chapter, leakage or 
certain economic losses of pipeline system as accidents or failure is defined. Many 
times accidents are described as failures and no distinction is made here. According 
to the pipeline accident statistics report [8–11], the causes of pipeline accidents are 
manifold, and most of them are caused by multiple factors. The industry has done a 
lot of analysis on the causes of pipeline accidents. However, in order to raise aware-
ness of pipeline accidents, it is necessary to understand the accident intrinsically.

The accident has the following characteristics:

1. Inevitability: the accident will inevitably happen. It can only prevent accidents 
to the greatest extent, but it cannot prevent accidents from happening.

2. Irreversibility: any accident is irreversible, so it is more advantageous to 
increase the prediction and judgment of the accident than to ignore it.

3. Unknown: never know what will happen, unexpected accidents may occur at 
any time.

4. High probability: before the accident did not happen there will be lots similar 
but unhappen events. The types of accidents that have generally occurred 
will occur several times. The opposite is the small probability. For some type 
of small number incidents, it should be considered whether it is a low prob-
ability accident.
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5. Not predictable: before the accident did not happen, it was considered that 
a very serious forecast may not be recognized. When an accident occurs, it 
cannot predict its consequences immediately. Dangerous factors may be safety, 
and unnoticed factors are often prone to accidents.

6. Recognize deviations: accidents, whether large or small, should be treated 
equally, but usually only serious accidents will be given attention. Experiments 
have found that people’s ease of feeling about different risks is closely related 
to their emotional responses to these risks. Judgments and decisions can be 
influenced by emotions that happen without any awareness. The process of 
dealing with small accidents is feeling easy, after dealing with major acci-
dents. The reverse order is feeling irritating, panicking, and easy to treat with 
mistakes. In fact, only focusing on major accidents is losing the chance of 
discovering problems from small accidents and avoiding major accidents. It is 
easy to occurrence of “probability neglect.” There is a potential habit of coping 
with small risks, either completely ignored or over-emphasized and without 
buffers. “Availability bias” also affects the understanding of the accident. Such 
as public opinion, personal experiences, etc. will increase the impression of 
events, so that the brain is more likely to think of these things, so that these 
things are more likely to happen, but the reality may not be the case, this is 
only everyone’s own understanding.

7. Tolerance is not uniform: the accident is unchanged, but the tolerance of the 
accident changes with time or place. When there is a need for war or survival, 
the tolerance for accidents rises; and when peace time and economic condi-
tions are good, the tolerance for accidents decreases.

8. The simplicity and complexity of the cause: the cause for most of the accidents 
is very simple, but the process and factors that cause the accidents are very 
complicated.

9. Uncertainty of the cause. Many accident causes cannot be known. Perhaps, 
individual decisions are correct, but they do not determine that there will be 
no accidents.

10. The dichotomy of the accident: incidents include stages of occurrence and 
losses caused. For example, a pipeline leakage accident is divided into leakage 
and causes of loss. At the stage of occurrence, it includes leakage, diffusion, 
and explosion. The consequence phase is the serious loss caused by the forma-
tion of people, buildings, environments, etc. The first phase focuses on the 
direct cause of the leak, while the second phase analyzes the direct causes of 
serious consequences.

11. The ambiguity of accidents and affairs: an accident is an objectively occurring 
phenomenon that does not change; but as the situation changes, awareness 
and description of the accident will change accordingly. The level of awareness 
of accidents, response measures, and public opinion guidance determine the 
direction of affairs change..

12. The impetus of industrial progress: the accident will inevitably promote the 
improvement of management. Major accidents will become the turning point 
of cognition and management, and promote the improvement of technology 
and management level.
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The above features are not all the features of the accident. With the deepening of 
the cognition of the accident, new features will continue to be recognized, and the 
existing features need to be further improved and supplemented. The characteris-
tics of accidents are the essential attributes of accidents. However, this point is often 
overlooked, which leads to the deviation from the nature of accidents in analyzing 
and recognizing accidents, and results in erroneous analysis.

2.2 Accident probability and qualitative analysis

Whether or not all accidents should be investigated is the first problem in acci-
dent management decision-making. If this problem cannot be solved theoretically, 
it will result in unnecessary investigations and erroneous investigations, leading to 
erroneous management improvement measures.

If the occurrence of an accident is a low probability event or a random event, 
the causal explanation for it must be wrong. A small sample of the risk of error 
may be as high as 50%. In this case, if it is still handled according to the traditional 
high probability accident, it can easily cause greater losses [12]. The confirmation 
of the probability of an accident is the basis for deciding whether or not to conduct 
accident analysis and investigation. Therefore, the probability confirmation of the 
accident must be discussed before the accident investigation.

For random problems, the determination of the overall problem through a small 
number of accidents or random inspections is the key, which can be analyzed using 
the Larger Number Theorem. Bernoulli’s theorem of large number is: let  μ  be the 
number of occurrences of event C in n independent experiments, and the probability 
of occurrence of event C in each test is P. Then, for any positive number ε, there is:

    lim  n→∞   ( |   μ  n   __ n   − P|  < ε)  = 1  (1)

This theorem is a special case of Chebyshev’s Law of Large Numbers, which 
means that when n is large enough, the frequency of occurrence of event C will 
be almost close to the probability of its occurrence, that is, the stability of the 
frequency. However, frequency is not equal to probability. As the theoretical basis 
for estimating the truth from statistics, the Large Number Theorem states that if 
the statistical sample is large enough, then the frequency of things can be infinitely 
close to its theoretical probability, that is, its “nature.” It should be noted that 
“having a certain regularity” does not mean that a limited number of repeated trials 
will be taken, and the results obtained must have regularity. Even if a very large N is 
given, as long as n < N, it cannot be guaranteed. The frequency of occurrence of C is 
equal to the probability of its occurrence.

Generally, people misunderstand randomness as homogeneity: if something that 
has happened in the past has been uneven, it is mistakenly thought that things in the 
future will move toward “nearly uniform” direction. If an individual’s misoperation 
like tossing coins is random, then the misoperation is not necessarily an individual 
subjective behavior. It may be due to the lack of certain standard constraints. It 
should be prudent to determine whether it is a personal problem, small probability 
problem, standard management problem, or ubiquitously large probability prob-
lem. For example, in the analysis of pipeline welding defects, the determination of 
whether a welder’s welding problem or the welding quality of all pipeline construc-
tion management systems is a problem that needs to be clarified first.

If you decide to analyze the case, analyze it according to the law of small num-
bers. The law of small number is an important research result obtained by the Nobel 
Prize-winning behavior psychologists Amos Tversky and Daniel Kahneman in his 
study of “gambler’s fallacy.” It means that because of the limited human cognition 
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of things, its behavior often shows heuristic biases and there is a problem of “spud,” 
that is, the follow-up judgment result has a strong relationship with the starting 
point, and will be based on the observed several results to speculate on the later 
results, while ignoring the independence between each experiment.

The confirmation of the nature of the accident with small probabilities is the 
basis for deciding on the nature of the accident. If the survey is conducted without 
first determining whether it is a small probability event, there will be a significant 
impact of preemptive bias, leading to adverse consequences. Therefore, it should 
be judged first whether it is a small probability event. For a non-small probability 
event, a detailed accident investigation should be conducted and the improve-
ment should be made based on the investigation results. In the investigation and 
analysis process, the investigation of the cause of the accident’s occurrence and 
consequences, as well as the investigation of the cause of the accident, must also be 
based on the judgment of the nature of the accident with large probability or small 
probability.

The law of small numbers holds that if the sample is not large enough, then it 
may manifest itself in various extreme situations, and these conditions may not be 
related to the nature of the sample. You cannot rely solely on the judging person’s 
own experience, and even add other people’s experience to make judgments about 
things. The personal experience is limited. It is not possible to apply individual cases 
and large-scale statistics should be conducted. At the same time, before summing 
up the rules based on the sample results, try to avoid the conclusion of “anchoring” 
first, that is, you cannot first set a conclusion that is acceptable in mind and then 
look for a sample that supports the conclusion.

2.3 A quantitative description of the likelihood of an accident

Although there are many studies on the causes of accidents, there are few studies 
on how to quantify the possibility or status trend of accidents or failure. That is, 
there is little research on the quantitative assessment of the status of a system or 
object from the perspective of the probability of an accident when there is no acci-
dent or after an accident. Because risk is not measurable, the author tries to use the 
triad classifies, fragile, anti-fragile, and robust, proposed in the book anti-fragility, 
to quantify pipeline accidents or failures trend [13].

The concept of vulnerability is proposed by Keohane and Nye in “Power and 
Interdependence” [14]. It is mainly used to analyze the concept of international 
politics and assess the cost of changing the system of interdependence, that is, 
assess the severity of the consequences of violating or changing the rules. “Anti-
fragile” believes that the triad classified of things is fragile, robust, and anti-fragile. 
Fragility is related to how a system suffers from the variability of its environment 
beyond a certain preset threshold, while anti-fragility refers to when it benefits 
from this variability—in a similar way to “vega” of an option or a nonlinear payoff, 
that is, its sensitivity to volatility or some similar measure of scale of a distribution 
[15]. That is, system becomes stronger or weaker after things such as fluctuations, 
pressure, etc., and other environmental or internal factors change. Specifically, 
fragile is a weak element in an object or system that may be exploited by the threat 
to cause damage. Once the fragility is successfully exploited, it may cause damage 
to the object or system. Fragile may exist in physical environment, organization, 
process, personnel, management, hardware, software and information, etc. Fragile 
refers to the trend of changes in things, such as volatility, randomness, pressure, etc. 
If an incident does not respond to volatility, randomness, and stress better, it means 
that the thing or system is vulnerable. A change trend that has no effect on the thing 
or system means that it is resilient or complete in response to fluctuations; if things 
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exhibit greater flexibility in responding to fluctuations, an increase in benefits, or a 
decrease in damage, it means that the item is anti-fragile in response to fluctuations.

The fragile, anti-fragile, and toughness used to quantify the state of the accident 
system are only static physical states. The difference from traditional risk assess-
ment is that the fragile is measurable, but the risk cannot be measured, and the 
measure of fragile is also different from risk prediction [13].

For oil and gas pipelines, in order to describe the trend of possible pipeline 
accidents, the entire system such as the physical state of the pipeline system and the 
management system can be described with the fragile, anti-fragile, and integrity. 
The choice of integrity instead of robust is based on the current state of the art of 
pipeline integrity management and assessment. Pipeline system fragile refers to the 
system that suffers from the fragility that may occur when pipeline internal and 
external factors change.

Fragility describes the possibility that a defect develops into an accident or an 
intact state develops into an accident. The anti-fragility of pipelines refers to changes 
in internal and external environmental factors, and even in the event of accidents, 
the pipeline’s emergency measures, integrity management, etc. have been strength-
ened. Anti-fragility describes the development of pipeline systems in the direction 
of accident prevention. Integrity refers to the physical state of the pipeline and its 
ability to withstand changes in various factors. Fragility and anti-fragility are the 
status of the pipeline system, and its comprehensive indicators reflect the possibil-
ity of accidents in the pipeline system. Integrity means that the physical state of the 
pipeline is intact and its ability to withstand changes in various factors is strong. 
Vulnerability and anti-vulnerability are the status of the pipeline system, and its 
comprehensive indicators reflect the possibility of accidents in the pipeline system.

Entropy increase includes both the external factors that cause fragility and the 
internal factors in the system itself, which can reduce the integrity of the system. 
The entropy increase of the pipeline system makes the status of the pipeline system 
worse, and accidents are more likely to occur. The increase in entropy is controlled 
through management upgrades and maintenance inputs. If the entropy increase of 
the pipeline system fails to receive sufficient attention, it may increase the negative 
anti-fragile index, that is, the increase in entropy is a normal phenomenon, and the 
phenomenon of “warm boiled frog” occurs.

In the presence of known fragilities or hazards in the system, when external fac-
tors change, the factors that cause the accident are called trigger factors. For factors 
that are flawed, but do not cause an accident under conditions of external factors, 
are not triggers. The accident can happen because there are multiple triggers, or 
it can be the last trigger. The triggering factors may be related to time or maybe 
timeless, which is the direct cause of the accident. The trigger factor may be that a 
known fragility factor develops into an accident, or is an unoccupied or unrecog-
nized fragility factor.

Therefore, the state of an accident that may occur in the pipeline can be 
described by the following formula:

  A = F − AF  (2)

In the formula, A is the probability of accident; F is the probability of accident 
described by fragility; and A F is anti-fragility.

Since it is the fragility of the triggering factor that determines whether an 
accident occurs or not, the fragility probability   F  p    described by the fragility is equal 
to the trigger fragility   F  t   , which is the direct cause of the accident. This results in:

     F  p   =  F  t   = ma x  i    {   F  y   ,  F  w   }     (3)

11

Pipeline Failure Cause Theory: A New Accident Characteristics, Quantification, and Cause…
DOI: http://dx.doi.org/10.5772/intechopen.80572

where   F  y    is the identified fragility factor and   F  w    is an unidentified fragility factor.
Because the fragility indicators of unknown factors cannot be identified and 

evaluated, the probability of an accident described by the fragility is generally equal 
to the maximum value of all known triggering vulnerabilities. F is a positive value. 
The larger the value is, the more fragile the physical state is and the more prone to 
accidents.

  F = ma x  i    {   F  y   }          (4)

In the above model description, there will be two cases:

1. One of the known factors develops to an accident.
For example, assuming that a pipe has 10 conditions that can lead to the occur-

rence of cracks in the girth weld, the current girth weld has 9 known factors, and 
the existence of these 9 factors does not cause an accident. When one of these 9 
factors changes, it causes an accident. This factor may be an internal or external fac-
tor. It may be that the weld crack defect grows to the extent that it cannot carry the 
normal operating pressure of the pipeline, or it may be that the geological displace-
ment causes an increase in the external bending stress.

2. Unknown factors triggers to accident.
For example, among all the factors of the cause of the accident, the known 

factors of vulnerability did not change further, but the occurrence of unknown or 
missing triggers led to the accident. Supposing that a pipeline with 10 factors can 
cause cracks in the girth weld of a pipeline, the current girth weld has 9 factors 
condition, and if the tenth factor condition is met, such as the internal pressure 
rises due to misoperation as a trigger, an accident occurs.

Therefore, the probability of an accident is determined by the fragility factor 
that has the highest probability. When conducting risk management, you should 
focus on the most probable fragility factors, rather than assessing and managing 
every risk of the entire system.

When the triggering factor is timeless, traditional risk assessment may think 
that its risk is high, but its qualitative change from high-risk to accident may never 
happen, or it may happen at any time. Therefore, the probability that the trigger-
ing factor break determines the risk of the entire system, rather than judging and 
counting the risk based on experience, and more importantly, the fragility status 
determines the risk.

When the probability of fragility factors cannot be identified technically, it can 
be assumed that there are many existing fragility factors in the system. Once the 
conditions change, the probability of accident of both types is high. The “account-
ing rate” of factors corresponds to the probability of an accident.

Therefore, according to the accidental “tree-type” theory [5], it is assumed that 
the largest factor causing a certain type of pipeline accident is m, and the state is 
found to have k fragile factors. According to the occupation rate, the probability of 
occurrence of the accident is k/m.

Therefore, for a multi-factor i that may result in fragility, the fragility can be 
quantified using the following formula:

    F =  ∏  i    {    k _ m   }     (5)

In the formula, i is the number of risk factors that cause fragility, for pipeline that 
will be including the total number of corrosion, cracks, third-party damage, etc.
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Assume that there may be 10 factors that may cause cracking of girth welds in 
a pipeline, including the lake of fusion, crack, repair welding, dead ends’ welding, 
etc. Through the risk identification, it was found that the weld has seven fragile fac-
tors such as crack, but the assessment results indicate that the pipeline can continue 
to be serviced under the existing pressure and other conditions. The triggering 
factor may be the growth of crack, or it may be the eighth or ninth newly added 
fragility, such as the external load caused by geological displacement, overpressure 
by misoperation. Under fragility conditions that cannot be clearly determined, 
it is believed that the higher the F value, the easier the break. When internal and 
external environments change, accidents are more likely to occur. Comprehensive 
calculation of F-values and consequences can give the risk of the pipeline system.

According to the definition of anti-fragility:

   A  f   =  M  g   −  L  f    (6)

In the formula,   M  g    is the management improvement effect and   L  f    is the negative 
effect.

When the effect of management improvement is greater than the negative 
effect,   A  f    is positive; otherwise, it is negative.

For oil and gas pipelines, its integrity is defined as:

  I = 1 − F  (7)

where I is the integrity of the pipeline, that is, the physical state of the pipeline 
that meets the design and operational requirements.

Fragility describes the state of the pipeline system, which is only the physical 
state at a specific point in time. When the factor conditions change, the fragility 
will be changed. When conditions change independently of time, the fragility is 
also independent of time. Therefore, the fragility cannot be used to predict the 
probability of an accident. The likelihood of accidents is the degree of difficulty 
or likelihood of triggering. So the concept of fragility is different from that of the 
traditional pipeline accident.

In general, the ratio calculated from accident statistics is used as the probability 
of an accident, which is a calculation or statistic. Muhlbauer, in his newly published 
book in 2015, Pipeline Risk Assessment—The Definitive Approach and Its Role in 
Risk Management, believes that the most useful definition of probability is the level 
of trust [16], including engineering judgments, expert opinions, and potential risks 
that have been evaluated understanding of physical phenomena.

The traditional risk assessment is to use the experience and statistics of past 
accidents to predict the possibility of accidents occurring in the future, rather than 
describe the physical state of the system. This type of risk assessment method often 
fails to answer the question: “High-risk pipelines have not been involved in high-risk 
accidents for a long time,” which has seriously affected the degree of recognition and 
acceptance of risks by some public, engineers, and senior management personnel.

If we assess and describe the state of the system based on the fragility, we can 
more scientifically describe the system’s possible accidents, and more clearly reflect 
the process and possibility of the development of high-accident factors as accidents. 
If on this basis, combined with the consequences of accidents to comprehensively 
measure, it can reflect the state risk of the pipeline system, and the conditions and 
factors that lead to the establishment of an accident or risk will be clearer.

Fragility is not reliability. Reliability is generally an indicator for non-repairable 
systems. It is the ability to continuously provide normal use functions through 
parallel systems in the absence of faults or under fault conditions.
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According to Mohitpour et al.’s Pipeline Operation and Maintenance: A Practical 
Approach, the reliability of the pipe system is considered to be the degree of 
reliability of the media to be safely transported through pipes within a given time 
[17]. Some pipeline operators calculate the reliability of a pipeline by using the total 
amount of time that a pipeline can deliver a certain amount of medium without 
failure during a certain period of time. It can be seen that the reliability assessment 
is an assessment of the integrated system such as process and system status, and the 
fragility is only a key factor of reliability.

3. “Tree-type” model of accident cause theory

In areas such as the oil and gas industry and the construction industry, accidents 
such as leaks and explosions of oil and gas pipelines, and the collapse of buildings 
and bridges often occur with serious consequences. In the face of accidents, people 
are always thinking about the causes of accidents. This has led to the theory of acci-
dent causes and has become the theoretical basis for understanding accidents [18].

The accident-causing theory promoted the recognition of the objective world 
and reduced the harm of accidents to humans, which is a direct reflection of human 
technological progress. The occurrence of an accident, especially the occurrence 
of a casualty accident, is random and accidental. It is caused by many factors, and 
there are intricate and complex relationships among various factors. The theory of 
accident cause is to find out the inevitability of the accident from the random and 
accidental accident, understand the law of the accident, and eliminate the accident 
in the bud.

At present, the more-recognized causality theory focuses on the analysis of the 
unstable conditions under the conditions of accidents, ignoring its historical back-
ground and causing a great deal of information loss. For this reason, based on the 
analysis of numerous accidents, a new theory of accident causation was proposed, 
and the core content and new criteria for analyzing the causes of accidents were 
systematically presented. Then, an accident failure analysis method was proposed 
based on this theory include analysis process and logic analysis model in order to be 
able to improve the drawbacks of the traditional theory, improve the cognition of 
the cause of the accident.

Due to the limitation of professional technology, the “tree-type” accident 
cause theory proposed below is mainly aimed at oil and gas pipelines and building 
structure accidents, but it also has reference value for the analysis of accident causes 
in other area.

3.1 Traditional accident cause theory

Accident cause theory is the product of the development of productive forces to 
a certain stage, especially the change of production methods and the change of peo-
ple’s status in the production process, causing changes in people’s safety concepts, 
resulting in different accident cause theory. With the continuous improvement of 
the level of production technology and the deepening awareness of accidents, the 
accident cause theory has also been continuously improved and developed, and has 
gradually become an important theoretical basis for understanding the accident 
process and preventing accidents [19]. To sum up, it mainly experienced three 
historical periods of single factor cause theory, two-factor cause theory and system 
cause theory.

The accidental cause theory is gradually developed in the process of modern 
industrial development. In its development process, Adams’ accident causal chain 
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theory, trajectory intersection theory, human factor system theory and synthesis 
are the comprehensive theory. The difference in the core content of these theories 
reflects the continuous improvement of the depth of awareness of accidents. The 
theoretical analysis of comprehensive causes is the most scientific, and it compre-
hensively covers other theoretical contents.

The analysis of several current classical theory of cause of accidents has certain 
limitations and deficiencies. The core of the theory is mainly about insecure physical 
state of things and the unsafe behavior of people. Failed to grasp the true features and 
root causes of the accident. The effects of incentives on accidents were not taken into 
consideration, and the comprehensive role of multiple factors was not considered as 
the key to the accident. What is more important is that the comprehensive relation-
ship between accidents and all aspects of the entire life cycle and the environment 
is not taken into account, and the possibility of technical ambiguity is not taken into 
consideration. Therefore, the problem cannot be fundamentally explained.

The traditional accident cause theory believes that an accident is caused by the 
cross between the unsafe state of the object and the unsafe behavior of the person. 
Obviously, it describes only an idealized simple concept. This theory cannot explain 
the situation in which the two are crossed without accidents. At the same time, 
it cannot explain the situation where the two do not exist or do not cross, but the 
accident still occurs. For this reason, the cause of the accident cannot be really 
identified only by the crossing of the trajectory.

The use of traditional theories to analyze accidents can easily cause certain 
causes of omissions in many aspects. In particular, the underlying causes of analysis 
are prone to large deviations. For example, in the building structure and pipeline 
industry, the occurrence of accidents is affected by many factors. It is necessary 
to consider all aspects of the life cycle such as planning, design, construction, and 
operation. Often, the unsafe physical state of things and people’s unsafe behavior 
are not fundamental to the accident. The traditional cause theories, therefore, are 
not recommended as the core of the accident causal analysis.

3.2 “Tree-type” model of accident cause theory

Before discussing the causal theory of the “tree-type” pipeline accident pro-
posed in this paper, several basic definitions are discussed.

3.2.1 Definition

Root cause: it refers to the root cause of things or the most essential reason that 
causes things to change. It is the most important reason that plays a key role and 
determines the role of many things that cause things to change.

Indirect cause: it is a factor that cannot play a leading role. It only plays a role in 
the transfer.

The direct cause (usually also the inducement): it refers to the most direct 
promotion of the occurrence of things and the direct contact with the occur-
rence of accidents. It is the near-term surface expression that causes changes in 
the development of things. It does not go through intermediary or intermediary 
links. Generally, it is to analyze the closest factor in time relationship or logical 
relationship.

3.2.2 Fundamental arguments for the cause of the “tree-type” accident

The principle of inevitability: the occurrence of an accident is inevitable; there 
is no accident that occurs as contingency; only the probability is different. With the 
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increase in awareness of the causes of accidents, it can be seen that when certain 
conditions are met, accidents are inevitable and can be predicted and prevented.

Direct consequence: the direct consequence of an accident is structural failure, 
leakage or Destroyed of device etc. The failure includes failure of ontology func-
tion, failure of auxiliary facilities, etc., while the loss refers to the state of physical 
corrosion loss, structural protection loss, and other deviations from the original 
design requirements.

Indirect consequences: the indirect consequences of an accident are casualties, 
environmental pollution, or property damage.

Direct cause: if accidents occur due to inadequate or unfavorable changes in the 
natural environment, management (human), and nature (process, corrosion, and 
fatigue), this change can be considered as a direct and direct cause of the accident. 
Any factor may break the balance. There is no concept of quantity.

Indirect reasons: the insecure status of objects and human unsafe behaviors, and 
the factors that create the necessary conditions for accidents are indirect causes. 
The insecurity of things and the unsafe behavior of people should all be attributed 
to the management elements. It is just a direct manifestation of various kinds of 
missing in time coordinates, rather than the direct cause of the accident. It is an 
indirect cause. The intersection or non-intersection of the two may cause accidents, 
and the intersection between the two may not cause accidents. Whether or not the 
accident is affected by the amount of crossover, incentives, etc. Although accidents 
occur when the insecurity of things and people’s unsafe behaviors intersect, it does 
not mean that they are the root cause of the accident. The lack of deficiencies in 
each link of the entire life cycle or the inadequacy of reliability over time may add 
up to a certain extent, which may lead to accidents. If the absence of the latter link 
leads to the lack of the previous link, it may have a continuation effect. If the latter 
link corrects the lack of the previous link in a timely manner, the accident may be 
controlled in this link. There is no lack of a link itself cannot make up for the lack 
of upstream links, can only reduce the contribution rate to the accident. Designs or 
requirements based on a large number of preconditions and designs without loss of 
control are missing.

Quantification of indirect causes: the lack of various links (insecure state of 
matter, lack of management) varies according to external factors (administrative 
insecurity, natural environment, process change, etc.) under different conditions, 
and needs to be based on external conditions. Determine whether the absence will 
lead to an accident. Whether it is a single link or multiple links is the key to causing 
an accident. It is necessary to analyze the degree of lack of each single link, and the 
degree of influence of comprehensive factors and external incentives needs to be 
considered. The unsafe state of things and the unsafe behavior of human beings 
cannot be cut off, and it is impossible to eliminate them completely. It is also pos-
sible that the factors are considered to be in a state of safety and the accidents are 
caused by superposition.

Root causes: it refers to the nature and root causes of various factors. It is the 
system, mechanism, law, humanities, education, economy, standards, norms, 
management methods, assessment mechanism, and technical cognitive level that 
lead to the lack of the main body, lack of management, etc. The phenomenon 
is generated, which accumulates and develops into an accident. This is the root 
cause.

Quantification of root causes: different social factors, life cycle factors, and 
direct influence factors are the key to the possibility of an accident.

The unique characteristics of accidents: the types of accidents are different, and 
the number, distribution, severity, and external incentives of the links are different. 
It is necessary to perform logical analysis according to the actual situation.
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3.2.3 Logical model of the cause of “tree-type” accidents

The “tree-type” accident causation theory is based on the conditions of big 
data [6], combined with case analysis and verification, and proposes a new theory 
of accident causation. Its purpose is to grasp some potential laws of accidents are 
followed. The accidents that have occurred are tracked. The root causes and evolu-
tion of the accidents are studied and analyzed to understand the tendency and 
inherent laws of the accidents so as to find the potential or possibility of accidents 
in the future. Therefore, adopting corresponding measures to prevent or eliminate 
accidents and avoid “reproducing” accidents is a philosophy of accident-free [2].

According to the above arguments, the causes of accidents can be simulated 
using the logic of “tree-type” like the life of tree: accidents are just like a dead tree, 
broken branches, and other processes. When standards, norms, education, mecha-
nisms, and other fundamental issues are similar to bad soil environmental impacts, 
the health of the tree determines its basic nature. Design, construction, and other 
aspects will affect the strength and ability of the entire tree. The various production 
processes of operations are similar to the leaves of trees, and play a role and contribu-
tion to the whole in the sunlight of management. If problems arise in management, 
the entire process will be affected, causing the trees to wither or be blown off in the 
breeze. Process changes and changes in the elements of the natural environment are 
the external environments in which trees live. Just as seasonal changes and wind and 
rain are the external influences on the health of trees, they are the external environ-
ments that a healthy body should bear. The changes are the internal defects that 
lead to the development of accidents. It is the direct cause. Based on the above, the 
“tree-type” simulation was conducted for the pipeline industry as Figure 1.

3.2.4 Application analysis process of “tree birth” theory

The value mining of accidents is only the tip of the iceberg. A large amount of 
regular and valuable information has not been fully analyzed and identified, result-
ing in the loss of precious wealth. Under the conditions of big data, the awareness 
of accidents has changed and can be fully realized. Digging out the “long-tailed” 
factors that may cause accidents can also fully avoid the “survivors’ rule” [20].

The “tree-type” pipeline accident causation theory aims to reveal the relation-
ship and laws between accidents and life cycle influencing factors, so as to feed back 
to each stage of the life cycle and prevent the repetition of similar events. According 
to the principle proposed by the basic arguments of the “tree-type” accident cause 
theory, the causal analysis was carried out in order as Table 1.

The accident causation theory is the theoretical basis of the accident investiga-
tion When the accident investigation is conducted, data collection and analysis are 
performed according to the various factors and logic involved in the theory. So the 
pipeline big data era lets the full life cycle of “tree-type” theory to be operated. Under 
big data conditions, how to recognize pipeline accidents and risks gives a different 
point of view than traditional. The change of risk assessment under big data condi-
tions is inevitable. The prediction of pipe girth accident model based on big data and 
“tree-type” theory is only an application example, and its conclusion has shown that 
this analysis method gives more reasonable conclusions [2]. It is easier to identify the 
cause of the accident and give suggestions for management improvement.

This theory is also the theoretical basis for risk identification and assessment. 
Under the conditions of big data, by analyzing the key factors leading to accidents, 
and calculating the ratios of potential factors and causes, the possibility of accidents 
can be calculated and the key factor of the mitigation can be given. Based on this 
idea, a new and systematic risk assessment model can be constructed.
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3.3 Casing study

3.3.1 San Bruno pipeline rupture

On September, 2010, a gas pipeline operated by Pacific Gas and Electric 
Company (PG&E) ruptured under the suburb of San Bruno, California, USA. The 
rupture produced a crater about 72 feet long by 26 feet wide. The released natural 
gas ignited, resulting in a fire that destroyed 38 homes and damaged 70. Eight 
people were killed, many were injured, and many more were evacuated from the 
area [21]. Applying the tree-type theory to analyze the accident can more systemati-
cally identify the cause of the accident as Table 2.

3.3.2 Pipeline pigging stopping accident

A pigging stop occurred during a pigging operation for internal inspection 
of a pipeline: the first pig was parked at the elbow. After the analysis was per-
formed using traditional analysis methods, specific improvement measures were 

Figure 1. 
Tree-type simulation of pipeline accident cause theory.
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implemented, but after restarting the operation, a second card stop accident 
occurred and the pigs stopped at the “t” section. According to the traditional acci-
dent analysis method, the root cause of the first pig stopping accident was analyzed. 
The pig cup was cracked by a 1.5 D (D-pipe diameter) elbow, causing the pig to lose 
its power and stop. The existing management problem is that there is no careful 
analysis of pipeline data, and the information obtained does not match the facts. 
According to the results of this analysis, the operator shortened the pig to enable 
the pig to pass through the low-rate elbow. However, due to the shortened length, 
the pig was passing through the tee because the length of the three-way flower hole 
was greater than the length of the pig. The tube device drives the distance between 
the cups before and after, losing power, and stopping. According to the traditional 
accident analysis method, it is believed that the current stoppage is due to the pig-
ging device being too short. The reason for management is still that the pipe data is 
not carefully analyzed. The information obtained is inconsistent with the facts, and 
the management reason cannot be eliminated because of the history of the pipeline 
construction. As a result, the technology and management are not standardized 
during construction, and no comprehensive and accurate pipeline information can 
be obtained. If we continue to follow the traditional methods of accident analysis 
and treat similar problems, not only can we not really avoid the occurrence of acci-
dents, but we also think that there are problems in management that have a greater 
impact on managers. Therefore, we should not simply think that there are problems 
with management.

According to the “tree-type” causal analysis method, the occurrence of a branch 
similar to the breakage of a branch, the common cause of multiple breakage of 
different causes is the irregular growth of branches, self-elimination in the natural 
environment, which is basically the root soil, trunk, etc. There are hidden dangers 
caused by the growth of irregular branches.

The direct consequence is that the pigs are stuck in the pipeline, causing 
minor production impacts. Increasing the pig pushing operation is an indirect 

No. Steps Course analysis

1 The principle of 
inevitability

Define the inevitability principle of accident analysis and confirm that it 
is a small probability event or a single event.

2 Direct consequence Investigation to clarify the direct performance of the accident.

3 Indirect 
consequences

Investigate indirect performance and losses, such as casualties, property 
damage, etc.

4 Direct cause Analyze the direct cause and find out the factors that break the balance. 
There may be multiple factors.

5 Indirect cause Identify unsafe status of objects and unsafe behavior of people, analyze 
cross history and quantity, find data of full life cycle, analyze possible 
lacks of each link, and find indirect causes.

6 Quantification of 
indirect causes

Quantify the contribution of indirect causes to accidents.

7 Root causes The various factors of the whole life cycle link to find out the root cause.

8 Quantification of 
root causes

Quantify different social factors, life cycle factors, and direct influence 
factors.

9 The unique 
characteristics of 
accidents

Analyze the uniqueness of various types of accidents according to the 
differences among various factors of different accidents.

Table 1. 
Tree-type theory analysis process.
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No. Steps Course analysis Tree-type

1 The principle of 
inevitability

Define the inevitability principle of 
accident analysis and confirm that it 
is a small probability event or a single 
event.
The dichotomy of an accident should 
be considered when analyzing the 
causes and consequences.

2 Direct 
consequence

The rupture of the pipeline. Dead or broken of the tree.

3 Indirect 
consequences

Casualties and property losses. Broken tree brings other losses.

4 Direct cause A pressure increase stemming from 
poorly planned electrical work at the 
Milpitas Terminal.

Decayed tree trunk breaks under 
strong wind.

5 Indirect cause Inadequate quality assurance and 
quality control in 1956 during its Line 
132 relocation project, which allowed 
the installation of a substandard and 
poorly welded pipe section with a 
visible seam weld flaw that, over time 
grew to a critical size, causing the 
pipeline to rupture.

The soil on which the tree grows 
and the growth environment 
is poor, results in the lack of 
robustness of the tree.

6 Quantification of 
indirect causes

If you quantify the contribution 
of each link to the accident, 
construction may be the most 
important factor.

Just as the tree has decayed in 
its trunk during its growth, the 
decayed trunk has the largest 
contribution to the breakage of 
the tree.

7 Root causes It was inextricably linked with 
the social environment and 
technology limited at that time. 
Despite the fact that education, 
culture, and technology have been 
greatly improved over the past, 
there is no good technology of 
integrity management performance 
measurement lead weld defect grow 
to rupture.

The roots of the tree grow poorly 
in soil (social environment, 
culture, ideas, etc.) and lack 
of sunlight (laws, standards, 
regulations, etc.), causing them to 
grow into unhealthy and irregular 
trees such as rot. When the 
external environment changes, it 
is broken. The cause of the rot of 
its trunk is the root cause of the 
broken tree.

8 Quantification of 
root causes

In the pipeline’s life cycle, neglected 
construction quality, poor of 
integrity management plan and 
inspection during operations, and 
weak safety awareness are the reasons 
that inevitably lead to accidents and 
consequences are extremely serious. 
Quantify the contribution of each 
link to accidents, and the lack of 
safety awareness and supervision is 
the most important factor.

Quantitative analysis of the 
contribution of various aspects of 
the decay of the trunk, including 
soil problems, lack of sunlight and 
other factors.

9 The unique 
characteristics of 
accidents

There is only one San Bruno pipeline 
rupture accident in the world, but 
similar problems exist in other 
pipelines. The accident has its own 
unique cause, but it is also universal. 
Its occurrence is inevitable.

Table 2. 
Tree-type theory analysis process of San Bruno pipeline rupture.
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8 Quantification of 
root causes
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9 The unique 
characteristics of 
accidents

Analyze the uniqueness of various types of accidents according to the 
differences among various factors of different accidents.

Table 1. 
Tree-type theory analysis process.
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No. Steps Course analysis Tree-type

1 The principle of 
inevitability

Define the inevitability principle of 
accident analysis and confirm that it 
is a small probability event or a single 
event.
The dichotomy of an accident should 
be considered when analyzing the 
causes and consequences.

2 Direct 
consequence

The rupture of the pipeline. Dead or broken of the tree.

3 Indirect 
consequences

Casualties and property losses. Broken tree brings other losses.

4 Direct cause A pressure increase stemming from 
poorly planned electrical work at the 
Milpitas Terminal.

Decayed tree trunk breaks under 
strong wind.

5 Indirect cause Inadequate quality assurance and 
quality control in 1956 during its Line 
132 relocation project, which allowed 
the installation of a substandard and 
poorly welded pipe section with a 
visible seam weld flaw that, over time 
grew to a critical size, causing the 
pipeline to rupture.

The soil on which the tree grows 
and the growth environment 
is poor, results in the lack of 
robustness of the tree.

6 Quantification of 
indirect causes

If you quantify the contribution 
of each link to the accident, 
construction may be the most 
important factor.

Just as the tree has decayed in 
its trunk during its growth, the 
decayed trunk has the largest 
contribution to the breakage of 
the tree.

7 Root causes It was inextricably linked with 
the social environment and 
technology limited at that time. 
Despite the fact that education, 
culture, and technology have been 
greatly improved over the past, 
there is no good technology of 
integrity management performance 
measurement lead weld defect grow 
to rupture.

The roots of the tree grow poorly 
in soil (social environment, 
culture, ideas, etc.) and lack 
of sunlight (laws, standards, 
regulations, etc.), causing them to 
grow into unhealthy and irregular 
trees such as rot. When the 
external environment changes, it 
is broken. The cause of the rot of 
its trunk is the root cause of the 
broken tree.

8 Quantification of 
root causes

In the pipeline’s life cycle, neglected 
construction quality, poor of 
integrity management plan and 
inspection during operations, and 
weak safety awareness are the reasons 
that inevitably lead to accidents and 
consequences are extremely serious. 
Quantify the contribution of each 
link to accidents, and the lack of 
safety awareness and supervision is 
the most important factor.

Quantitative analysis of the 
contribution of various aspects of 
the decay of the trunk, including 
soil problems, lack of sunlight and 
other factors.

9 The unique 
characteristics of 
accidents

There is only one San Bruno pipeline 
rupture accident in the world, but 
similar problems exist in other 
pipelines. The accident has its own 
unique cause, but it is also universal. 
Its occurrence is inevitable.

Table 2. 
Tree-type theory analysis process of San Bruno pipeline rupture.
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consequence, similar to the breaking of the branches; the incentive is for the 
pigging effect, and the investment size is larger during the pigging process. The 
pig-cleaner exceeds the requirements that the pipeline can pass, just as the decaying 
branch naturally breaks due to an increase in its own weight when it grows up; the 
pipeline is in a state of such objects from construction to operation for a long time, 
but it cannot be simply defined as unsafe status.

The indirect reason for the first stop is that pigs are designed according to the 
passing capacity of 4 D, but the actual pipe elbows reach a minimum of 1.5 D. In the 
absence of a determination of the root cause, only the passing capacity of the pigs 
is improved. The length of the pig was shortened to enable it to pass through a 1.5 D 
elbow, but it stopped at the tee section again during the pigging process. The cause 
of this short pig stoppage was too low a ballast flow. The indirect reason was short 
of pig and the tee flower hole is too long, causing the pig to lose its power.

There are certain management problems in the two stops. Without the tee size 
data, there is no systematic assessment for it to be passable. However, the root cause 
of the management problem is that the pipeline data it is based on is inconsistent 
with the facts. It is a pipeline construction background such as the social environ-
ment, technical level, and standards that cause the irregular pipeline were the root 
causes of the stop.

The above case also show that the presence of elbows and tee features in the 
pipeline cannot simply be considered as an unsafe state of things, nor can pig-
ging operations is regarded as unsafe acts of people, but still a stuck pig accident 
occurred. Through the use of the “tree-type” theory, a systematic analysis of the 
factors that caused the pig stop and find out the root causes can recognize that the 
two pig stop accidents are caused by historical reasons, and there are deviations in 
the pipeline data on which management is based. Only by implementing pigging 
operations in accordance with the most stringent pipeline data, gradually reassess-
ing pipeline data, and making decisions based on real data, can effectively avoid the 
pig stoppage.

At the same time, in the principle of “tree-type” accidents, the understanding of 
“insecurity of things and unsafe behavior of people” is deepened, that is, both are 
variables that lead to accidents. When they appear crosswise, they may happen and 
also may not happen. Only by analyzing the historical background and conditions 
of the pipeline’s manufacturing, construction, etc., factors can the root cause of the 
accident to be identified. If the traditional accident analysis method is used, the root 
cause cannot be systematically and comprehensively analyzed, which may lead to 
the repetition of similar accidents.

The application of “tree-type” accident cause theory will raise the level of risk 
analysis and response at a higher level to mitigate risk and prevent accident. It is the 
key to the integrity management of oil and gas pipelines and building structures 
and technological progress, as well as the theoretical basis for achieving “preven-
tion” [22]. At the same time, this theory systematically gives the core content of 
the analysis of the accidents causes. It can be widely applied to the cognition of 
industrial accidents such as building structures and oil and gas pressure pipelines. It 
can also build risk assessment methods based on this theory and is a risk assessment 
technology in the future as a new research way [23].

4. Summary and conclusions

The occurrence of non-leakage accidents is the goal of pipeline operation. 
Research on accidents cause theory is the theoretical basis for accident prevention. 
A clear understanding of the nature of accidents is the basis for the analysis and 
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management of accidents and it will help to improve the technical level of manag-
ing oil and gas pipelines. The author’s research raises the following awareness to 
help prevent pipeline accidents:

1. The essential feature of an accident is the clear recognition of the basis of the 
accident. In the analysis of accidents, inevitability, deviation, and dichotomy 
are all characteristics that are easily overlooked or forgotten. Accidents and 
events are often confused. This article lists only part of the characteristics of 
the accident. There will be other features that will be recognized, observed, 
and accepted gradually in the future.

2. After an accident, whether it is a low probability or high probability accident, 
or the nature of a random accident, is the basis for determining whether the 
accident needs to be investigated and analyzed. Cognition of accident samples 
is the basis for improving accident awareness. The characterization of the 
accident as a small probability event or a universal problem is the basis for 
making accident investigations and accountability. Accurate characterization 
can avoid incorrect conclusions due to incorrect investigation and analysis, and 
affect management improvement.

3. The quantitative description of an accident is different from the current 
traditional method of recording accident descriptions, and it is the theoreti-
cal basis for improving accident analysis and cognition. The concepts such as 
fragility are used to quantify the accident probability, and the differences from 
traditional risk assessment techniques are analyzed. This not only improves the 
level of awareness of accidents, but also has a certain guiding role in improving 
the direction of risk assessment techniques.

4. The author proposes to describe the possibility of system accidents with fragil-
ity, anti-fragility and integrity. This is the first time that the logical relationship 
and mathematical description of the accident analysis have been given, and 
it is believed that the fragility description is superior to the traditional risk 
assessment and can better reflect the system status and identify the key factors 
leading to the accident.

5. Traditional accident cause theory makes people pay more attention to the 
insecure state of the object and the unsafe behavior of the person, and treats 
the directly presented problem as a root cause. The “tree-type” accident cause 
theory gives a systematic analysis of the logic, ideas and methods of accident 
analysis. It is a comprehensive analysis of various factors, which helps to 
find the causes of accidents, and distinguishes between the direct causes and 
indirect causes are an effective supplement to the theory of accident causes.

Using the “tree-type” accident causality theory analysis method, it is easier to 
understand the logical relationship and process of the analysis of the causality of 
accidents. Based on the principles and processes proposed by the “tree-type” accident 
causation theory, the use of simulated logical relationships can be clearly understood 
the causes of accidents and avoid take indirect causes as root causes. The factors that 
lead to the accident, the logical relationship, and the contribution to the tree breakage 
that are analyzed using this method can fully identify the risk of the accident and how 
to control the risk, so as to effectively prevent it.

This chapter discusses that the cause of accident is an older and traditional 
research topic. The causes of accident and description methods of features, etc., are 
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consequence, similar to the breaking of the branches; the incentive is for the 
pigging effect, and the investment size is larger during the pigging process. The 
pig-cleaner exceeds the requirements that the pipeline can pass, just as the decaying 
branch naturally breaks due to an increase in its own weight when it grows up; the 
pipeline is in a state of such objects from construction to operation for a long time, 
but it cannot be simply defined as unsafe status.

The indirect reason for the first stop is that pigs are designed according to the 
passing capacity of 4 D, but the actual pipe elbows reach a minimum of 1.5 D. In the 
absence of a determination of the root cause, only the passing capacity of the pigs 
is improved. The length of the pig was shortened to enable it to pass through a 1.5 D 
elbow, but it stopped at the tee section again during the pigging process. The cause 
of this short pig stoppage was too low a ballast flow. The indirect reason was short 
of pig and the tee flower hole is too long, causing the pig to lose its power.

There are certain management problems in the two stops. Without the tee size 
data, there is no systematic assessment for it to be passable. However, the root cause 
of the management problem is that the pipeline data it is based on is inconsistent 
with the facts. It is a pipeline construction background such as the social environ-
ment, technical level, and standards that cause the irregular pipeline were the root 
causes of the stop.

The above case also show that the presence of elbows and tee features in the 
pipeline cannot simply be considered as an unsafe state of things, nor can pig-
ging operations is regarded as unsafe acts of people, but still a stuck pig accident 
occurred. Through the use of the “tree-type” theory, a systematic analysis of the 
factors that caused the pig stop and find out the root causes can recognize that the 
two pig stop accidents are caused by historical reasons, and there are deviations in 
the pipeline data on which management is based. Only by implementing pigging 
operations in accordance with the most stringent pipeline data, gradually reassess-
ing pipeline data, and making decisions based on real data, can effectively avoid the 
pig stoppage.

At the same time, in the principle of “tree-type” accidents, the understanding of 
“insecurity of things and unsafe behavior of people” is deepened, that is, both are 
variables that lead to accidents. When they appear crosswise, they may happen and 
also may not happen. Only by analyzing the historical background and conditions 
of the pipeline’s manufacturing, construction, etc., factors can the root cause of the 
accident to be identified. If the traditional accident analysis method is used, the root 
cause cannot be systematically and comprehensively analyzed, which may lead to 
the repetition of similar accidents.

The application of “tree-type” accident cause theory will raise the level of risk 
analysis and response at a higher level to mitigate risk and prevent accident. It is the 
key to the integrity management of oil and gas pipelines and building structures 
and technological progress, as well as the theoretical basis for achieving “preven-
tion” [22]. At the same time, this theory systematically gives the core content of 
the analysis of the accidents causes. It can be widely applied to the cognition of 
industrial accidents such as building structures and oil and gas pressure pipelines. It 
can also build risk assessment methods based on this theory and is a risk assessment 
technology in the future as a new research way [23].

4. Summary and conclusions

The occurrence of non-leakage accidents is the goal of pipeline operation. 
Research on accidents cause theory is the theoretical basis for accident prevention. 
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management of accidents and it will help to improve the technical level of manag-
ing oil and gas pipelines. The author’s research raises the following awareness to 
help prevent pipeline accidents:

1. The essential feature of an accident is the clear recognition of the basis of the 
accident. In the analysis of accidents, inevitability, deviation, and dichotomy 
are all characteristics that are easily overlooked or forgotten. Accidents and 
events are often confused. This article lists only part of the characteristics of 
the accident. There will be other features that will be recognized, observed, 
and accepted gradually in the future.

2. After an accident, whether it is a low probability or high probability accident, 
or the nature of a random accident, is the basis for determining whether the 
accident needs to be investigated and analyzed. Cognition of accident samples 
is the basis for improving accident awareness. The characterization of the 
accident as a small probability event or a universal problem is the basis for 
making accident investigations and accountability. Accurate characterization 
can avoid incorrect conclusions due to incorrect investigation and analysis, and 
affect management improvement.

3. The quantitative description of an accident is different from the current 
traditional method of recording accident descriptions, and it is the theoreti-
cal basis for improving accident analysis and cognition. The concepts such as 
fragility are used to quantify the accident probability, and the differences from 
traditional risk assessment techniques are analyzed. This not only improves the 
level of awareness of accidents, but also has a certain guiding role in improving 
the direction of risk assessment techniques.

4. The author proposes to describe the possibility of system accidents with fragil-
ity, anti-fragility and integrity. This is the first time that the logical relationship 
and mathematical description of the accident analysis have been given, and 
it is believed that the fragility description is superior to the traditional risk 
assessment and can better reflect the system status and identify the key factors 
leading to the accident.

5. Traditional accident cause theory makes people pay more attention to the 
insecure state of the object and the unsafe behavior of the person, and treats 
the directly presented problem as a root cause. The “tree-type” accident cause 
theory gives a systematic analysis of the logic, ideas and methods of accident 
analysis. It is a comprehensive analysis of various factors, which helps to 
find the causes of accidents, and distinguishes between the direct causes and 
indirect causes are an effective supplement to the theory of accident causes.

Using the “tree-type” accident causality theory analysis method, it is easier to 
understand the logical relationship and process of the analysis of the causality of 
accidents. Based on the principles and processes proposed by the “tree-type” accident 
causation theory, the use of simulated logical relationships can be clearly understood 
the causes of accidents and avoid take indirect causes as root causes. The factors that 
lead to the accident, the logical relationship, and the contribution to the tree breakage 
that are analyzed using this method can fully identify the risk of the accident and how 
to control the risk, so as to effectively prevent it.

This chapter discusses that the cause of accident is an older and traditional 
research topic. The causes of accident and description methods of features, etc., are 
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not the hot topics in recent years. However, the cause of the accident is the theoreti-
cal basis for pipeline integrity management. As the author discusses in the book 
“Research and Practice on Pipeline Integrity Management in the Eastern Pipeline 
Network” [3], the core of pipeline integrity management is accident prevention, 
so what is the accident, what causes accidents, and why accidents and other issues 
are the core of research and promotion of pipeline integrity technology. Only by 
clearly knowing the causes of accidents can we identify potential risks and assess 
their vulnerability. Therefore, the study of the theory of accidental causes is the 
theoretical basis for improving the integrity of pipelines. It is recommended that in-
depth study be conducted. The consequences of pipeline accidents are great harm 
to environments and safety. With the large-scale application of high-pressure and 
high-grade steels pipe, scientific accident cause theories are needed to support and 
identify the causes of various accidents under new material and new process condi-
tions. Protect and assessments the fragile of pipeline to address urgent pipeline 
operation needs.

In the future, it is necessary to continue to study the characteristics of accidents 
and improve the theory of accident causes. It will be a longer-term task to study how 
to use system fragility assessment instead of risk assessment based on big data. At 
present, the recognition of accident features, the causation theory, and the vulner-
ability assessment system based on big data are still incomplete, and its need to be 
improved. However, with the accumulation of big data, new methods such as quan-
titative accidents based on the use of fragility are available. These new technologies 
will be recognized and developed.
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Chapter 3

Stress Corrosion Cracking
Damages
Alireza Khalifeh

Abstract

Stress corrosion cracking (SCC) is the formation and growth of crack through
materials subjected to tensile stress and a specific corrosive medium. It can lead to
unexpected sudden failure of normally ductile metals. Metal-environment combi-
nations susceptible to cracking are specific. This means that all environments do not
cause SCC on all of the alloys. Additionally, the environments that cause this kind of
cracking have little corrosion effect on the alloy in normal conditions. In certain
states, unwanted environmental and metallurgical changes have occurred and pro-
vide the metal-environment combination sensitive to SCC. The SCC sites on the
metal surfaces may not be visible by visual inspection, while metal parts are being
filled with microscopic cracks. These invisible cracks progress rapidly and lead the
component and structures to catastrophic failures. In this chapter, the incidence of
SCC on important industrial alloys from the chemical, metallurgical, and mechani-
cal point of view is discussed.

Keywords: stress corrosion cracking, environments, materials, mechanisms,
fracture mechanic

1. Introduction

Stress corrosion cracking (SCC) in chemical, petrochemical, and power plant
industries is an insidious form of corrosion, which causes a lot of financial losses and
human damages [1–5]. This phenomenon is associated with a combination of tensile
stress, environment, and some metallurgical conditions as described in Figure 1.

During stress corrosion cracking, the metal or alloy is virtually unattacked over
most of its surface, while fine and branch cracks progress through the bulk of
material [6]. It is shown in Figure 2. This cracking phenomenon has serious conse-
quences since it can occur under stresses much lower than design stresses and lead
the equipment and structures to premature failures [7–11].

Stress corrosion cracking starts from corrosion sites at the material surfaces and
progresses into a brittle manner. The process of cracking is not strictly a mechanical
process, as the corrosivity of the environment strongly affects the fracture mode.
Both intergranular and transgranular stress corrosion cracking are observed.
Intergranular cracking proceeds along grain boundaries, while transgranular crack-
ing advances without apparent preference for boundaries [12]. An example of stress
corrosion cracking in which the crack has progressed in both intergranular and
transgranular paths is shown in Figure 3. The development mode of cracking
depends on the composition and microstructure of the material and environment.
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Chapter 3

Stress Corrosion Cracking
Damages
Alireza Khalifeh

Abstract

Stress corrosion cracking (SCC) is the formation and growth of crack through
materials subjected to tensile stress and a specific corrosive medium. It can lead to
unexpected sudden failure of normally ductile metals. Metal-environment combi-
nations susceptible to cracking are specific. This means that all environments do not
cause SCC on all of the alloys. Additionally, the environments that cause this kind of
cracking have little corrosion effect on the alloy in normal conditions. In certain
states, unwanted environmental and metallurgical changes have occurred and pro-
vide the metal-environment combination sensitive to SCC. The SCC sites on the
metal surfaces may not be visible by visual inspection, while metal parts are being
filled with microscopic cracks. These invisible cracks progress rapidly and lead the
component and structures to catastrophic failures. In this chapter, the incidence of
SCC on important industrial alloys from the chemical, metallurgical, and mechani-
cal point of view is discussed.

Keywords: stress corrosion cracking, environments, materials, mechanisms,
fracture mechanic

1. Introduction

Stress corrosion cracking (SCC) in chemical, petrochemical, and power plant
industries is an insidious form of corrosion, which causes a lot of financial losses and
human damages [1–5]. This phenomenon is associated with a combination of tensile
stress, environment, and some metallurgical conditions as described in Figure 1.
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most of its surface, while fine and branch cracks progress through the bulk of
material [6]. It is shown in Figure 2. This cracking phenomenon has serious conse-
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transgranular paths is shown in Figure 3. The development mode of cracking
depends on the composition and microstructure of the material and environment.

25



In this chapter, the conditions for the occurrence of SCC are first introduced.
Then, the stress corrosion cracking mechanism for various materials in conditions
that are susceptible is discussed in detail. The design of industrial structures and
components is usually based on tensile properties, which have many disadvantages.
So, the science of fracture mechanics applies in the situations prone to SCC because
of the inevitability of manufacturing and service defects in materials and for con-
sidering the role of such imperfections. Methods of prevention based on corrosion
science and empirical data are presented. Finally, practical examples are given to
better understand the issue.

2. Requirements for SCC

Not all metal-environment combinations are susceptible to cracking. In other
words, the environment for occurrences of SCC for each metal or alloys is specific.
Also, the resources of stress for each case of failure may be different.

Figure 1.
The essential requirements for SCC.

Figure 2.
Crack development in carbon steel exposed to nitrate solution.
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2.1 Materials

2.1.1 Stainless steels

Austenitic stainless steels suffer from SCC in chlorides, caustic, and polythionic
acid. When austenitic stainless steels with sufficient carbon content (more than
0.03 wt.%) are heated in the range of 415–850°C, their microstructure becomes
susceptible to precipitation of chromium carbides (M23C6) along grain boundaries
known as sensitization [9, 12, 13]. Formation of Cr-rich carbides along grain
boundaries may drastically deplete free chromium content in the area adjacent to
the grain boundaries and render them susceptible to rapid preferential dissolution.
Sensitized steels are most susceptible; the stress corrosion cracking of nonsensitized
steels is also observed [14, 15]. Dissolution of grain boundaries in some corrosive
environments aside from tensile stress led these types of materials to SCC.

2.1.2 Copper and copper alloys

Seasonal cracking of brass in the rainy season in an ammoniacal environment is
another classical example of SCC. This was first identified on the brass cartridge
used by the British Army in India. Since it is usually identified during the rainy
season, it is also called seasonal cracking [12]. Alpha brass is an alloy of Cu-Zn. It
can crack either intergranularly or transgranularly in nontarnishing ammonia solu-
tions, depending on its zinc content [16–18]. Transgranular stress corrosion crack-
ing, TGSCC, is observed in alloys with 20 or 30% Zn but not in alloys with 0.5 or
10% Zn [19, 20]. Stress corrosion cracking of Cu-Zn and Cu-A1 alloys in cuprous
ammonia solutions can only occur when the parting limits for dealloying are

Figure 3.
Intergranular and transgranular stress corrosion cracking of the AISI 316L stainless steel at polythionic acid
environment [8].
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exceeded. The parting limits are about 14 and 18 a/o for Cu-A1 and Cu-Zn, respec-
tively [21]. Cu-A1 and Cu-Ga alloys have shown similar behaviors [19, 22].

2.1.3 Aluminum and aluminum alloys

Aluminum and all its alloys can fail by cracking along grain boundaries when
simultaneously exposed to specific environments and stresses of sufficient magnitude
[23, 24]. Of eight series of aluminum alloys, 2xxx, 5xxx, and 7xxx aluminum alloys
are susceptible to SCC. Among them, 7xxx series aluminum alloys have a specific
application in aerospace, military, and structural industries due to superior mechan-
ical properties. In these high-strength 7xxx aluminum alloys, SCC plays a vital factor
of consideration, as these failures are catastrophic during the service [25].

2.1.4 Carbon steels

Carbon and low alloy steels have shown SCC in a wide range of environments
that tend to form a protective passive or oxide film [26–30]. The environments that
would passivate carbon steels have been found to cause SCC, including strong
caustic solutions, phosphates, nitrates, carbonates, ethanol, and high-temperature
water. The problems are important for both economic and safety reasons, due to the
extensive use of carbon steels [31]. For example, nitrate cracking in an ammonium
nitrate plant caused by catastrophic failures and a lot of financial losses. Caustic
cracking of steam-generating boilers made of low alloy steels was a serious problem,
which led an ammonia plant to repeated emergency shutdowns.

2.1.5 Titanium alloys

Stress corrosion cracking may be a problem whenever certain high-strength
titanium alloys are exposed to aqueous and certain solvent environments [32–36].
For the first time, SCC of titanium was reported by Kiefer and Harple who describe
the cracking phenomena with commercially pure titanium in red fuming nitric acid
[37]. Hot salt cracking of titanium alloys was reported in turbine blades that operate
at high temperature in the mid-1950s. The subject became very active in the early
1960s because of the SCC problem connected to these alloys in a transportation
program [38].The first known report of stress corrosion cracking of titanium alloys
in room temperature aqueous environments was that of Brown. He found that
titanium alloys, 8% aluminum–1% molybdenum–1% vanadium alloy (Ti, 8–1–1),
were susceptible to SCC in seawater [38].

2.2 Environments

Another requirement for SCC to occur is a corrosive environment. The environ-
ments for SCC are specific because not all environments promote SCC. For those
alloys that develop a protective film, an aggressive ion is required to promote SCC.
The aggressive media to passive layer of stainless steels are chlorides, caustic, and
polythionic acid. The austenitic stainless steel series 300 is more susceptible in an
environment containing chlorides. Chlorides will not cause SCC unless an aqueous
phase is present. It appears that stress corrosion cracking in austenitic stainless
steels in the presence of chlorides proceeds transgranularly and usually occurs at
temperature above 70°C [39, 40]. Cases of SCC due to chlorides have been experi-
enced at ambient temperatures on parts that were subjected to heavy machining
[41, 42]. Caustic embrittlement or stress corrosion cracking in caustic environment
is another serious problem in austenitic stainless steels and causes many explosions
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and other types of failures in steam boiler and super heater components [9, 43–45].
Caustic cracking failures frequently originate in a welding area, which is
intergranular, and a very concentrated caustic solution is usually necessary [40].
Polythionic acid is another environment, which causes SCC in austenitic stainless
steels. Sulfur in feed gas in chemical and petrochemical plants led to formation of
polythionic acid (H2SxO6, x = 2–5), which aside from moisture also induced
intergranular stress corrosion cracking in austenitic stainless steels [46, 47]. Well-
known specific environments for the stress corrosion cracking in Al alloys include
water vapor, aqueous solutions, organic liquids, and liquid metals [48]. The SCC of
Ti alloys in aqueous chloride and methanolic chloride environments at ambient
temperatures has been widely reported [49]. The summary of environments that
cause SCC in mostly used alloys is presented in Table 1.

2.3 Stress

The stress in the form of tensile (not compressive) plays a key role in the SCC
fracture processes. In fact, SCC would never have occurred in the absence of stress.
The required tensile stresses may be in the form of directly applied stresses, ther-
mal, in the form of residual stresses, or a combination of all [8, 50]:

σ ¼ σapplied þ σthermal þ σresidual (1)

For SCC to occur alone by applied stress, it must have a very high magnitude.
The welding and mechanical residual stresses are the main sources of stress attrib-
uted to the stress corrosion cracking. The welding residual stress is produced as a
result of nonuniform temperature changes during welding operation and can be
calculated from thermal strain vectors.

The thermal strain vector, Δεth, is formulated by a temperature-dependent
differential expansion coefficient (°/c) as follows [2]:

Δεth
� � ¼ α½ �ΔT (2)

in which Δεth is the variation of strain, α is the thermal expansion of material,
and ΔT is the temperature change.

The operational thermal stress can also be calculated from Eq. 2. Mechanical
workings such as cold deformation and forming, machining, and grinding are the
other sources, which introduce residual stresses [8, 51].

3. Stress corrosion cracking mechanism

Extensive investigations have been devoted to find mechanisms of SCC for
different materials and environments. An SCC failure illustrates the combined
effects of mechanical, physical, and chemical/electrochemical factors causing the
separation of metal bonds at the crack tip, thereby advancing the crack. Three
mechanisms for SCC have been proposed through the investigations [52]:

3.1 Pre-existing active path mechanism

This model supposes that there are pre-existing paths in an alloy that is suscep-
tible to anodic dissolution. Because of precipitation or solute segregation of impuri-
ties like sulfur, phosphorus, and chromium carbides, the electrochemical properties
of the matrix and segregates are changed. The area adjacent to the grain boundaries
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is depleted from one or more alloying elements, and so under such conditions,
localized galvanic cells are created (Figure 4). Since precipitation or segregation is
generally anodic to the matrix of the grains, dissolution under an anodic reaction
occurs and provides active path for localized corrosions [53]. Also, the removal of
the protective film at the pre-existing crack tips by plastic deformation would
facilitate the onset of localized corrosion.

Metal Environment

Al alloys NaCl-H2O2 solutions

NaCl solutions

Seawater

Copper alloys Ammonia vapor and solutions

Amines

Water or water vapor

Gold alloys FeCl3 solutions

Acetic acid-salt solutions

Inconel Caustic soda solutions

Lead Lead acetate solutions

Magnesium alloys NaCl-Na2CrO4 solutions

Rural and coastal atmospheres

Seawater

Distilled water

Nickel Fused caustic soda

Steels NaOH solutions

NaOH-Na2SiO4 solutions

Calcium, ammonium, and sodium nitrite solutions

Mixed acids (H2SO4-HNO3)

Acidic H2S solutions

Seawater

Carbonate-bicarbonate solutions

Stainless steels Acidic chloride solutions

NaCl-H2O2 solutions

Seawater

H2S

NaOH-H2S solutions

Condensing steam from chloride waters

Titanium alloys Red fuming nitric acid

Seawater

Methanol-HCl

Source: Craig and Lane [54].

Table 1.
Summary of some environments caused by SCC on different alloys.
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3.2 Strain-generated active path mechanisms

This mechanism has been extensively studied in stress corrosion cracking of
alpha brass in ammoniacal environment and also proposed for caustic cracking of
boiler steel. The model is based on the idea of a strain-induced rupture of the
protective film, and so plastic strains play a main role in failure processes [52, 55].
The theory assumes the existence of a passivation film on a metal surface. The
passivation film protects the underlying metal against corrosive agents. The passiv-
ation film is ruptured by plastic strain due to mechanical workings. After the film is
ruptured, the bare metal is exposed to the corrosive environment. The processes of
disruptive strain (disruption of protective film) and film formation (due to
repassivation) have occurred and alternate with each other. The crack propagates
when the rate of rupture of oxide film is higher than the rate of repassivation of the
film [52]. The mechanism is shown in Figure 5.

3.3 Adsorption-related phenomenon

This model is based on the effects of environmental species on interatomic bond
strength. The theoretical fracture stress required to separate two layers of atoms of
spacing b is given by [56].

Figure 4.
Galvanic cell mechanism [52].

Figure 5.
Strain-generated active path mechanisms. (A) Film rupture model and (B) slip-step dissolution model [52].

31

Stress Corrosion Cracking Damages
DOI: http://dx.doi.org/10.5772/intechopen.80826



is depleted from one or more alloying elements, and so under such conditions,
localized galvanic cells are created (Figure 4). Since precipitation or segregation is
generally anodic to the matrix of the grains, dissolution under an anodic reaction
occurs and provides active path for localized corrosions [53]. Also, the removal of
the protective film at the pre-existing crack tips by plastic deformation would
facilitate the onset of localized corrosion.

Metal Environment

Al alloys NaCl-H2O2 solutions

NaCl solutions

Seawater

Copper alloys Ammonia vapor and solutions

Amines

Water or water vapor

Gold alloys FeCl3 solutions

Acetic acid-salt solutions

Inconel Caustic soda solutions

Lead Lead acetate solutions

Magnesium alloys NaCl-Na2CrO4 solutions

Rural and coastal atmospheres

Seawater

Distilled water

Nickel Fused caustic soda

Steels NaOH solutions

NaOH-Na2SiO4 solutions

Calcium, ammonium, and sodium nitrite solutions

Mixed acids (H2SO4-HNO3)

Acidic H2S solutions

Seawater

Carbonate-bicarbonate solutions

Stainless steels Acidic chloride solutions

NaCl-H2O2 solutions

Seawater

H2S

NaOH-H2S solutions

Condensing steam from chloride waters

Titanium alloys Red fuming nitric acid

Seawater

Methanol-HCl

Source: Craig and Lane [54].

Table 1.
Summary of some environments caused by SCC on different alloys.

30

Failure Analysis

3.2 Strain-generated active path mechanisms

This mechanism has been extensively studied in stress corrosion cracking of
alpha brass in ammoniacal environment and also proposed for caustic cracking of
boiler steel. The model is based on the idea of a strain-induced rupture of the
protective film, and so plastic strains play a main role in failure processes [52, 55].
The theory assumes the existence of a passivation film on a metal surface. The
passivation film protects the underlying metal against corrosive agents. The passiv-
ation film is ruptured by plastic strain due to mechanical workings. After the film is
ruptured, the bare metal is exposed to the corrosive environment. The processes of
disruptive strain (disruption of protective film) and film formation (due to
repassivation) have occurred and alternate with each other. The crack propagates
when the rate of rupture of oxide film is higher than the rate of repassivation of the
film [52]. The mechanism is shown in Figure 5.

3.3 Adsorption-related phenomenon

This model is based on the effects of environmental species on interatomic bond
strength. The theoretical fracture stress required to separate two layers of atoms of
spacing b is given by [56].

Figure 4.
Galvanic cell mechanism [52].

Figure 5.
Strain-generated active path mechanisms. (A) Film rupture model and (B) slip-step dissolution model [52].

31

Stress Corrosion Cracking Damages
DOI: http://dx.doi.org/10.5772/intechopen.80826



σf ¼ Eγs
b

� �1=2

(3)

where E is the Young modulus, γ is the surface energy, and b is the spacing
between atoms.

This theory implies that if surface energy is reduced, then σf will also be
reduced. In corrosive environments, aggressive agents are present and they are
absorbed at the crack tips, the surface energy is effectively lowered, and fracture
takes place in stress much lower than design stress [52].

4. Application of fracture mechanics

The design of steel structure and component based on tensile properties has
many disadvantages that do not take into account the role of imperfections. Frac-
ture mechanic introduces another material characteristic, namely, fracture tough-
ness, KIC, which considered the role of cracks and imperfection in the form of
cracks in designs. In its simplest form [57].

KIC ¼ σ
ffiffiffiffiffiffi
πa

p
(4)

where σ is the design stress and a is the size of an existing crack.
According to this equation, fracture occurs when stress intensity factor, Kt, on

the crack tip is equal to KIC. This applies for the propagation of cracks due to
mechanical loadings. For the structure parts exposed to corrosive environments, the
situation is quietly different. The corrosive agents caused a significant drop in the
load capacity and the fracture toughness of the metals. This is typically shown in
Figure 6. As outlined in the diagram, designs of structures in the corrosive envi-
ronment based on KIc led the component to failure in a short period of time.
Therefore, in these situations, KIc should be replaced with KIscc, which is the
threshold value for SCC [12]. This means that in the corrosive environment, the
load capacity must be significantly lower than the clean environments. The use of
fracture mechanics for high-strength low alloy steels is responsive, but for austen-
itic steels with branch cracks, the subject should be treated with caution [12].

Figure 6.
Effects of corrosive environment on fracture toughness [12].
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5. Prevention

Since the exact mechanism of SCC has not been completely understood,
prevention methods are either general or empirical in nature. Appropriate strategy
should be done in order to minimize this problem to ensure not only the safety of
human life but also the safety of cost. The following general methods are
recommended to overcome the SCC problems [12, 52, 58, 59]:

a. Lowering the tensile stress in the welded component using post weld heat
treatment. The post weld heat treatment reduced or eliminated residual stress
on surface and through the bulk of material. Plan and low alloy steels may be a
stress relief at 1100–1200°F. The range of residual stress relief temperature for
austenitic stainless steels is from 1500 to 1700°F. Reduction of tensile stresses
by shot peening is also recommended. Shot peening introduces surface
compressive stresses.

b.Eliminating aggressive agents from the environment by, for example,
degasification, demineralization, or distillation.

c. Changing the alloy is one possible solution if neither the environment
nor stress can be changed. For example, it is a common practice to use
Inconel (raising the nickel content) when typ. 304 stainless steel is not
satisfactory.

d.Applying cathodic protection: impressed current cathodic protection system
has been successfully used to prevent SCC of steels.

e. Adding inhibitors to the system if feasible: high concentrations of phosphate
have been successfully used.

f. Coatings are sometimes used, and they depend on keeping the environment
away from the metal.

6. Failure case studies

6.1 Case 1: stress corrosion cracking of a circulation water heater tube sheet [8]

After only 3 years’ service of a circulation water heater (heat exchanger), it has
been shown to sever leakage and has led a methanol plant to emergency shutdown.
An on-site investigation revealed extensive cracking initiated at weld area and
through the tube sheet holes as it is shown in Figure 7.

6.1.1 Material and environment

The circulation water heater is a vertical U-type heat exchanger made of
austenitic stainless steels. The equipment used to decline reforms gas temperature in a
methanol plant. The hot reformed gas at approximately 385°C entered the tubes and
is cooled down to 168°C by exchanging the heat with processed water in the shell. The
gases that flow through the tubes are mainly CO2, CO, H2, CH4, and N2 and at a
pressure of 3.9 MPa. At the shell cooling process, water flows with about 6 MPa
pressure.
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takes place in stress much lower than design stress [52].

4. Application of fracture mechanics

The design of steel structure and component based on tensile properties has
many disadvantages that do not take into account the role of imperfections. Frac-
ture mechanic introduces another material characteristic, namely, fracture tough-
ness, KIC, which considered the role of cracks and imperfection in the form of
cracks in designs. In its simplest form [57].

KIC ¼ σ
ffiffiffiffiffiffi
πa

p
(4)

where σ is the design stress and a is the size of an existing crack.
According to this equation, fracture occurs when stress intensity factor, Kt, on

the crack tip is equal to KIC. This applies for the propagation of cracks due to
mechanical loadings. For the structure parts exposed to corrosive environments, the
situation is quietly different. The corrosive agents caused a significant drop in the
load capacity and the fracture toughness of the metals. This is typically shown in
Figure 6. As outlined in the diagram, designs of structures in the corrosive envi-
ronment based on KIc led the component to failure in a short period of time.
Therefore, in these situations, KIc should be replaced with KIscc, which is the
threshold value for SCC [12]. This means that in the corrosive environment, the
load capacity must be significantly lower than the clean environments. The use of
fracture mechanics for high-strength low alloy steels is responsive, but for austen-
itic steels with branch cracks, the subject should be treated with caution [12].

Figure 6.
Effects of corrosive environment on fracture toughness [12].
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5. Prevention

Since the exact mechanism of SCC has not been completely understood,
prevention methods are either general or empirical in nature. Appropriate strategy
should be done in order to minimize this problem to ensure not only the safety of
human life but also the safety of cost. The following general methods are
recommended to overcome the SCC problems [12, 52, 58, 59]:

a. Lowering the tensile stress in the welded component using post weld heat
treatment. The post weld heat treatment reduced or eliminated residual stress
on surface and through the bulk of material. Plan and low alloy steels may be a
stress relief at 1100–1200°F. The range of residual stress relief temperature for
austenitic stainless steels is from 1500 to 1700°F. Reduction of tensile stresses
by shot peening is also recommended. Shot peening introduces surface
compressive stresses.

b.Eliminating aggressive agents from the environment by, for example,
degasification, demineralization, or distillation.

c. Changing the alloy is one possible solution if neither the environment
nor stress can be changed. For example, it is a common practice to use
Inconel (raising the nickel content) when typ. 304 stainless steel is not
satisfactory.

d.Applying cathodic protection: impressed current cathodic protection system
has been successfully used to prevent SCC of steels.

e. Adding inhibitors to the system if feasible: high concentrations of phosphate
have been successfully used.

f. Coatings are sometimes used, and they depend on keeping the environment
away from the metal.

6. Failure case studies

6.1 Case 1: stress corrosion cracking of a circulation water heater tube sheet [8]

After only 3 years’ service of a circulation water heater (heat exchanger), it has
been shown to sever leakage and has led a methanol plant to emergency shutdown.
An on-site investigation revealed extensive cracking initiated at weld area and
through the tube sheet holes as it is shown in Figure 7.

6.1.1 Material and environment

The circulation water heater is a vertical U-type heat exchanger made of
austenitic stainless steels. The equipment used to decline reforms gas temperature in a
methanol plant. The hot reformed gas at approximately 385°C entered the tubes and
is cooled down to 168°C by exchanging the heat with processed water in the shell. The
gases that flow through the tubes are mainly CO2, CO, H2, CH4, and N2 and at a
pressure of 3.9 MPa. At the shell cooling process, water flows with about 6 MPa
pressure.
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6.1.2 Cause

Deposits had formed on top of the tube sheet due to shutdown errors. AISI 316L
materials overheated in service because of the insulation role of the deposits. Mate-
rial sensitization occurs since overheating. The presence of sulfur in the process gas
aside from moisture formed polythionic acid during shutdowns. Residual stress
produced by heavy machining and welding aside from operational thermal stress
provided tensile stress, which is needed for SCC. Stress corrosion cracking is
induced by polythionic acid. Concentrated water with other aggressive agents such
as caustic and chlorides leaked through the cracks aid the failures.

6.1.3 Prevention

• Cleaning of the shell by demineralized water after each shut down in order to
prevent the forming of insulating deposits above the tube sheet

• Reduction of sulfur in feeding gas

• Reduction of caustic and chlorides in processed water

Figure 7.
Failed area (a) cracks extending in the weld joint of tube sheet to plugs and (b) branched cracks in the surface
of the tube sheet and through the holes [8].
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6.2 Case 2: failure of an austenitic stainless steel tubes in a gas-fired steam
heater [9]

Carryover of caustic soda (NaOH) in the steam path caused catastrophic failure
of superheater stainless steel tubes in a gas-fired heater and led to an unexpected
shutdown after just 5 months of continuous service following the start of produc-
tion. The failure areas are shown in Figure 8. Three types of cracks are identified in
various regions of the tube: circumferential cracks adjacent to the seam weld,
circumferential cracks at the ribbon of the seam weld, and longitudinal cracks on
the U-bend. The path of cracks was complex on the surface or in the bulk metal; all
had nucleated from inside the tubes. A visual inspection revealed a white deposit,
high in sodium, around the cracks on the surface of the tubes.

6.2.1 Material and environment

The superheater tube material was made of AISI 304H austenitic stainless steel
material.

Figure 8.
(a and b) Circumferential cracks adjacent to the seam weld, (c and d) circumferential cracks at the ribbon of
seam weld, and (e) longitudinal cracks on the U-bend [9].
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The gas-fired steam heater (FH) generates high-pressure (HP) steam for tur-
bines for the processing of methanol. Demineralized water for the boiler and sub-
sequent steam path is prepared in the water treatment unit. Caustic soda is injected
to demineralized water for pH control. The water is transferred to the preheat
exchangers, is converted to saturated high-pressure steam at 325°C and 119 MPa,
and is sent to the FH. Through the FH tubes, saturated steam converted to super-
saturate steam at a temperature of 505°C and pressure of 119 MPa.

6.2.2 Cause

The main cause of crack initiation was the increase of pH due to the rise of
caustic concentration in condensed drops. Sensitized austenite grains caused by
chromium carbide depletion adjacent to the grain boundaries were attacked by
concentrated caustic in the HAZ metal and U-bend area and led the heater to the
caustic SCC failure.

6.2.3 Prevention

a. Using A335 Grade P9, a low alloy steel tube shows higher resistance to SCC
than AISI 304H stainless steel

b.Proper discharge of the tubes during shutdowns to prevent the formation of
the concentrated deposits of caustic through the tubes

6.3 Case 3: failures of brass condenser tubes [60]

After a general overhaul of a thermal power plant in Serbia in November 2014,
failure of hundreds of brass condenser tubes occurred during the hydrostatic test.
Also, it was noted that some backing plates had fallen off from the tubes before this
test. Fracture is observed only in condenser tubes of brass, as can be seen in Figure 9.

6.3.1 Material and environment

The failed tube material of the condenser was made of brass CuZn28Sn1 (admi-
ralty brass). The cooling water (roughly filtered river water) flows through the
tubes, while the hot steam flows around the tubes.

Figure 9.
Failure of brass condenser tubes near joining location with backing plate.
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6.3.2 Cause

Analysis of fracture surfaces using scanning electron microscopy (SEM) has
shown the brittle transgranular fracture due to the occurrence of SCC. The con-
denser tubes are made of brass CuZn28Sn1. Ammonia and other nitrogen com-
pounds in the cooling water through the tubes were found. These compounds are
specific agents that cause stress corrosion cracking (SCC) in brass. In the joining
region of condenser tubes to backing plates, there are residual tensile stresses.
During the floods in May 2014, there was an increase in the concentration of
ammonia and other nitrogen compounds in the river cooling water flowing through
the condenser tubes. Failure of brass condenser tubes occurred due to SCC, because
the necessary conditions for the SCC occurrence were fulfilled.

6.3.3 Prevention

• The risk of SCC in brass condenser tubes can be reduced if specific substances
responsible for SCC occurrence are removed, as much as possible. This can be
achieved by cleaning and drying the tubes immediately after the operation
delay of the power plant.

• Another way to reduce the risk of SCC occurrence in condenser tubes is the
replacement of existing tubes (made of brass CuZn28Sn1, very susceptible to
SCC) with tubes made of alloys of greater resistance to SCC, such as copper-
nickel alloys or Bi-brass alloys [61].

7. Conclusion

Stress corrosion cracking is one of the main causes of unforeseen and dangerous
destruction of industrial plants. The sensitized material, certain environments, and
stress are three factors necessary for the occurrence of these types of failures. The
environment prone to the cracking for each metal or alloy is specific because not all
environments promote the SCC. Austenitic stainless steels suffer from SCC in
chlorides, caustic, and polythionic acid. Copper alloys corrode in ammonia-
containing environments. Well-known specific environments for the stress corro-
sion cracking in Al alloys include water vapor, aqueous solutions, organic liquids,
and liquid metals. The SCC of Ti alloys in aqueous chloride and methanolic chloride
environments has been widely reported. The tensile stress plays a key role in the
stress corrosion cracking phenomenon. The required tensile stresses may be in the
form of directly applied stresses, thermal, in the form of residual stresses, or a
combination of all.

If one of these three components does not exist, this type of corrosion will not
occur. Therefore, the solving methods should be based on the elimination of one of
these three factors. Corrosive environment modification, the stress in the form of
compression, and using proper material are three general proposed methods of
prevention.
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Chapter 4

Micromechanical Failure Analysis
of Unidirectional Composites
Zheng-Ming Huang

Abstract

Internal stresses in the fiber and matrix of a unidirectional (UD) composite
obtained by any micromechanics model are homogenized quantities. They must
be converted into true values before an effective specifically failure and strength
property of the composite can be predicted in terms of the fiber and matrix
properties only. As elastic property of a material does not depend on the magni-
tude of its stresses, the predictions of an elastic property of the composite based
on the homogenized and true stresses of the constituents are the same, concealing
the fact that the elastic property should be predicted based on the true stresses as
well. The conversion of all of the internal stress components has been shown in
this chapter. Predictability of a total number of 12 micromechanics models for the
stiffness and strength of a UD composite is assessed against the experimental data
of the 9 UD composites provided in three worldwide failure exercises (WWFEs).
Bridging Model exhibits overall the best accuracy in both the stiffness and the
strength predictions. Further, the smallest fiber volume in a RVE (representative
volume element) for an FE (finite element) approach plays a much more domi-
nant role than other issues such as a random fiber arrangement pattern to achieve
the highest simulation accuracy. Finally, consistency of a micromechanics model
in calculating the internal stresses of a composite is an issue that should be taken
into account. Only Bridging Model is consistent. A non-consistency implies that a
full three-dimensional (3D) model should be used to predict an effective property,
e.g., failure behavior of a composite even though it is only subjected to a uniaxial
load, and a 3D RVE geometry should be discretized if a numerical micromechanics
approach is applied.

Keywords: composites, micromechanics, stress concentration factors,
interface crack, failure analysis, strength prediction, consistency,
fiber arrangement arrays

1. Introduction

Fiber-reinforced composites have been used as a primary-load carrying struc-
tural material in many engineering areas especially in aerospace industry. Due to
their anisotropy, the mechanical properties of the composites are difficult or
expensive to understand through experiments. Establishment of mathematical
models to link the overall behaviors of the composites with their constituent
structures and properties is an objective of micromechanics. As any continuous
fiber-reinforced composite structure can be subdivided into a combination of a
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series of unit cells or RVEs [1], which can be considered as UD composites in
their local coordinate system, a micromechanics analysis of a UD composite is
fundamental.

So far, numerous micromechanical models have been developed to predict elas-
tic properties of the composites from those of the constituent fiber and matrix
materials [2–4]. On the other hand, very few of them have been applied to estimate
failure and strength behaviors of the composites only based on the original constit-
uent data measured independently with a reasonable accuracy [5]. This is attributed
to that the internal stresses in the fiber and matrix of a composite obtained by a
micromechanics theory are homogeneous quantities. They must be converted into
true values before an effective property of the composite is predicted in terms of the
original consituent properties. An elastic property (modulus, stiffness, etc.) of a
material does not depend on the magnitude of the stresses in it, as long as they do
not exceed the elastic limit of the material. Hence, the predictions of an elastic
property of the composite based on the homogenized and true stresses of the
constituents are the same, concealing the fact that the composite elastic property
should also be predcited based on the true stresses. The stress field of the fiber is
uniform [6, 7]. Its homogenized and true stresses are the same. A true stress of the
matrix is obtained by multiplying its homogeneous counterpart with a stress con-
centration factor (SCF) of the matrix in the composite. This is because a plate with a
hole generates a stress concentration if subjected to an in-plane tension. When the
hole is filled with a fiber of different proerties, a stress concentration occurs as well.

The most significant feature is that such an SCF cannot be defined, following a
classical approach, as a maximum point-wise stress divided by the overall applied
one. Otherwise, the resulting SCF would be infinite if there is an interface crack or
debonding on a fiber and matrix interface, since at the crack tip, a matrix stress is
singular. All of the SCFs of the matrix in a composite have been obtained [8–11] and
are summarized in this chapter.

Another objective of this chapter is to make a critical assessment for the
predicability of 12 well-known micromechanical models for the stiffness and mainly
failure and strength of a UD composite, based on the original fiber and matrix
properties and the fiber volume fraction. By “original,” it is meant that the proper-
ties are either measured independently using monolithic material, e.g., matrix
specimens or documented in a recognized material database. The previous compar-
isons, e.g., Refs. [12–14], were made essentially for the stiffness predictions by
different models. Seldom have been found for the strength predictions. The models
considered in this chapter are Eshelby’s method [6, 15], Bridging Model [16], Mori-
Tanaka method [17, 18], rule of mixture method [19], Chamis model [20], modified
rule of mixture method [19], Halpin-Tsai formulae [21], Hill-Hashin-Christensen-
Lo model [22], self-consistent method [15], generalized self-consistent method
[15, 23], double inclusion method [4], and finite element method (FEM) [24] with
different fiber arrangement patterns in a unit cell or RVE. The measured stiffness
and strength data of all of the nine independent UD composites adopted in three
WWFEs [25–27] are used as benchmark to judge the prediction accuracy of each
model. An accuracy ranking is made based on the overall correlation errors between
the models’ predictions and the experiments.

Numerical micromechanics such as FE approaches are popular in the current
literature. What kind of fiber arrangement pattern should be chosen in a RVE? By
definition, the RVE geometry, on which a homogenization is made, should be
infinitesimal. In reality, however, a finite volume for a RVE has to be used. Thus,
various choices exist. Many people [28–30] deemed that a random arrangement
pattern with quite a number of fibers, e.g., 30 [31], 40 [32], or even 120 [33], should
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be contained in the RVE. It is shown among the four different patterns considered
in this chapter the one with the smallest fiber volume results in the highest predic-
tion accuracy.

Finally, consistency in the internal stress calculation deserves an attention. Any
micromechanics model can result in two sets of formulae, i.e., two-dimensional
(2D) and three-dimensional (3D) formulae, for homogenized internal stresses in
the fiber and matrix of a composite. When the composite is subjected to a planar
load, either the 2D or the 3D formulae can be applied to calculate the internal
stresses. If the stress components in the fiber and matrix by the 2D and the 3D
formulae are exactly the same, the model is said to be consistent in the internal
stress calculation. It is shown in the chapter that among the 12 theories considered,
only Bridging Model is consistent. Thus, if any other models specifically the
numerical micromechanics method is applied to determine the internal stresses, its
full 3D formulae should be made in use, even though the composite is subjected to
only a uniaxial load.

In short, the topics addressed in this chapter are important to the
micromechanical analysis of an effective mechanical property of a composite. If one
would like to estimate its failure and strength behavior under an arbitrary load
condition only from its constituent information, the true stress theory as described
in this chapter is inevitable.

2. Fundamental for internal stresses

A composite is heterogenous by nature. Any stress and strain should be defined
upon averaged quantities with respect to its RVE of a volume V' through.
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It must be realized that by definition V' should be infinitesimal, and a resulting
stress or strain, with � on head, represents a point-wise quantity. If V' is finite, the
corresponding one is called a homogenized quantity. In Eqs. (1) and (2), V is a
volume fraction with Vf + Vm = 1. A super-/subscript f or m refers to the fiber or
matrix, whereas a quantity without any suffix is related to the composite.
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are the compliance tensors of the fiber and matrix, respectively,

and [I] is a unit tensor. From Eq. (5), the bridging tensor is solved as

Aij
� � ¼ Vf Sij

� �� Smij
h i� ��1

Sfij
h i

� Sij
� �� �

=Vm: (6)

The prediction of elastic moduli is equivalent to the calculation of internal
stresses in the fiber and matrix of the same composite.

3. Highlight on micromechanics models

A different micromechanics model corresponds to a different bridging tensor.
Perhaps the most compact bridging tensor is given by Bridging Model [16], of
which the non-zero bridging tensor elements are expressed as follows:

a11 ¼ Em=Ef
11, (7.1)
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22, and Gf

12 are longitudinal, transverse, and in-plane shear moduli of the

fiber, respectively. νf12 is its longitudinal Poisson’s ratio. E
m and Gm are Young’s and

shear moduli of the matrix. Substituting the so-defined bridging tensor into Eqs. (3)
and (4) leads to

σ
f
11 ¼

σ011
Vf þ Vma11

� Vma12 σ022 þ σ033
� �

Vf þ Vma11
� �

Vf þ Vma22
� � , (8.1)

σm11 ¼
a11σ011

Vf þ Vma11
þ Vfa12 σ022 þ σ033

� �

Vf þ Vma11
� �

Vf þ Vma22
� � , (8.2)

σ
f
ij ¼

σ0ij
Vf þ Vma22

, ij ¼ 22, 33, and 23, (8.3)

σmij ¼
a22σ0ij

Vf þ Vma22
, ij ¼ 22, 33, and 23, (8.4)

σ
f
ij ¼

σ0ij
Vf þ Vma66

, ij ¼ 12 and 13, (8.5)

σmij ¼
a66σ0ij

Vf þ Vma66
, ij ¼ 12 and 13, (8.6)

{σ011, σ
0
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33, σ
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0
13, and σ012} are any arbitrary loads applied on the composite.

46

Failure Analysis

The other analytical models are summarized in Appendix A. However, numeri-
cal micromechanics methods are even more widely applied in the current literature
[34–36]. Among, an FE approach is the most common. In this approach, the fiber
and matrix in a RVE geometry are discretized, respectively, into a number of
elements with prescribed boundary conditions. After the stresses (i.e., point-wise
quantities) in the fiber and matrix of the RVE under any load are obtained through
an FE package such as ABAQUS, they are homogenized as per Eq. (1) and the
bridging tensor is determined following a method of Ref. [37]. The specification of
the boundary conditions has become standard [36]. Thus, different solutions only
come from different RVE geometries used.

In this chapter, four kinds of RVE geometries with the same boundary condi-
tions are chosen for the comparison. They are square fiber array [38] (Figure 1a),
hexagonal array [36] (Figure 1b), square-diagonal array [39] (Figure 1c), and
random array with 30 fibers involved [28, 31] (Figure 1d). Our solutions are the
same as those in Ref. [36] for Figure 1b, in Ref. [39] for Figure 1c, and in Ref. [31]
for Figure 1d, respectively.

4. Assessment on stiffness prediction

Hinton et al. organized three WWFEs to judge efficiency of the current theories
for composites [5]. A total number of nine independent material systems were used.
Mechanical properties of the fibers and matrices as well as fiber volume fractions
of the nine UD composites were provided [25–27] and cited in Table B.1 (see
Appendix B). Measured effective properties of the composites from the exercise
organizers [25–27], which are used as a benchmark to assess the predictability of the
12 models, are listed in Table B.2. Predictions for the five effective elastic moduli of

Figure 1.
Different RVEs for a UD composite used in FE approach: (a) square fiber array, (b) hexagonal fiber array,
(c) square-diagonal fiber array, and (d) random fiber array.
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The other analytical models are summarized in Appendix A. However, numeri-
cal micromechanics methods are even more widely applied in the current literature
[34–36]. Among, an FE approach is the most common. In this approach, the fiber
and matrix in a RVE geometry are discretized, respectively, into a number of
elements with prescribed boundary conditions. After the stresses (i.e., point-wise
quantities) in the fiber and matrix of the RVE under any load are obtained through
an FE package such as ABAQUS, they are homogenized as per Eq. (1) and the
bridging tensor is determined following a method of Ref. [37]. The specification of
the boundary conditions has become standard [36]. Thus, different solutions only
come from different RVE geometries used.

In this chapter, four kinds of RVE geometries with the same boundary condi-
tions are chosen for the comparison. They are square fiber array [38] (Figure 1a),
hexagonal array [36] (Figure 1b), square-diagonal array [39] (Figure 1c), and
random array with 30 fibers involved [28, 31] (Figure 1d). Our solutions are the
same as those in Ref. [36] for Figure 1b, in Ref. [39] for Figure 1c, and in Ref. [31]
for Figure 1d, respectively.

4. Assessment on stiffness prediction

Hinton et al. organized three WWFEs to judge efficiency of the current theories
for composites [5]. A total number of nine independent material systems were used.
Mechanical properties of the fibers and matrices as well as fiber volume fractions
of the nine UD composites were provided [25–27] and cited in Table B.1 (see
Appendix B). Measured effective properties of the composites from the exercise
organizers [25–27], which are used as a benchmark to assess the predictability of the
12 models, are listed in Table B.2. Predictions for the five effective elastic moduli of

Figure 1.
Different RVEs for a UD composite used in FE approach: (a) square fiber array, (b) hexagonal fiber array,
(c) square-diagonal fiber array, and (d) random fiber array.
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each of the 9 composites by the 12 models are made and are summarized in
Table B.3. Relative error of each predicted result in comparison with the measured
counterpart (Table B.2) is calculated. The overall averaged errors by the 12 models
are indicated in Table 1, in which FE-square, FE-hexagonal, FE-square-diagonal,
and FE-random stand for the FEM solutions based on Figure 1a–d, respectively.

It is seen from the table that Bridging Model exhibits overall the highest accu-
racy in the stiffness prediction, with an overall correlation error of 10.48%. The
second smallest error, 13.06%, is achieved by the FE-square array. The FE approach
with a random fiber array of 30 fibers results in a correlation error of 17.57%, which
is 34.5% less accurate than the FE approach with the square fiber array. The other
two fiber arrangement patterns, the hexagonal and the square-diagonal fiber arrays,
make the correlation even poorer than the random fiber arrangement. Although the
four kinds of fiber arrangement patterns considered in this work may be limited,
compared to unlimited possibilities in fiber arrangements, the present study con-
firms that the minimum fiber volume in the RVE geometry for a composite is the
most dominant factor to influence the simulation accuracy, as long as suitable
boundary conditions have been equally specified. Table 1 also indicates that three
analytical micromechanics models, Bridging Model, double inclusion method, and
Chamis model, possess sufficient accuracy in modeling of composite stiffness.

The largest correlation error, 30.7%, is assumed by Eshelby’s method. In addition
to it, there are three other models attaining an averaged correlation error of more
than 20% in the stiffness prediction. They are the FE-square diagonal fiber array,
self-consistent method, and rule of mixture method.

5. SCFs of the matrix in a composite

5.1 Background

Let the E-glass/LY556 UD composite in Table B.1 be subjected to only a trans-
verse tension, σ022, which will fail from a matrix failure. The only non-zero internal

Model N Averaged
error*

Error
ratio

Rank Model N Averaged
error*

Error
ratio

Rank

Bridging model 45 10.38% 1.0 1 Halpin-Tsai
formulae

45 19.24% 1.85 9

FE-square 45 13.08% 1.26 2 Modified rule
of mixture

45 19.35% 1.86 10

Double inclusion
method

45 13.6% 1.31 3 Mori-Tanaka
method

45 19.59% 1.89 11

Chamis model 45 14.09% 1.36 4 FE-square
diagonal

45 21.48% 2.07 12

Hill-Hashin-C-L
model

33 17.22% 1.66 5 Self-consistent
method

45 21.82% 2.1 13

FE-random 45 17.57% 1.69 6 Rule of mixture
method

45 28.4% 2.74 14

Generalized self-
consistent

45 18.14% 1.75 7 Eshelby’s
method

45 30.72% 2.96 15

FE-hexagonal 45 19.05% 1.84 8

*= 1
N∑N

i¼1abs errorð Þi.

Table 1.
Overall averaged errors in prediction of the elastic moduli of the nine UD composites by different models.
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stresses of the matrix from Eqs. (8.2), (8.4), and (8.6) are σm11 ¼ 0:134σ022 and
σm22 ¼ 0:442σ022. Thus, the transverse tensile strength of the composite is σu, t22 =
Ym/0.422, where Ym is the in situ transverse tensile strength of the matrix in the
composite. Setting Ym = σmu, t = 80 MPa (Table B.2), where σmu, t is the original tensile
strength of the matrix, one obtains σu, t22 = 181 MPa, which is more than 5.2 times
greater than 35 MPa, the measured counterpart of the composite (Table B.2). A
similar conclusion can be drawn no matter which other composite is considered or
another micromechanics theory is employed. This implies that the homogenized
internal stresses evaluated through Eqs. (3) and (4) must be converted into “true”
values before a failure assessment can be made against the original strength data of
the constituents. As point-wise strains in the fiber are uniform [6], its homogenized
and true stresses are the same. However, those in the matrix are not. Each of its true
stresses is obtained by multiplying the homogenized counterpart with a factor,
which is agreed to call an SCF of the matrix in the composite.

5.2 Definition

The most significant feature, as aforementioned, is that such an SCF is no
longer obtainable from a classical approach. Thus, the new definition must be
made on an averaged stress. But with respect to which kind of geometry the
averaging should be performed? A classical SCF was obtained by a point-wise
(something like zero-dimensional) stress divided by an overall applied one, which
is in fact a 2D quantity averaged with respect to the boundary surface. By similar-
ity, a present SCF must be defined as a line-averaged (one-dimensional) stress of
the matrix divided by a volume-averaged (3D) one since three is the maximum
attainable dimension in the denominator. An SCF of the matrix subjected to a
transverse load is derived through [10]

K22 φð Þ ¼ 1

R
!b

φ � R
!a

φ

����
����

ðR
!b

φ

���
���

R
!a

φ

�� ��

~σm22
σm22
� �
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d Rφ

! j,
��� (9)

in which ~σm
22 is a point-wise stress of the matrix determined on a concentric

cylinder assemblage (CCA) model along the loading direction; σm22
� �

BM is given by
Bridging Model, i.e., by Eq. (8.4), φ is the inclined angle of the outward normal to a

failure surface under the given load, and R
!a

φ and R
!b

φ are the vectors of Rφ

!
at the

surfaces of the fiber and matrix cylinders within the RVE, respectively, where
b ¼ a=

ffiffiffiffiffiffi
Vf

p
.

5.3 Transverse SCFs

In such a load case, the explicit integration of Eq. (9) leads to [8–10]
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2

ffiffiffiffiffiffi
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2 1� ffiffiffiffiffiffi
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f cos 4φþ 4Vf cos 2φ 1� 2 cos 2φð Þ

h
8<
:

þ
ffiffiffiffiffiffi
Vf

q
2 cos 2φþ cos 4φð Þ

i)
Vf þ a22Vm
� �

=a22,

(10.1)
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each of the 9 composites by the 12 models are made and are summarized in
Table B.3. Relative error of each predicted result in comparison with the measured
counterpart (Table B.2) is calculated. The overall averaged errors by the 12 models
are indicated in Table 1, in which FE-square, FE-hexagonal, FE-square-diagonal,
and FE-random stand for the FEM solutions based on Figure 1a–d, respectively.

It is seen from the table that Bridging Model exhibits overall the highest accu-
racy in the stiffness prediction, with an overall correlation error of 10.48%. The
second smallest error, 13.06%, is achieved by the FE-square array. The FE approach
with a random fiber array of 30 fibers results in a correlation error of 17.57%, which
is 34.5% less accurate than the FE approach with the square fiber array. The other
two fiber arrangement patterns, the hexagonal and the square-diagonal fiber arrays,
make the correlation even poorer than the random fiber arrangement. Although the
four kinds of fiber arrangement patterns considered in this work may be limited,
compared to unlimited possibilities in fiber arrangements, the present study con-
firms that the minimum fiber volume in the RVE geometry for a composite is the
most dominant factor to influence the simulation accuracy, as long as suitable
boundary conditions have been equally specified. Table 1 also indicates that three
analytical micromechanics models, Bridging Model, double inclusion method, and
Chamis model, possess sufficient accuracy in modeling of composite stiffness.

The largest correlation error, 30.7%, is assumed by Eshelby’s method. In addition
to it, there are three other models attaining an averaged correlation error of more
than 20% in the stiffness prediction. They are the FE-square diagonal fiber array,
self-consistent method, and rule of mixture method.
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stresses of the matrix from Eqs. (8.2), (8.4), and (8.6) are σm11 ¼ 0:134σ022 and
σm22 ¼ 0:442σ022. Thus, the transverse tensile strength of the composite is σu, t22 =
Ym/0.422, where Ym is the in situ transverse tensile strength of the matrix in the
composite. Setting Ym = σmu, t = 80 MPa (Table B.2), where σmu, t is the original tensile
strength of the matrix, one obtains σu, t22 = 181 MPa, which is more than 5.2 times
greater than 35 MPa, the measured counterpart of the composite (Table B.2). A
similar conclusion can be drawn no matter which other composite is considered or
another micromechanics theory is employed. This implies that the homogenized
internal stresses evaluated through Eqs. (3) and (4) must be converted into “true”
values before a failure assessment can be made against the original strength data of
the constituents. As point-wise strains in the fiber are uniform [6], its homogenized
and true stresses are the same. However, those in the matrix are not. Each of its true
stresses is obtained by multiplying the homogenized counterpart with a factor,
which is agreed to call an SCF of the matrix in the composite.

5.2 Definition

The most significant feature, as aforementioned, is that such an SCF is no
longer obtainable from a classical approach. Thus, the new definition must be
made on an averaged stress. But with respect to which kind of geometry the
averaging should be performed? A classical SCF was obtained by a point-wise
(something like zero-dimensional) stress divided by an overall applied one, which
is in fact a 2D quantity averaged with respect to the boundary surface. By similar-
ity, a present SCF must be defined as a line-averaged (one-dimensional) stress of
the matrix divided by a volume-averaged (3D) one since three is the maximum
attainable dimension in the denominator. An SCF of the matrix subjected to a
transverse load is derived through [10]
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Under a transverse tension, the failure surface of the composite is perpendicular
to the loading and hence φ = 0 (Figure 2a). When a transverse compression is
applied, the failure surface of the composite has an inclined angle with the loading
[31]. The inclined angle, φ = ϕ (Figure 2b), between the outward normal to the
failure surface and the loading, can be determined by virtue of Mohr’s theory as [9]

ϕ ¼ π

4
þ 1
2
arcsin

σmu,c � σmu, t
2σmu,c

: (11)

The transverse tensile, transverse compressive, and transverse shear SCFs of the
matrix in the composite are given as [9–11]

Kt
22 ¼ K22 0ð Þ, (12.1)

Kc
22 ¼ K22 ϕð Þ, (12.2)

K23 ¼ 2σmu,s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Kt

22K
c
22

σmu, tσ
m
u,c

s
, (12.3)

σmu, t, σ
m
u,c, and σmu, s are the original tensile, compressive, and shear strengths of the

matrix, respectively.

5.4 SCF under longitudinal shear

A longitudinal shear SCF of the matrix is given by [11]

Figure 2.
Schematic of a RVE used in defining SCF of matrix in a composite subjected to (a) a transverse tension and (b)
a transverse compression.

50

Failure Analysis

K12 ¼ 1� Vf
Gf

12 �Gm

Gf
12 þGm

π
ffiffiffiffiffiffi
Vf

q 1
4Vf

� 4
128

� 2
512

Vf � 5
4096

Vf
2

" #
� 1
3

( )" #

Vf þ a66Vm
� �

a66
,

(13)

5.5 SCFs under equally biaxial transverse loads

Eq. (9) designates a general rule to determine any SCF of the matrix in the
composite. Under an equally biaxial transverse tension or compression (Figure 3), a
point-wise stress of the matrix in the x2-direction is obtained through a coordinate
transformation:

~σm
22 ¼ ~σm

ρρ σ022
� �þ ~σm

ρρ σ033
� �h i

cos 2φþ ~σm
φφ σ022
� �þ ~σm

φφ σ033
� �h i

sin 2φ

� ~σm
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� �þ ~σm

ρφ σ033
� �h i

sin 2φ,
(14)

where [41]
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2
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� �

, (15.1)

~σm
φφ σ022
� � ¼ σ022

2
1� Aa2ρ�2 � 1� 3Ba4ρ�4� �

cos 2φ
� �

, (15.2)

Figure 3.
Any biaxially transverse loads can be separated into superposition of an equally biaxial load and a uniaxial
transverse tension either along x3-direction (a), if σ033 � σ022 > 0, or along x2-direction (b), if σ022 � σ033 > 0.
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Under a transverse tension, the failure surface of the composite is perpendicular
to the loading and hence φ = 0 (Figure 2a). When a transverse compression is
applied, the failure surface of the composite has an inclined angle with the loading
[31]. The inclined angle, φ = ϕ (Figure 2b), between the outward normal to the
failure surface and the loading, can be determined by virtue of Mohr’s theory as [9]
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The transverse tensile, transverse compressive, and transverse shear SCFs of the
matrix in the composite are given as [9–11]
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matrix, respectively.

5.4 SCF under longitudinal shear

A longitudinal shear SCF of the matrix is given by [11]
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Schematic of a RVE used in defining SCF of matrix in a composite subjected to (a) a transverse tension and (b)
a transverse compression.
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5.5 SCFs under equally biaxial transverse loads

Eq. (9) designates a general rule to determine any SCF of the matrix in the
composite. Under an equally biaxial transverse tension or compression (Figure 3), a
point-wise stress of the matrix in the x2-direction is obtained through a coordinate
transformation:

~σm
22 ¼ ~σm

ρρ σ022
� �þ ~σm

ρρ σ033
� �h i

cos 2φþ ~σm
φφ σ022
� �þ ~σm

φφ σ033
� �h i

sin 2φ

� ~σm
ρφ σ022
� �þ ~σm

ρφ σ033
� �h i

sin 2φ,
(14)

where [41]

~σm
ρρ σ022
� � ¼ σ022

2
1þ Aa2ρ�2 þ 1þ B 4a2ρ�2 � 3a4ρ�4� �� �

cos 2φ
� �

, (15.1)

~σm
φφ σ022
� � ¼ σ022

2
1� Aa2ρ�2 � 1� 3Ba4ρ�4� �

cos 2φ
� �

, (15.2)

Figure 3.
Any biaxially transverse loads can be separated into superposition of an equally biaxial load and a uniaxial
transverse tension either along x3-direction (a), if σ033 � σ022 > 0, or along x2-direction (b), if σ022 � σ033 > 0.
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~σm
ρφ σ022
� � ¼ � σ022

2
1� B 2a2ρ�2 � 3a4ρ�4� �� �

sin 2φ: (15.3)

The stresses ~σm
ρρ σ033
� �

, ~σm
φφ σ033
� �

, and ~σm
ρφ σ033
� �

are also given by Eqs. (15.1)–(15.3),
respectively, as long as the σ022 in them is replaced by σ033 and φ by φ = φ + π/2.
Substituting Eqs. (14) and (8.4) into Eq. (9), a biaxial transverse SCF of the matrix,
KBi

22 φð Þ, is derived as

KBi
22 φð Þ ¼ σ022

σm22
� �

BM

þ A
ffiffiffiffiffiffi
Vf

p
σ022 þ σ033
� �

2 σm22
� �

BM

cos 2φþ B σ022 � σ033
� �

2 1� ffiffiffiffiffiffi
Vf

p� �
σm22
� �

BM

V2
f cos 4φþ 4Vf cosφð Þ2 1� 2 cos 2φð Þ þ ffiffiffiffiffiffi

Vf
p

2 cosφþ cos 4φð Þ�
h

However, the failure surface orientation of a UD composite under an equally
biaxial transverse tension or compression is indeterminate. For this reason, we can
assume that the failure surface orientation under an equally biaxial transverse load
is the same as that under a uniaxial transverse load. In other words, we have
(σ022 ¼ σ033).

KBi, t
22 ¼ KBi, t

33 ¼ Vf þ 0:3Vm
� �

Ef
22 þ 0:7VmEm

0:3Ef
22 þ 0:7Em

1þ A
ffiffiffiffiffiffi
Vf

q� �
, if σ033>0, (16.1)

KBi, c
22 ¼ KBi, c

33 ¼ Vf þ 0:3Vm
� �

Ef
22 þ 0:7VmEm

0:3Ef
22 þ 0:7Em

1� A
ffiffiffiffiffiffi
Vf

q σmu,c � σmu, t
2σmu,c

 !
, if σ033 < 0:

(16.2)

5.6 SCFs subjected to any biaxial transverse loads

When the matrix is subjected to any biaxial transverse loads, we can always
separate the loads into an equally biaxial transverse tension or compression plus a
uniaxial transverse tension (Figure 3). The SCFs of the matrix are then determined
accordingly.

5.7 Longitudinal normal SCF

No SCF exists in such a load case, since the resulting stresses in the matrix are
uniform [7, 41].

6. Assessment on strength prediction

6.1 True stresses of the matrix

Let σmi
� � ¼ σm11; σ

m
22; σ

m
33; σ

m
23; σ

m
13; σ

m
12

� �T be the homogenized stresses of the
matrix in a UD composite calculated from a micromechanics model. The true

stresses of the matrix, σmi
� � ¼ σm11; σ

m
22; σ

m
33; σ

m
23; σ

m
13; σ

m
12

� �T, are determined as
follows:
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σmi
� � ¼ σm11;K

Bi
33σ

m
33 þ Kt

22 σm22 � σm33
� �

;KBi
33σ

m
33;K23σm23;K12σm13;K12σm12

� �T
,

if σm22 � σm33 6¼ 0 and σm22 � σm33
� �

≥0,
(17.1)

σmi
� � ¼ σm11;K

Bi
22σ

m
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22 þ Kt

22 σm33 � σm22
� �

;K23σ
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m
13;K12σ

m
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≥0,
(17.2)

σmi
� � ¼ σm11;K22σ

m
22;0;K23σ

m
23;K12σ

m
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m
12

� �T, if σm33 ¼ 0, (18.1)

σmi
� � ¼ σm11;0;K33σ

m
33;K23σ

m
23;K12σ

m
13;K12σ

m
12

� �T, if σm22 ¼ 0, (18.2)

KBi
22 ¼

Kt,Bi
22 , ifσm22>0

Kc,Bi
22 , ifσm22 < 0

,

(
(19.1)

KBi
33 ¼

Kt,Bi
22 , ifσm33>0

Kc,Bi
22 , ifσm33 < 0

,

(
(19.2)

K22 ¼
Kt

22, ifσ
m
22>0

Kc
22, ifσ

m
22 < 0

,
�

(19.3)

K33 ¼
Kt

22, ifσ
m
33>0

Kc
22, ifσ

m
33 < 0

:

(
(19.4)

6.2 Uniaxial strength formulae

Bridging tensor elements of a micromechanics model for each of the nine UD
composites can be calculated through Eq. (6), using the corresponding elastic mod-
uli given in Table B.3.

Under a uniaxial load, only the internal stress component of a constituent (fiber
or matrix) along the loading direction is dominant. The other stress components, if
any, are negligibly small. This can be realized from the explicit Eqs. (8.1)–(8.6).
Accordingly, a longitudinal failure of the composite is controlled mostly by a fiber
failure, whereas all of the other failures are resulted from matrix failures. We only
need to determine the following relationships:

σ
f
11 ¼ λ1σ

0
11, σ

m
22 ¼ λ2σ

0
22, σ

m
23 ¼ λ3σ

0
23, σ

m
12 ¼ λ4σ

0
12: (20)

where λis are dependent on the bridging tensor and σ011, σ
0
22, σ

0
23, and σ012 are

external loads applied individually to the composite once at a time. For each of the 9
composites, the λis calculated by the 12 models are summarized in Table B.4.

In terms of the data in Table B.4, the longitudinal tensile and compressive,
transverse tensile and compressive, transverse shear, and longitudinal shear
strengths of a UD composite are estimated through.

σu, t11 ¼ σ
f
u, t=λ1, σ

u, c
11 ¼ σfu, c=λ1, σ

u, t
22 ¼ σmu, t= Kt

22λ2
� �

, σu, c22 ¼ σmu,c= Kc
22λ2

� �
,

σu23 ¼ σmu, s= K23λ3ð Þ, and σu12 ¼ σmu, s= K12λ4ð Þ
(21)

where Kt
22, Kc

22, K12, and K23 are the transverse tensile, transverse com-
pressive, longitudinal shear, and transverse shear SCFs of the matrix in the
composite.
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are also given by Eqs. (15.1)–(15.3),
respectively, as long as the σ022 in them is replaced by σ033 and φ by φ = φ + π/2.
Substituting Eqs. (14) and (8.4) into Eq. (9), a biaxial transverse SCF of the matrix,
KBi

22 φð Þ, is derived as
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However, the failure surface orientation of a UD composite under an equally
biaxial transverse tension or compression is indeterminate. For this reason, we can
assume that the failure surface orientation under an equally biaxial transverse load
is the same as that under a uniaxial transverse load. In other words, we have
(σ022 ¼ σ033).
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5.6 SCFs subjected to any biaxial transverse loads

When the matrix is subjected to any biaxial transverse loads, we can always
separate the loads into an equally biaxial transverse tension or compression plus a
uniaxial transverse tension (Figure 3). The SCFs of the matrix are then determined
accordingly.

5.7 Longitudinal normal SCF

No SCF exists in such a load case, since the resulting stresses in the matrix are
uniform [7, 41].

6. Assessment on strength prediction

6.1 True stresses of the matrix

Let σmi
� � ¼ σm11; σ
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� �T be the homogenized stresses of the
matrix in a UD composite calculated from a micromechanics model. The true
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follows:
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6.2 Uniaxial strength formulae

Bridging tensor elements of a micromechanics model for each of the nine UD
composites can be calculated through Eq. (6), using the corresponding elastic mod-
uli given in Table B.3.

Under a uniaxial load, only the internal stress component of a constituent (fiber
or matrix) along the loading direction is dominant. The other stress components, if
any, are negligibly small. This can be realized from the explicit Eqs. (8.1)–(8.6).
Accordingly, a longitudinal failure of the composite is controlled mostly by a fiber
failure, whereas all of the other failures are resulted from matrix failures. We only
need to determine the following relationships:

σ
f
11 ¼ λ1σ

0
11, σ

m
22 ¼ λ2σ

0
22, σ

m
23 ¼ λ3σ

0
23, σ

m
12 ¼ λ4σ

0
12: (20)

where λis are dependent on the bridging tensor and σ011, σ
0
22, σ

0
23, and σ012 are

external loads applied individually to the composite once at a time. For each of the 9
composites, the λis calculated by the 12 models are summarized in Table B.4.

In terms of the data in Table B.4, the longitudinal tensile and compressive,
transverse tensile and compressive, transverse shear, and longitudinal shear
strengths of a UD composite are estimated through.

σu, t11 ¼ σ
f
u, t=λ1, σ

u, c
11 ¼ σfu, c=λ1, σ

u, t
22 ¼ σmu, t= Kt

22λ2
� �

, σu, c22 ¼ σmu,c= Kc
22λ2

� �
,

σu23 ¼ σmu, s= K23λ3ð Þ, and σu12 ¼ σmu, s= K12λ4ð Þ
(21)

where Kt
22, Kc

22, K12, and K23 are the transverse tensile, transverse com-
pressive, longitudinal shear, and transverse shear SCFs of the matrix in the
composite.
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6.3 Prediction assessment

Using the constituent data of Table B.1, all of the SCFs of the matrices in the
nine composites are calculated as per Eqs. (12), (13), and (16). They are listed in
Table 2. All of the SCFs only depend on the constituent properties and fiber volume
fraction of a composite, since a perfect interface bonding has been implicitly
assumed. Table 2 shows that the transverse tensile SCF of the matrix is generally
the biggest in a composite, whereas the transverse shear SCF is the second biggest or
even bigger than all of the remaining SCFs in some composite. Further, the trans-
verse tensile SCF can be greater than 3, implying that the classical SCF of a plate
with a hole is not the upper limit for that of the matrix when the hole is filled with a
fiber.

The predicted results are compared with the experimental measurements shown
in Table B.2, and the averaged relative correlation errors for all of the 12 models are
summarized in Table 3. It shows that Bridging Model is still overall the most
accurate, although the accuracy difference between Bridging Model and the other

E-glass
LY556

E-glass
MY750

AS4
3501–6

T300
BSL914C

IM7
8511–7

T300
PR319

AS
epoxy

S2-glass
epoxy

G400–800
5260

K12 1.52 1.491 1.424 1.43 1.475 1.51 1.449 1.5 1.483

K23 3.02 2.936 1.337 2.421 2.034 2.167 1.999 2.982 2.469

Kt
22 3.339 3.253 2.098 2.143 2.327 3.123 2.339 3.317 2.464

Kc
22 2.249 2.181 1.469 1.57 1.761 2.035 1.743 2.172 1.732

KBi, t
22

2.747 2.67 1.743 1.759 1.905 2.55 1.916 2.719 2.08

KBi, c
22

2.182 2.132 1.562 1.601 1.712 2.05 1.709 2.148 1.74

Table 2.
SCFs of the matrices in the nine composites.

Model N Averaged
error*

Error
ratio

Rank Model N Averaged
error*

Error
ratio

Rank

Bridging model 53 21.1% 1.0 1 Mori-Tanaka
method

53 30.2% 1.43 8

Double inclusion
(Digimat)

53 21.9% 1.04 2 Modified rule
of mixture

53 30.7% 1.45 10

FE-square 53 23.1% 1.09 3 FE-square
diagonal

53 31.9% 1.51 11

Chamis model 53 25.4% 1.20 4 FE-hexagonal 53 32% 1.52 12

FE-random 53 28.5% 1.30 5 Self-consistent
method

53 32.7% 1.54 13

Hill-Hashin-C-L
model

18 30.1% 1.43 6 Rule of mixture
method

53 44.5% 2.11 14

Halpin-Tsai
formulae

53 30.1% 1.43 6 Eshelby’s
method

53 45.1% 2.14 15

Generalized self-
consistent

53 30.2% 1.43 8

*= 1
N∑N

i¼1abs errorð Þi.

Table 3.
Overall averaged errors in prediction of the uniaxial strengths of the nine UD composites by different models.
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top three models is insignificant. Compared Table 3with Table 1, the ranking order
of the top four theories for both the stiffness and strength predictions is essentially
the same, with only a minor difference in the ranking order from stiffness and
strength predictions by the FE-square and double inclusion method.

The largest correlation error in the strength prediction is still assumed by
Eshelby’s method, which is 45.1%. Another model gaining a correlation error of
more than 40% is rule of mixture method. All of the theories under consideration
for the strength predictions can be classified into three classes, according to their
accuracies attained. The first class exhibits the highest accuracy. It consists of four
methods, which are Bridging Model, double inclusion method, the FE-square, and
Chamis model, with a correlation error in between 21.1% and 25.4%. The second
class is moderate in accuracy performance. Most of the models, i.e., the FE-
random, Hill-Hashin-Christensen-Lo model, Halpin-Tsai formulae, generalized
self-consistent method, Mori-Tanaka method, modified rule of mixture method,
the FE-square diagonal, the FE-hexagonal and self-consistent method, are within
this class. Their correlation errors vary from 27.4% to 32.7%. The third class
possesses the lowest prediction accuracy, consisting of two models, i.e., rule of
mixture method and Eshelby’s method. Looking back at Table 1, the classification
of the three classes of the micromechanics models for the stiffness predictions is
also valid.

If no SCFs of the matrix are taken into account, i.e., if Kt
22 = Kc

22 = K12 = K23 � 1
are assumed in Eq. (21), the overall correlation error by a model from the first or the
second class is much greater. Consider, e.g., Bridging Model. Without the SCFs, the
correlation error between the predicted and measured transverse tensile, transverse
compressive, transverse shear, and longitudinal shear strengths of the 9 composites
is 115.3%, 5.22 times greater than that when the SCFs are taken into account. It is
noted that the longitudinal strength predictions have been excluded in this latter
comparison. Hence, the most critical factor to influence the overall strength pre-
diction is the SCFs of the matrix in the composite.

7. Additional comments

7.1 Consistency

Eqs. (1)–(6) are valid for both 2D and 3D stress states. Any micromechanics
model can result in two sets of internal stress formulae, i.e., 2D and 3D formulae,
respectively. Let the composite be subjected to a planar stress state {σ011, σ

0
22, σ

0
12}.

The resulting internal stresses in the fiber and matrix by the 2D formulae are

represented as {σf ,2D11 , σf ,2D22 , σf ,2D33 , σf ,2D23 , σf ,2D13 , σf ,2D12 } and {σm,2D
11 , σm,2D

22 , σm,2D
33 , σm,2D

23 ,

σm,2D
13 , σm,2D

12 }, where σf ,2D33 = σ
f ,2D
23 = σ

f ,2D
13 = σm,2D

33 = σm,2D
23 = σm,2D

13 = 0. On the other
hand, using the 3D stress formulae and applying a load combination {σ011, σ

0
22, 0, 0,

0, σ012}, the internal stresses thus obtained are denoted as {σf ,3D11 , σf ,3D22 , σf ,3D33 , σf ,3D23 ,

σ
f ,3D
13 , σf ,3D12 } and {σm,3D

11 , σm,3D
22 , σm,3D

33 , σm,3D
23 , σm,3D

13 , σm,3D
12 }. If σf ,2Dij = σ

f ,3D
ij and σm,2D

ij

= σm,3D
ij for all i and j, the corresponding micromechanics model is said to be

consistent in the internal stress calculation.
A necessary and sufficient condition for a micromechanics model to be consis-

tent is that its bridging tensor is always in an upper triangular form. If, e.g., A326¼0,

we will get from Eqs. (3) and (4) that σf33 ¼ B32σ022 6¼ 0 and σm33 ¼ A32σ
f
22 þ A33σ

f
33 6¼

0, where [Bij] = (Vf[I] + Vm[Aij])
�1. The bridging tensor of Bridging Model, by
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6.3 Prediction assessment

Using the constituent data of Table B.1, all of the SCFs of the matrices in the
nine composites are calculated as per Eqs. (12), (13), and (16). They are listed in
Table 2. All of the SCFs only depend on the constituent properties and fiber volume
fraction of a composite, since a perfect interface bonding has been implicitly
assumed. Table 2 shows that the transverse tensile SCF of the matrix is generally
the biggest in a composite, whereas the transverse shear SCF is the second biggest or
even bigger than all of the remaining SCFs in some composite. Further, the trans-
verse tensile SCF can be greater than 3, implying that the classical SCF of a plate
with a hole is not the upper limit for that of the matrix when the hole is filled with a
fiber.

The predicted results are compared with the experimental measurements shown
in Table B.2, and the averaged relative correlation errors for all of the 12 models are
summarized in Table 3. It shows that Bridging Model is still overall the most
accurate, although the accuracy difference between Bridging Model and the other

E-glass
LY556

E-glass
MY750

AS4
3501–6

T300
BSL914C

IM7
8511–7

T300
PR319

AS
epoxy

S2-glass
epoxy

G400–800
5260

K12 1.52 1.491 1.424 1.43 1.475 1.51 1.449 1.5 1.483

K23 3.02 2.936 1.337 2.421 2.034 2.167 1.999 2.982 2.469

Kt
22 3.339 3.253 2.098 2.143 2.327 3.123 2.339 3.317 2.464

Kc
22 2.249 2.181 1.469 1.57 1.761 2.035 1.743 2.172 1.732

KBi, t
22

2.747 2.67 1.743 1.759 1.905 2.55 1.916 2.719 2.08

KBi, c
22

2.182 2.132 1.562 1.601 1.712 2.05 1.709 2.148 1.74

Table 2.
SCFs of the matrices in the nine composites.
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error*
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Bridging model 53 21.1% 1.0 1 Mori-Tanaka
method

53 30.2% 1.43 8

Double inclusion
(Digimat)

53 21.9% 1.04 2 Modified rule
of mixture

53 30.7% 1.45 10

FE-square 53 23.1% 1.09 3 FE-square
diagonal

53 31.9% 1.51 11

Chamis model 53 25.4% 1.20 4 FE-hexagonal 53 32% 1.52 12

FE-random 53 28.5% 1.30 5 Self-consistent
method

53 32.7% 1.54 13

Hill-Hashin-C-L
model
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method
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Table 3.
Overall averaged errors in prediction of the uniaxial strengths of the nine UD composites by different models.
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top three models is insignificant. Compared Table 3with Table 1, the ranking order
of the top four theories for both the stiffness and strength predictions is essentially
the same, with only a minor difference in the ranking order from stiffness and
strength predictions by the FE-square and double inclusion method.

The largest correlation error in the strength prediction is still assumed by
Eshelby’s method, which is 45.1%. Another model gaining a correlation error of
more than 40% is rule of mixture method. All of the theories under consideration
for the strength predictions can be classified into three classes, according to their
accuracies attained. The first class exhibits the highest accuracy. It consists of four
methods, which are Bridging Model, double inclusion method, the FE-square, and
Chamis model, with a correlation error in between 21.1% and 25.4%. The second
class is moderate in accuracy performance. Most of the models, i.e., the FE-
random, Hill-Hashin-Christensen-Lo model, Halpin-Tsai formulae, generalized
self-consistent method, Mori-Tanaka method, modified rule of mixture method,
the FE-square diagonal, the FE-hexagonal and self-consistent method, are within
this class. Their correlation errors vary from 27.4% to 32.7%. The third class
possesses the lowest prediction accuracy, consisting of two models, i.e., rule of
mixture method and Eshelby’s method. Looking back at Table 1, the classification
of the three classes of the micromechanics models for the stiffness predictions is
also valid.

If no SCFs of the matrix are taken into account, i.e., if Kt
22 = Kc

22 = K12 = K23 � 1
are assumed in Eq. (21), the overall correlation error by a model from the first or the
second class is much greater. Consider, e.g., Bridging Model. Without the SCFs, the
correlation error between the predicted and measured transverse tensile, transverse
compressive, transverse shear, and longitudinal shear strengths of the 9 composites
is 115.3%, 5.22 times greater than that when the SCFs are taken into account. It is
noted that the longitudinal strength predictions have been excluded in this latter
comparison. Hence, the most critical factor to influence the overall strength pre-
diction is the SCFs of the matrix in the composite.

7. Additional comments

7.1 Consistency

Eqs. (1)–(6) are valid for both 2D and 3D stress states. Any micromechanics
model can result in two sets of internal stress formulae, i.e., 2D and 3D formulae,
respectively. Let the composite be subjected to a planar stress state {σ011, σ

0
22, σ

0
12}.

The resulting internal stresses in the fiber and matrix by the 2D formulae are

represented as {σf ,2D11 , σf ,2D22 , σf ,2D33 , σf ,2D23 , σf ,2D13 , σf ,2D12 } and {σm,2D
11 , σm,2D

22 , σm,2D
33 , σm,2D

23 ,

σm,2D
13 , σm,2D

12 }, where σf ,2D33 = σ
f ,2D
23 = σ

f ,2D
13 = σm,2D

33 = σm,2D
23 = σm,2D

13 = 0. On the other
hand, using the 3D stress formulae and applying a load combination {σ011, σ

0
22, 0, 0,

0, σ012}, the internal stresses thus obtained are denoted as {σf ,3D11 , σf ,3D22 , σf ,3D33 , σf ,3D23 ,

σ
f ,3D
13 , σf ,3D12 } and {σm,3D

11 , σm,3D
22 , σm,3D

33 , σm,3D
23 , σm,3D

13 , σm,3D
12 }. If σf ,2Dij = σ

f ,3D
ij and σm,2D

ij

= σm,3D
ij for all i and j, the corresponding micromechanics model is said to be

consistent in the internal stress calculation.
A necessary and sufficient condition for a micromechanics model to be consis-

tent is that its bridging tensor is always in an upper triangular form. If, e.g., A326¼0,

we will get from Eqs. (3) and (4) that σf33 ¼ B32σ022 6¼ 0 and σm33 ¼ A32σ
f
22 þ A33σ

f
33 6¼

0, where [Bij] = (Vf[I] + Vm[Aij])
�1. The bridging tensor of Bridging Model, by
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definition, is always upper triangular, even when a constituent, e.g., matrix
undergoes a plastic deformation [16]. On the other hand, the bridging tensors of all
of the other models for the nine composites are not upper triangular. Hence, all of
the other models are not consistent. The non-consistency implies that the homoge-
nized internal stresses should be calculated using the full 3D stress formulae, even
though the composite is subjected to a uniaxial load. To apply an analytical model,
other than Bridging Model, the 3D compliance tensors of the fiber, matrix, and the
composite should be used in Eq. (6) to obtain the 3D bridging tensor. If a numerical
method is applied to predict a composite property, a 3D rather than 2D RVE
geometry should be discretized.

7.2 Accuracy estimation

It is known that the elasticity of UD composites is essentially matured. This
means that the accuracy in both experimental measurement and micromechanics
prediction for the elastic properties of a UD composite is likely not improvable
significantly, unless a revolutionary change in the processing technology for a
composite occurs. Considering the measurement deviations for the fiber, matrix,
and composite properties as well as for the fiber volume fraction and in light of
Table 1, it can draw a conclusion that an overall correlation error of 10% would be
the one attainable in the composite stiffness prediction if only the original constit-
uent information is available. As more than double of the constituent data together
with more other information are required in a strength prediction, a reasonable
correlation error in this latter case that can be expected should be more than 10%
and mostly up to 20%.

The individual correlation error for each of the uniaxial strengths of the nine UD
composites by Bridging Model is calculated and is shown in Table 4. Evidently, the
predictions by the current theory for the longitudinal tensile, longitudinal shear,
and transverse shear strengths of the composites are good enough, whereas those
for the other three strength properties are either bad or not very satisfactory.
Improvement in the prediction accuracy for the latter three uniaxial strengths is
expected.

7.3 Improvement in strength prediction

From Table 4, the largest correlation error comes from the prediction of a
transverse tensile strength. This is attributed to a crack occurred in between the
fiber and matrix interface. There must be some composites in which the fiber and
matrix interfaces were already debonded before an ultimate failure under a trans-
verse tensile load. Many researches in the literature have confirmed that an inter-
face debonding has the greatest influence on the transverse tensile strength of a
composite [42–44]. Therefore, a true stress component of the matrix corresponding
to a transverse tension must take an interface debonding into account [11].

The second largest error is in the prediction of a longitudinal compressive
strength. Only a strength failure has been considered in this work for a composite

Longitudinal
tensile
strength

Longitudinal
compressive
strength

Longitudinal
shear

strength

Transverse
tensile
strength

Transverse
compressive
strength

Transverse
shear

strength

Overall

11% 25.1% 13.1% 39.2% 23.2% 14.3% 21.1%

Table 4.
Averaged correlation errors of Bridging Model for the individul uniaxial strengths of the nine UD composites.
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subjected to a longitudinal compression. Existing evidences show that a longitudinal
compressive failure is frequently caused by a kink-band or microbuckling [45–47],
due to an initial fiber misalignment. A micromechanics approach for a kink-band
failure only using the original fiber and matrix properties together with the initial
fiber misalignment angle has been achieved very recently [48]. However, a fiber
misalignment angle is in most cases an in situ parameter and is difficult to be
accurately measured. A more suitable way is to retrieve it from a measured longi-
tudinal compressive strength parameter of the composite. On the other hand, this
parameter can also be used to adjust the fiber compressive strength to improve the
correlation accuracy.

The third correlation error, which is greater than 20%, occurs in the prediction
for the transverse compressive strengths of the composites. Most probably, this
error is attributed mainly to an inaccurate measurement/determination of a
matrix compressive strength. It is known that among the three uniaxial strength
parameters of a matrix especially a ductile polymer or metal matrix material, the
compressive strength is the most difficult to be measured. Sometimes, one even
cannot obtain a fracture load when a cylinder sample is compressively tested.
Further study is needed to determine a matrix compressive strength.

An interesting phenomenon behind Table 4 is that either longitudinal or trans-
verse shear strength can be sufficiently well predicted based on a perfect interface
bonding assumption. Undoubtedly, an interface debonding may occur when the
composite is subjected to a shear load. But the interface debonding has insignificant
effect on the shear as well as on any other kind of load carrying ability of a
composite except for the transverse tension, as seen in the subsequent section.

8. Failure prediction with a debonded interface

8.1 Transverse tensile SCF of the matrix after interface crack

All of the SCFs presented in the preceding section are based on an assumption
that the fiber and matrix interface has a perfect bonding up to a composite failure.
In other words, the point-wise displacements and the point-wise stresses of the
fiber and matrix on their common boundary are continuous. In most cases, an
interface debonding or crack can occur before an ultimate failure of the composite.
However, Table 4 suggests that only the transverse tensile load sustaining ability of
the composite is influenced heavily by the interface crack or debonding. The trans-
verse tensile SCF of the matrix after the interface crack (Figure 4) must be taken
into account in a failure prediction, in general. This SCF has been derived in Ref.
[11], which is summarized below.

K̂ t
22 ¼ K̂ t

22 ψð Þ ¼ Re e�2iψM beiψ
� �

a2=b� b
� �� e�iψ N2 �N1

a2

b
e�iψ

� �� ��

þ e�iψ 2þ e�2iψ� �
N beiψ
� ��N3

� �� Vf þ 0:3Vm
� �

Ef
22 þ 0:7VmEm

2 b� að Þ 0:3Ef
22 þ 0:7Em

� � , (22.1)

N zð Þ ¼ Fzþ a2k
z

� z� aeiψ
� �0:5þiλ

z� ae�iψ� �0:5�iλ
F � 0:5ð Þ � D

a2z

� �
, (22.2)

N1 zð Þ ¼ Fzþ a2k
z

þ 1
ξ

z� aeiψ
� �0:5þiλ
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, (22.3)
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definition, is always upper triangular, even when a constituent, e.g., matrix
undergoes a plastic deformation [16]. On the other hand, the bridging tensors of all
of the other models for the nine composites are not upper triangular. Hence, all of
the other models are not consistent. The non-consistency implies that the homoge-
nized internal stresses should be calculated using the full 3D stress formulae, even
though the composite is subjected to a uniaxial load. To apply an analytical model,
other than Bridging Model, the 3D compliance tensors of the fiber, matrix, and the
composite should be used in Eq. (6) to obtain the 3D bridging tensor. If a numerical
method is applied to predict a composite property, a 3D rather than 2D RVE
geometry should be discretized.

7.2 Accuracy estimation

It is known that the elasticity of UD composites is essentially matured. This
means that the accuracy in both experimental measurement and micromechanics
prediction for the elastic properties of a UD composite is likely not improvable
significantly, unless a revolutionary change in the processing technology for a
composite occurs. Considering the measurement deviations for the fiber, matrix,
and composite properties as well as for the fiber volume fraction and in light of
Table 1, it can draw a conclusion that an overall correlation error of 10% would be
the one attainable in the composite stiffness prediction if only the original constit-
uent information is available. As more than double of the constituent data together
with more other information are required in a strength prediction, a reasonable
correlation error in this latter case that can be expected should be more than 10%
and mostly up to 20%.

The individual correlation error for each of the uniaxial strengths of the nine UD
composites by Bridging Model is calculated and is shown in Table 4. Evidently, the
predictions by the current theory for the longitudinal tensile, longitudinal shear,
and transverse shear strengths of the composites are good enough, whereas those
for the other three strength properties are either bad or not very satisfactory.
Improvement in the prediction accuracy for the latter three uniaxial strengths is
expected.

7.3 Improvement in strength prediction

From Table 4, the largest correlation error comes from the prediction of a
transverse tensile strength. This is attributed to a crack occurred in between the
fiber and matrix interface. There must be some composites in which the fiber and
matrix interfaces were already debonded before an ultimate failure under a trans-
verse tensile load. Many researches in the literature have confirmed that an inter-
face debonding has the greatest influence on the transverse tensile strength of a
composite [42–44]. Therefore, a true stress component of the matrix corresponding
to a transverse tension must take an interface debonding into account [11].

The second largest error is in the prediction of a longitudinal compressive
strength. Only a strength failure has been considered in this work for a composite
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subjected to a longitudinal compression. Existing evidences show that a longitudinal
compressive failure is frequently caused by a kink-band or microbuckling [45–47],
due to an initial fiber misalignment. A micromechanics approach for a kink-band
failure only using the original fiber and matrix properties together with the initial
fiber misalignment angle has been achieved very recently [48]. However, a fiber
misalignment angle is in most cases an in situ parameter and is difficult to be
accurately measured. A more suitable way is to retrieve it from a measured longi-
tudinal compressive strength parameter of the composite. On the other hand, this
parameter can also be used to adjust the fiber compressive strength to improve the
correlation accuracy.

The third correlation error, which is greater than 20%, occurs in the prediction
for the transverse compressive strengths of the composites. Most probably, this
error is attributed mainly to an inaccurate measurement/determination of a
matrix compressive strength. It is known that among the three uniaxial strength
parameters of a matrix especially a ductile polymer or metal matrix material, the
compressive strength is the most difficult to be measured. Sometimes, one even
cannot obtain a fracture load when a cylinder sample is compressively tested.
Further study is needed to determine a matrix compressive strength.

An interesting phenomenon behind Table 4 is that either longitudinal or trans-
verse shear strength can be sufficiently well predicted based on a perfect interface
bonding assumption. Undoubtedly, an interface debonding may occur when the
composite is subjected to a shear load. But the interface debonding has insignificant
effect on the shear as well as on any other kind of load carrying ability of a
composite except for the transverse tension, as seen in the subsequent section.

8. Failure prediction with a debonded interface

8.1 Transverse tensile SCF of the matrix after interface crack

All of the SCFs presented in the preceding section are based on an assumption
that the fiber and matrix interface has a perfect bonding up to a composite failure.
In other words, the point-wise displacements and the point-wise stresses of the
fiber and matrix on their common boundary are continuous. In most cases, an
interface debonding or crack can occur before an ultimate failure of the composite.
However, Table 4 suggests that only the transverse tensile load sustaining ability of
the composite is influenced heavily by the interface crack or debonding. The trans-
verse tensile SCF of the matrix after the interface crack (Figure 4) must be taken
into account in a failure prediction, in general. This SCF has been derived in Ref.
[11], which is summarized below.
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N2 ¼ aFe�iψ þ akeiψ , N3 ¼ Faeiψ þ e�iψak, (22.4)
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sin2ψ
4
k � 2� 2 cosψ þ 2λ sinψð Þ exp 2λ π � ψð Þ½ � , (22.6)

H ¼ a cosψ þ 2λ sinψð Þ 0:5� Fð Þ, (22.7)

C ¼ k� 1ð Þ cosψ � 2λ sinψð Þa2 exp 2λ ψ � πð Þ½ �, (22.8)

D ¼ 1� kð Þa3 exp 2λ ψ � πð Þ½ �, (22.9)
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In the above, ψ is the half of the crack angle, which is determined from
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k
� 2 1� kð Þ
k exp iφð Þ exp 2λ ψ � πð Þ½ �
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R eiφ
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φ¼ψ�γ
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Figure 4.
(a) Schematic failure of a transverse tensile-loaded composite with an interface crack, (b) failure locus of a
composite after interface cracks [42].
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G0 ¼ 1� cosψ þ 2λ sinψð Þ exp 2λ π � ψð Þ½ � þ 1� kð Þ 1þ 4λ2
� �

sin2ψ

2� k� k cosψ þ 2λ sinψð Þ exp 2λ π � ψð Þ½ � , (23.3)
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J1 ¼ kG0 � 1� 2 1� kð Þξ exp 2λψð Þ cos ψð Þ, (23.5)

J2 ¼ 2 1� kð Þξ exp 2λψð Þ sin ψð Þ, (23.6)

J3 ¼ 2 1� kð Þξ exp 2λψð Þ J1 cos ψð Þ � J2 sin ψð Þ½ �=J2: (23.7)

If ξ = 1, no solution for ψ is obtainable from Eq. (23). The corresponding
interface crack is called a singular crack. But one can always adjust the fiber or the
matrix properties involved so that ξ 6¼ 1, since experimental deviations exist in
measurement of them.

8.2 Interface crack detection

Let a UD composite be subjected to a transverse tension, σ022, up to an ultimate
failure. The measured transverse tensile strength of the composite is Y. Suppose that
the fiber/matrix interface of the composite is initially bonded perfectly. When the
load is increased to a critical level, e.g., σ̂0

22, a stable crack with a central angle of 2ψ
occurs on the interface. Many reports have pointed out that an unstable propagation
from an initial interface crack to the last stable angle is short [42, 49, 50], with no
significant change in the applied load. Thus, we can safely assume that at a trans-
verse load level smaller than σ̂0

22 the interface is in perfect bonding.
From Eq. (8.4), the transverse stress in the matrix when the crack occurs reads

σ̂m
22 ¼

0:3Ef
22 þ 0:7Em

Vf þ 0:3Vm
� �

Ef
22 þ 0:7VmEm

σ̂0
22: (24.1)

Further, the longitudinal stress of the matrix at the critical load level is obtained
from Eq. (8.2) as

σ̂m
11 ¼

Vfa12
Vf þ Vma11
� �

Vf þ Vma22
� � σ̂0

22: (24.2)

No other stress in the matrix exists. Supposing that the transverse matrix stress
corresponding to the composite failure is denoted by σ

m
22, one has.

K̂ t
22 σ

m
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m
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FromEqs. (24.1), (25.1), and (25.2), the critical transverse tensile load is found to be
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Figure 4.
(a) Schematic failure of a transverse tensile-loaded composite with an interface crack, (b) failure locus of a
composite after interface cracks [42].
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J3 ¼ 2 1� kð Þξ exp 2λψð Þ J1 cos ψð Þ � J2 sin ψð Þ½ �=J2: (23.7)

If ξ = 1, no solution for ψ is obtainable from Eq. (23). The corresponding
interface crack is called a singular crack. But one can always adjust the fiber or the
matrix properties involved so that ξ 6¼ 1, since experimental deviations exist in
measurement of them.

8.2 Interface crack detection

Let a UD composite be subjected to a transverse tension, σ022, up to an ultimate
failure. The measured transverse tensile strength of the composite is Y. Suppose that
the fiber/matrix interface of the composite is initially bonded perfectly. When the
load is increased to a critical level, e.g., σ̂0

22, a stable crack with a central angle of 2ψ
occurs on the interface. Many reports have pointed out that an unstable propagation
from an initial interface crack to the last stable angle is short [42, 49, 50], with no
significant change in the applied load. Thus, we can safely assume that at a trans-
verse load level smaller than σ̂0

22 the interface is in perfect bonding.
From Eq. (8.4), the transverse stress in the matrix when the crack occurs reads

σ̂m
22 ¼

0:3Ef
22 þ 0:7Em

Vf þ 0:3Vm
� �

Ef
22 þ 0:7VmEm

σ̂0
22: (24.1)

Further, the longitudinal stress of the matrix at the critical load level is obtained
from Eq. (8.2) as
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FromEqs. (24.1), (25.1), and (25.2), the critical transverse tensile load is found to be
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If it is equal to or greater than the transverse tensile strength, Y, the fiber and
matrix system is said to have a perfect interface bonding up to failure. Otherwise,
the system will undergo an earlier interface crack and a further interface modifica-
tion is preferred.

Under any arbitrary load condition, an interface crack occurs in the composite if
and only if
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is the critical Mises stress. σme
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stresses of the matrix obtained from the current load-step true stresses. For
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Eqs. (8.2) and (8.4) in which {σ011, σ
0
22, σ

0
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0
12}.

Using the data of Tables B.1 and B.2, the transverse tensile SCFs of the nine UD
composites after the interface crack together with the crack (half) angles are
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Transverse tensile SCFs and other relevant parameter of the nine composites after interface debonding.
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calculated from Eqs. (22) and (23). The critical transverse and Mises stresses are
also obtained from Eqs. (26) and (28), respectively. They are summarized in
Table 5. It is seen that the half crack angles of the carbon and glass fiber matrix
interfaces under a transverse tension are close to 70°, consistent with the measured
result shown in Figure 4b. Comparing the resulting σ̂0

22 with the corresponding
measured transverse tensile strengths, one can see that four composites, i.e., AS4/
3501-6, IM7/8551-7, S2-Glass/Epoxy, and G40-800/5260 systems, have or nearly
have a perfect interface bonding up to failure. The remaining five composites will
undergo an interface debonding early before failure. There are two composite
systems, S2-Glass/Epoxy and G40-800/5260, having a more than enough interface
bonding strength, implying that more than enough efforts might have been paid.

8.3 Off-axial strength prediction

A composite strength is assumed if either a fiber or a matrix failure is attained. A
matrix failure is detected through, e.g., Tsai-Wu’s criterion (as isotropic materials
are a subset of anisotropic composites), whereas a fiber failure is assessed by the
generalized maximum normal stress failure criteria [16], through the following
expressions:

F1 σm11
� �2

l þ σm22
� �2

l � σm11
� �

l σ
m
22

� �
l

h i
þ F2 σm12

� �2
l þ F3 σm11

� �
l þ σm22
� �

l

h i
≥1, (32.1)

F1 ¼ 1= σmu, tσ
m
u,c

� �
, F2 ¼ 1= σmu,s

� �2, F3 ¼ 1=σmu, t � 1=σmu,c: (32.2)

σ
f
eq, t

� �
l
≥σfu, t or σfeq, c

� �
l
≥� σfu, c, (33.1)

σfeq, t
� �

l
¼

σ1f

� �
l
, if σ3f

� �
l
<0,

σ1f

� �3
l
þ σ2f

� �3
l

� �1
3

, if σ3f

� �
l
¼ 0

,

8>><
>>:

(33.2)

σfeq, c

� �
l
¼

σ3f

� �
l
, if σ1f

� �
l
>0,

σ3f

� �
l
� σ1f

� �
l
if σ1f

� �
l
≤0

8><
>:

: (33.3)

σ1f

� �
l
, σ2f

� �
l
, and σ3f

� �
l
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σ
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u, t and σ

f
u, c are longitudinal tensile and compressive strengths of the fiber,

respectively.
Two UD composites, Kevlar-49/epoxy and E-glass/8804 epoxy systems, were

subjected to off-axial tensile load up to failure. Constituent properties and trans-
verse tensile strengths of the two composites as well as fiber volume fractions were
provided in Ref. [51, 52] and cited in Table 6. From them, the SCFs of the matrices
and the critical Mises stresses can be calculated and are also shown in the table. The
predicted off-axial strengths of the Kevlar-49/epoxy and E-glass/8804 composites
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If it is equal to or greater than the transverse tensile strength, Y, the fiber and
matrix system is said to have a perfect interface bonding up to failure. Otherwise,
the system will undergo an earlier interface crack and a further interface modifica-
tion is preferred.
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composites after the interface crack together with the crack (half) angles are
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calculated from Eqs. (22) and (23). The critical transverse and Mises stresses are
also obtained from Eqs. (26) and (28), respectively. They are summarized in
Table 5. It is seen that the half crack angles of the carbon and glass fiber matrix
interfaces under a transverse tension are close to 70°, consistent with the measured
result shown in Figure 4b. Comparing the resulting σ̂0

22 with the corresponding
measured transverse tensile strengths, one can see that four composites, i.e., AS4/
3501-6, IM7/8551-7, S2-Glass/Epoxy, and G40-800/5260 systems, have or nearly
have a perfect interface bonding up to failure. The remaining five composites will
undergo an interface debonding early before failure. There are two composite
systems, S2-Glass/Epoxy and G40-800/5260, having a more than enough interface
bonding strength, implying that more than enough efforts might have been paid.

8.3 Off-axial strength prediction

A composite strength is assumed if either a fiber or a matrix failure is attained. A
matrix failure is detected through, e.g., Tsai-Wu’s criterion (as isotropic materials
are a subset of anisotropic composites), whereas a fiber failure is assessed by the
generalized maximum normal stress failure criteria [16], through the following
expressions:
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respectively.
Two UD composites, Kevlar-49/epoxy and E-glass/8804 epoxy systems, were

subjected to off-axial tensile load up to failure. Constituent properties and trans-
verse tensile strengths of the two composites as well as fiber volume fractions were
provided in Ref. [51, 52] and cited in Table 6. From them, the SCFs of the matrices
and the critical Mises stresses can be calculated and are also shown in the table. The
predicted off-axial strengths of the Kevlar-49/epoxy and E-glass/8804 composites
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are plotted in Figures 5 and 6, respectively. The SCFs in the Kevlar fiber system
with a perfect interface bonding are close to 1, because the transverse modulus of
the Kevlar fiber is comparable to that of the matrix. Nevertheless, the transverse
tensile SCF of the matrix in the Kevlar fiber system after the interface crack is still
significantly higher than that with the perfect interface bonding. Both of the critical
transverse loads of the composites, σ̂0

22 = 1.2 MPa for the Kevlar and σ̂0
22 = 42.4 MPa

for the glass composites, are smaller than the corresponding transverse tensile
strengths, 27.7 and 45.3 MPa, respectively, and the two composites will undergo an
interface crack. However, the Kevlar fiber system will crack much earlier than the
E-glass fiber system does when subjected to a transverse tensile load.

Given an off-axial tensile load increment, dσθ, where θ is the off-axial angle, the
stress increments {dσ011, dσ

0
22, dσ

0
12} are obtained through a coordinate transforma-

tion, and the interface cracking load, σ̂0
θ , can be determined through Eq. (27).

Consider the Kevlar fiber composite, for instance, and take θ = 30°. The homoge-
nized stresses of the matrix are obtained from Eqs. (8.2), (8.4), and (8.6) as
σm11 ¼ 0:115σθ, σm22 ¼ 0:234σθ, and σm12 ¼ �0:32σθ, whereas the true stresses before
the interface crack are σm11 = 0:115σθ, σm22 ¼ 0:253σθ, and σm12 ¼ �0:374σθ. Hence, the
interface cracking load σ̂0

300 = 1.11/0.684 = 1.623 MPa.
After the interface crack, only the transverse tensile stress increment of the

matrix will be amplified with a different SCF. The true stresses of the matrix in the
Kevlar fiber composite with θ = 30° and after the interface crack are given by σm11 =
0.115σθ, σm22= 0.41 + 0.641(σθ � 1.623), and σm12 ¼ �0:374σθ. As the matrix failure
occurs first, the predicted ultimate off-axial tensile strength from Eq. (32) is σu, t

300=
80.5 MPa, very close to the measured one, 83.4 MPa [53].

The measured data for the Kevlar and the glass composites taken from Pindera
et al. [53] and Mayes et al. [52] are also shown on Figures 5 and 6, respectively. In
order to display the predicted results at most off-axial angles more clearly, the
predictions at angles smaller than 10° are not included in the figures. Three kinds of
predictions have been made. One is with a perfect interface bonding assumption,
another without any SCF of the matrix considered, and the third is incorporated
with an interface crack. As expected, the predictions without any SCF are far away
from the experiments at most off-axial angles, whereas those with the interface

Figure 5.
Comparison of different schemes’ predictions with experiments [53] for off-axial tensile strengths of a Kevlar-
49/epoxy UD composite.
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are plotted in Figures 5 and 6, respectively. The SCFs in the Kevlar fiber system
with a perfect interface bonding are close to 1, because the transverse modulus of
the Kevlar fiber is comparable to that of the matrix. Nevertheless, the transverse
tensile SCF of the matrix in the Kevlar fiber system after the interface crack is still
significantly higher than that with the perfect interface bonding. Both of the critical
transverse loads of the composites, σ̂0

22 = 1.2 MPa for the Kevlar and σ̂0
22 = 42.4 MPa

for the glass composites, are smaller than the corresponding transverse tensile
strengths, 27.7 and 45.3 MPa, respectively, and the two composites will undergo an
interface crack. However, the Kevlar fiber system will crack much earlier than the
E-glass fiber system does when subjected to a transverse tensile load.

Given an off-axial tensile load increment, dσθ, where θ is the off-axial angle, the
stress increments {dσ011, dσ

0
22, dσ

0
12} are obtained through a coordinate transforma-

tion, and the interface cracking load, σ̂0
θ , can be determined through Eq. (27).

Consider the Kevlar fiber composite, for instance, and take θ = 30°. The homoge-
nized stresses of the matrix are obtained from Eqs. (8.2), (8.4), and (8.6) as
σm11 ¼ 0:115σθ, σm22 ¼ 0:234σθ, and σm12 ¼ �0:32σθ, whereas the true stresses before
the interface crack are σm11 = 0:115σθ, σm22 ¼ 0:253σθ, and σm12 ¼ �0:374σθ. Hence, the
interface cracking load σ̂0

300 = 1.11/0.684 = 1.623 MPa.
After the interface crack, only the transverse tensile stress increment of the

matrix will be amplified with a different SCF. The true stresses of the matrix in the
Kevlar fiber composite with θ = 30° and after the interface crack are given by σm11 =
0.115σθ, σm22= 0.41 + 0.641(σθ � 1.623), and σm12 ¼ �0:374σθ. As the matrix failure
occurs first, the predicted ultimate off-axial tensile strength from Eq. (32) is σu, t

300=
80.5 MPa, very close to the measured one, 83.4 MPa [53].

The measured data for the Kevlar and the glass composites taken from Pindera
et al. [53] and Mayes et al. [52] are also shown on Figures 5 and 6, respectively. In
order to display the predicted results at most off-axial angles more clearly, the
predictions at angles smaller than 10° are not included in the figures. Three kinds of
predictions have been made. One is with a perfect interface bonding assumption,
another without any SCF of the matrix considered, and the third is incorporated
with an interface crack. As expected, the predictions without any SCF are far away
from the experiments at most off-axial angles, whereas those with the interface

Figure 5.
Comparison of different schemes’ predictions with experiments [53] for off-axial tensile strengths of a Kevlar-
49/epoxy UD composite.
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crack incorporated agree the best with the measured data. The perfect bonding
assumption for both of the composites results in the predictions lied in between the
other two kinds of predictions. Whereas the perfect bonding assumption up to a
composite failure for the E-glass fiber system is good enough (Figure 6), the same
assumption for the Kevlar fiber system generates significant prediction errors in
general (Figure 5). This is because the E-glass fiber system under consideration has
a critical transverse load (42.4 MPa) quite close to the transverse tensile strength,
45.3 MPa. On the other hand, the Kevlar fiber system can only sustain a transverse
tensile load up to 1.2 MPa before an interface crack, which is very small compared
to the transverse tensile strength, 27.7 MPa. This is consistent with a common
observation that a Kevlar fiber-reinforced polymer matrix composite generally
undergoes a much earlier interface debonding before an ultimate failure.

It is noticed that the three kinds of predictions arrive at the same longitudinal
strength for each composite, i.e., 1137 MPa for the Kevlar fiber and 852 MPa for the
E-glass fiber composites. Both of them correlate well with the experimental data,
i.e., 1142 MPa for the Kevlar composite [53] and 817.5 MPa for the glass composite
[52]. However, both of them have already undergone an interface crack (σ̂0

00 =
22.3 MPa for the Kevlar and 725.4 MPa for the glass composites) before the longi-
tudinal strength is attained. Both of the examples confirm that only a transverse
tensile load carrying capacity is influenced by an interface crack.

9. Conclusion

Micromechanical failure and strength prediction of a UD composite is system-
atically described in this chapter. The internal stresses in the fiber and matrix must
be calculated at first. Although various methods are available for this purpose, a
thorough compassion study has shown that Bridging Model is the most potential
owing to its simplicity with closed-form formulae, high accuracy, and the unique
feature of consistency in the internal stress calculation. These stresses are homoge-
nized quantities. They must be converted into true values before being used for a
failure assessment against the original strength data of the fiber and matrix. Other-
wise, a predicted strength of the composite may be far away from the experiment.
The difference in the overall prediction accuracies between use of the homogenized

Figure 6.
Comparison of different schemes’ predictions with experiments [53] for off-axial tensile strengths of an E-glass/
8804 UD composite.
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and the true stresses can be as large as more than five times. As the homogenized
and the true stresses in the fiber are the same, the true stress determination for the
matrix becomes essential. It has been demonstrated in the chapter that the true
stresses of the matrix under any load condition are obtained by multiplying its
homogenized counterparts with SCFs of the matrix in the composites. Such an SCF
cannot be determined following a classical way. Instead, it must be defined as a line-
averaged stress divided by a volume-averaged quantity. All of the SCFs subjected to
various kinds of loading and with a perfect interface bonding have been presented
in the chapter. It is known that an interface debonding only has a significant
influence on the transverse tensile load carrying ability, and the transverse tensile
SCF of the matrix after the interface debonding has also been obtained. The theory
is equally well applicable to the failure and strength prediction of any other contin-
uous fiber-reinforced composite, once it is subdivided into a combination of UD
composites.
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νm is Poisson’s ratio of the matrix.
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crack incorporated agree the best with the measured data. The perfect bonding
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other two kinds of predictions. Whereas the perfect bonding assumption up to a
composite failure for the E-glass fiber system is good enough (Figure 6), the same
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thorough compassion study has shown that Bridging Model is the most potential
owing to its simplicity with closed-form formulae, high accuracy, and the unique
feature of consistency in the internal stress calculation. These stresses are homoge-
nized quantities. They must be converted into true values before being used for a
failure assessment against the original strength data of the fiber and matrix. Other-
wise, a predicted strength of the composite may be far away from the experiment.
The difference in the overall prediction accuracies between use of the homogenized

Figure 6.
Comparison of different schemes’ predictions with experiments [53] for off-axial tensile strengths of an E-glass/
8804 UD composite.
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and the true stresses can be as large as more than five times. As the homogenized
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νm is Poisson’s ratio of the matrix.
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A.2 Mori-Tanaka method

Non-zero bridging tensor elements of Mori-Tanaka method are given below [54]:
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A55 ¼ Gm þ Gf
12

2Gf
12

¼ A66: (A.10)

Gf
23 is the fiber transverse shear modulus.

A.3 Rule of mixture model

By this model, five elastic moduli of the composite are obtained as [19]

E11 ¼ VfE
f
11 þ VmEm, (A.11)

ν12 ¼ Vf ν
f
12 þ Vmν

m, (A.12)

E22 ¼ Em

1� Vf 1� Em=Ef
22
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1� Vf 1�Gm=Gf
12

� � , (A.14)

G23 ¼ Gm

1� Vf 1�Gm=Gf
23

� � : (A.15)

A.4 Chamis model

By simply replacing Vf in Eqs. (A.13)–(A.15) with
ffiffiffiffiffiffi
Vf

p
, respectively, one

obtains the Chamis model’s formulae [20].
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A.5 Modified rule of mixture model

Formulae for E11 and ν12 are the same as Eqs. (A.11) and (A.12). The modified
formulae for the other three moduli are [19]

E22 ¼ 4η22G23

η22 þmG23
, m ¼ 1þ 4η22ν212
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 !
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:  (A.20)

Kf
ij and Km

ij are the stiffness elements of the fiber and matrix.

A.6 Halpin-Tsai formulae
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η ¼ Λf
22=Λ
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Λf
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m þ 1� 2νm
: (A.24)

It is noted that the formulae for E11 and ν12 are the same as Eqs. (A.11) and
(A.12), respectively [21].

A.7 Hill-Hashin-Christensen-Lo model
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It is noted that the formulae for E11 and ν12 are the same as Eqs. (A.11) and
(A.12), respectively [21].
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E22 ¼ 2
0:5=KT þ 0:5=G23 þ 2ν212=E11

, (A.27)
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(A.33)

ηf ¼ 3� 4νf23, ηm ¼ 3� 4νm: (A.34)

Eq. (A.30) is applicable only to composites with an isotropic fiber reinforcement
[22].

A.8 Self-consistent model

The self-consistent formulae are represented as follows [15]:

Kij
� � ¼ Km

ij

h i
þ Vf Kf

ij

h i
� Km

ij

h i� �
Mf

ij

h i
(A.35)
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ij

h i
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� �
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h i
� Kij
� �� �h o�1

�
(A.36)

~Lij� ¼ Sij
� �

~Aij� Kf
ij

h i
� I½ �

h �
Kf

ij

h i
� Kij
� �� ��1

Kij
� ���

(A.37)

where ~Aij�
h

is the bridging tensor correlating the homogenized stresses of the

composite with those of the fiber in a concentric cylinder assemblage (CCA)
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model, i.e., a two-phase CCA model, through σif g ¼ ~Aij� σ
f
j

n oh
, whose non-zero

elements are given by [54]
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E11 E11‐E22ν

f
12ν12
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h i , (A.38)
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2Ef
11E

f
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h i , (A.39)
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23 3� ν23ð Þ
h in o
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h i , (A.43)

~A55 ¼ ~A66 ¼
Gf

12 þG12

2Gf
12

: (A.44)

The self-consistent model is implicit, and an iteration has to be carried out to
determine the five effective elastic moduli, E11, E22, G12, ν12, and ν23, of the composite.

A.9 Generalized self-consistent model

Basic equations of the generalized self-consistent model are the same as

Eqs. (A.35)–(A.37), except that the bridging tensor in Eq. (A.37), ~Aij

h i
, correlating

the stresses of the composite with those of the fiber is no longer obtained on a two-
phase CCA model but on a three-phase CCA one shown in Figure A.1. In the latter
case, however, generally non-explicit expressions exist for the bridging tensor ele-
ments ~Aij. Solution for the resulting linear algebraic equations is necessary [54].

As pointed out in Ref. [54], a three-phase CCA model (Figure A.1) can be
sufficiently well approximated with two step two-phase CCA ones. In the first step,
the fiber and matrix phase constitutes a UD composite, whose effective elastic
moduli, Eeq

11, E
eq
22, ν

eq
12, G

eq
12, and ν

eq
23, can be obtained from Eq. (6) in which the

bridging tensor [Aij] is defined by Eqs. (A.4)–(A.10). Then, this UD composite is
regarded as an equivalent fiber to embed into the composite. The resulting bridging

tensor Aeq
ij

h i
correlating the stresses of the composite with those of the equivalent

fiber is given by Eqs. (A.38)–(A.44), providing that Ef
11, E

f
22, ν

f
12, G

f
12, and ν

f
23

involved are replaced by Eeq
11, E

eq
22, ν

eq
12, G

eq
12, and ν

eq
23, respectively.
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KT ¼ Km þ Vf

1
Λf
22�Λm þ 1�Vf

ΛmþGm

, (A.29)

A1
G23

Gm

� �2

þ 2B
G23

Gm

� �
þ C1 ¼ 0, (A.30)

A1 ¼ 3VfVm
2 Gf

Gm � 1

 !
Gf

Gm þ ηf

 !
þ Gf

Gm ηm þ ηf ηm � Gf

Gm ηm � ηf

 !
Vf

3

" #

Vf ηm
Gf

Gm � 1

 !
� Gf

Gm ηm þ 1

 !" #
,

(A.31)

B1 ¼ �3VfVm
2 Gf

Gm � 1

 !
Gf

Gm þ ηf

 !
þ 1
2

Gf

Gm ηm þ Gf

Gm � 1

 !
Vf þ 1

" #

ηm � 1ð Þ Gf

Gm þ ηf

 !
� 2

Gf

Gm ηm � ηf

 !
Vf

3

#
þ Vf

2
ηm þ 1ð Þ

" (A.32)

Gf

Gm � 1

 !
Gf

Gm þ ηf þ
Gf

Gm ηm � ηf

 !
Vf

3

" #
,

C1 ¼ 3VfVm
2 Gf

Gm � 1

 !
Gf

Gm þ ηf

 !
þ Gf

Gm ηm þ Vf
Gf

Gm � 1

 !
þ 1

" #

Gf

Gm þ ηf þ
Gf

Gm ηm � ηf

 !
Vf

3

" #
,

(A.33)

ηf ¼ 3� 4νf23, ηm ¼ 3� 4νm: (A.34)

Eq. (A.30) is applicable only to composites with an isotropic fiber reinforcement
[22].

A.8 Self-consistent model

The self-consistent formulae are represented as follows [15]:

Kij
� � ¼ Km

ij

h i
þ Vf Kf

ij

h i
� Km

ij

h i� �
Mf

ij

h i
(A.35)

Mf
ij

h i
¼ I½ � þ ~Lij� Sij

� �
Kf

ij

h i
� Kij
� �� �h o�1

�
(A.36)

~Lij� ¼ Sij
� �

~Aij� Kf
ij

h i
� I½ �

h �
Kf

ij

h i
� Kij
� �� ��1

Kij
� ���

(A.37)

where ~Aij�
h

is the bridging tensor correlating the homogenized stresses of the

composite with those of the fiber in a concentric cylinder assemblage (CCA)
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model, i.e., a two-phase CCA model, through σif g ¼ ~Aij� σ
f
j

n oh
, whose non-zero

elements are given by [54]

~A11 ¼
E11 E11‐E22ν

f
12ν12

� �

Ef
11 E11‐E22 ν12ð Þ2
h i , (A.38)

~A12 ¼ ~A13 ¼
E11 Ef

11E22 1� ν
f
23

� �
ν12 þ Ef

22 ‐2E11ν
f
12 þ Ef

11ν12 1þ ν23ð Þ
h in o

2Ef
11E

f
22 E11 � E22 ν12ð Þ2
h i , (A.39)

~A21 ¼ ~A31 ¼
E11E22 ν12 � νf12

� �

2Ef
11 E11 � E22 ν12ð Þ2
h i , (A.40)

~A22 ¼ ~A33 ¼
E11 Ef

22 5þ ν23ð Þ þ E22 3‐νf23
� �h i

8Ef
22 E11 � E22 ν12ð Þ2
h i �

E22ν12 E11ν
f
12 þ Ef

11ν12
� �

2Ef
11 E11 � E22 ν12ð Þ2
h i , (A.41)

~A23 ¼ ~A32 ¼
E11 E22 1� 3νf23

� �
þ Ef

22 3ν23‐1ð Þ
h i

8Ef
22 E11 � E22 ν12ð Þ2
h i þ

E22ν12 Ef
11ν12‐E11ν

f
12

� �

2Ef
11 E11 � E22 ν12ð Þ2
h i , (A.42)

~A44 ¼
1þ ν

f
23

� �
‐8E22G

f
23 ν12ð Þ2 þ E11 E22 þ 2Gf

23 3� ν23ð Þ
h in o

4Ef
22 E11 � E22 ν12ð Þ2
h i , (A.43)

~A55 ¼ ~A66 ¼
Gf

12 þG12

2Gf
12

: (A.44)

The self-consistent model is implicit, and an iteration has to be carried out to
determine the five effective elastic moduli, E11, E22, G12, ν12, and ν23, of the composite.

A.9 Generalized self-consistent model

Basic equations of the generalized self-consistent model are the same as

Eqs. (A.35)–(A.37), except that the bridging tensor in Eq. (A.37), ~Aij

h i
, correlating

the stresses of the composite with those of the fiber is no longer obtained on a two-
phase CCA model but on a three-phase CCA one shown in Figure A.1. In the latter
case, however, generally non-explicit expressions exist for the bridging tensor ele-
ments ~Aij. Solution for the resulting linear algebraic equations is necessary [54].

As pointed out in Ref. [54], a three-phase CCA model (Figure A.1) can be
sufficiently well approximated with two step two-phase CCA ones. In the first step,
the fiber and matrix phase constitutes a UD composite, whose effective elastic
moduli, Eeq

11, E
eq
22, ν

eq
12, G

eq
12, and ν

eq
23, can be obtained from Eq. (6) in which the

bridging tensor [Aij] is defined by Eqs. (A.4)–(A.10). Then, this UD composite is
regarded as an equivalent fiber to embed into the composite. The resulting bridging

tensor Aeq
ij

h i
correlating the stresses of the composite with those of the equivalent

fiber is given by Eqs. (A.38)–(A.44), providing that Ef
11, E

f
22, ν

f
12, G

f
12, and ν

f
23

involved are replaced by Eeq
11, E

eq
22, ν

eq
12, G

eq
12, and ν

eq
23, respectively.
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From σif g ¼ Aeq
ij

h i
σ
eq
j

n o
and σ

f
i

n o
¼ Vf I½ � þ Vm Aij

� �� ��1
σ
eq
j

n o
, it is obtained that

~Aij�≈ Aeq
ij

h i
Vf I½ � þ Vm Aij

� �� �
:

h
(A.45)

A.10 Double inclusion method (DIM)

This method [4] has been incorporated into a commercial software, Digimat
[40], for composites. As any prediction by this method is performed with Digimat,
the formulae of the method are omitted.

Appendix B. Mechanical property data tables

Figure A.1.
(a) Schematic for generalized self-consistent method. (b) A three-phase CCA model (b!∞) for the generalized
self-consistent method.

E-glass
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MY750
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T300
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T300
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epoxy
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ν
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23
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σ
f
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σ
f
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νm 0.35 0.35 0.34 0.35 0.38 0.35 0.35 0.35 0.35

σmu, t (MPa) 80 80 69 75 99 70 85 73 70

σmu,c (MPa) 120 120 250 150 130 130 120 120 130

σmu, s (MPa) 54 54 50 70 57 41 50 52 57

Vf 0.62 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6

Table B1.
Mechanical properties of the fibers and matrices of the nine UD composites used in WWFEs [25–27].
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A.10 Double inclusion method (DIM)

This method [4] has been incorporated into a commercial software, Digimat
[40], for composites. As any prediction by this method is performed with Digimat,
the formulae of the method are omitted.

Appendix B. Mechanical property data tables

Figure A.1.
(a) Schematic for generalized self-consistent method. (b) A three-phase CCA model (b!∞) for the generalized
self-consistent method.
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Table B1.
Mechanical properties of the fibers and matrices of the nine UD composites used in WWFEs [25–27].
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Probabilistic Modeling of Failure
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Abstract

Failure of a system or a component of a system is and has been a major concern
to systems’ operators and owners. Failure could be traced back to different causes
and may take different forms and shapes. It may result from software malfunction,
hardware degraded performance, human error, sabotage, environmental as well as
other external factors. There are various techniques found in the literature that can
assist in the analysis of failure. These techniques comprise deterministic and prob-
abilistic techniques. Deterministic techniques ignore the variability and uncer-
tainties of the variables in the analysis which may lead to unsatisfactory and
inaccurate results. While probabilistic techniques produce accurate and an all-
inclusive result because they incorporate the variabilities and uncertainties in the
analysis. The focus of this chapter is to present commonly used probabilistic failure
analysis techniques and their mathematical derivations. Examples to enhance the
understanding of the concept of failure analysis are also presented.

Keywords: failure analysis, probabilistic methods in engineering, reliability
engineering

1. Introduction

Traditionally, failure analysis is conducted using deterministic techniques to
assess the operability and integrity of industrial systems. These techniques lack the
ability to report or predict the probabilistic nature of the systems’ behavior. More-
over, they ignore the probabilistic and random nature of the external factors that
have direct impact on the performance of the systems. Implementing these tech-
niques may produce inadequate assessment and eventually, may lead to wrong
decisions concerning the integrity and reliability of the evaluated systems. To make
an informed and reliable decision about the reliability and operability of such
systems, probabilistic failure analysis should be adopted as an alternative analysis
technique. This technique should be made as an integral part of the decision process
as well as be a part of the overall organization’s risk control.

This chapter presents techniques that assist in the analysis of failure using
engineering probabilistic methods. They include simulation as well as analytical
methods. Simulation methods can be conducted using Monte Carlo simulation
technique. Two different Monte Carlo simulation approaches are presented in this
chapter. These are, the counting approach and sample statistics approach. The main
drawback with simulation is that it takes great deal of time to perform and may
require an extensive processing power. However, it is an essential step in the
analysis to validate the results obtained by the analytical methods.

Some of the analytical methods include first order reliability method (FORM)
and second order reliability method (SORM). FORM involves two approaches to
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1. Introduction
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assess the operability and integrity of industrial systems. These techniques lack the
ability to report or predict the probabilistic nature of the systems’ behavior. More-
over, they ignore the probabilistic and random nature of the external factors that
have direct impact on the performance of the systems. Implementing these tech-
niques may produce inadequate assessment and eventually, may lead to wrong
decisions concerning the integrity and reliability of the evaluated systems. To make
an informed and reliable decision about the reliability and operability of such
systems, probabilistic failure analysis should be adopted as an alternative analysis
technique. This technique should be made as an integral part of the decision process
as well as be a part of the overall organization’s risk control.

This chapter presents techniques that assist in the analysis of failure using
engineering probabilistic methods. They include simulation as well as analytical
methods. Simulation methods can be conducted using Monte Carlo simulation
technique. Two different Monte Carlo simulation approaches are presented in this
chapter. These are, the counting approach and sample statistics approach. The main
drawback with simulation is that it takes great deal of time to perform and may
require an extensive processing power. However, it is an essential step in the
analysis to validate the results obtained by the analytical methods.

Some of the analytical methods include first order reliability method (FORM)
and second order reliability method (SORM). FORM involves two approaches to
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calculate probability of failure, these are first order and second moment (FOSM)
and advanced FOSM.

The focus of this chapter will be only on the FORM with the assumption that all
random variables are uncorrelated. Analysis that require the use of FORM for
correlated random variables is beyond the scope of this chapter. Likewise, analysis
requiring the application of SORM to analyze limit state functions involving second
order representation is beyond the scope of this chapter.

2. Failure modeling

Failure can be defined as the inability of industrial systems or subsystems either
partially or totally to satisfy operational requirements as set forth by design specifi-
cations. Failure of a system could be partial or complete; in either case the conse-
quences of failure may result in adverse consequences. Interruption of services,
degraded performance, system shutdown, environmental damage and customers’
dissatisfaction are some of the consequences. Such consequences may lead to finan-
cial losses, liabilities and destroyed image of the operating company. As an example,
if failure involves leak detection system to detect oil and gas leakage from subsea oil
and gas pipelines, consequences could be so severe. Pollution of the ocean, damage
to the fishery and tourism industries are some of the major consequences.

The system fails when the imposed demand or load on the system exceeds its
capacity or resistance. The strength or the capacity of the system is a design param-
eter that specifies the maximum load the system can endure or the maximum
demand the system can satisfy. The variabilities of the system’s capacity to satisfy
the demand or load imposed on it are mainly attributed to the inherent uncer-
tainties of the operation characteristics of the system’s components as well as exter-
nal environmental factors. Therefore, the capacity of the system is assumed to be
probabilistic in nature that varies from time to time due to the reasons mentioned
above. Likewise, using same argument the load or demand imposed on the system
are considered probabilistic in nature due to the effect of the varying environmental
conditions.

Considering the above, the performance function of the system or sometime is
called limit state function can be formulated as the difference between the system’s
capacity and the load or demand imposed on it. The same argument can be used for
production facility, the performance is the difference between supply and demand,
supply being the capacity, or the strength and demand is the load. If the two
parameters are the same then it can be said that the system is at a limit state, if the
system cannot meet the demand then the system is at a failure state, and if the
system capacity exceeds the load imposed on it, the system is at a satisfactory state.

3. Reliability analysis methods

Knowing in advance when the system is going to fail or degrade in performance
is an essential step in the failure analysis. Under this step, the probability of failure
is calculated in terms of the random variables affecting the performance of the
system. There are several approaches found in the literature that can be used to
evaluate the probability of failure either analytically or by simulation. Analytical
methods approximate the probability of failure by using first order reliability
method (FORM) or second order reliability method (SORM). The FORM uses two
approximation techniques that evaluates the probability of failure, these are the
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first order and second moment (FOSM) and advanced first order second moment
(AFOSM) techniques.

Calculating the probability of failure based on the methods mentioned above can
be used to predict the ability of the system to satisfy operational as well as safety
requirements during its life cycle. Combining this analysis with risk analysis, the
consequences of failure can be easily determined. First order reliability method
consists of two techniques namely:

3.1 Analytical methods

3.1.1 First order second moment (FOSM)

FOSM makes use of second moment statistics (mean and variance) and ignores
higher moments (skewness and kurtosis) of the random variables. It evaluates the
performance function by using the first order Taylor series expansion of the limit
state function (LSF) at the mean value. This method is used when the performance
function is linear having statistically independent, normally distributed and
noncorrelated random variables X0

is.
Performance function can be defined as [3, 5, 10]:

Z ¼ C� D (1)

where C is the capacity and D is the demand are statistically independent
random variables and are assumed to be normally distributed. Failure occurs when:

Z,0 (2)

Then the probability of failure (Pf ) can be computed as:

Pf ¼ P C,Dð Þð Þ (3)

Or

Pf ¼ P Z,0ð Þð Þ (4)

Figure 1 shows the probability density function (PDF) of the random variable Z,
as it can be depicted from the figure that the probability of failure comprises the
shaded area where Z < 0.

Figure 1.
Probability density function of the performance function.
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The probability of failure is expressed as [3, 5, 10]:

Pf ¼ P Z,0ð Þð Þ ¼
ð0

�∞

f z Zð Þdz (5)

Alternatively, the performance function Z can be formulated in terms of many
random variables designated by a vector X as [3, 5, 10]:

Z Xð Þ ¼ Z X1;X2,…:Xnð Þ (6)

X1,…:Xn are the random variables in the performance function.
The integration of the performance function as indicated in Eq. (5) is performed

for the region where Z,0, this type of integration is difficult to solve, alternatively
Taylor series expansion is used. The first order Taylor series approximation about
the mean of the random variables is shown in Eq. (7). The expansion is truncated at
the linear terms to obtain the first order approximation of the performance function
[7–9].

Z ¼ Z μXð Þ þ ∑
n

i¼1

∂Z
∂Xi

Xi � μXi

� �þ 1
2!

∑
n

i¼1
 ∑

n

j¼1

∂
2Z

∂Xi∂Xj
Xi � μXi

� �
Xj � μXj

� �
(7)

Z ¼ Z μXð Þ þ ∑
n

i¼1

∂Z
∂Xi

Xi � μXi

� �
(7.1)

Then the mean and variance are given as:
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Var Z μXð Þ½ � ¼ 0 (10.1)
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z
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� �2
Var Xið Þ

s
(10.4)

The reliability index (β) is taken as ratio of the mean to the standard deviation of
the performance function.

β ¼ μZ
σZ

(11)

The reliability index is computed for every failure mode, where the probability
of failure is expressed as:
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Pf ¼ ϕ �βð Þ ¼ 1� ϕ βð Þ (12)

This method is simple to use and assumes that the random variables are nor-
mally distributed. All is needed for the calculation is the knowledge of the mean and
the standard deviation and it is not necessary to know the distribution of the
random variables. The downside of this method is that it can cause error in the final
results if the function is nonlinear or if the tail of the distribution cannot be
approximated by normal distribution. Moreover, if the function is nonlinear it will
be provided different answer than that if it is linear. Advanced FOSM is used to deal
with the limitations of the FOSM mentioned above.

3.1.2 Advanced first order second moment method (AFOSM)

AFOSM provides solution for linear and nonlinear performance function by
determining the shortest distance from the origin to the failure surface. This
method is also called Hasofer-Lind method. It evaluates the probability of failure for
the limit state function or the performance function by determining the most
probable failure point instead of the mean. Hasofer and Lind developed this
advanced method in 1974 which is called Hasofer-Lind method and is abbreviated
as H-L method. As stated above, the main objective of this method is to estimate the
failure point which is the shortest distance from the origin to the failure surface that
separates the failure region from the safe region. This can be clearly shown in
Figure 2. The failure point is sometimes called in the literature design point or
check point, but in this chapter, it will be referred to as the most probable point of
failure (MPPF). Let us consider a limit state function/performance function with
normally distributed and independent random variables X as:

Z Xð Þ ¼ Z x1; x2;⋯⋯⋯⋯⋯⋯; xnð Þ ¼ 0 (13)

This method transforms the random variables into reduced form as:

ui ¼
xi � μxi
σxi

, i ¼ 1, 2, :…, (14)

xi ¼ ui ∗ σxi þ μxi , i ¼ 1, 2, :…, (15)

The performance function is then formulated in terms of the reduced random
variables as:

Z Uð Þ ¼ Z u1 ∗ σx1 þ μx1 ; u2 ∗ σx2 þ μx2 ;…………:un ∗ σxn þ μxn
� � ¼ 0 (16)

Figure 2 shows the plot of the limit state function in the original as well as the
transformed coordinates. It shows that the MPPF is the tangent point on the curve
Z Xð Þ ¼ 0 and the reliability index β as the shortest distance from the origin to the
limit surface.

To find the MPPF x0i on the limit surface under the condition that Z Xð Þ ¼ 0,
Taylor series expansion is used around the MPPF, considering the first order terms
only, this gives:

Z Uð Þ ¼ Z U ∗ð Þ þ ∑
n

i¼1

∂Z U ∗ð Þ
∂Ui

ui � u ∗
i

� �
(17)

ZðUÞ ¼ Zðu ∗
1 ∗ σx1 þ μx1Þðu ∗

2 ∗ σx2 þ μx2Þ………………:ðu ∗
n ∗ σxn þ μxnÞ ¼ 0 (18)
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Using chain rule for derivative and considering that relationship between U and
X as:

Z function of x ! Z ¼ g xð Þ
X function of u ! X ¼ f uð Þ

and using Eqs. (14) and (15) the partial derivative ∂g U ∗ð Þ
∂ui

becomes:

∂Z
∂Ui

¼ ∂Z
∂Xi

∂X
∂Ui

¼ ∂Z
∂Xi

� �
∂X u ∗

i ∗ σxi þ μxi
� �

∂Ui

� �
¼ ∂Z

∂Xi
σxi (19)

Substituting Eq. (19) into Eq. (17) gives:

Z Uð Þ ¼ Z U ∗ð Þ þ ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxi ui � u ∗
i

� �
(20)

Figure 2.
(a) Nonlinear limit state function—original coordinates. (b) Nonlinear limit state function—transformed
coordinates.
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The mean of Z Uð Þ is:

uz ¼ E Z U ∗ð Þ½ � þ E ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxiui

� �
� E ∑

n

i¼1

∂Z X ∗ð Þ
∂xi

σxiu
∗
i

� �
(21)

E Z U ∗ð Þ½ � ¼ Z U ∗ð Þ (22)
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� μxi ∑

n

i¼1

∂Z X ∗ð Þ
∂xi

� �
¼ 0 (24)

E ∑
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∂Z X ∗ð Þ
∂xi

σxiu
∗
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� �
¼ ∑

n

i¼1

∂Z X ∗ð Þ
∂xi

σxiu
∗
i (25)

uz ¼ Z U ∗ð Þ � ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxiu
∗
i (26)

The variance is expressed as:

σ2Z ¼ VarðZ Uð Þ ¼ Var Z U ∗ð Þ½ � þ Var ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxi ui � u ∗
i
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(27)

It must be noted that constants have no variance, their variances equal to zero.
The first term of the Taylor expansion in Eq. (27) is constant; therefore, its variance
equals to zero. Similarly, the variance at the mean value is zero.

Var Z U ∗ð Þ½ � ¼ 0 (28)

VarðZ Uð Þ ¼ Var ∑
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(31.1)

Var ∑
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i¼1

∂Z X ∗ð Þ
∂xi

uxi

� �
¼0 (32)

VarðZ Uð Þ¼ ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

� �2

Var xi½ � (33)

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z X ∗ð Þ
∂xi

� �2

σ2xi

s
(34)

Alternatively, Eq. (31) can be calculated as [6]:
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Alternatively, Eq. (31) can be calculated as [6]:
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Var ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

xi � uxið Þ
� �

¼ E ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

xi � uxið Þ
� �2

¼ ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

� �2

E xi � uxið Þ½ �2

¼ ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

� �2

Var xi½ �

(34.1)

The reliability index is calculated as:

β ¼ μZ
σZ

¼
Z X ∗ð Þ � ∑

n

i¼1

∂Z X ∗ð Þ
∂xi

σxi u ∗
i

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxi

� �2s (35)

The directional cosine αi along the coordinate axes is computed as:

αi ¼ �
∂Z U ∗ð Þ

∂ui

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z U ∗ð Þ
∂ui

� �2s ¼ �
∂Z X ∗ð Þ

∂xi
σxi

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z Xð Þ
∂xi

σxi

� �2s (36)

It can be shown from Figure 2 that:

u ∗
i ¼ β ∗ Cos θið Þ or u ∗

i ¼ αxiβ (37)

Using Eqs. (14), (15) and (36) we can determine the design point in the original
coordinates as:

x ∗
i ¼ βαxiσxi þ μxi ¼ u ∗

i σxi þ μxi i ¼ 1, 2,……………, n (38)

The probability of failure, Pf can be computed as:

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ (39)

The steps to estimate the reliability index are:

1. Formulate the performance function in terms of the original random variables, xi:

Z x1; x2;⋯⋯⋯⋯⋯⋯; xnð Þ
2. Assume the initial design points as the given mean of each variables.

3. Compute the initial reliability index β in terms of the mean values of the random
variables using Eq. (11).

4. Compute the partial derivatives of the limit state function (LSF)/performance
function in terms of mean value of the random variables.

5. Compute the directional cosines αi using Eq. (36).

6. Compute the new design point using Eq. (38).
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7. Compute the LSF in terms of new design points.

8. Compute the partial derivatives at the new design points.

9. Compute the new reliability index β using Eq. (35).

a.Another alternative is to compute β from the limit state function
Z Xð Þ ¼ Z βαxiσxi þ μxi

� � ¼ 0
� �

using the newly determined design points in
step 7 and solve for β.

10. Compute the directional cosine.

11. Repeat steps six through nine until β converges to a pre-established tolerance level.

12. Use Eq. (39) to calculate the probability of failure.

The stepsmentioned above are usedwith the assumption that the randomvariables
are normally distributed. For non-normally distributed variables additional steps are
needed to determine the mean and standard deviation of the equivalent normal distri-
bution as listed below. These steps should be carried out after step number two to
determine mean and standard deviation of the equivalent normal distribution. Assum-
ing the random variables are statistically independent and non-normally distributed:

1. Determine the distribution parameters.

2. Compute the cumulative distribution function cdf, F xið Þ, the probability
density function pdf, f xið Þ and the inverse cdf, Φ�1 F xið Þ½ � of the original
non-normal random variables at the initial design point.

3. Compute the values of the standard deviation, σxi and the mean, μxi of the
equivalent normal distribution as:

σxi ¼
ϕ Φ�1 F xið Þ½ �� �

f xið Þ (40)

It must be noted that f xið Þ refers to the pdf of the original non-normal random
variable and ϕð Þ refers to the pdf of the equivalent standard normal random variable.

μxi ¼ xi �Φ�1 F xið Þ½ �σxi (41)

4. Compute the standard normal variable (uiÞ of xi by:

ui ¼
xi � μxi
σxi

, i ¼ 1, 2,………………, n (42)

For a log normally distributed random variable, distribution parameters μln xð Þ,
σln xð Þ are defined using the following equations:

σ2ln xð Þ ¼ ln
σx
μx

� �2

þ 1

 !
, σln xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffi
σ2ln xð Þ

q
(43)

μln xð Þ ¼ ln μxð Þ � 0:5σ2ln xð Þ (44)
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¼ E ∑
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E xi � uxið Þ½ �2

¼ ∑
n

i¼1

∂Z X ∗ð Þ
∂xi

� �2

Var xi½ �

(34.1)

The reliability index is calculated as:

β ¼ μZ
σZ

¼
Z X ∗ð Þ � ∑

n

i¼1

∂Z X ∗ð Þ
∂xi

σxi u ∗
i

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z X ∗ð Þ
∂xi

σxi

� �2s (35)

The directional cosine αi along the coordinate axes is computed as:

αi ¼ �
∂Z U ∗ð Þ

∂ui

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z U ∗ð Þ
∂ui

� �2s ¼ �
∂Z X ∗ð Þ

∂xi
σxi

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
n

i¼1

∂Z Xð Þ
∂xi

σxi

� �2s (36)

It can be shown from Figure 2 that:

u ∗
i ¼ β ∗ Cos θið Þ or u ∗

i ¼ αxiβ (37)

Using Eqs. (14), (15) and (36) we can determine the design point in the original
coordinates as:

x ∗
i ¼ βαxiσxi þ μxi ¼ u ∗

i σxi þ μxi i ¼ 1, 2,……………, n (38)

The probability of failure, Pf can be computed as:

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ (39)

The steps to estimate the reliability index are:

1. Formulate the performance function in terms of the original random variables, xi:

Z x1; x2;⋯⋯⋯⋯⋯⋯; xnð Þ
2. Assume the initial design points as the given mean of each variables.

3. Compute the initial reliability index β in terms of the mean values of the random
variables using Eq. (11).

4. Compute the partial derivatives of the limit state function (LSF)/performance
function in terms of mean value of the random variables.

5. Compute the directional cosines αi using Eq. (36).

6. Compute the new design point using Eq. (38).
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7. Compute the LSF in terms of new design points.

8. Compute the partial derivatives at the new design points.

9. Compute the new reliability index β using Eq. (35).

a.Another alternative is to compute β from the limit state function
Z Xð Þ ¼ Z βαxiσxi þ μxi

� � ¼ 0
� �

using the newly determined design points in
step 7 and solve for β.

10. Compute the directional cosine.

11. Repeat steps six through nine until β converges to a pre-established tolerance level.

12. Use Eq. (39) to calculate the probability of failure.

The stepsmentioned above are usedwith the assumption that the randomvariables
are normally distributed. For non-normally distributed variables additional steps are
needed to determine the mean and standard deviation of the equivalent normal distri-
bution as listed below. These steps should be carried out after step number two to
determine mean and standard deviation of the equivalent normal distribution. Assum-
ing the random variables are statistically independent and non-normally distributed:

1. Determine the distribution parameters.

2. Compute the cumulative distribution function cdf, F xið Þ, the probability
density function pdf, f xið Þ and the inverse cdf, Φ�1 F xið Þ½ � of the original
non-normal random variables at the initial design point.

3. Compute the values of the standard deviation, σxi and the mean, μxi of the
equivalent normal distribution as:

σxi ¼
ϕ Φ�1 F xið Þ½ �� �

f xið Þ (40)

It must be noted that f xið Þ refers to the pdf of the original non-normal random
variable and ϕð Þ refers to the pdf of the equivalent standard normal random variable.

μxi ¼ xi �Φ�1 F xið Þ½ �σxi (41)

4. Compute the standard normal variable (uiÞ of xi by:

ui ¼
xi � μxi
σxi

, i ¼ 1, 2,………………, n (42)

For a log normally distributed random variable, distribution parameters μln xð Þ,
σln xð Þ are defined using the following equations:

σ2ln xð Þ ¼ ln
σx
μx

� �2

þ 1

 !
, σln xð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffi
σ2ln xð Þ

q
(43)

μln xð Þ ¼ ln μxð Þ � 0:5σ2ln xð Þ (44)
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The pdf and cdf are defined as:

f xð Þ ¼ 1ffiffiffiffiffi
2π

p
xð Þσln xð Þ

exp �0:5
ln xð Þ � μln xð Þ

σln xð Þ

� �2
 !

(45)

F xð Þ ¼ Φ
ln xð Þ � μln xð Þ

σln xð Þ

� �
(46)

For other distribution types the readers are referred to Refs. [4, 7, 8].

3.2 Simulation methods

Alternatively, the probability of failure is computed using Monte Carlo simula-
tion method. Two methods are considered in this chapter, the counting and sample
statistics methods. The simulation is conducted using computer programs such
MATLAB, C++ or MINITAB or any other simulation programming packages.

3.2.1 Monte Carlo counting method

The counting method is formulated by dividing the number of simulation cycles
at the events when the Z function becomes less than 0 (Nf ,0Þ by the total number
of simulation cycles (N).

Pf ¼
Nf

N
(47)

The steps for Monte Carlo simulation counting method are listed below:
Counting method

1. Formulate the performance function in terms of the original random variables, xi:

Z x1; x2;⋯⋯⋯⋯⋯⋯; xnð Þ.

2. Determine the distribution and its parameters for each random variable.

3. Assign N to be the number of simulation cycles.

4. Assign M to be the number of calculation times.

5. Assign Nf to be the number of simulation cycles when the Z function becomes less
than 0.

6. Initialize:

a. Set M to zero

b. Set Nf to zero

7. Generate random values from the given distribution. With the determined
distribution parameters for each variable.

a. As an example, if the random variable is normally distributed use the following
Matlab function to generate the random values:

94

Failure Analysis

x ¼ normrnd mu; var; n; 1ð Þ (48)

N is number of simulation cycles, mu and var. are the distribution parameters
(the mean and standard deviation of the random variable).

b. If the random variable is log normally distributed with a mean, μxi and
standard deviation, σxi :

i. Determine the distribution parameters; Eqs. (43) and (44) can be used use
to calculate these two parameters.

ii. Use the following Matlab function to generate the random values:

x ¼ lognrnd μln xð Þ; σln xð Þ;N; 1
� �

(49)

8. Calculate Pf:

a. Is Z < 0?

i. If yes:

• Nf = Nf +1,

• M = M + 1,

ii. If no:

• Is M = N?

a. If no—go to step 7

b.If yes—calculate Pf ¼ Nf
N

Alternative approach to random number generation is to use the following steps:

• Generate uniformly distributed random numbers ui between 0 and 1; this can be
accomplished by using software packages such as MATLAB, excel or C++ and other
software packages.

• Equate the inverse cumulative distribution function cdf of the random variable to
the generated random numbers, ui by using the following equation:

ui ¼ Fx xið Þ (49.1)

xi ¼ F�1
x uið Þ (49.2)

As an example, if xi follows normal distribution with a mean μxi , and standard
deviation σxi then its random number becomes:

xi ¼ μxi þ σxi F�1
x uið Þ� �

(49.3)

F�1
x uið Þ� �

can be determined using the cdf of the standard normal distribution, these
tables are included in most probability and statistics books.
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ii. If no:
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• Generate uniformly distributed random numbers ui between 0 and 1; this can be
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the generated random numbers, ui by using the following equation:
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x uið Þ (49.2)

As an example, if xi follows normal distribution with a mean μxi , and standard
deviation σxi then its random number becomes:

xi ¼ μxi þ σxi F�1
x uið Þ� �

(49.3)

F�1
x uið Þ� �

can be determined using the cdf of the standard normal distribution, these
tables are included in most probability and statistics books.
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The random numbers can be generated N times using the following MATALB
function:

ui ¼ rand N; 1ð Þ (49.4)

3.2.2 Monte Carlo sample statistics method

The Monte Carlo sample statistics methods considers the mean μz and the standard
deviation σz in computing the reliability index.

β ¼ μz
σz

(50)

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ (51)

The steps for Monte Carlo simulation sample statistics method are listed below:
Sampling method

1. Formulate the performance function in terms of the original random variables, xi:
Z x1; x2; � �⋯⋯⋯⋯⋯⋯; xnð Þ.

2. Determine the distribution and its parameters for each random variable.

3. Assign N to be the number of simulation times.

4. Assign M to be the number of calculation times.

5. Initialize:

a. Set M to zero

b.Set Nf to zero

6. Generate random values from the given distribution with the determined
distribution parameters for each variable.

7. Calculate Z function.

8. Calculate Pf:

c. Calculate β ¼ μz
σz

d. Calculate Pf ¼ 1� Φ βð Þ
e. Is M = N?

i.If no—go to step 6

ii.If yes—stop

It must be noted that Monte Carlo sample statistics method can be used only for linear
functions having uncorrelated normal random variables.

Example 1
The performance function for a system has been formulated as: z ¼ 2:5x1 � x2
where
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x1 � N 2;0:2ð Þ, x2 � N 3:1;0:32ð Þ
a. Determine the probability of failure using simulation methods: Monte Carlo
(MCS) sample statistics and Monte Carlo counting simulation methods.

b.Determine the probability of failure using the analytical methods: FOSM and
AFOSM (Hasofer-Lind) methods.

Solution:

A.Monte Carlo simulation was conducted for both methods, the sample statistics
and counting methods. The number of simulation cycles used in the analysis
are 2e5 and 1e6 cycles (Table 1).

B. See Table 2.

Example 2
The performance function for a leak detection system has been formulated as [2]:
z ¼ 2:8252x�1 � x2, x1 � N 1:1;0:02ð Þ, x2 � N 2:37;0:04ð Þ

a. Determine the probability of failure using Monte Carlo counting simulation
method.

b.Determine the probability of failure using AFOSM method.

This example is adopted from reference [1, 2], with some modifications.
Solution
Part a
Monte Carlo simulation was conducted for both methods, the sample statistics

and counting methods as indicated in the table.
Table 3 indicates that the probability of failure converges to 0.000476.

MCS—sample statistics method MCS—counting method

Number of simulation cycles Reliability index—β Pf Reliability index—β Pf

2e5 3.1993 0.000689 3.1967 0.000695

1e6 3.2030 0.00068 3.2005 0.000686

Table 1.
Simulation methods results—Example 1.

FOSM AFOSM

Reliability index—β Pf Reliability index—β Pf

3.2006 0.000686 3.2006 0.000686
**This example adopted from [9].

Table 2.
Analytical methods results—Example 1.
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Part b
First the Z function is computed in terms of the mean values of the random

variables:

x1 ¼ μx1 ¼ 1:1

x2 ¼ μx2 ¼ 2:37

u1 ¼
x1 � μx1

σx1
¼ 1:1� 1:1

0:02
¼ 0

u2 ¼
x2 � μx2

σx2
¼ 2:37 � 2:37

0:04
¼ 0

Z Xð Þ ¼ Z 1:1; 2:37ð Þ ¼ 0:1984

The partial derivatives:

∂z
∂x1

¼ �2:8252
x12

¼ �2:3349

∂z
∂x2

¼ �1

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi

� �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2:3349 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2

q
¼ 0:061487

α1 ¼ �
∂Z Xð Þ
∂x1

σx1

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �2:3349 ∗0:02ð Þ

0:061487
¼ 0:75947

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂g Xð Þ
∂xi

σxi
� �2r ¼ � �1 ∗0:04ð Þ

0:061487
¼ 0:65054

β ¼ μz
σz

¼ 0:19836
0:061487

¼ 3:2261

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ ¼ 1�Φ 3:2261ð Þ ¼ 0:000627

Iteration 1

u1 ¼ βαx1 ¼ 3:2261 ∗0:75947 ¼ 2:45013

u2 ¼ βαx2 ¼ 3:2261 ∗0:65054 ¼ 2:09872

x1 ¼ βα1σx1 þ μx1 ¼ u1σx1 þ μx1 ¼ 2:45013 ∗0:02þ 1:1 ¼ 1:149003

x2 ¼ βα2σx2 þ μx2 ¼ u2σx2 þ μx2 ¼ 2:09872 ∗0:04þ 2:37 ¼ 2:453949

MCS—counting method

Number of simulation cycles Reliability index—β Pf

1e5 3.2962 0.000490

1e6 3.3043 0.000476

Table 3.
Simulation methods results—Example 2.

98

Failure Analysis

Z Xð Þ ¼ Z 1:149003; 2:453949ð Þ ¼ 0:004880

∂Z
∂x1

¼ �2:8252
x12

¼ �2:8252

1:149003ð Þ2 ¼ �2:13997

∂Z
∂x2

¼ �1

α1 ¼ �
∂Z Xð Þ
∂x1

σx1

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �2:13997 ∗0:02ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2:13997 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2
q ¼ 0:042799

0:05858
¼ 0:7306

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �1 ∗0:04ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2:13997 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2
q ¼ 0:6828

βHL ¼
Z Xð Þ �∑n

i¼1
∂Z Xð Þ
∂xi

σxi uið Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z
∂xi

σxi

� �2r

¼ 0:004880� ð �2:13997 ∗0:02 ∗ 2:45013ð Þ þ �1 ∗0:04 ∗ 2:09872ð Þ
0:05858

¼ 0:19369
0:05858

¼ 3:3064

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ ¼ 1�Φ 3:3064ð Þ ¼ 0:0004726

The probability of failure obtained by counting method is very close to that
obtained by AFOSM (Table 4).

Example 3
A pipeline segment is suffering corrosion that grows annually at steady rate. The

extent of the initial growth has been estimated to be 4.7 mm and it is assumed that it
follows log normal distribution with standard deviation of 1.1.

The corrosion annual growth follows log normal distribution with a mean and
standard deviation values of 0.2 and 0.01. The pipeline wall thickness follows
normal distribution with a mean and standard deviation values of 14 mm and 4.7
respectively. The critical pipeline wall thickness has been determined to be 80% of
the wall thickness [3]. A summary of the relevant information pertaining to the
pipeline corrosion is presented in the net table, Table 5.

The owner of the pipeline decides not to repair the corrosion and wants to know
if the pipeline can survive for the next 14 years without causing a leakage. It has
been decided that in order to be in the safe side the maximum acceptable probabil-
ity of failure has been set to 1e4 [3].

Solve this problem using analytical method as well as Monte Carlo (MCS) simu-
lation method.

Solution
Monte Carlo simulation
x1: Wall thickness, x1 � N 1:1;0:02ð Þ
x2: Extent of the initial corrosion, x2 � LGN 4:7; 1:1ð Þ
x3: Corrosion annual growth, x3 � LGN 0:2;0:01ð Þ
The limit state function can be formulated as indicated below:
The capacity portion is formulated as: 0:8x1
The demand portion is formulated as: x2 þ 14x3
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Part b
First the Z function is computed in terms of the mean values of the random

variables:

x1 ¼ μx1 ¼ 1:1

x2 ¼ μx2 ¼ 2:37

u1 ¼
x1 � μx1

σx1
¼ 1:1� 1:1

0:02
¼ 0

u2 ¼
x2 � μx2

σx2
¼ 2:37 � 2:37

0:04
¼ 0

Z Xð Þ ¼ Z 1:1; 2:37ð Þ ¼ 0:1984

The partial derivatives:

∂z
∂x1

¼ �2:8252
x12

¼ �2:3349

∂z
∂x2

¼ �1

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi

� �2
s

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�2:3349 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2

q
¼ 0:061487

α1 ¼ �
∂Z Xð Þ
∂x1

σx1

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �2:3349 ∗0:02ð Þ

0:061487
¼ 0:75947

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂g Xð Þ
∂xi

σxi
� �2r ¼ � �1 ∗0:04ð Þ

0:061487
¼ 0:65054

β ¼ μz
σz

¼ 0:19836
0:061487

¼ 3:2261

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ ¼ 1�Φ 3:2261ð Þ ¼ 0:000627

Iteration 1

u1 ¼ βαx1 ¼ 3:2261 ∗0:75947 ¼ 2:45013

u2 ¼ βαx2 ¼ 3:2261 ∗0:65054 ¼ 2:09872

x1 ¼ βα1σx1 þ μx1 ¼ u1σx1 þ μx1 ¼ 2:45013 ∗0:02þ 1:1 ¼ 1:149003

x2 ¼ βα2σx2 þ μx2 ¼ u2σx2 þ μx2 ¼ 2:09872 ∗0:04þ 2:37 ¼ 2:453949

MCS—counting method

Number of simulation cycles Reliability index—β Pf

1e5 3.2962 0.000490

1e6 3.3043 0.000476

Table 3.
Simulation methods results—Example 2.
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Z Xð Þ ¼ Z 1:149003; 2:453949ð Þ ¼ 0:004880

∂Z
∂x1

¼ �2:8252
x12

¼ �2:8252

1:149003ð Þ2 ¼ �2:13997

∂Z
∂x2

¼ �1

α1 ¼ �
∂Z Xð Þ
∂x1

σx1

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �2:13997 ∗0:02ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2:13997 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2
q ¼ 0:042799

0:05858
¼ 0:7306

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi
� �2r ¼ � �1 ∗0:04ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�2:13997 ∗0:02ð Þ2 þ �1 ∗0:04ð Þ2
q ¼ 0:6828

βHL ¼
Z Xð Þ �∑n

i¼1
∂Z Xð Þ
∂xi

σxi uið Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z
∂xi

σxi

� �2r

¼ 0:004880� ð �2:13997 ∗0:02 ∗ 2:45013ð Þ þ �1 ∗0:04 ∗ 2:09872ð Þ
0:05858

¼ 0:19369
0:05858

¼ 3:3064

Pf ¼ Φ �βð Þ ¼ 1�Φ βð Þ ¼ 1�Φ 3:3064ð Þ ¼ 0:0004726

The probability of failure obtained by counting method is very close to that
obtained by AFOSM (Table 4).

Example 3
A pipeline segment is suffering corrosion that grows annually at steady rate. The

extent of the initial growth has been estimated to be 4.7 mm and it is assumed that it
follows log normal distribution with standard deviation of 1.1.

The corrosion annual growth follows log normal distribution with a mean and
standard deviation values of 0.2 and 0.01. The pipeline wall thickness follows
normal distribution with a mean and standard deviation values of 14 mm and 4.7
respectively. The critical pipeline wall thickness has been determined to be 80% of
the wall thickness [3]. A summary of the relevant information pertaining to the
pipeline corrosion is presented in the net table, Table 5.

The owner of the pipeline decides not to repair the corrosion and wants to know
if the pipeline can survive for the next 14 years without causing a leakage. It has
been decided that in order to be in the safe side the maximum acceptable probabil-
ity of failure has been set to 1e4 [3].

Solve this problem using analytical method as well as Monte Carlo (MCS) simu-
lation method.

Solution
Monte Carlo simulation
x1: Wall thickness, x1 � N 1:1;0:02ð Þ
x2: Extent of the initial corrosion, x2 � LGN 4:7; 1:1ð Þ
x3: Corrosion annual growth, x3 � LGN 0:2;0:01ð Þ
The limit state function can be formulated as indicated below:
The capacity portion is formulated as: 0:8x1
The demand portion is formulated as: x2 þ 14x3
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Z Xð Þ ¼ 0:8x1 � x2 þ 14x3ð Þ

Pipeline wall thickness:

μx1 ¼ 14, σx1 ¼ 0:07

x1 ¼ normrnd μx1 ; σx1 ;N; 1
� �

Initial corrosion:

μx2 ¼ 4:7, σx2 ¼ 1:1

σ2ln x2ð Þ ¼ ln
σx2
μx2

� �2

þ 1

 !
¼ 0:0533

σln x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x2ð Þ

q
¼ 0:2309

μln x2ð Þ ¼ ln μx2
� �� 0:5σ2ln x2ð Þ ¼ 1:5209

x2 ¼ lognrnd μln x2ð Þ; σln x2ð Þ;N; 1
� �

Corrosion growth rate:

μx3 ¼ 0:2, σx3 ¼ 0:01

σ2ln x3ð Þ ¼ ln
σx3
μx3

� �2

þ 1

 !
¼ 0:002497

σln x3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x3ð Þ

q
¼ 0:04997

μln 3ð Þ ¼ ln μx3
� �� 0:5σ2ln x3ð Þ ¼ �1:61069

x3 ¼ lognrnd μln x3ð Þ; σln x3ð Þ;N; 1
� �

Monte Carlo simulation produced the following results as shown in Table 6. The
probability of failure and beta converge to the following values:

Pf ¼ Nf
N

¼ 4396
1e6

¼ 0:004389

Beta ¼ Φ�1 Pfð Þ ¼ 2:6206

Wall thickness Initial corrosion Corrosion growth

Distribution type Normal distribution Log normal distribution Log normal distribution

Mean 14 mm 4.7 mm 0.2 mm

Standard deviation 0.07 1.1 0.01

Table 5.
Pipeline corrosion data—Example 3.
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Failure Analysis

Z Xð Þ ¼ 0:8x1 � x2 þ 14x3ð Þ

Pipeline wall thickness:

μx1 ¼ 14, σx1 ¼ 0:07

x1 ¼ normrnd μx1 ; σx1 ;N; 1
� �

Initial corrosion:

μx2 ¼ 4:7, σx2 ¼ 1:1

σ2ln x2ð Þ ¼ ln
σx2
μx2

� �2

þ 1

 !
¼ 0:0533

σln x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x2ð Þ

q
¼ 0:2309

μln x2ð Þ ¼ ln μx2
� �� 0:5σ2ln x2ð Þ ¼ 1:5209

x2 ¼ lognrnd μln x2ð Þ; σln x2ð Þ;N; 1
� �

Corrosion growth rate:

μx3 ¼ 0:2, σx3 ¼ 0:01

σ2ln x3ð Þ ¼ ln
σx3
μx3

� �2

þ 1

 !
¼ 0:002497

σln x3ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x3ð Þ

q
¼ 0:04997

μln 3ð Þ ¼ ln μx3
� �� 0:5σ2ln x3ð Þ ¼ �1:61069

x3 ¼ lognrnd μln x3ð Þ; σln x3ð Þ;N; 1
� �

Monte Carlo simulation produced the following results as shown in Table 6. The
probability of failure and beta converge to the following values:

Pf ¼ Nf
N

¼ 4396
1e6

¼ 0:004389

Beta ¼ Φ�1 Pfð Þ ¼ 2:6206

Wall thickness Initial corrosion Corrosion growth

Distribution type Normal distribution Log normal distribution Log normal distribution

Mean 14 mm 4.7 mm 0.2 mm

Standard deviation 0.07 1.1 0.01

Table 5.
Pipeline corrosion data—Example 3.
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Here only the counting method is used because the sampling method produces
different results. The sampling method produces accurate results for linear and
normal limit state/performance function only.

Analytical Solution
Assume the initial value for each random variable to be its mean.

Z Xð Þ ¼ Z 14;4:7;0:2ð Þ ¼ 3:7

∂Z
∂x1

¼ 0:8

∂Z
∂x2

¼ �1

∂Z
∂x3

¼ �14

For non-normal variables, the standard deviation and mean values of the equiv-
alent normal variables are calculated using Eqs. (40) and (41).

Pipeline wall thickness, x1:

μx1 ¼ 14, σx1 ¼ 0:07

Initial corrosion, x2:

μx2 ¼ 4:7, σx2 ¼ 1:1

σ2ln x2ð Þ ¼ ln
σx2
μx2

� �2

þ 1

 !
¼ 0:0533

σln x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x2ð Þ

q
¼ 0:2309

μln x2ð Þ ¼ ln μx2
� �� 0:5σ2ln x2ð Þ ¼ 1:5209

Compute the pdf of the original non-normal variable (log normal distribution)
using Eq. (45):

f xð Þ ¼ 1ffiffiffiffiffi
2π

p
xð Þσln xð Þ

exp �0:5
ln xð Þ � μln xð Þ

σln xð Þ

� �2
 !

¼ 1ffiffiffiffiffi
2π

p
4:7ð Þ 0:2309ð Þ exp �0:5

ln 4:7ð Þ � 1:5209
0:2309

� �2
 !

¼ 0:36512

MCS—counting method

Number of simulation cycles Reliability index—β Pf

1e6 2.6249 0.004334

1e7 2.6206 0.004389

Table 6.
Simulation methods results—Example 3.
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Compute the cdf of the original non-normal variable (log normal distribution)
using Eq. (46):

F xð Þ ¼ Φ
ln x2ð Þ � μln xð Þ

σln xð Þ

� �
¼ Φ

ln 4:7ð Þ � 1:5209
0:2309

� �

Φ�1 F xið Þ½ � ¼ ln 4:7ð Þ � 1:5209
0:2309

� �
¼ 0:115466

Compute the mean and standard deviation of the equivalent normal variable at
the design point using Eqs. (40) and (41):

σx2 ¼
ϕ Φ�1 F x2ð Þ½ �� �

f x2ð Þ ¼ ϕ 0:115466ð Þ
0:36512

,

ϕð Þ refers to the equivalent standard normal random variable and is
calculated as:

ϕ 0:115466ð Þ ¼ 1ffiffiffiffiffi
2π

p exp �0:5
ln x2ð Þ � μln xð Þ

σln xð Þ

� �2
 !

¼ 1ffiffiffiffiffi
2π

p exp �0:5 0:115466ð Þ2
� �

¼ 0:3963

σx2 ¼
0:3963
0:36512

¼ 1:0854

μx2 ¼ x2 �Φ�1 F x2ð Þ½ �σx2 ¼ 4:7 � 0:115466 1:0854ð Þ ¼ 4:5747

Corrosion growth, x3
The same procedures outline for initial corrosion extent, x2: to produces the

following results:

f x3ð Þ ¼ 39:907,Φ�1 F x3ð Þ½ � ¼ 0:02526,ϕ Φ�1 F x3ð Þ½ �� � ¼ 0:398815,

σx3 ¼ 0:0099936 and μx3 ¼ 0:19975

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi

� �2
s

¼ 1:0958

β ¼ μz
σz

¼ 3:7
1:0958

¼ 3:3766

Pf ¼ Φ �βð Þ ¼ 0:00037

α1 ¼ �
∂Z Xð Þ
∂x1

σx1
� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x1

σx1
� �2r ¼ �0:0511

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x2

σx2
� �2r ¼ 0:9905
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Here only the counting method is used because the sampling method produces
different results. The sampling method produces accurate results for linear and
normal limit state/performance function only.

Analytical Solution
Assume the initial value for each random variable to be its mean.

Z Xð Þ ¼ Z 14;4:7;0:2ð Þ ¼ 3:7

∂Z
∂x1

¼ 0:8

∂Z
∂x2

¼ �1

∂Z
∂x3

¼ �14

For non-normal variables, the standard deviation and mean values of the equiv-
alent normal variables are calculated using Eqs. (40) and (41).

Pipeline wall thickness, x1:

μx1 ¼ 14, σx1 ¼ 0:07

Initial corrosion, x2:

μx2 ¼ 4:7, σx2 ¼ 1:1

σ2ln x2ð Þ ¼ ln
σx2
μx2

� �2

þ 1

 !
¼ 0:0533

σln x2ð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
σ2ln x2ð Þ

q
¼ 0:2309

μln x2ð Þ ¼ ln μx2
� �� 0:5σ2ln x2ð Þ ¼ 1:5209

Compute the pdf of the original non-normal variable (log normal distribution)
using Eq. (45):

f xð Þ ¼ 1ffiffiffiffiffi
2π

p
xð Þσln xð Þ

exp �0:5
ln xð Þ � μln xð Þ

σln xð Þ

� �2
 !

¼ 1ffiffiffiffiffi
2π

p
4:7ð Þ 0:2309ð Þ exp �0:5

ln 4:7ð Þ � 1:5209
0:2309

� �2
 !

¼ 0:36512

MCS—counting method

Number of simulation cycles Reliability index—β Pf

1e6 2.6249 0.004334

1e7 2.6206 0.004389

Table 6.
Simulation methods results—Example 3.
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Compute the cdf of the original non-normal variable (log normal distribution)
using Eq. (46):

F xð Þ ¼ Φ
ln x2ð Þ � μln xð Þ

σln xð Þ

� �
¼ Φ

ln 4:7ð Þ � 1:5209
0:2309

� �

Φ�1 F xið Þ½ � ¼ ln 4:7ð Þ � 1:5209
0:2309

� �
¼ 0:115466

Compute the mean and standard deviation of the equivalent normal variable at
the design point using Eqs. (40) and (41):

σx2 ¼
ϕ Φ�1 F x2ð Þ½ �� �

f x2ð Þ ¼ ϕ 0:115466ð Þ
0:36512

,

ϕð Þ refers to the equivalent standard normal random variable and is
calculated as:

ϕ 0:115466ð Þ ¼ 1ffiffiffiffiffi
2π

p exp �0:5
ln x2ð Þ � μln xð Þ

σln xð Þ

� �2
 !

¼ 1ffiffiffiffiffi
2π

p exp �0:5 0:115466ð Þ2
� �

¼ 0:3963

σx2 ¼
0:3963
0:36512

¼ 1:0854

μx2 ¼ x2 �Φ�1 F x2ð Þ½ �σx2 ¼ 4:7 � 0:115466 1:0854ð Þ ¼ 4:5747

Corrosion growth, x3
The same procedures outline for initial corrosion extent, x2: to produces the

following results:

f x3ð Þ ¼ 39:907,Φ�1 F x3ð Þ½ � ¼ 0:02526,ϕ Φ�1 F x3ð Þ½ �� � ¼ 0:398815,

σx3 ¼ 0:0099936 and μx3 ¼ 0:19975

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂xi

σxi

� �2
s

¼ 1:0958

β ¼ μz
σz

¼ 3:7
1:0958

¼ 3:3766

Pf ¼ Φ �βð Þ ¼ 0:00037

α1 ¼ �
∂Z Xð Þ
∂x1

σx1
� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x1

σx1
� �2r ¼ �0:0511

α2 ¼ �
∂Z Xð Þ
∂x2

σx2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x2

σx2
� �2r ¼ 0:9905
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α3 ¼ �
∂Z Xð Þ
∂x3

σx3

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x3

σx3
� �2r ¼ 0:1277

Iteration 1

u1 ¼ βαx1 ¼ �0:1013

u2 ¼ βαx2 ¼ 3:3445

u3 ¼ βαx3 ¼ 0:4311

x1 ¼ βα1σx1 þ μx1 ¼ u1σx1 þ μx1 ¼ 13:9879

x2 ¼ βα2σx2 þ μx2 ¼ u2σx2 þ μx2 ¼ 8:2047

x3 ¼ βα3σx3 þ μx3 ¼ u2σx3 þ μx3 ¼ 0:20406

∂g
∂x1

¼ 0:8,
∂g
∂x2

¼ �1,
∂g
∂x3

¼ �14

Iteration 1 2 3 4 5 6

x1 14.0000 13.9879 13.9929 13.9953 13.9947 13.9947

x2 4.7000 8.2047 9.9091 8.5641 8.4595 8.3734

x3 0.2000 0.2041 0.2023 0.2015 0.2017 0.2016

u1 0.0000 �0.1726 �0.1013 �0.0675 �0.0753 �0.0750

u2 0.0000 3.3445 3.4276 2.7576 2.6609 2.6164

u3 0.0000 0.4311 0.2582 0.1706 0.1896 0.1889

mu1 14.0000 14.0000 14.0000 14.0000 14.0000 14.0000

mu2 4.5747 3.4147 2.2538 3.1972 3.2620 3.3145

mu3 0.1998 0.1997 0.1997 0.1997 0.1997 0.1997

σ1 0.0700 0.0700 0.0700 0.0700 0.0700 0.0700

σ2 1.0854 1.8947 2.2883 1.9777 1.9536 1.9337

σ3 0.0100 0.0102 0.0101 0.0101 0.0101 0.0101

Z(x) 3.7000 0.1288 �1.5475 �0.1882 �0.0869 �0.0006

∂z/∂x1 0.8000 0.8000 0.8000 0.8000 0.8000 0.8000

∂z/∂x2 �1.0000 �1.0000 �1.0000 �1.0000 �1.0000 �1.0000

∂z/∂x3 �14.0000 �14.0000 �14.0000 �14.0000 �14.0000 �14.0000

σ 1.0958 1.9009 2.2933 1.9835 1.9594 1.9396

α1 �0.0511 �0.0295 �0.0244 �0.0282 �0.0286 �0.0289

α2 0.9905 0.9967 0.9978 0.9971 0.9970 0.9969

α3 0.1277 0.0751 0.0617 0.0711 0.0720 0.0727

β 3.3766 3.4388 2.7637 2.6687 2.6243 2.6240

Pf 0.0004 0.0003 0.0029 0.0038 0.0043 0.0043

Table 7.
Analytical methods results—Example 3.
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Analytical method MCS—counting method

Reliability index—β Pf Reliability index—β Pf

2.6240 0.004345 2.6206 0.004389

Table 8.
Comparison of results—Example 3.

System A Distribution type and its parameters

Electric motor Capacity Demand

System energy N�(0.52, 0.05) N�(0.46, 0.08)

Number of parts N�(2, 0.5) N�(1, 0.3)

Weight N�(0.42 0.05) N�(0.400, 0.06)

System B Distribution type and its parameters

Pneumatic cylinder Capacity Demand

System energy N�(0.52, 0.05) N�(0.4, 0.04)

Number of parts N�(2, 0.5) N�(1, 0.3)

Weight N�(0.420, 0.05) N�(0.37, 0.04)

Table 9.
Capacity and demand variables—Example 4.

System A MCS—sample statistics method MCS—counting method

Number of simulation cycles Reliability index—β Pf Reliability index—β Pf

Electric motor—system energy

1e5 0.6334 0.2632 0.6326 0.2635

1e6 0.6363 0.2623 0.6363 0.2623

Electric motor—number of parts

1e5 1.7207 0.0427 1.7197 0.0427

1e6 1.7168 0.0430 1.7183 0.0429

Electric motor—weight

1e5 0.2556 0.3991 0.2572 0.3985

1e6 0.2558 0.3991 0.2564 0.3988

System B MCS—sample statistics method MCS—counting method

Number of simulation cycles Reliability index—β Pf Reliability index—β Pf

Pneumatic cylinder—system energy

1e5 1.8808 0.0300 1.8927 0.0292

1e6 1.8748 0.0304 1.8770 0.0303

Pneumatic cylinder—number of parts

1e5 1.7088 0.0437 1.7036 0.0442

1e6 1.7150 0.0432 1.7156 0.0431

Pneumatic cylinder—weight

1e5 0.7808 0.2175 0.7801 0.2177

1e6 0.781443467 0.2172709 0.78127631 0.21732

Table 10.
Simulation methods results systems A and B—Example 4.

105

Probabilistic Modeling of Failure
DOI: http://dx.doi.org/10.5772/intechopen.83461



α3 ¼ �
∂Z Xð Þ
∂x3

σx3

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z Xð Þ
∂x3

σx3
� �2r ¼ 0:1277

Iteration 1

u1 ¼ βαx1 ¼ �0:1013

u2 ¼ βαx2 ¼ 3:3445

u3 ¼ βαx3 ¼ 0:4311

x1 ¼ βα1σx1 þ μx1 ¼ u1σx1 þ μx1 ¼ 13:9879

x2 ¼ βα2σx2 þ μx2 ¼ u2σx2 þ μx2 ¼ 8:2047

x3 ¼ βα3σx3 þ μx3 ¼ u2σx3 þ μx3 ¼ 0:20406

∂g
∂x1

¼ 0:8,
∂g
∂x2

¼ �1,
∂g
∂x3

¼ �14

Iteration 1 2 3 4 5 6

x1 14.0000 13.9879 13.9929 13.9953 13.9947 13.9947

x2 4.7000 8.2047 9.9091 8.5641 8.4595 8.3734

x3 0.2000 0.2041 0.2023 0.2015 0.2017 0.2016

u1 0.0000 �0.1726 �0.1013 �0.0675 �0.0753 �0.0750

u2 0.0000 3.3445 3.4276 2.7576 2.6609 2.6164

u3 0.0000 0.4311 0.2582 0.1706 0.1896 0.1889

mu1 14.0000 14.0000 14.0000 14.0000 14.0000 14.0000

mu2 4.5747 3.4147 2.2538 3.1972 3.2620 3.3145

mu3 0.1998 0.1997 0.1997 0.1997 0.1997 0.1997

σ1 0.0700 0.0700 0.0700 0.0700 0.0700 0.0700

σ2 1.0854 1.8947 2.2883 1.9777 1.9536 1.9337

σ3 0.0100 0.0102 0.0101 0.0101 0.0101 0.0101

Z(x) 3.7000 0.1288 �1.5475 �0.1882 �0.0869 �0.0006
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σ 1.0958 1.9009 2.2933 1.9835 1.9594 1.9396
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α2 0.9905 0.9967 0.9978 0.9971 0.9970 0.9969

α3 0.1277 0.0751 0.0617 0.0711 0.0720 0.0727

β 3.3766 3.4388 2.7637 2.6687 2.6243 2.6240

Pf 0.0004 0.0003 0.0029 0.0038 0.0043 0.0043

Table 7.
Analytical methods results—Example 3.
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Analytical method MCS—counting method

Reliability index—β Pf Reliability index—β Pf

2.6240 0.004345 2.6206 0.004389

Table 8.
Comparison of results—Example 3.

System A Distribution type and its parameters

Electric motor Capacity Demand

System energy N�(0.52, 0.05) N�(0.46, 0.08)

Number of parts N�(2, 0.5) N�(1, 0.3)

Weight N�(0.42 0.05) N�(0.400, 0.06)

System B Distribution type and its parameters

Pneumatic cylinder Capacity Demand

System energy N�(0.52, 0.05) N�(0.4, 0.04)

Number of parts N�(2, 0.5) N�(1, 0.3)

Weight N�(0.420, 0.05) N�(0.37, 0.04)

Table 9.
Capacity and demand variables—Example 4.

System A MCS—sample statistics method MCS—counting method

Number of simulation cycles Reliability index—β Pf Reliability index—β Pf

Electric motor—system energy

1e5 0.6334 0.2632 0.6326 0.2635

1e6 0.6363 0.2623 0.6363 0.2623

Electric motor—number of parts

1e5 1.7207 0.0427 1.7197 0.0427

1e6 1.7168 0.0430 1.7183 0.0429

Electric motor—weight

1e5 0.2556 0.3991 0.2572 0.3985

1e6 0.2558 0.3991 0.2564 0.3988

System B MCS—sample statistics method MCS—counting method

Number of simulation cycles Reliability index—β Pf Reliability index—β Pf

Pneumatic cylinder—system energy

1e5 1.8808 0.0300 1.8927 0.0292

1e6 1.8748 0.0304 1.8770 0.0303

Pneumatic cylinder—number of parts

1e5 1.7088 0.0437 1.7036 0.0442

1e6 1.7150 0.0432 1.7156 0.0431

Pneumatic cylinder—weight

1e5 0.7808 0.2175 0.7801 0.2177

1e6 0.781443467 0.2172709 0.78127631 0.21732

Table 10.
Simulation methods results systems A and B—Example 4.
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Failure Analysis

Mean and standard deviation for normal variable x1 remain the same:

μx1 ¼ 14, σx1 ¼ 0:07

Mean and standard deviation for the equivalent normal distribution for the non-
normal variables, x2 and x3 (Table 7):

μx2 ¼ 3:4147, σx2 ¼ 1:8947, μx3 ¼ 0:1997, σx3 ¼ 0:010197

α1 ¼ �0:0295, α2 ¼ 0:9967, α3 ¼ 0:0751

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:8 ∗0:07ð Þ2 þ �1 ∗ 1:8947ð Þ2 þ �14 ∗0:010197ð Þ2

q
¼ 1:9009

Z Xð Þ ¼ Z 13:9879; 8:2047;0:20406ð Þ ¼ 0:1288

βHL ¼ Z Xð Þ �∑n
i¼1

∂Z Xð Þ
∂xi

σxi uið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z
∂xi

σxi

� �2r ¼ 0:1288� �6:4080ð Þ
1:9009

¼ 3:4388

Pf ¼ Φ �βð Þ ¼ 0:00037

Table 8 shows that the obtained values for beta and the probability of failure are
so close to each other.

The calculated probability of failure exceeds the target probability of failure
10�4.

Example 4
Two systems, system A and system B, each system has three main components

and each component with it; the probability distribution type and its parameters are
shown in Table 9. It is required to determine the probability of failure of each
component using FOSM, AFOSM and Monte Carlo simulation [9].

Solution
Formulate a general LSF for each component as:

Z Xð Þ ¼ x1 � x2

Formulate a general LSF for each component see the (Table 10).
Analytical Solution
Analytical solution see (Table 11).
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Mean and standard deviation for normal variable x1 remain the same:

μx1 ¼ 14, σx1 ¼ 0:07

Mean and standard deviation for the equivalent normal distribution for the non-
normal variables, x2 and x3 (Table 7):

μx2 ¼ 3:4147, σx2 ¼ 1:8947, μx3 ¼ 0:1997, σx3 ¼ 0:010197

α1 ¼ �0:0295, α2 ¼ 0:9967, α3 ¼ 0:0751

σz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:8 ∗0:07ð Þ2 þ �1 ∗ 1:8947ð Þ2 þ �14 ∗0:010197ð Þ2

q
¼ 1:9009

Z Xð Þ ¼ Z 13:9879; 8:2047;0:20406ð Þ ¼ 0:1288

βHL ¼ Z Xð Þ �∑n
i¼1

∂Z Xð Þ
∂xi

σxi uið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑n

i¼1
∂Z
∂xi

σxi

� �2r ¼ 0:1288� �6:4080ð Þ
1:9009

¼ 3:4388

Pf ¼ Φ �βð Þ ¼ 0:00037

Table 8 shows that the obtained values for beta and the probability of failure are
so close to each other.

The calculated probability of failure exceeds the target probability of failure
10�4.

Example 4
Two systems, system A and system B, each system has three main components

and each component with it; the probability distribution type and its parameters are
shown in Table 9. It is required to determine the probability of failure of each
component using FOSM, AFOSM and Monte Carlo simulation [9].

Solution
Formulate a general LSF for each component as:

Z Xð Þ ¼ x1 � x2

Formulate a general LSF for each component see the (Table 10).
Analytical Solution
Analytical solution see (Table 11).
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Chapter 6

NDT Methods for Evaluating
FRP-Concrete Bond Performance
Kenneth C. Crawford

Abstract

The long-term bond performance, 15+ years, of FRP-structural systems applied
to reinforced-concrete structures is largely unknown and not widely tested. FRP-
structural system performance is a function of FRP-concrete bond condition and is
subject to deterioration over time. The purpose of this investigation is to test and
validate the non-destructive testing impulse-excitation technique to evaluate bond
condition of FRP systems applied to concrete structures, in particular concrete
highway bridges. The objective is to identify changes in the FRP-concrete bond
state by analyzing changes in impulse excitation (impact) frequencies and sinusoid
waveforms. Hammer impact tests were performed on two FRP-retrofitted highway
bridges in Missouri and a bonded FRP test plate in the laboratory. Signal analysis of
recorded impact acoustic emissions was performed on frequencies and waveform
damping ratios of bonded and de-bonded FRP material on two bridges and in the
lab. The frequencies and sinusoidal waveforms of the bonded and de-bonded FRP
material on the bridges had a high degree of correlation to those of the bonded/
de-bonded laboratory FRP plate. This investigation confirms the impulse excitation
technique to test FRP bond on concrete structures, which provides accurate data on
the bonded versus de-bonded FRP-bond condition.

Keywords: bridges, FRP systems, non-destructive testing (NDT), impact-echo,
signal analysis, frequencies, damping ratio

1. Introduction

The use of fiber reinforced polymer (FRP) structural systems to strengthen and
rehabilitate concrete bridges over the past three decades has given engineers the
capability to extend the life and serviceability of highway bridges. When used on
reinforced concrete (RC) highway bridges these FRP systems provide unique
structural qualities which significantly improve bridge load performance and
service life. However, the question is for how long?

For transportation infrastructure owners who have used FRP systems to
strengthen highway bridges there is an ongoing concern focused on the long-term
durability of these structural systems and how well they will sustain bridge load
capacity and performance over time. Bridge owners are faced with two primary
questions: (1) how do FRP structural systems on RC highway bridges perform over
extended time (15+ years) under the influence of frequent cyclic loading (heavy
truck traffic), moisture, and freeze-thaw cycles, and (2) how can accurate field data
be obtained on FRP-plate bond conditions to evaluate changes in load performance,
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to establish cost-effective maintenance procedures, and to determine long-term
durability of the applied FRP systems? This concern increases when a highway
system has a large number of strengthened bridges in which the load rating of the
bridges is dependent on the FRP-concrete bond performance.

With a number of highway bridges having been strengthened with FRP systems
over the past several decades in Missouri, Kentucky, Ohio, Canada, Europe, e.g.,
Slovenia and Macedonia, and the Far East, there has not been an effective field
testing system to evaluate and verify the bond condition of large areas FRP material
applied to these bridges. While a number of good NDT systems are available to test
FRP bonding on concrete structures, these systems are limited in their capabilities
to scan extensive areas of FRP material applied to bridge structural members and to
produce reliable bond condition data.

The purpose of the investigation in this chapter is to verify field testing capabil-
ities of a light-mobile impact machine for scanning and producing accurate FRP-
concrete bond data on bridge structural members retrofitted and strengthened with
FRP-structural systems.

The objective of this NDT system, based on the impact-echo principle, is to
provide a testing procedure capable of rapidly scanning long lengths FRP plates
bonded to bridge structural members, for producing reliable FRP-concrete bond
data, and for locating and accurately identifying de-bonded areas, if present [1].
Based on current testing methods, there is a need for an improved cost-effective
testing procedure to evaluate FRP-strengthened bridges.

2. Research significance

Quantifying long-term durability of FRP-structural systems applied to concrete
structures, and RC bridges in particular, is an on-going issue for the industry and
users of such systems. Being able to guarantee FRP systems applied to concrete
structures will remain bonded for 20–30–50 years is a challenge. The process to
obtain reliable field data proving FRP laminates remain bonded over long periods of
time had not been accomplished on a wide scale.

While the impact-echo NDT method has been effective in testing concrete
structures for many years its application for evaluating FRP-structural systems
applied to RC bridges is not fully developed [2]. The development and testing of the
mobile impact machine presented in this paper expands the application of NDT
procedures in the field to evaluate bridge CFRP plate-concrete bond conditions. The
NDT method presented potentially provides bridge owners a means to rapidly
assess bond conditions and to identify associated changes (decreases) in bridge load
performance.

2.1 Scope of CFRP applications on RC bridges requiring bond testing

The extent of CFRP material applied to RC highway bridges requiring bond
testing is challenging. As an example, in 2001, in one CFRP-bridge strengthening
project in the Republic of Northern Macedonia, to meet Eurocode 2-Part 2 (EN
1992-2:2005), 17 slab and girder bridges on the M2 (European Corridor 8, EC-8)
were designed and strengthened to NATO MLC 100, having a total of 10,847 m of
CFRP plate, including CFRP fiber wrap in bridge structural member shear areas.
Two additional slab bridges on the M1 were strengthened in 2002 with 1894 m of
CFRP plate.

An example of the length of CFRP material applied to one slab bridge on the M2
is illustrated by bridge B36 at km 67 + 409 in Figure 1, showing the distribution of
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the CFRP plates applied in each of two 10 m spans. The center 3.9 m of each 10 m
span have 40 S1512 plates parallel to one another in the area of maximum bending
moment of the span. The CFRP-concrete bonding in this area is critical for sustain-
ing the designed load capacity for MLC 100 [3].

2.2 FRP-concrete de-bonding mechanisms

The focus of the research presented in this chapter is to develop an effective
NDT method to identify FRP-concrete de-bonding on RC structures. The de-
bonding of FRP material from concrete is caused by multiple factors. Failure of the
adhesive bond of externally applied FRP systems is caused by a number of mecha-
nisms and is referred to as “delamination” or “de-bonding.” In their paper, Degala
et al., have identified the following parameters as affecting bond interface behavior:
concrete tensile strength, adhesive mechanical properties, effective bond length of
the FRP, member size and scale, concrete section geometry, structural member
loading geometry, degree and rate of loading, FRP retrofit geometry, environmental
and mechanical exposure, e.g., moisture and thermal effects, and the mixed mode
relationship of de-bonding mechanisms. Any one, or any combination of these
mechanisms, can cause de-bonding of FRP material from concrete [4].

The purpose of the NDT method presented in this chapter is to identify
FRP-concrete de-bonding in the life cycle of the FRP-strengthened structure and
to identify any of the above de-bonding mechanisms potentially affecting RC
structure performance to allow early intervention and corrective measures.

3. Experimental program

The scope and purpose of this experimental investigation was to field test and
validate a newly developed impulse excitation (impact) machine on CFRP (carbon
fiber-reinforced polymer)- strengthened structural members on an RC highway
bridge to obtain impact signal data reflecting the condition of the CFRP bond on
concrete. The objective was two-fold: (1) to obtain impact data recordings on FRP-
strengthened RC bridges and to compare those signal waveforms to the waveforms
obtained from the concrete and bonded and de-bonded CFRP plate in the labora-
tory, and (2) to establish the operability and design limits of the impact machine on
bridges. The goal was to verify the capabilities and practicality of such an impact
machine in the field on RC bridges, to test FRP laminates on concrete, and to
produce reliable FRP-concrete bond data.

Figure 1.
Bridge B36 with 792 m in 80 CFRP plates.
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3.1 NDT methods for testing FRP-concrete bond

To illustrate the practicality of this impact machine for field testing large areas of
CFRP laminates on RC bridges, comparison is made to other NDT procedures used
for testing FRP laminates. The use of non-destructive testing (NDT) to evaluate
FRP-concrete bond offers a range of effective methods capable of providing data
on the behavior and condition of FRP-structural system bonding on concrete
structures. There are a number of NDT systems available to evaluate CFRP-
structural system bonding on concrete structures, which include acoustic stress
waves, infrared thermography, X-ray, microwave, high-frequency radiation,
ultrasonics, and laser vibrometry, to detect de-laminations in the FRP-concrete
interface regions. Each NDT method offers unique advantages for testing FRP bond
under specific conditions [5].

Two systems are considered for comparison to the NDT system presented in this
paper. The first system uses pulsed infrared thermography to detect defects in
CFRP parts and plates by producing eddy currents generating heat in the part.
Heat applied to the test specimen provides spatial temporal distribution of surface
temperature whereby defects disturb the heat flow. This system provides high
contrast images and is effective in identifying defects in aircraft and automotive
parts. It is not economical for scanning large CFRP areas [6].

The second system uses an acoustic-laser technique which generates a sound
vibration signature used to identify and characterize defects in CFRP-concrete
structural members. Having a good signal-to-noise ratio the system can accurately
identify the size of defective areas and has the capability to stand off from the test
specimen. It does require set-up of a number of pieces of equipment to generate the
acoustic vibrations. The rate in meters per hour at which this system is able to test
long lengths of CFRP plates on concrete bridge member is not indicated. Both
methods have the capability to identify in detail the precise location and degree of
de-bonding of FRP material from concrete [7].

Using acoustic-stress waves from a light-hammer device the NDT method
presented in this paper is designed to rapidly scan long lengths of bonded CFRP
plates and record changes in impact frequencies. The objective of this system is to
quickly provide bonding data over large areas of CFRP plates.

For this investigation the use of the impulse excitation technique with the
impact-echo procedure provides an effective and rapid means of data generation to
assess the bond condition of large areas of CFRP laminates applied to RC bridges.
The advantage of this method over the other three NDT methods is its inherent
speed of testing and the volume of bond data produced in the form of digital
waveforms.

3.2 Impulse excitation technique

The impulse excitation technique (IET) is a non-destructive testing method for
evaluation of elastic and damping properties of materials. This technique is based on
the mechanical excitation of a solid body by means of a light impact. For isotropic
homogeneous material of simple geometry, such as a prismatic bar, e.g., CFRP
plate, the resonant frequency of the free vibration provides information about the
elastic properties of the material and its bond to a substrate, i.e., concrete. The
amplitude decay of the free vibration is related to the internal friction of the
material, i.e., dissipation, or damping, of the vibration energy in the specimen.

Using impulse excitation (impact) on bonded FRP-laminates, the impact fre-
quency, signal amplitude, and the rate of sinusoidal decay (damping ratio) of the
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harmonic waveform provide information on the condition of the FRP bond to the
concrete structural member. Signal analysis of the waveform frequencies, damping
ratios, amplitudes, and phase shift provide a detailed and accurate picture of the
state of the FRP laminate-concrete bond. The type of harmonic signal produced by
the impulse excitation method is a decaying sinusoidal waveform [8].

3.3 Harmonic oscillations

To analyze the waveform data generated by the impulse system, it is useful to
consider the characteristics of a decaying harmonic oscillation, shown in Figure 2.
The natural frequency of a simple continuous harmonic oscillation when the forcing
function is zero is expressed by the second order differential in Eq. (1).

dx2

dt
þ c

dx
dt

þ kx ¼ 0 (1)

where c and k are constants related to the impulse system and material tested,
and c≥0, k≥0. When the harmonic oscillation is driven by forcing function f(t) on
mass m then f(t) is expressed in Eq. (2).

m
dx2

dt
þ c

dx
dt

þ kx ¼ f tð Þ (2)

The general solution of f(t) for a dampened harmonic waveform is given by
Eq. (3).

f tð Þ ¼ A e�ζωnt cos ωd–ϕð Þð Þ (3)

where A is initial amplitude, ωn is the natural frequency in rad/s, ϕ is phase
angle, ζ is the damping ratio on ωn. The dampened frequency ωd is the natural
frequency ωn modified by the dampening ratio.

Figure 2.
Exponentially decaying harmonic oscillation @ varying rates.
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3.4 Damping ratio

The rate of exponential decay in a harmonic oscillation is expressed by the
damping ratio, a system parameter denoted by zeta (ζ) that characterizes the
frequency response of the harmonic oscillation. The simplest example is a mass m
suspended from a spring with a spring constant k, with a damping ratio c. When a
single forcing function f(t) is applied to the mass x(t) the result is a harmonic
oscillation with a unique rate of decay determined by the damping ratio, which is a
function of the internal resistance of the system driven by the forcing function.

The damping ratio expressed by zeta (ζ) is the ratio of actual damping to critical
damping cc, Eq. (4), such that ζ = actual damping/critical damping cc, where cc = 1.
The damped circular frequency ωd is the natural frequency ωn reduced by the factorffiffiffiffiffiffiffiffiffiffiffi

1�ζ2
p

.

ωd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ζ2

q
ωn (4)

3.5 Fourier transform of impact signal

The impact oscillation frequency from the forcing function f(t), where
f(t) = Ae�ζωnt (cos (ωd�ϕ)) is represented by the Fourier transform of the damped
cosine in Eq. (5).

f ωð Þ ¼ jωþ að Þ= �ω2 þ 2jωaþ ωo
2 þ a2

� �
(5)

where a = ζωn and ωo = ωn. The Fourier transform provides the frequencies of the
time domain signals f(t). As the NDT device moves across the surface of the CFRP
plate changes in impact signal frequencies can be identified. A change in the signal
frequency indicates a change in the CFRP-concrete bond condition. If the impact
frequencies across the plate remain relatively constant, the plate is fully bonded.

4. Impact machine

The latest impact machine, Figure 3, is a 5 � 17 cm single 3D-printed frame
made with polylactic acid (PLA) plastic by fused filament fabrication, is used for its
strength and workability. PLA, or polylactide, is a biodegradable and bioactive
thermoplastic aliphatic polyester derived from renewable resources and provides a

Figure 3.
(a) Mobile impact machine and (b) laboratory CFRP test plate.
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strong structural frame which attenuates vibrations and sound, ideal for this impact
machine application. The machine has a single 10 cm lever (cherry wood) with one
10-24 screw for the impact hammer, driven by a four-pin actuator wheel. The
machine produces 25 impacts per meter, with a 0.4 pound impact force. The impact
sound wave signals generated are recorded with a microphone and digital data
recorder mounted on the machine.

5. Experimental procedure

The experimental investigation was conducted in two phases. Phase one
involved testing in the laboratory with the impact machine, Figure 3a, on a bonded,
de-bonded, and partially de-bonded CFRP plate, Figure 3b, and on the concrete to
which the CFRP plate was bonded. The purpose of obtaining impact waveforms on
the laboratory concrete was to compare them to the waveforms on the bridge
concrete. Similarly the impact waveforms obtained from the laboratory bonded and
de-bonded CFRP plate are used to compare to the bonded and de-bonded CFRP
material on the bridges. A partially de-bonded CFRP plate was simulated in the
laboratory with 40 and 20% de-bonding of the test plate, Figure 2b. Multiple passes
of the impact machine in the laboratory on the concrete, bonded, de-bonded, and
partially de-bonded CFRP plate were made with the data recorded on a Sony M2
digital recorder. The recordings were displayed in a Tektronix 475 oscilloscope and
video recorded. The video recordings were broken down into still pictures of the
waveforms, from which the impact signal frequencies and damping ratios were
measured. The frequencies were obtained from the inverse of the time displayed on
the oscilloscope screen. The damping ratios were measured with curve fitting of the
decayed sinusoid waveforms.

Phase two used a similar impact test procedure in the field on the Creasy Springs
Lane bridge and the Coats Lane bridge. Impact tests were run on the bridge con-
crete first, and then multiple impact runs were performed on various beams of the
RC channels. While not all beams were tested, randomly selected beams were
tested, generally those where the paint was gone exposing the CFRP material.
Performing impact tests on painted CFRP material will require a modified (stiffer)
impact machine to produce stronger signals to reflect the CFRP-concrete bond
conditions.

The laboratory test consisted of running the impact machine, in a number of
cycles, first on concrete and then on a bonded, de-bonded, and partially de-bonded
CFRP plate to produce impact signal waveforms representing the three CFRP-
concrete bond conditions. To obtain signal waveforms on RC bridges, field tests
were performed on two CFRP-strengthened county highway bridges in Missouri.
The test involved running the impact machine on the bottom side of beams on the
bridge channel sections. The two bridges tested were the 39 foot (12 m) Coats Lane
bridge and the 19 foot (6 m) Creasy Springs Road bridge, both on county roads in
Boone County, near Columbia, Missouri. Both bridges were constructed in the early
1970s with precast reinforced concrete channel sections with a four in (10 cm) deck
slab running the length of the bridge. The channel beams were strengthened with
CFRP plate and fabric material to increase the bridge load rating from 15 to 20 tons.
The bridge channel sections (Figure 3) have a 10 cm CFRP plate on the bottom of
each beam and 60 cm fabric wrap with 12 wraps per beam. The bridges were
strengthened in the early 2000s [9].

The Creasy Springs Road bridge, Figure 4, constructed with precast RC chan-
nels like Coats Lane, has the same CFRP plate and fabric configuration on the
channel beams as the Coats Lane bridge.
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made with polylactic acid (PLA) plastic by fused filament fabrication, is used for its
strength and workability. PLA, or polylactide, is a biodegradable and bioactive
thermoplastic aliphatic polyester derived from renewable resources and provides a

Figure 3.
(a) Mobile impact machine and (b) laboratory CFRP test plate.

116

Failure Analysis

strong structural frame which attenuates vibrations and sound, ideal for this impact
machine application. The machine has a single 10 cm lever (cherry wood) with one
10-24 screw for the impact hammer, driven by a four-pin actuator wheel. The
machine produces 25 impacts per meter, with a 0.4 pound impact force. The impact
sound wave signals generated are recorded with a microphone and digital data
recorder mounted on the machine.

5. Experimental procedure

The experimental investigation was conducted in two phases. Phase one
involved testing in the laboratory with the impact machine, Figure 3a, on a bonded,
de-bonded, and partially de-bonded CFRP plate, Figure 3b, and on the concrete to
which the CFRP plate was bonded. The purpose of obtaining impact waveforms on
the laboratory concrete was to compare them to the waveforms on the bridge
concrete. Similarly the impact waveforms obtained from the laboratory bonded and
de-bonded CFRP plate are used to compare to the bonded and de-bonded CFRP
material on the bridges. A partially de-bonded CFRP plate was simulated in the
laboratory with 40 and 20% de-bonding of the test plate, Figure 2b. Multiple passes
of the impact machine in the laboratory on the concrete, bonded, de-bonded, and
partially de-bonded CFRP plate were made with the data recorded on a Sony M2
digital recorder. The recordings were displayed in a Tektronix 475 oscilloscope and
video recorded. The video recordings were broken down into still pictures of the
waveforms, from which the impact signal frequencies and damping ratios were
measured. The frequencies were obtained from the inverse of the time displayed on
the oscilloscope screen. The damping ratios were measured with curve fitting of the
decayed sinusoid waveforms.

Phase two used a similar impact test procedure in the field on the Creasy Springs
Lane bridge and the Coats Lane bridge. Impact tests were run on the bridge con-
crete first, and then multiple impact runs were performed on various beams of the
RC channels. While not all beams were tested, randomly selected beams were
tested, generally those where the paint was gone exposing the CFRP material.
Performing impact tests on painted CFRP material will require a modified (stiffer)
impact machine to produce stronger signals to reflect the CFRP-concrete bond
conditions.

The laboratory test consisted of running the impact machine, in a number of
cycles, first on concrete and then on a bonded, de-bonded, and partially de-bonded
CFRP plate to produce impact signal waveforms representing the three CFRP-
concrete bond conditions. To obtain signal waveforms on RC bridges, field tests
were performed on two CFRP-strengthened county highway bridges in Missouri.
The test involved running the impact machine on the bottom side of beams on the
bridge channel sections. The two bridges tested were the 39 foot (12 m) Coats Lane
bridge and the 19 foot (6 m) Creasy Springs Road bridge, both on county roads in
Boone County, near Columbia, Missouri. Both bridges were constructed in the early
1970s with precast reinforced concrete channel sections with a four in (10 cm) deck
slab running the length of the bridge. The channel beams were strengthened with
CFRP plate and fabric material to increase the bridge load rating from 15 to 20 tons.
The bridge channel sections (Figure 3) have a 10 cm CFRP plate on the bottom of
each beam and 60 cm fabric wrap with 12 wraps per beam. The bridges were
strengthened in the early 2000s [9].

The Creasy Springs Road bridge, Figure 4, constructed with precast RC chan-
nels like Coats Lane, has the same CFRP plate and fabric configuration on the
channel beams as the Coats Lane bridge.
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On the Creasy Springs Road bridge impact testing, Figure 5, was done on the
second beam in the first channel (west side) and then on the third, fourth and sixth
beams as far as the extension pole could reach over the water. It is noted CFRP de-
bonding was found on the second beam, Figure 5c.

The Coats Lane bridge, Figures 6 and 7, has eight RC channels, two beams per
channel. Testing was performed on the first channel second beam (north west side),
Figure 6a, and then on beams six, seven, and eight in areas were the paint had
flaked off, Figure 6c.

5.1 Experimental results

Impact waveform data was compiled on results of testing the CFRP plate in the
laboratory and on the Creasy Springs Road and Coats Lane bridges in Missouri.
Selected samples of the hundreds of impact data points (signal waveforms) are
shown in Figures 8–13. The waveforms obtained in the laboratory for concrete,
bonded, and de-bonded CFRP material are compared to the waveforms obtained on
the concrete and CFRP material on the two bridges. Comparisons are made of the
frequencies and damping ratio in the three scenarios.

Figure 4.
Creasy Springs Road bridge.

Figure 5.
Creasy Springs Road bridge—impact testing on channel beams. (a) Second and third beams, (b) testing fourth
beam, and (c) CFRP de-bonding second beam.

Figure 6.
Coats Lane bridge (Boone County, MO) with CFRP configuration on channel beams.
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Figure 7.
Coats Lane bridge—testing channel beams. (a) Second beam, first channel, (b) impact testing, (c) beams 6–8.

Figure 8.
Impact waveforms—laboratory—concrete and bonded CFRP plate.

Figure 9.
Waveforms—concrete—Coats Lane and Creasy Springs bridges.

Figure 10.
Waveforms—Creasy Springs bridge—bonded CFRP plate.
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Creasy Springs Road bridge—impact testing on channel beams. (a) Second and third beams, (b) testing fourth
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Figure 7.
Coats Lane bridge—testing channel beams. (a) Second beam, first channel, (b) impact testing, (c) beams 6–8.

Figure 8.
Impact waveforms—laboratory—concrete and bonded CFRP plate.

Figure 9.
Waveforms—concrete—Coats Lane and Creasy Springs bridges.

Figure 10.
Waveforms—Creasy Springs bridge—bonded CFRP plate.
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The results of the impact tests on the two bridge and the laboratory are summa-
rized in Appendix A, Table 1.

The laboratory concrete waveform produced a frequency of 1.25 kHz and a
damping ration of 0.1. The concrete waveform on the two bridges also produced
a frequency of 1.25 kHz, plus or minus 15 hz, and a damping ratio close to 0.1. The
CFRP bonded frequency in the laboratory was 1.43 kHz, with a damping ration of
0.1. The CFRP bonding frequency obtained on the two bridges was 1.90 kHz on

Figure 11.
Waveforms—bonded CFRP plates on Coats Lane channel beams.

Figure 12.
Waveforms—de-bonded CFRP plate—lab and Creasy Springs bridge—second beam.

Figure 13.
Waveforms for partially de-bonded CFRP plate—40 and 20%.
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Creasy Springs and 1.32 kHz on Coats Lane, each with a damping ratio of 0.1.
Impact test on Coats Lane channel beams two, six, and seven had frequencies of
1.20, 1,25, and 1,25 kHz, plus or minus 15 hz, with all damping ratios close to 0.1.
The frequency and damping ratio of the CFRP de-bonding in the laboratory and the
CFRP de-bonding found on beam two on the Creasy Springs bridge, Figures 5c and 9,
were closely related, with 0.895 and 0.590 kHz respectively, and damping ratios of
0.3 and 0.4. Partial de-bonding on the laboratory test plate was tested with the
resulting waveforms shown in Figure 13, for 40 and 20% de-bonding. The impact
machine can detect partial de-bonding. It is noted the relationship between the
frequency and damping ratio changes as the de-bonded area of the CFRP plate
become smaller, but still having a distinctive waveform produced which indicates
de-bonding, Figure 11. The impact machine cannot indicate the degree of partial
de-bonding. Other NDTmethods, such as thermal imaging, are required to determine
the degree and extent of partial CFRP de-bonding.

The application of the mobile impact machine, Figure 3a, with its data recorder
proved successful in detecting bonded and de-bonded CFRP material in the labora-
tory and in the field on RC highway bridges. The waveforms for bonded and de-
bonded CFRP material produced in the laboratory were consistent and similar to the
bonded and de-bonded waveforms produced on the two RC bridges. This indicates
the concept of using the impact-echo NDT method with the impact machine to test
FRP-bonding on RC bridges and producing bond condition data is valid. It was
noted the impact data obtained in the field on the two bridges had a relatively high
degree of noise in the waveforms. Improvements in the impact system and data
recording method, with noise filters, can improve the impact signal to noise ratio,
producing a relatively cleaner and more distinguishable and measurable waveform,
denoting CFRP-concrete bond condition.

6. Conclusion

The main purpose of this investigation was to test and validate the application
of the NDT impulse-excitation technique to measure bond condition of

Laboratory CFRP test plate

Acoustic signal Concrete Plate bonded Plate de-bonded

Frequency (kHz) 1.25 1.43 0.86

Damping ratio ζ 0.10 0.10 0.45

Creasy Springs bridge

Acoustic signal Concrete Second beam Third beam
bonded

Sixth beam
bonded

Bonded De-bonded

Frequency (kHz) 1.35 — 0.590 1.90 1.32

Damping ratio ζ 0.10 — 0.40 0.15 0.10

Coats Lane bridge

Acoustic signal Concrete Second beam
bonded

Sixth beam
bonded

Seventh beam
bonded

Eighth beam
bonded

Frequency (kHz) 1.25 1.20 1.32 1.25 1.28

Damping ratio ζ 0.10 0.15 0.10 0.10 0.15

Table 1.
Acoustic impact data: laboratory test plate and RC highway bridges.
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The results of the impact tests on the two bridge and the laboratory are summa-
rized in Appendix A, Table 1.

The laboratory concrete waveform produced a frequency of 1.25 kHz and a
damping ration of 0.1. The concrete waveform on the two bridges also produced
a frequency of 1.25 kHz, plus or minus 15 hz, and a damping ratio close to 0.1. The
CFRP bonded frequency in the laboratory was 1.43 kHz, with a damping ration of
0.1. The CFRP bonding frequency obtained on the two bridges was 1.90 kHz on

Figure 11.
Waveforms—bonded CFRP plates on Coats Lane channel beams.

Figure 12.
Waveforms—de-bonded CFRP plate—lab and Creasy Springs bridge—second beam.

Figure 13.
Waveforms for partially de-bonded CFRP plate—40 and 20%.
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Creasy Springs and 1.32 kHz on Coats Lane, each with a damping ratio of 0.1.
Impact test on Coats Lane channel beams two, six, and seven had frequencies of
1.20, 1,25, and 1,25 kHz, plus or minus 15 hz, with all damping ratios close to 0.1.
The frequency and damping ratio of the CFRP de-bonding in the laboratory and the
CFRP de-bonding found on beam two on the Creasy Springs bridge, Figures 5c and 9,
were closely related, with 0.895 and 0.590 kHz respectively, and damping ratios of
0.3 and 0.4. Partial de-bonding on the laboratory test plate was tested with the
resulting waveforms shown in Figure 13, for 40 and 20% de-bonding. The impact
machine can detect partial de-bonding. It is noted the relationship between the
frequency and damping ratio changes as the de-bonded area of the CFRP plate
become smaller, but still having a distinctive waveform produced which indicates
de-bonding, Figure 11. The impact machine cannot indicate the degree of partial
de-bonding. Other NDTmethods, such as thermal imaging, are required to determine
the degree and extent of partial CFRP de-bonding.

The application of the mobile impact machine, Figure 3a, with its data recorder
proved successful in detecting bonded and de-bonded CFRP material in the labora-
tory and in the field on RC highway bridges. The waveforms for bonded and de-
bonded CFRP material produced in the laboratory were consistent and similar to the
bonded and de-bonded waveforms produced on the two RC bridges. This indicates
the concept of using the impact-echo NDT method with the impact machine to test
FRP-bonding on RC bridges and producing bond condition data is valid. It was
noted the impact data obtained in the field on the two bridges had a relatively high
degree of noise in the waveforms. Improvements in the impact system and data
recording method, with noise filters, can improve the impact signal to noise ratio,
producing a relatively cleaner and more distinguishable and measurable waveform,
denoting CFRP-concrete bond condition.

6. Conclusion

The main purpose of this investigation was to test and validate the application
of the NDT impulse-excitation technique to measure bond condition of

Laboratory CFRP test plate

Acoustic signal Concrete Plate bonded Plate de-bonded

Frequency (kHz) 1.25 1.43 0.86

Damping ratio ζ 0.10 0.10 0.45

Creasy Springs bridge
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Coats Lane bridge

Acoustic signal Concrete Second beam
bonded

Sixth beam
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Seventh beam
bonded

Eighth beam
bonded

Frequency (kHz) 1.25 1.20 1.32 1.25 1.28

Damping ratio ζ 0.10 0.15 0.10 0.10 0.15

Table 1.
Acoustic impact data: laboratory test plate and RC highway bridges.
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FRP-structural systems applied to concrete structures. This impact method
produces acoustic emissions from bonded FRP material displaying a decaying
sinusoidal waveform with unique frequencies and damping ratios. The frequencies
and damping ratios identify two FRP bond state conditions: bonded and de-bonded.
The de-bonded state has lower frequencies with higher (faster decay) damping
ratios. The change in impact frequencies and the rate of decay in the damping ratio
are the two primary parameters identifying changes in the FRP-concrete bond state.

Two FRP-retrofitted highway bridges in Missouri were tested in this investiga-
tion. Tests were made on a bonded/de-bonded FRP plate in the laboratory to
provide control and a reference for the bonded and de-bonded states. Impact data
results from the two bridges matched the laboratory test data for the bonded and
de-bonded conditions. Impact tests on the bonded FRP material on the bridges had
frequencies in the 1.25 kHz range with damping ratios of 0.10. These values
matched the 1.20 kHz frequency and 0.10 damping ratio for the bonded FRP
material in the lab. The de-bonded area on one bridge had a frequency of 0.85 kHz
and damping ratio of 0.40 matching the de-bonded FRP values in the lab.

The NDT impulse excitation technique testing the bond of FRP-structural sys-
tems applied to concrete structures produces clear decaying sinusoidal waveforms.
Signal analysis of the waveform frequencies and damping ratios confirmed a direct
correlation to the FRP-concrete bond condition. Field and laboratory test results in
this investigation validated the impulse excitation technique applied to bonded FRP
material accurately measures the bond state between the FRP material and the
concrete structure. The use of the impulse excitation technique in this investigation
to evaluate FRP-bond condition has broader applications for the non-destructive
testing of FRP-retrofitted concrete structures and related fields in civil engineering.
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This chapter describes a modification to the laser flash method that allows deter-
mining temperature diffusivity and nondestructive testing of materials and construc-
tions without cutting samples of predefined geometry. Stepwise local heating of the
studied object surface at a small spot around 0.1 mm radius with simultaneous high
temporary-spatial resolution infrared (IR) filming of the transient temperature dis-
tribution evolution with a thermal camera provides a wide range of possibilities for
material characterization and sample testing. In case of isotropic and macroscopic
homogeneous materials, the resulting transient temperature distribution is radially
symmetric that renders possible to improve temperature measurement accuracy by
averaging many pixels of the IR images located at the same distance from the heating
spot center. The temperature diffusivity measurement can be conducted either on
thin plates or on massive samples. The developed emissivity independent in plain IR
thermographic method and mathematical algorithms enable thermal diffusivity mea-
surement for both cases with accuracy around a few per cent for a wide range of
materials starting from refractory ceramics to well-conducting metals. To detect
defects, the differential algorithm was used. Subtracting averaged radial symmetric
temperature distribution from the original one for each frame makes local inhomo-
geneities in the sample under study clearly discernible. When applied to crack detec-
tion in plates, the technique demonstrates good sensitivity to part-through cracks
located both at the visible and invisible sides of the studied object.
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1. Introduction

Active and passive methods of thermal testing and evaluation have arisen and
developed for more than a century [1, 2]. Great progress in thermophysical research
has been achieved in the past few decades due to the development of laser and
noncontact infrared (IR) thermography technologies [3–5]. The active mode of
thermography is most often implemented using optical excitation (stimulation)
generated by laser or high-powered halogen lamps with subsequent or simultaneous
recording of transient temperature distribution with a high spatial-temporal reso-
lution thermal camera [6–9]. Modern thermographic methods employing mathe-
matical models and thermogram analysis techniques developed in recent years
allow extracting a lot of useful information about the state of various objects—from
small components of microelectronics [10, 11] to large products [12–15], artworks
[16, 17], and engineering structures [14, 18, 19]. They can also be used to conduct
nondestructive testing of materials [20–27], determine their thermal physical
characteristics (TPC) [28–31], and determine the degree of corrosive damage [32].
Thermography is also used successfully for monitoring natural objects in the
environment [33], biomedical research and noninvasive diagnosis of various human
diseases [9, 34, 35], and in sports science [36].

For active nondestructive testing (NDT) and TPC measuring, two measurement
methodologies are used: steady and transient [3–9, 23, 27–30, 37]. The old steady-
state methods (in particular, guarded hot plate (GHP) and heat-flow meter (HFM)
[28]) are still used in practice, though they have several disadvantages because the
distribution of heat flux should be sufficiently close to the planned asymptotics
without significant uncontrolled heat leakage from the measuring cell. These
methods require preparation of samples of specific geometry and a long time to
achieve steady state.

It greatly complicates the observance of the boundary conditions on the free
surfaces of the sample under study adopted in the computation scheme and
increases the effect of various drifts on the measurement accuracy. Installations of
this type require special measures of thermal insulation and thermal stabilization of
the sample, heater, refrigerator, and measuring chain, providing low thermal resis-
tance between the heater, sample, refrigerator, and temperature sensors. Due to the
above, installations for the stationary methods are cumbersome, require fairly large
samples of strictly defined geometry and thermal conductivity can be measured
only within a narrow range.

Transient methods are more diverse. They use various temporal profiles of
incoming heat flow such as Dirac delta function, step or periodic ones [18, 23,
27, 28, 38]. The latter mode is used by thermal wave interferometry (TWI) tech-
nique, which opens additional possibilities related to synchronous signal detection
referred to as lock-in technique like accuracy improvement, reduction of drift
impact, and gathering information from two independent channels, namely signal
amplitude and phase [38–40]. However, due to the necessity for oscillations to be
close to asymptotic, this method exhibits some of the abovementioned drawbacks
of stationary methods. Another disadvantage of this technique is the high cost of the
required hardware.

Among nonharmonic transient techniques of thermal stimulation, laser flash
technique (LFT) proposed back in 1961 by Parker et al. [41] is the most widely used
up to date. It can be easily adopted for testing plate samples of homogeneous [42],
anisotropic [43, 44], porous [45], translucent [46] solids as well as liquids [47–52].
LFT is supported by commercially available equipment [53, 54] operating according
to established standards [55–57].
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Further advances in LFT result in variants employing thermal wave propagation
not only in normal direction as in classic LFT [41], but also in plane techniques
[44, 58–62]. It uses point heating to implement the radial diverging thermal wave
technique for immobile objects [44, 58–61] and for moving ones [62]. Heating from
ring-shaped area in the radial converging thermal wave technique provides better
signal/noise ratio and reduces overheating in the irradiated area [63–67]. These
variations of LFT allow TPC evaluation and NDT in case of one-side access to the
object but use short pulse heating.

The conventional laser flash technique and appropriate equipment has a number
of undeniable advantages including high accuracy and good reproducibility of
measurements, short testing times (�1 s), optional control over surrounding gas
composition, and temperature in wide range (from �120 to 2800°C). However, it
has several immanent drawbacks. LFT testing requires specifically prepared sam-
ples of the certain geometry. Usually, it is a disk with a diameter of 12–25 mm and
thickness �1 mm. The experiments are costly and time-consuming, and they
require two-side access to the sample. This prevents using the method on massive or
unprepared samples as well as on finished goods in operation or the ones that can be
accessed from one side only.

So, the purpose of the work is development of all-round express technique for
temperature diffusivity (TD) a measurement in various materials and objects
requiring no extensive sample preparation as well as technique for detecting various
inhomogeneities and defects in the material. The original algorithms and software
were designed and implemented.

2. Methods and materials

The proposed method [68] is based upon thermal imaging of transient temper-
ature field induced by local spot, further referred to as point heating. Original
algorithms and software are used for processing IR images recorded by a thermal
camera.

Thermal cameras are used in various applications [2, 3, 21, 23, 24] and have
many advantages for recording temperature distribution evolution in a studied
object. Cameras have a number of advantages over local temperature sensors such
as thermocouple elements or thermistors, beside their evident ability to register
temperature in a great number of points remotely and simultaneously. High accu-
racy of data spatial localization, no problems related to thermal inertia, additional
thermal capacity, heat sink, and boundary thermal resistance of the gauge should be
mentioned as the most prominent ones.

Meanwhile, it should be noted that the lack of accurate information concerning
optical absorption and radiation coefficients of the studied object and their varia-
tions along the surface render precise measurement of absolute temperatures and
heat fluxes in an object difficult in case of laser heating and IR camera recording.
But, similar to LFT, the proposed technique requires no absolute values of temper-
ature because the nature of temperature diffusivity a is determined by characteristic
length r and time t of thermal wave propagation from hot spot as could be seen from
its physical meaning, m2/s units and dimensionless Fourier similarity criterion
F0 = at/r2. The only important reservation concerns the uniformity of the coefficient
between the absolute temperature and acquired signal all over the studied surface.
By the way, it is also true for classic LFT that determines the time of reaching the
half of temperature maximal value at the back side of the sample of known thick-
ness but not absolute value of the temperature itself.
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The proposed approach utilizes step-like temporal profile of point local heating
of the surface by laser beam with Gauss radius r0 = 0.1–0.3 mm and simultaneous
filming of transient temperature field induced by this heating at the object surface
by an IR camera. In our experiments, laser heating has constant power during all
testing time (step-heating thermography) like [69–72] whereas classic LFT uses
short pulse heating [44, 58–66]. It significantly reduced the temperature in the
hot spot, while increasing it in the surrounding inspected area and lowering
requirements to laser output power. The following computer processing of radially
symmetric thermal images using the proposed models and algorithms allows deter-
mining the value of a in homogeneous materials and detecting and characterizing
inhomogeneities and defects owing to local divergence of temperature distribution
from axial symmetry. Two variants of the method are considered in the paper
namely one for bulk and the other for thin plate objects. They are related to
standard LFT but do not require extensive sample preparation.

Verification of the described approach to measurement of а has been done for a
number of materials (see Table 1) with significantly different thermal and optical
properties. A 2-mm-thick square steel plate of 100 � 100 mm was used as a sample.
Its TD was determined using a 2D model of thermal wave. All other samples were
massive disks with diameter > 30 mm and height > 25 mm. They were studied using
a 3D model.

A solid-state Nd:YAG laser unit LSR445CP-FC-10 W with diode excitation,
maximal output power of 12 W, 445 nm wavelength, and controllable intensity was
used as a heater. Digital IR filming of the object surface was done using an FLIR
A35sc thermal camera having 320 � 256 pixels matrix of VOx bolometers with
maximal sensitivity in 7.5–13 mkm range, angular resolution 2.78 mrad, sensitivity
�0.05°С in the range from �20°С to +550°С and frame rate up to 60 Hz. Individual
frames like the ones shown in Figure 1 were converted to two-dimensional tem-
perature maps. To suppress signal inhomogeneities originating from differences in

Material Composition Short
name

Dense stabilized ceramics
ZrO2:MgО

ZrO2 (98%).
MgО (2%).

Ceramics

Composite based on
phenol-formaldehyde
polymer

Phenol-formaldehyde polymer (50%) + mica (15%), carbon
black (15%), kaolin (10%), talc (5%), and cellulose (5%).

Composite

Cured rubber Synthetic rubber (60%), carbon black (30%), ZnO (8.5%),
and S (1.5%).

Rubber

Тeflon (white) Tetrafluoroethylene Teflon-w

Тeflon (black) Tetrafluoroethylene + carbon black (40%) Teflon-b

Gypsum CaSO4�2H2O (at least 90%); SiO2, Al2O3, Fe2O3, and other
(no more than 10%).

Gypsum

Mild carbon steel “Steel
40X”
(Analogue of mild carbon
steel AISI 5140)

C (0.36–0.44%), Si (0.17–0.37%), Mn (0.5–0.8%), Ni
(≤0.3%), Cr (0.8–1.1%), the rest is Fe

Steel

All per cents are mass ones.

Table 1.
Tested materials.
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local surface emissivity, the initial temperature Т0 before the heating onset has been
subtracted from temperature Тh recorded during heating for every pixel. From now
on, the temperature excess T = Тh–Т0 is the signal to be analyzed. The next step is
determining position of effective center of the heating and averaging the values of Т
over the angle φ (see Figure 2) for each given distance r from the center to reduce
noise, impacts of inhomogeneities, etc. Averaging Т over φ is executed in ring-
shaped areas limited by radii r � Δr and r + Δr, where Δr is defined by image pixels
size and is about 2–10% of r. Usually, φ = 360° in TD measurements, and in NTD
testing, φ < 360° to exclude the area with suspected defects.

The detailed step-by-step raw data processing algorithm is as follows:

1.converting native data format of recorded film in a series of two-dimensional
arrays of temperatures;

Figure 1.
Certain frames of IR film with added isotherms showing thermal wave propagation resulting from local
heating of a ceramic sample. Colored rings correspond to 1 � 0.25 К, 2 � 0.25 К, 4 � 0.5 К, 10 � 1 К,
and 30 � 5 К.
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local surface emissivity, the initial temperature Т0 before the heating onset has been
subtracted from temperature Тh recorded during heating for every pixel. From now
on, the temperature excess T = Тh–Т0 is the signal to be analyzed. The next step is
determining position of effective center of the heating and averaging the values of Т
over the angle φ (see Figure 2) for each given distance r from the center to reduce
noise, impacts of inhomogeneities, etc. Averaging Т over φ is executed in ring-
shaped areas limited by radii r � Δr and r + Δr, where Δr is defined by image pixels
size and is about 2–10% of r. Usually, φ = 360° in TD measurements, and in NTD
testing, φ < 360° to exclude the area with suspected defects.

The detailed step-by-step raw data processing algorithm is as follows:

1.converting native data format of recorded film in a series of two-dimensional
arrays of temperatures;

Figure 1.
Certain frames of IR film with added isotherms showing thermal wave propagation resulting from local
heating of a ceramic sample. Colored rings correspond to 1 � 0.25 К, 2 � 0.25 К, 4 � 0.5 К, 10 � 1 К,
and 30 � 5 К.
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2.determining the time of heating onset (in case of the lack of hardware
synchronization);

3.averaging each pixel over time before this moment and forming the base
frame;

4.pixel-by-pixel subtraction of this base frame from each following frame to
suppress the impact of local inhomogeneities of studied surface optical
properties;

5.determining the effective center of the heating;

6.averaging temperatures of all the pixels located at the same distance from the
heating center. In case of NDT, one needs to search and exclude the areas
significantly differing from the mean value to avoid artifacts. The
temperatures averaged in the above procedure form the target radial
temperature distribution Т(r) for the frame. On processing all the frames, one
gets Т(r, t) distribution; and

7.approximating experimental radial temperature distribution Т(r) by function
(2) using the Nelder-Mead method [15] in case of 3D model or using linear
regression in appropriate coordinates for 2D model. Spatial and temporal limits
of the area for data to be approximated are determined by the assumptions
made in building model and approximating function. From below, the data
related to t < 3t* and r < 2r0 are ignored, and from above, the areas are
restricted by a stronger limit of (a) Т should be above 1/10 of maximal
accepted value and (b) T should exceed tripled root-mean-square value
of the noise.

Distributions T(r, t) obtained for two macroscopically homogeneous defect-free
samples using 2D and 3D techniques as described above are presented in Figure 3.
It should be noted that for thin plates tested in 2D mode, IR camera can be located
either at the same side or at the opposite side relative to the incident laser beam (see
inset in Figure 3). It does not matter principally, but slightly affects details of
implementation.

Figure 2.
Raw data processing scheme. Averaging the temperatures from a set of pixels located at the same distance r in a
fragment of last frame from Figure 1.
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3. Thermal diffusivity measuring: 3D model

Point heating at the surface of a massive isotropic and homogeneous sample
induces radially symmetric spherical thermal wave in the semi-infinite space.
The measurement duration τ should be at least an order of magnitude higher
that characteristic time τF = (r0)

2/a for a given material and Gaussian radius of
heating spot r0, so that the thermal wave has sufficient time to propagate to the
distance r > (3–5)r0. For r0 � 0.1 mm, minimal value of τ is usually below a second
for all materials, and for r0 � 0.3 mm, it is tenths of a second for metals, a few
seconds for ceramics and the like, and up to a few tens of seconds for materials
with the lowest values of TD coefficient like highly porous medias and some
polymers. Provided condition τ≫ τF is met, particularly radial distribution of energy
in incident beam becomes insignificant at the distances from the heating center
r > (2–3) r0, and temperature distribution in homogeneous semispace can be
considered spherically symmetric up to the times limited only by thermal wave
approaching the boundaries of the heated object. For the above values of tempera-
tures, times and distances, the heat exchange at the free surface can definitely be
neglected.

Even for isotropic homogeneous materials without temperature dependence of
TPC in adiabatic approximation, that is neglecting heat exchange at the surface, and
for energy of incident laser beam transferred to the sample not just at the surface
but in a sphere with radius R, so that the heat flux through it is uniform and Q in
total, precise solution of Fourier heat transfer equation is quite complex and hardly
applicable for experimental data analysis [73]:

T r; tð Þ ¼ Q=2πλrð Þ erfc r� Rð Þ=2 atð Þ1=2
� �

– exp r� Rð Þ=R� at=R2� �h

erfc r� Rð Þ=2 atð Þ1=2 þ atð Þ1=2=R
h ii (1)

Figure 3.
Experimental radial dependencies of temperature excess Т in massive ceramic (3D) and steel plate with a
thickness of δ = 2 mm (2D) samples at different times t since the heating onset. r is the distance to the heating
center. 1—IR camera; 1a и 1b—two variants of camera positions; 2—laser; and 3—sample. Insets show the
experiment layout and color-coded temperature distributions near the heating center.
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2.determining the time of heating onset (in case of the lack of hardware
synchronization);

3.averaging each pixel over time before this moment and forming the base
frame;

4.pixel-by-pixel subtraction of this base frame from each following frame to
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5.determining the effective center of the heating;

6.averaging temperatures of all the pixels located at the same distance from the
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either at the same side or at the opposite side relative to the incident laser beam (see
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implementation.

Figure 2.
Raw data processing scheme. Averaging the temperatures from a set of pixels located at the same distance r in a
fragment of last frame from Figure 1.
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3. Thermal diffusivity measuring: 3D model

Point heating at the surface of a massive isotropic and homogeneous sample
induces radially symmetric spherical thermal wave in the semi-infinite space.
The measurement duration τ should be at least an order of magnitude higher
that characteristic time τF = (r0)

2/a for a given material and Gaussian radius of
heating spot r0, so that the thermal wave has sufficient time to propagate to the
distance r > (3–5)r0. For r0 � 0.1 mm, minimal value of τ is usually below a second
for all materials, and for r0 � 0.3 mm, it is tenths of a second for metals, a few
seconds for ceramics and the like, and up to a few tens of seconds for materials
with the lowest values of TD coefficient like highly porous medias and some
polymers. Provided condition τ≫ τF is met, particularly radial distribution of energy
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where erfc xð Þ ¼ 2ffiffi
π

p
Ð∞
x e�y2dy is the complementary error function and λ is the

material thermal conductivity. Besides, any accurate solution as in Eq. (1) depends
upon poorly known energy distribution in the heating spot and optical properties of
material such as absorption and stray light factors. However, for r ≫ r0 and
t ≫ t* = r0

2/a, the temperature distribution Т(r, t) can be approximated with
accuracy around 1% by function.

T r; tð Þ ¼ Br�1erfc 0:5 r–r0ð Þ atð Þ�1=2
h i

(2)

where B is some constant depending upon supplied energy, r0 and λ.
As could be seen from Eq. (2), temperature distribution approaches asymptotic

1/r in time t, determined by the value of a. To obtain the value of a from experi-
mental data manually, it is rational to redraw distribution T(r, t) in (Tr, (r� r0)t

�1/2)
coordinates and then approximate if with a function y = D�erfc(A�x), varying only
scales of the axes. As follows from Eq. (2), the value of A = 0.5a�1/2 found in this
way allows determining a = (4A2)�1. In computer-aided analysis, experimental
distributions have been fitted using Nelder-Mead method minimizing sum of
squared discrepancies either directly using the function Eq. (2) or in the coordinates
described above. Both variants give the results of similar quality. In real experi-
ments, accuracy of Т recording deteriorates with growing r due to finite tempera-
ture resolution of the camera and growing role of noises of various nature, so that
the reasonable testing duration lies in the range 3τF ≲ τ ≲ 10τF. Raw experimental
data processed as described above is shown in Figure 4.

Values of а calculated as described above for each of eight individual tests,
standard deviation δа of the sampling within each test, averaged value а8, and
standard value а* for each of the tested materials are presented in Table 2.

Figure 4.
Experimental temperature dependencies on radius and time in coordinates. Tr = f[(r � r0)t

�1/2] are shown by
dots and computation results according to the described model shown by dashed curves for the following
materials: 1—ceramics, 2—teflon-b, 3—composite, 4—rubber, 5—gypsum, and 6—teflon-w. The dot shapes
correspond to acquisition time. Inset outlines the experimental setup.
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Figure 5 shows elementary values of a; i.e., each dot corresponds to one frame of
the film as a function of time t since the onset of heating for a number of tests of
each material. As could be seen, the proposed technique and model produce very
close values of a at a wide range of t depicted by oval curves. It allows collecting
large statistics in one test to reduce measurement uncertainty originated from
various random factors by averaging the set. Some variations in a value calculated
based on different tests of the same material but with differing positions of heating
center can be accounted for real inhomogeneity of material TPC.

To determine thermophysical properties of the same materials independently,
standard steady-state HFM [28] for measuring thermal conductivity λst of �1-mm
thin plates with known passed heat flux has been used. Temperature diffusivity
coefficient a* = λst/ρcp has been calculated for each material based upon independent
measurements of density ρ and specific heat capacity cp. As followed from Table 2,
values of a, determined using the proposed technique, and the values of a*, obtained

Material Measured and standard
values of а (mm2/s)

Test number

1 2 3 4 5 6 7 8

Сeramics a 1.041 1.010 1.033 1.091 1.076 1.046 1.001 1.040

δа 0.011 0.018 0.017 0.026 0.012 0.015 0.019 0.010

a8 1.042 � 0.016

а* 1.120 � 0.096

Composite a 0.238 0.244 0.237 0.240 0.227 0.233 0.237 0.238

δа 0.014 0.019 0.011 0.044 0.010 0.009 0.017 0.005

a8 0.237 � 0.016

а* 0.276 � 0.033

Rubber a 0.239 0.268 0.240 0.239 0.246 0.265 0.243 0.255

δа 0.039 0.008 0.017 0.019 0.015 0.017 0.015 0.015

a8 0.249 � 0.018

а* 0.249 � 0.032

Teflon-w a 0.119 0.114 0.115 0.129 0.127 0.113 0.123 0.128

δа 0.006 0.005 0.004 0.005 0.007 0.004 0.007 0.007

a8 0.120 � 0.005

а** 0.118 � 0.003

Teflon-b a 0.323 0.319 0.355 0.333 0.336 0.336 0.327 0.326

δа 0.006 0.008 0.009 0.035 0.013 0.017 0.016 0.015

a8 0.332 � 0.015

а* 0.389 � 0.055

Gypsum a 0.432 0.430 0.391 0.422 0.434 0.365 0.465 0.437

δа 0.024 0.013 0.026 0.012 0.041 0.019 0.030 0.039

a8 0.422 � 0.026

а** 0.427 � 0.007
*Value obtained using standard HFM technique [28].
**Standard reference value [74].

Table 2.
Measured and reference values of а for tested materials.
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Figure 5 shows elementary values of a; i.e., each dot corresponds to one frame of
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each material. As could be seen, the proposed technique and model produce very
close values of a at a wide range of t depicted by oval curves. It allows collecting
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various random factors by averaging the set. Some variations in a value calculated
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using standard steady-state technique, coincide within the stated inaccuracies of
both the methods. For some of the materials, standard values a** obtained from
reference tables are shown instead of measured value a*.

As could be seen from Figure 5 and Table 2, relative random errors of a amount
to several per cent. Systematic errors are generally of the same level. Origins of the
latter ones are numerous, and the largest impact occurs from image scaling and
optical aberrations of the camera, nonadiabatic heating growing with testing time,
temperature dependence of TPC, especially in case of plastics, and transparency
and reflectivity of studied material. Suppressing them is the objective of the next
stage of the refinement technique.

As for effects of temperature dependence of TPC, they are determined by the
following factors. Maximal temperature excess at the surface of a given material
depends upon heat flux density and beam focusing radius. In all cases, it does not
exceed a few tens of °С and several °С in the measurement area, so that the obtained
results correspond to the temperature of environment in the first approximation. To
reduce the possible impact of TPC temperature dependence on the measurement of
a, one should either reduce temperature gradients in the measurement area or the

Figure 5.
Dependence of temperature diffusivity а on the time t passed since the heating onset. Dots correspond to
experimental data and dashed lines show average value. 1—ceramics; 2—teflon-b; 3—composite; 4—rubber;
5—gypsum; and 6—teflon-w.
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area dimensions provided the gradients are the same. The former is achieved due to
constant heating unlike instant heating in LFT. To reduce it further, which could be
desirable for temperature-sensitive materials, one should increase heating spot
radius r0 and/or decrease energy density in an incident beam, but the former
requires increasing measurement time τ, while the latter leads to reduction in
signal/noise ratio, and both ways result in growing inaccuracies.

4. Thermal diffusivity measuring: 2D model

For thin plates, films or shells of highly conductive materials with thickness
lying in the range δ � 0.1–3 mm, it is possible to use similar technique, but forming
cylinder thermal wave instead of spherical one. This approach has been widely used
since the 1930s, it is standardized for measuring TPC of gaseous, liquid, solid, and
noncoherent materials and is referred to as linear heat source or transient hot-wire
(THW) technique [28, 75–79].

The proposed technique differs from the THW in heating zone geometry. In the
standard technique, a cylinder thermal wave is induced by a linear heat source with
the length much higher than thermal wave radius, while the proposed technique
utilizes a point heat source at the surface of the plate, in which thickness is much
less than the thermal wave radius. In both cases, temperature distribution is the
same at distances several times higher than the maximal characteristic length of the
problem, that is the highest of heating area size and plate thickness, and can be
described by the following expression [73].

T r; tð Þ ¼ Q=4πλδð Þln 4at=Cr2
� �þ O r02=at

� �
(3)

where Q is the total power transferred to the plate, r0 is the heating area radius,
lnC = γ ≈ 0.5772 is the Euler constant, and O(x) is some function limited by its
argument multiplied at some finite constant. The second term in Eq. (3) may be
neglected in practice for times high enough so that t ≫ τF. Unlike the case of a
massive object and spherical thermal wave, the distribution Т(r, t) in this case does
not approach to some steady asymptotic but keeps growing logarithmically with
time. Provided heating power and testing time remain unchanged, the temperature
reaches much higher values than in a massive object. It allows reaching significantly
higher relative precision of TD measurements with the same power of laser beam or
reducing the latter to decrease object overheating while keeping measurement
accuracy.

Linear regression y = d�(x � g) in (ln(r�t�1/2),T) coordinates is used to calculate
TD from the experimental data. As follows from Eq. (3), TD and the value of g are
related as a = exp(2 g � γ)/4. Experiments were carried out on a low carbon steel
plate with dimensions 100 � 100 � 2 mm. As a result of the processing of each
frame of IR film, radial dependence T(r) at different moments of time t since the
heating onset has been found (see Figures 2 and 6) and then the values of a for each
frame is found. Averaging a over several hundreds of frames of each film, one can
obtain the mean value of a for each individual test. Statistical processing of 10 such
mean values of a obtained in 10 different films results in a = (12.54 � 0.27) mm2/s
(Figure 7). It coincides with the standard value of TD for low carbon steels, and
relative root mean square of the set is as low as 2%. Using the above value of a,
standard values for density ρ = 7870 kg/m3 and specific heat capacity
сp = 486 J/(kg. K) for low carbon steel and relation λ = aρсp, one can find the value
of λ = 48.0 W/(m.K).
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5. Discussion of thermal diffusivity measuring

The two described variations of the presented technique complement each
other. Spherical wave mode is applicable to any sample having dimension large

Figure 6.
Experimental data (dots) and their linear regression (dashed line) in 2D testing of a low carbon steel plate.
Inset shows the experimental setup.

Figure 7.
Dependence of elementary values of temperature diffusivity а over time t passed since the heating onset for a low
carbon steel sample. Dots represent experimental results and dashed line shows an average value.

136

Failure Analysis

enough (minimally 10r0), and testing duration is quite short, namely around a few
tens of Fourier time for hot spot size. Typically, testing takes from a fraction of a
second to a few seconds. Cylinder wave mode works better on highly conductive
materials, but takes more time (usually tens of seconds) and imposes restrictions on
sample thickness δ. From below, it is limited by growing impact of heat transfer
through free surfaces, which is characterized by the ratio of the energy that left the
sample through the surfaces to the stored energy at the column perpendicular to the
plate plane ατ/ρcpδ, where α is the total surface heat transfer coefficient including
both convective and radiant parts for both surfaces. Increase in δ leads to propor-
tionally growing external heat source power required to heat the sample to the same
temperature. It also requires testing time proportional to thickness squared for
thermal wave to travel minimally required distance �10δ to achieve the measure-
ment accuracy of a few per cents employing the proposed cylinder wave model. It
should be mentioned that for plates with δ � 1 mm, both cylinder and spherical
models may be used, though the former requires much higher testing time τ, while
the latter requires higher spatial and temporal resolution from the camera and much
better laser beam focusing.

Let us stress one more time that both described modes of the proposed approach
do not require absolute values of surface temperature or heat fluxes, whereas
neither data processing algorithms nor equation for determining a value do not
require them. The only assumption of IR radiation value uniformity across the
surface is enough. Possible optical inhomogeneities are suppressed significantly at
the stage of pixel-by-pixel subtraction of the base image obtained before heating
onset from every following image.

So that, the paper presents new express nondestructive testing technique for
TPC measurement for both massive objects and thin plates including bulky compo-
nents and elements of finished products, which does not require extensive sample
preparation. Testing the technique ascertains that TD coefficient measured
according to the proposed procedure coincides with known standard value or value
measured by independent steady-state method with good accuracy.

The described approach can be considered as a further development of standard
laser flash technique [14–17]. Low standard errors and low requirements for mea-
surement conditions are mostly due to analysis of not just the only function T(t) of
one argument acquired just once per testing, but large two-dimensional array of
data T(r, t), while for each given value of t, the dependence T(r) results from the
averaging of tens to hundreds of points located at the same distance to the center of
the heating spot. Recording spatial and temporal dynamics of thermal wave propa-
gation allows averaging temperature data twice—firstly at r = const over the angle φ
up to 0–360° range averaging several tens or even hundreds of pixels, and then over
time by data analysis of several hundreds of individual frames of IR film.

In case of anisotropic materials of macroscopic inhomogeneities, averaging tem-
peratures from pixels located at r = const can be done at φ < 360° and then analyzed
and plotted as a(φ) or processing as usual just excluding the arcs where discrepan-
cies exceed noise level by a given relative value. In the latter case, it can be an
indication of material defects and could be a basis for developing highly sensitive
differential techniques of thermographic nondestructive testing [68]. The region
selected this way can be inspected in more detail on demand by changing the
heating center position, or results of several tests for TD measurement using
φ = 360° can be averaged to diminish inaccuracies further.

The main sources of systematic errors of the proposed technique are:

1.Thermographic techniques are affected by the scaling factor linking pixels and
real length; for this reason, special care should be taken in the procedures for
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5. Discussion of thermal diffusivity measuring
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Inset shows the experimental setup.

Figure 7.
Dependence of elementary values of temperature diffusivity а over time t passed since the heating onset for a low
carbon steel sample. Dots represent experimental results and dashed line shows an average value.
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determining actual geometrical factor. Additional inaccuracies can be brought
about by errors in frame timestamps written by camera or personal computer
running nonrealtime operating system.

2.Discrepancy with the model due to:

a. incomplete suppression of optical inhomogeneities of the surface by
image processing software,

b. nonpoint-like heating especially in semitransparent material,

c. stray and reflected light and IR-radiation, including that originating
from laser beam collimation system; and

d. imperfect abiding to adiabatic condition, i.e., significant convective or
radiation heat flow across the surface.

6. Nondestructive testing using point heating

Thermographic approaches to nondestructive testing (T-NDT) seem promising
for a wide variety of specific applications [3–7]. They can be multifunctional,
multiscale, and contactless [20, 24, 35, 79–84]. Pulsed techniques have a number of
advantages over quasi-stationary ones [20, 24, 69, 79, 80, 85] such as higher infor-
mation content, higher spatial resolution, higher sensitivity to inhomogeneities, on
the other hand, they require more powerful heat sources, higher resolution of data
acquisition system, and more sophisticated thermal-physical models and data
processing algorithms. It is convenient to create transient thermal fields by short-
term heat supply to the area of interest. There are a lot of T-NDT techniques
utilizing IR-cameras capable to resolve numerous issues concerning defect or sus-
picious sites detection and localization [6–8]. However, its potential has not been
fully realized yet, and further advances in IR-cameras spatial and temporal resolu-
tion and data processing algorithms enable resolving more and more complex
problems in monitoring and diagnostics.

We further describe the experimental and data processing techniques combining
crack detection, localization, and characterization with enhanced signal-to-noise
ratio and sensitivity to small defects.

6.1 Stepwise point heating technique for NDT

The technique is based upon computer analysis of transient thermal field gener-
ated by an external heat source localized at the spot with 0.1–0.3 mm radius [85].
Such a source produces radially symmetric heat wave in a defect-free plate, so that
the position of concentric isotherms at any time can be obtained with high accuracy
by averaging signals from a large number of IR-camera pixels at r = const as
described in the first part of the paper. A defect locally contorts the isotherm
circular shape, making it a good diagnostic indicator. The technique is differential at
the root that provides high sensitivity and signal/noise ratio of the testing.

A number of model defects, namely part-through notches made on either front
or rear sides of the metal plates by a thin (0.8 mm) abrasive microdisk, have been
studied experimentally. These tests give temperature distributions related to typical
defects and allow evaluation of the developed model and software adequacy for
thermal image analysis. To reduce camera matrix random noise, the signal from
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every pixel has been averaged over 10–60 sequential frames. The experiments have
been carried out on the plate with 3-mm thickness made of mild carbon steel “Steel
40X” (analog of mild carbon steel AISI 5140).

6.2 NDT results

As can be seen in Figure 1 presenting typical raw data, experimentally obtained
isotherms at a defect-free plate can be approximated with concentric circles with
high accuracy. A defect distorts circular shape of isotherms locally. Thus, Figure 8
demonstrates an instance of the temperature field in an area containing part-
through notch with length L = 15 mm and depth h = 2.5 mm at the rear side of the
plate. Isotherms distortion induced by the notch is quite specific. They swell out-
ward from the center at the cut bank facing the heating center and inward at the
opposite bank (see Figure 8b). The above distortion is due to the additional thermal
resistance introduced by the notch to the thermal flow, so that the temperature at
the notch side facing the heat source goes slightly up relative to the defect-free area
at the same distance from the heat source, while the temperature at the other side
goes slightly down.

The data discussed above comprise an input for further processing. Subtraction
of temperature TR averaged over angle φ over the defect-free region from the T
allows detecting temperature field variations ΔТd, originating from much smaller
defects than could be seen by the naked eye. Figure 9 presents distributions of
differential temperature ΔТd at the surface in two perpendicular directions along
and across the plane of the part-through notch with length L = 15 mm and depth
h = 2.5 mm on the hidden side of the plate. The maximal temperature difference
ΔТmax between the points with the highest and the lowest ΔТd in the region around
the notch depends on its length, depth, angle φ between its axis and direction to the
heating center (Figure 10a) and distance to it (Figure 10b). At the most favorable
circumstances, this technique is capable to detect and characterize notches with
length L around a few millimeters at the signal to noise ratio 3:1. Weak ΔТmax

dependence on angle φ provided φ > 10° and rather wide range of distances R
between the defect and the heating center where the distance dependence is also
weak allows one to detect and characterize multiple cracks with unknown position
and orientation in a certain region in a single test.

Figure 8.
Typical temperature distribution resulting from local heating of the steel plate containing part-through notch
with L = 15 mm and depth h = 2.5 mm during 60 s in different scales (a) and (b) with superimposed isotherms.
1—notch, 2—T = 15°С, 3—T = 20°С.
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or rear sides of the metal plates by a thin (0.8 mm) abrasive microdisk, have been
studied experimentally. These tests give temperature distributions related to typical
defects and allow evaluation of the developed model and software adequacy for
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ward from the center at the cut bank facing the heating center and inward at the
opposite bank (see Figure 8b). The above distortion is due to the additional thermal
resistance introduced by the notch to the thermal flow, so that the temperature at
the notch side facing the heat source goes slightly up relative to the defect-free area
at the same distance from the heat source, while the temperature at the other side
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The data discussed above comprise an input for further processing. Subtraction
of temperature TR averaged over angle φ over the defect-free region from the T
allows detecting temperature field variations ΔТd, originating from much smaller
defects than could be seen by the naked eye. Figure 9 presents distributions of
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and orientation in a certain region in a single test.
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The width of the raise in ΔТd distribution along the notch is well correlated with
the notch length L (see Figure 10c). So, it is a convenient value to characterize the
length L, and the experiment results (see Figure 10c) prove that starting from
several millimeters, the length L can be determined with the accuracy better than
10%. The maximum of the distribution ΔТmax weakly depends upon the notch
length and cannot be used as a reliable indicator. ΔТmax dependence upon the notch
depth h is prominently nonlinear, and for shallow notches with depth up to 2/3 of

Figure 9.
Temperature profiles along x0 and х″ axes (а) and along y0 axis (b) after 60 s of local heating at zero point
of the steel plate containing 15-mm-length part-through notch at the hidden side. 1—in front of the notch,
2—behind the notch, 3—notch position, 4—heating center, and ΔTd—temperature difference.

Figure 10.
Experimentally found dependences of values related to part-through notches on the hidden side of the plate.
(a) ΔТmax over the angle φ between the notch plane and radius-vector R from the heating center to the notch
center as shown in the inset (1—notch and 2—heating center); (b) ΔТmax over the distance R; (c) 3—ΔTmax,
4—width of ΔTd profile raise Lm, and 5—Lm/L ratio over the notch length L; (d) signal ratio Si(h)/Si(2.8)
at different data processing iterations (6—S0; 7—S3; and 8—S4d) over the notch depth h. ΔТmax is maximal
temperature difference at the region near the notch.
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plate thickness, it is quite weak too (see Figure 10d). It does not allow reliable
determination of the depth of such defects.

6.3 Shallow notch detection enhancing

The signal originated from the notch is obscured by noise for h < 0.5 δm where
δm is the plate thickness, so that it is very difficult not only to evaluate the notch
depth from raw signal, but even to detect its presence. To detect such defects
producing low-amplitude short-range deviations of a specific pattern in the tem-
perature field, it is possible to use gradient methods with a large window with the
size smaller but comparable to the characteristic defect fingerprint extension. So we
propose the following procedure: for every pixel, the absolute value of temperature
gradient is calculated at quite a large window like 9 � 9 or 13 � 13 pixels that is
about 3 � 3 or 4 � 4 mm, producing a slope map of the original image. It reduces
noise drastically and enhances field irregularities with the characteristic size about
that of the window. This operation is then repeated several times in diminishing
windows, so that the slope image of the slope image, etc. is calculated, which are
further referred to as Si + 1 = |grad Si| where i is the iteration number. Successive
iterations do not significantly affect the ratio of signals produced by the notches of
different depth as shown in Table 3 and Figure 10d, but notably improve signal/
noise ratio, thus enhancing our capability to detect shallow notch as shown in
Table 4 and Figure 11. Additional way to improve signal/noise ratio is to obtain the
differences Sid = ∂Si/∂x between adjacent points of Si along the line perpendicular to
the notch. Thus, preliminary detection technique can be based upon a local exceed-
ance of some threshold value of Si, followed by confirmation using Sid level.

The result of four successive computations of gradient absolute values S1–S4 over
the full image is shown in Figure 11 at the lines perpendicular to the notches along
with S4d, which is a signed uniaxial derivative of S4 along the selected line. As could
be seen, the notch with h = 0.5 mm located at x = 20 mm can be reliably detected by
signal level from the third iteration on. Table 4 presents signals from notches with
varying depths normalized to the signal of notch with h = 2.8 mm, at various
processing stages. S0 is the raw signal averaged in 5 � 5 pixel window. Table 2
presents signal/noise ratios for two notches with length L = 15 mm and depths of 0.5

h (mm) Iteration

S0 S1 S2 S2d S3 S3d S4 S4d

0.5 0.22 0.20 0.19 0.24 0.19 0.22 0.22 0.22

1.5 0.26 0.24 0.20 0.30 0.20 0.23 0.20 0.19

2.0 0.33 0.29 0.27 0.32 0.26 0.35 0.28 0.31

Table 3.
Dependence of sensitivity to crack depth h as Si(h)/Si(2.8) upon signal processing method.

h (mm) Iteration

S0 S1 S2 S2d S3 S3d S4 S4d

0.5 0.51 1.16 1.69 2.15 1.88 2.38 2.40 3.10

2.8 2.36 5.77 9.03 8.93 9.76 10.6 11.0 14.0

Table 4.
Dependence of signal/noise ratio for two cracks upon signal processing method.

141

Temperature Diffusivity Measurement and Nondestructive Testing Requiring No Extensive…
DOI: http://dx.doi.org/10.5772/intechopen.88302



The width of the raise in ΔТd distribution along the notch is well correlated with
the notch length L (see Figure 10c). So, it is a convenient value to characterize the
length L, and the experiment results (see Figure 10c) prove that starting from
several millimeters, the length L can be determined with the accuracy better than
10%. The maximum of the distribution ΔТmax weakly depends upon the notch
length and cannot be used as a reliable indicator. ΔТmax dependence upon the notch
depth h is prominently nonlinear, and for shallow notches with depth up to 2/3 of

Figure 9.
Temperature profiles along x0 and х″ axes (а) and along y0 axis (b) after 60 s of local heating at zero point
of the steel plate containing 15-mm-length part-through notch at the hidden side. 1—in front of the notch,
2—behind the notch, 3—notch position, 4—heating center, and ΔTd—temperature difference.

Figure 10.
Experimentally found dependences of values related to part-through notches on the hidden side of the plate.
(a) ΔТmax over the angle φ between the notch plane and radius-vector R from the heating center to the notch
center as shown in the inset (1—notch and 2—heating center); (b) ΔТmax over the distance R; (c) 3—ΔTmax,
4—width of ΔTd profile raise Lm, and 5—Lm/L ratio over the notch length L; (d) signal ratio Si(h)/Si(2.8)
at different data processing iterations (6—S0; 7—S3; and 8—S4d) over the notch depth h. ΔТmax is maximal
temperature difference at the region near the notch.

140

Failure Analysis
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and 2.8 mm at the same processing stages. Both signal and noise values in the tables
refer to the peak values.

7. Conclusions

Let us briefly summarize the most important characteristic features and main
advantages of the proposed technique justified by the experimental results:

Figure 11.
Profiles of the signal at different stages of data processing along the x axis. S0 is raw temperature T averaged over
1.5 � 1.5 mm2 area, i.e., 5 � 5 pixels. The heating region is marked by the dashed lines. S1 = |grad T|,
S4 = |grad S3|, S4d = ∂S4/∂x. Inset schematically presents experiment layout. Notches h1 (1) and h2 (2)
(h1 > h2) and heating region (3).
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1.The proposed technique is adequate within a wide time range providing
several hundreds of individual values of a differing by no more than 10–15%
to obtain the averaged result from the film. Moreover, each individual
measurement results from processing temperature distribution obtained, in
turn, by averaging large number of pixels located at the same distance from
the heating center. Such double averaging results in very low random error,
which is around a few per cent and supplies rich statistics providing quite
accurate measurements. The best results were obtained on testing stabilized
zirconia ceramics, which has the most uniform optical properties and
microstructure of all tested materials. Relative random error of TD measured
in single test was below 2% for this material.

2.Short duration τ of the testing—for the tested materials with moderate
values of a � 0.1–15 mm2/s, τ = 3–20 s. τ decreases with growing a and better
heating localization.

3.Continuous heating during several seconds of testing as opposed to “instant”
heating by very high peak intensity pulse in LFT excludes severe overheating
of sample material. At any time and for all materials, maximal overheatings
in the heating spot and in the measurement area do not exceed several tens
and several kelvins accordingly. For the vast majority of cases, it allows
neglecting the effect of temperature dependence of temperature diffusivity
on obtained value.

4.Consequently, low duration τ leads to diminishing inaccuracies originated
from heat losses across the surfaces, contributions from surrounding
constructions, drifts, and others.

5.Loose requirements for sample preprocessing and geometry—minimal 3D
sample dimensions are 5–10 mm in any direction from the heating center, and
the surface in this area should be macroscopically flat, namely surface
roughness should not exceed 20–50 mkm. Higher roughness values result in
increasing measurement random errors, but short testing duration makes
statistics collection easy. Corrections for surface curvature can be introduced
if necessary.

6.Weak dependence or almost complete independence of surface optical
properties impact on the measurement results apart from transparent
materials with low factors of volume absorption and stray light.

7.Good results reproducibility with TD root mean square in order of a few
per cent.

8.Testing is still possible if only one side of the tested object is freely available.

9.Technical plausibility of designing inexpensive portable device for express
testing various objects including large sized ones. Due to its simplicity and
high testing rate, it can be installed in production lines for in situ quality
control or used for out-of-the-laboratory control of finished products quality.

10.Dynamic thermographic technique has been developed for testing shells,
plates, vessels, tubes, reactors, fuselage elements, etc. It is capable of
detecting defects with length above a few millimeters and depth more than a
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materials with low factors of volume absorption and stray light.

7.Good results reproducibility with TD root mean square in order of a few
per cent.

8.Testing is still possible if only one side of the tested object is freely available.

9.Technical plausibility of designing inexpensive portable device for express
testing various objects including large sized ones. Due to its simplicity and
high testing rate, it can be installed in production lines for in situ quality
control or used for out-of-the-laboratory control of finished products quality.

10.Dynamic thermographic technique has been developed for testing shells,
plates, vessels, tubes, reactors, fuselage elements, etc. It is capable of
detecting defects with length above a few millimeters and depth more than a
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few tenths of millimeters not only at the visible but also at the inner
unreachable side of the shell.
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Chapter 8

Evaluation of Steel Rebar in
Concrete Using Electromagnetic
Method
Dongfeng He

Abstract

The corrosion of steel reinforcing bar (rebar) is the leading cause of deteriora-
tion of concrete. In Japan, many railway bridges were built 40 years ago. It is
necessary to develop easy-operation method to evaluate the corrosion of steel rebar.
A project about the corrosion evaluation of steel rebar was started in 2015. In this
project, we have two objectives: one is to evaluate the depth and the diameter of
steel rebar in concrete; another is to evaluate the corrosion of steel rebar in concrete.
We developed electromagnetic methods to do nondestructive evaluation of the steel
reinforcing bar (rebar) in concrete. Using two probes and lower excitation
frequencies of 3.8 and 4.2 kHz, the depth and the diameter of the steel reinforcing
bar can be evaluated. Using higher excitation frequency of about 80 kHz, and the X,
Y signals of the lock-in amplifier, where the X signal is the same phase signal with
the AC excitation magnetic field and Y signal is the 90° phase different signal with
the AC excitation magnetic field, we could evaluate the corrosion of steel rebar. A
compact system with low power consumption of 0.5 W was developed, and we also
did some field experiments using this system.

Keywords: steel reinforcing bar, electromagnetic method, concrete, corrosion,
eddy current, nondestructive evaluation

1. Introduction

The corrosion of steel reinforcing bar (rebar) in concrete structures not only
reduces the strength of the concrete structures but also causes the breakage of the
concrete due to the volume increase of the corrosion products. The corrosion of
steel rebar is the leading cause of deterioration of concrete. The periodic inspection
of the steel rebar in concrete is necessary and important. Knowing the conditions of
the steel rebar in concrete structures, such as the location, the depth, the diameter,
and the corrosion status of steel rebar, is important for the safety evaluation of
concrete structures.

In Japan, many railway bridges were built 40 years ago. It is necessary to develop
easy-operation method to evaluate the corrosion of steel rebar. A project about the
corrosion evaluation of steel rebar was started in 2015. In this project, we have two
objectives: one is to evaluate the depth and the diameter of steel rebar in concrete;
another is to evaluate the corrosion of steel rebar in concrete.
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Ultrasonic method [1, 2], X-ray method [3, 4], magnetic flux leakage (DC field)
method [5–7], electromagnetic induction (AC field) method [8–13], microwave
radar system [14–16], and thermography technology [17–18] have been used to
evaluate the break, the location, or the corrosion of the steel rebar in concrete.

Ultrasonic methods are often used to measure the crack of the concrete and the
delamination between steel rebar and concrete. The advantage of ultrasonic method
is its big detection depth till to several meters. The disadvantage of ultrasonic
method is the noise caused by the reflection of stones in concrete.

Concrete scanning and imaging with X-ray can be used to get the position,
diameter, and corrosion information of steel rebar in concrete. The advantage is its
high spatial resolution. The disadvantage is its complex and high price and
unsuitability for field experiments.

The magnetic flux leakage (MFL) method is mainly used to detect breaks in
prestressing steel of pretensioned and post-tensioned concrete structures. The
microwave radar systems can be used to detect the position and the covering depth
of the steel rebar; however, the water or moisture in the concrete structures may
influence the detection accuracy of the detection, and it is difficult to detect the
second-layer steel rebar for the concrete with steel rebar grid. Thermography tech-
nology is not suitable to detect the steel rebar with deep depth.

Compared with other methods, the low-frequency electromagnetic induction
method has the advantages of low cost and easy operation. It can be used to detect
the covering depth and diameter of the steel rebar. For the low-frequency electro-
magnetic method, the moisture of concrete also has less influence to the detection
results. However, the depth resolution or depth accuracy of commercial electro-
magnetic system is not good, which is difficult to be used to evaluate the diameter
reduction of steel rebar due to corrosion.

We developed electromagnetic evaluation methods to detect the depth, the
diameter, and the corrosion of steel rebar.

In this chapter, we will summarize our researches on the nondestructive evalu-
ation of steel rebar. Firstly, we will give an introduction of the corrosion mechanism
and the corrosion products of the steel rebar in concretes; secondly, we will describe
the setup and results of depth and diameter measurements using dual-frequency
and dual-probe method; thirdly, we will discuss the experiments and results of
corrosion evaluation of steel rebar; and finally, we will provide the conclusion.

2. Corrosion mechanism, corrosion products, and electromagnetic
method

The corrosion of steel rebar in concrete is complex, but basically it is an electro-
chemical reaction similar to that of a simple battery. Figure 1 shows the corrosion
mechanism of steel rebar in concrete with seawater environment. The corrosion of
steel rebar has strong relation with the PH value of the environment in concretes.
The corrosion of the steel reinforcement occurs below pH 11. Initially, on the
surface of steel rebar, a protective oxide coating is formed giving a pH of 13–14
adjacent to the steel. When the carbonation and chloride ions diffuse through the
concrete and reach the embedded steel rebar, then the pH is lowered by the pres-
ence of the chloride ions. This corrosion process also requires oxygen diffused
through the concrete, setting up an electrochemical reaction. The process is
increased by the existence of voids in the concrete adjacent to steel.

As the corrosion process progresses, corrosion products tend to build up in
certain areas of the steel rebar. These corrosion products have different elemental
compositions than the original state.
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Almeida et al. [19] reported that the initial stages of atmospheric corrosion of
carbon steel in both rural and urban atmospheres yield the formation of
lepidocrocite (γ-FeOOH) and goethite (α-FeOOH). In chloride-containing environ-
ments, another form of iron oxyhydroxide, akaganeite (β-FeOOH), is frequently
found [20]. Magnetite (Fe3O4) is also frequently reported in coastal environments
[21]. Lepidocrocite and goethite are reported as the main phases independent of the
environment [22]. Raman spectroscopy has been successfully used to characterize
the different oxide phases formed on iron-based alloys [23]. What we normally
call rust is a flaky red-brown solid which is largely hydrated iron. The primary
corrosion product of iron is Fe(OH)2 (or more likely FeO�nH2O), but the action of
oxygen and water can yield other products having different colors: Fe2O3�H2O
(hydrous ferrous oxide, sometimes written as Fe(OH)3) is the principal component
of red-brown rust. It can form a mineral called hematite. Fe3O4�H2O (“hydrated
magnetite” or ferrous ferrite, Fe2O3�FeO) is most often green but can be deep blue
in the presence of organic complexants as shown here. Fe3O4 (“magnetite”) is black.

These corrosion products are on the surface of the steel rebar and have different
electrical conductivities and permeabilities. Table 1 shows several kinds of corro-
sion products and their electrical conductivities and permeabilities.

Steel rebar has high permeability and high electrical conductivity. All the corro-
sion products have lower electrical conductivity than steel rebar. For some corro-
sion products, such as FeO�nH2O and FeOOH, the permeabilities become smaller,
and the relative permeabilities are close to 1; for some corrosion products, such as
Fe2O3�H2O and Fe3O4, the permeabilities become bigger. Fe2O3�H2O is a kind of soft
magnetic material, and Fe3O4 is a kind of hard magnetic material. Because of the
different electrical conductivity and permeability properties, the electromagnetic
responses of these corrosion products are different. Therefore, it is possible to
evaluate the corrosion of steel rebar using electromagnetic method.

Figure 2 shows the principle of electromagnetic method to evaluate the steel
rebar. AC magnetic field is produced by the excitation coil when AC current flows

Figure 1.
Corrosion mechanism of steel rebar in concrete.

Relative permeability Conductivity (S/m)

Steel rebar 100 7 � 104

FeO�nH2O (Fe(OH)2) 1.0072 300

FeOOH (α, β, γ, δ) 1.1 5 � 10�9

Fe2O3�H2O (Fe(OH)3) Hundreds (soft) 10�4

Fe3O4 Hundreds (hard) 200

Table 1.
Corrosion products and their electrical conductivities and permeabilities.
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in it. Then, eddy current and magnetization are caused in the steel rebar. The
detection coil is used to measure the magnetic field produced by the eddy current
and the magnetization of steel rebar. The penetration depth of the eddy current has
relation with the frequency, the electrical conductivity, and permeability of the
material. It can be expressed by this formula:

δ ¼ 1ffiffiffiffiffiffiffiffiffiffi
πfμσ

p (1)

where δ is the penetration depth, f is the frequency, μ is the permeability, and
σ is the electrical conductivity. When low-frequency electromagnetic field is used,
the penetration depth of eddy current is big, and the magnetization effect which
determines the signal, depth, and diameter of steel rebar can be evaluated. When
high-frequency electromagnetic field is used, the penetration depth is small;
mainly, the surface property of steel rebar determines the signals; thus the corrosion
of steel rebar can be evaluated. For steel rebar, the relative permeability μr is about
100. The electrical conductivity is about 7 � 106 S/m. Using Formula (1), we can
calculate the penetration depth. It is about 0.32 mm when the frequency is 4 kHz,
and it is about 0.07 mm when the frequency is 80 kHz.

We find the magnetization effect has more contribution to the signal at 4 kHz,
so we will use the frequency of about 4 kHz to evaluate the depth and diameter of
steel rebar. And the eddy current effect has more contribution to the signal, and the
penetration depth is small at 80 kHz, so we will use the frequency of about 80 kHz
to evaluate the corrosion of steel rebar.

3. Depth and diameter detection of steel rebar

To measure the depth and the diameter of steel rebar simultaneously, two
probes and dual-frequency method were used. Figure 3 shows the setup of the
measuring system.

For each probe, it was composed by a signal generator, an excitation coil, and a
detection coil. The signal generators were used to produce the AC current and sent
to the excitation coils to produce the AC magnetic fields. The magnetic fields
induced by the steel rebar due to the eddy current and the magnetization were
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the signals. After the data processing and calculation, the covering depth and the
diameter of steel rebar were calculated.

The experimental conditions were as follows: the diameters of the two excitation
coils were both 70 mm with the turns of 100. The two detection coils were both 200
turns with the diameter of about 10 mm. The gains of the amplifiers were 20 dB.
The distance between the two detection coils was about 10 mm. The current ampli-
tudes of the AC currents flowing in the excitation coils were both about 20 mA. To
reduce the interference between the two probes, different frequencies were used
for the two probes. The frequency of signal generators were 3.8 and 4.2 kHz,
respectively, and low-pass filters were used after the demodulators.

For the steel rebar with different depths and different diameters, the amplitudes
Va and Vb of the output signals of the two probes were different. Table 2 shows the
signal amplitudes of Va for the steel rebars with different diameters of 10, 13, 16,
and 20 mm and depths from 20 to 100 mm. Table 3 shows the signal amplitudes of
Vb for the steel rebars with different diameters and depths.

Figure 4a and b shows the signal amplitudes Va and Vb changed with the depths
for different steel rebar diameters of 10, 13, 16, and 20 mm.

Figure 5a and b shows the signal amplitudes of Va and Vb changed with the
diameter of steel rebar with the depth of 30 mm. We can see the signals increased
almost linearly with the diameter of the steel rebar. For other depths, the results
were similar.

Figure 3.
Experimental setup for the depth and diameter evaluation of steel rebar.

Depth (mm) Diameter (20 mm) Diameter (16 mm) Diameter (13 mm) Diameter (10 mm)

20 1.03142 0.85424 0.61139 0.37896

30 0.28668 0.23217 0.1742 0.10764

40 0.1011 0.08372 0.06353 0.04016

50 0.04279 0.03493 0.02726 0.01713

60 0.02003 0.01641 0.01276 0.00846

70 0.0101 0.00839 0.00651 0.00419

80 0.00555 0.00449 0.0036 0.0023

90 0.00312 0.0026 0.00201 0.0014

100 0.00188 0.00155 0.00133 0.00095

Table 2.
Signal amplitudes of Va of probe a for the steel rebars with different diameters and depths.
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p (1)
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According to the data of Tables 1 and 2, a fitting formula was given to express
the signal amplitudes changing with the diameter and the depth of steel rebar. The
signal amplitude Va of the lower probe was expressed by Formula (2):

Depth (mm) Diameter (20 mm) Diameter (16 mm) Diameter (13 mm) Diameter (10 mm)

20 0.68276 0.55748 0.40017 0.25621

30 0.23165 0.18534 0.13871 0.08838

40 0.09557 0.07794 0.05806 0.03805

50 0.04572 0.03646 0.02731 0.01843

60 0.02359 0.01877 0.01402 0.0093

70 0.01261 0.01025 0.00731 0.00531

80 0.00723 0.00589 0.00447 0.00314

90 0.00453 0.00352 0.00253 0.00192

100 0.00301 0.00219 0.00162 0.00123

Table 3.
Signal amplitudes of Vb of probe b for the steel rebars with different diameters and depths.

Figure 4.
(a) For different diameters of steel rebar, the signal amplitude of Va changed with the depth of steel rebar.
(b) For different diameters of steel rebar, the signal amplitude of Vb changed with the depth of steel rebar.

Figure 5.
(a) Signal amplitudes of Va changed with the diameter of steel rebar with the depth of 30 mm. (b) Signal
amplitudes of Vb changed with the diameter of steel rebar with the depth of 30 mm.
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Va ¼ kD � e �βdþ γ
δþdð Þ (2)

If the distance between the lower probe and the upper probe was L, the signal
amplitude Vb of the upper probe was expressed by Formula (3):

Vb ¼ kD � e �β dþLð Þþ γ
δþdþLð Þ (3)

where Va was the output signal amplitude of the lower probe and Vb was the
output signal amplitude of the upper probe. Dwas the diameter of steel rebar, and d
was the covering depth of steel rebar. L was the distance between the lower probe
and the upper probe. α, β, and γ were constants.

Using Formulaa (2) and (3), we can get:

Va

Vb
¼ eβL � e γ

δþd� γ
δþdþLð Þ ¼ eβd0 � e γL

δþdð Þ� δþdþLð Þ (4)

From Formula (4), Va/Vb was mainly determined by the covering depth of steel
rebar, and it had less relation with the diameter of steel rebar.

Figure 6.
Program flowchart of the recursion calculation method to get the depth and the diameter of the steel rebar.
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For a steel rebar with unknown depth and diameter, Va/Vb was obtained using
the measured values of Va and Vb. The covering depth d can be calculated using
Formula (4), and the diameter D can be calculated using Formula (2) and the
calculated depth d.

We can also calculate the depth d and the diameter D of the steel rebar using a
recursion calculation method. Figure 6 shows the program flowchart of the
recursion calculation method. In the chart, D means the diameter of the steel
rebar, and d means the depth of the steel rebar. First, set the diameter D1 equal to
the initial value of D0. Then, use Va and D1 to calculate the depth of d1, use Va

and d1 to calculate D2, and then repeat the calculation. The recursion calculation
ended after calculating four times. Finally output the values of depth d1 and the
diameter D1.

The result using the recursion calculation method and the calculation result
using Formulas (1)–(3) were similar.

Table 4 shows the real values and the measured values of the depth and
diameter of steel rebar using the recursion calculation method. For the steel rebar
with depth of about 50 mm, the error of the depth measurement was about 0.5 mm,
and the error of the diameter measurement was about 1 mm.

Real diameter (mm) Real depth (mm) Measured diameter (mm) Measured depth (mm)

10 20 10.73 20.45

30 10.30 30.35

40 09.73 39.60

50 09.65 49.50

60 09.02 58.20

13 17 13.35 17.33

27 12:48 28.83

37 12.01 36.55

47 12.16 46.58

57 12.14 56.50

67 11.50 65.45

16 14 15.11 14.24

24 15.35 23.60

34 15.12 33.65

44 16.80 44.45

54 15.05 53.60

64 16.63 62.97

20 10 19.91 10.55

20 20.67 19.85

30 19.67 29.82

40 20.09 39.80

50 19.05 49.50

60 19.24 60.75

Table 4.
Real values and measured values of the depth and diameter of steel rebar.
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4. Corrosion evaluation of steel rebar

When corrosion happened with the steel rebar in concrete, corrosion products
were produced on the surface of the steel rebar. The corrosion products had differ-
ent electrical conductivity and permeability, so the electromagnetic response of the
corrosion products was different from that of the steel rebar. Therefore, it was
possible to evaluate the corrosion of steel rebar by measuring the electromagnetic
response. Figure 7 shows the experimental setup for the corrosion evaluation of
steel rebar using electromagnetic method.

The excitation coil was used to produce the AC magnetic field, and eddy current
was induced in the steel rebar. The detection coil was used to measure the magnetic
field produced by the steel rebar. The lock-in amplifier was used to get the X and Y
signal, where the X signal was the same phase signal with the excitation magnetic
field and the Y signal was the 90° phase different signal with the excitation
magnetic field.

Figure 8 shows the compact system of corrosion evaluation of steel rebar. The
excitation coil, the detection coil, the amplifier, and the lock-in amplifier were
integrated in a small box of about 9 � 12 � 7 cm. Only one USB cable was used to

Figure 7.
Experimental setup for the corrosion evaluation of steel rebar using electromagnetic method.

Figure 8.
Compact system for the corrosion evaluation of steel rebar.
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connect it with a computer. The power of the system was also from the USB cable.
The total power consumption of the system was about 0.5 W.

Figure 9 shows the samples of steel rebar with different corrosion levels. The
diameter of the steel rebar was 16 mm. The steel rebar “a” had no corrosion; steel
rebar “b” had a little corrosion, and there are some corroded dots on the surface the
steel rebar; steel rebar “c” had big corrosion, and the thickness of the corroded layer
was about 0.1 mm; and steel rebar “d” had severe corrosion with the thickness of
the corrosion layer of about 1 mm.

In our experiments, the diameter of the excitation coil was 3 cm with 100 turns.
The diameter of the detection was 1 cm with 100 turns. The frequency was 80 kHz
and the current amplitude was 20 mA. We scanned the steel rebars using the system.
Figure 10 shows the signals of steel rebar with different depths of 2, 3, 4, and 5 cm.

Figure 9.
Samples of steel rebar. (a) No corrosion, (b) a little corrosion, (c) big corrosion, and (d) severe corrosion.

Figure 10.
Signals of steel rebars of (a), (b), (c), and (d) with different depths of 2, 3, 4, and 5 cm.
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X-Y graphs were plotted using the X and Y output signals of the lock-in amplifier.
The depth only changed the signal amplitudes of the X and Y signals, and it almost
had no influence to the slope of the X-Y graph. For different corrosion levels, the
slopes were different. From the slope, the corrosion of steel rebar can be judged.

The absolute value of ΔY/ΔX increased with the corrosion level. Figure 11 shows
the absolute values of ΔY/ΔX for the steel rebars at different depths. They were
mainly determined by the corrosion levels and had less relation with the covering
depth. This result proved that it was possible to evaluate the corrosion of steel rebar
using this electromagnetic method.

We also did some field experiments using our system. The depths of steel rebars
were measured. Figure 12 shows it. The experiments were done under a railway
bridge. When train passed over the bridge, there was almost no influence to our
experiments. We did the scanning by hand. After measurements, the concrete was
removed, and the real depths of steel rebars were measured. Then compare the real
values with the measured values using electromagnetic method.

The steel bars were crossed into a mesh. The distance between the steel rebar
was about 20 cm. Figure 13 shows the real values and the measured values of steel
rebar. The numbers in parentheses were measured values. For some rebars, the
measured depths were consistent well with the real depths. For some rebars, there
were big differences between the real values and the measured values. We found
the difference was small, and the steel rebar had almost no corrosion; when the
difference was big, the steel rebar had corrosion. When the steel rebar was cor-
roded, the electrical conductivity and the permeability changed, which caused the
difference between the real value and the measured value.

Figure 11.
Values of ΔY/ΔX for the steel rebars at different depths.

Figure 12.
Field experiments of checking the railway bridge.
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5. Conclusion

Knowing the conditions of the steel reinforcing bar (steel rebar), such as
the location, the diameter, and the corrosion of steel rebar, is important for
the safety evaluation of concrete structures. We developed an electromagnetic
method to detect the depth, the diameter, and the corrosion of steel rebar in
concrete.

Using the lower frequencies of about 3.8 and 4.2 kHz and two probes, the depth
and the diameter of steel rebar could be evaluated simultaneously. The resolution of
about 1 mm was achieved.

Using higher frequency of about 80 kHz, the corrosion of steel rebar could be
evaluated. A compact system with a low power of about 0.5 W was developed, and
only one USB cable was used for the power and data transferring. The excitation
coil, the detection coil, the amplifier, and the lock-in amplifier were integrated in a
small box of about 9 � 12 � 7 cm. Using the X signal and Y signal outputs of the
lock-in amplifier, where the X signal is the same phase signal with the excitation
current and the Y signal is 90° phase difference signal with the excitation current,
we plotted X-Y graph of steel rebar signals. From the slope of the X-Y graph, the
corrosion of steel rebar could be evaluated.

We also did some field experiments using our system. The depths of the steel
rebar in a concrete railway bridge were evaluated. If the steel rebar had no corro-
sion, the measured value is consistent well with the real value. If the steel rebar had
big corrosion, the difference between the real value and measured value was also
big. The reason is that the corrosion products have different electromagnetic prop-
erties with the steel rebar. We will do more field experiments and improve our
system in the future.

Figure 13.
Real values and the measured values of steel rebar. The numbers in parentheses were measured values. When the
difference was big, the corrosion of steel rebar was also big.
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erties with the steel rebar. We will do more field experiments and improve our
system in the future.

Figure 13.
Real values and the measured values of steel rebar. The numbers in parentheses were measured values. When the
difference was big, the corrosion of steel rebar was also big.
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