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Preface

Authenticating data such as image, video, and audio is an important task in digital commu‐
nication. Another critical task is establishing ownership of the copyright. Digital watermark‐
ing is a technique used to provide authentication and ownership of the copyright to the
data. Too much digitalization of data in the form of image, video, and audio communicated
through various web and mobile applications makes authentication a challenging task. Steg‐
anography, the art of hiding tiny pieces of data in image, video and audio, can also help in
copyright protection, authentication, and access control. This book has four interesting chap‐
ters: two chapters on watermarking and two chapters on steganography.

After the Introduction section, the next section of this book is on watermarking and has two
chapters. In Chapter 1 of this section, two watermarking techniques for multimedia docu‐
ments in the frequency domain are presented: one for the audio and another for the image
to watermark a video containing two components—audio and image. In Chapter 2, the Ra‐
don and Jordan transform-based color image watermarking technique is proposed. This
method is robust and provides high-quality watermarked images.

Section 3 is on steganography and also has two chapters. In the first chapter of this section, a
motion estimation method for searching the locally optimal motion vector is proposed. In
the last chapter, multilevel audio steganography is presented to increase the level of security
while transmitting confidential information over public channels or the internet.

Overall this book provides three watermarking and two steganography methods and will be
a useful resource for graduate students, researchers, and practicing engineers in the field of
electrical engineering.

I would like to express my sincere thanks to all the authors for their contributions and ef‐
forts to bring about this wonderful book. My earnest gratitude and appreciation go to Inte‐
chOpen Publisher, in particular Ms. Romina Skomersic, Author Service Manager, who has
brought together the authors to publish this book. I would like to express my heartfelt
thanks to the management, secretary, and principal of my institute. Finally, dearest thanks
to my family members and in particular to my cute daughter Abirami.

Dr. S. Ramakrishnan
Professor and Head, Department of Information Technology

Dr. Mahalingam College of Engineering and Technology
Pollachi, India
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1. Overview of watermarking and steganography

Watermarking and steganography are important cryptographic operations on images and 
videos. Watermarking embeds the ownership symbol in images and videos either visually 
or invisibly. Steganography hides small piece of information in images and videos invisibly. 
Watermarking is used mainly for copyright protection, whereas steganography is used to send 
secret messages. Table 1 presents the difference between watermarking and steganography.

Watermarking Steganography

Scope To provide the ownership To hide the secret information

Input data Image or video or multimedia Any digital data

Secret data Watermark Payload

Output data Watermarked data Stegodata

Protection Given to original image Given to the secret information

Imperceptibility Required only for invisible watermarking 
techniques

Highly required

Robustness Highly required Desirable

Payload capacity 
requirement

Moderate Very high

Challenges High robustness and good imperceptibility 
(only for invisible watermark)

Good imperceptibility and high 
payload capacity

Table 1. Watermarking versus steganography.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2. Applications of watermarking and steganography

Some of the latest applications of the watermarking techniques are (1) copyright protection, 
(2) digital right management, (3) broadcast monitoring, (4) content integrity, (5) media foren-
sics, (6) fraud and tamper detection, (7) package identification, (8) copy control, (9) user track-
ing, (10) medical image watermarking, and (11) ownership authentication [1–4].

Similarly, some of the modern use steganography are (1) printer steganography, (2) protec-
tion of data alteration, (3) document security, (4) setting of covert channel, (5) distributed 
steganography, (6) in military, (7) in medical images, (8) online challenge, and (7) corporate 
espionage [1, 5–8].

3. Challenges in the development of watermarking algorithms

Quality of the watermarking techniques can be accessed through various metrics such as peak 
signal-to-noise ratio (PSNR), signal-to-noise ratio (SNR), structural similarity index measure-
ment (SSIM), and normalized crosscorrelation (NCC). Most of the real-world application 
requires good imperceptibility and high robustness. Achieving both of them simultaneously 
for color images and multimedia documents sought highly efficient watermarking algo-
rithms. Hence, obviously transform domain processing will be the natural choice to meet out 
these complex requirements.

Fourier transform, discrete cosine transform, radon transform, and wavelet transform are 
the commonly used transformations for embedding watermarks. Fourier transform provides 
good resistance against geometric attacks. Discrete cosine transform yields robustness when 
watermarked images are compressed. Wavelet transform archives good imperceptibility and 
radon transform can provide good robustness. Though each transform is advantages in its 
own way, only careful development of watermark embedding and extraction algorithms 
helps in achieving maximum advantage of the chosen transformation.

Most of these transforms are proving good imperceptibility when some additional decom-
positions are employed. For example, wavelet transforms and singular value decomposition 
is the most popular choice. Watermarking techniques should be robust against the following 
attacks namely (1) cryptographic attacks, (2) removal attacks, (3) protocol attacks, (4) geo-
metric attacks, (5) forgery attacks, (6) low-pass filtering attacks, (7) estimation-based attacks,  
(8) remodulation attacks, (9) copy attacks, and (10) optimized attacks. Identification of suit-
able transformation is not only sufficient, but careful development of efficient watermarking 
algorithms is also required to face these challenges [1–4].

4. Challenges in the development of steganography algorithms

Steganography algorithms can be classified based on the type of data employed as (1) text steg-
anography, (2) image steganography, (3) audio steganography, and (4) video steganography. 

Digital Image and Video Watermarking and Steganography4

Some of the commonly used evaluation criteria are invisibility, payload capacity, robustness 
against image manipulation attacks, and statistical undetectability. Steganalysis can be used 
to choose good steganography algorithm. Similar to watermarking techniques, steganogra-
phy algorithms also require careful design and devolvement in order to withstand the fol-
lowing attacks. (1) visual attacks, (2) statistical attacks, (3) histogram attacks, (4) compression 
attacks, (5) reformat attacks, (6) structural attacks, and (7) subversion attacks [1, 5–8].

5. Conclusion

In this introductory chapter, applications and challenges of both watermarking and 
steganography are presented. Researchers continue to develop new and efficient water-
marking and steganography algorithms. Since huge amount of data are getting digitized, 
establishing ownership and sharing them secretly are becoming a challenging task. In this 
book, five interesting algorithms, three for watermarking and two for steganography, are 
available.

Author details

Srinivasan Ramakrishnan

Address all correspondence to: ram_f77@yahoo.com

Department of Information Technology, Dr. Mahalingam College of Engineering  
and Technology, India

References

[1] Ramakrishnan S. Cryptographic and Information Security Approaches for Images and 
Videos. Florida: CRC Press, Taylor & Francis Group; 2018. ISBN: 9781138563841

[2] Zhao X, Ho AT. An introduction to robust transform based image watermarking tech-
niques. In: Intelligent Multimedia Analysis for Security Applications. Berlin, Heidelberg: 
Springer; 2010. pp. 337-364

[3] Tiwari A, Sharma M. A Survey of transform domain based semifragile watermarking 
schemes for image authentication. Journal of The Institution of Engineers (India): Series 
B. 2012;93(3):185-191

[4] Khan A, Siddiqa A, Munib S, Malik SA. A recent survey of reversible watermarking 
techniques. Information Sciences. 2014;279:251-272

[5] Fridrich J. Stegnography in Digital Media Principles, Algorithms and Applications. New 
York: Cambridge University Press; 2010. ISBN: 9780 521 190100

Introductory Chapter: Digital Image and Video Watermarking and Steganography
http://dx.doi.org/10.5772/intechopen.84984

5



2. Applications of watermarking and steganography

Some of the latest applications of the watermarking techniques are (1) copyright protection, 
(2) digital right management, (3) broadcast monitoring, (4) content integrity, (5) media foren-
sics, (6) fraud and tamper detection, (7) package identification, (8) copy control, (9) user track-
ing, (10) medical image watermarking, and (11) ownership authentication [1–4].

Similarly, some of the modern use steganography are (1) printer steganography, (2) protec-
tion of data alteration, (3) document security, (4) setting of covert channel, (5) distributed 
steganography, (6) in military, (7) in medical images, (8) online challenge, and (7) corporate 
espionage [1, 5–8].

3. Challenges in the development of watermarking algorithms

Quality of the watermarking techniques can be accessed through various metrics such as peak 
signal-to-noise ratio (PSNR), signal-to-noise ratio (SNR), structural similarity index measure-
ment (SSIM), and normalized crosscorrelation (NCC). Most of the real-world application 
requires good imperceptibility and high robustness. Achieving both of them simultaneously 
for color images and multimedia documents sought highly efficient watermarking algo-
rithms. Hence, obviously transform domain processing will be the natural choice to meet out 
these complex requirements.

Fourier transform, discrete cosine transform, radon transform, and wavelet transform are 
the commonly used transformations for embedding watermarks. Fourier transform provides 
good resistance against geometric attacks. Discrete cosine transform yields robustness when 
watermarked images are compressed. Wavelet transform archives good imperceptibility and 
radon transform can provide good robustness. Though each transform is advantages in its 
own way, only careful development of watermark embedding and extraction algorithms 
helps in achieving maximum advantage of the chosen transformation.

Most of these transforms are proving good imperceptibility when some additional decom-
positions are employed. For example, wavelet transforms and singular value decomposition 
is the most popular choice. Watermarking techniques should be robust against the following 
attacks namely (1) cryptographic attacks, (2) removal attacks, (3) protocol attacks, (4) geo-
metric attacks, (5) forgery attacks, (6) low-pass filtering attacks, (7) estimation-based attacks,  
(8) remodulation attacks, (9) copy attacks, and (10) optimized attacks. Identification of suit-
able transformation is not only sufficient, but careful development of efficient watermarking 
algorithms is also required to face these challenges [1–4].

4. Challenges in the development of steganography algorithms

Steganography algorithms can be classified based on the type of data employed as (1) text steg-
anography, (2) image steganography, (3) audio steganography, and (4) video steganography. 

Digital Image and Video Watermarking and Steganography4

Some of the commonly used evaluation criteria are invisibility, payload capacity, robustness 
against image manipulation attacks, and statistical undetectability. Steganalysis can be used 
to choose good steganography algorithm. Similar to watermarking techniques, steganogra-
phy algorithms also require careful design and devolvement in order to withstand the fol-
lowing attacks. (1) visual attacks, (2) statistical attacks, (3) histogram attacks, (4) compression 
attacks, (5) reformat attacks, (6) structural attacks, and (7) subversion attacks [1, 5–8].

5. Conclusion

In this introductory chapter, applications and challenges of both watermarking and 
steganography are presented. Researchers continue to develop new and efficient water-
marking and steganography algorithms. Since huge amount of data are getting digitized, 
establishing ownership and sharing them secretly are becoming a challenging task. In this 
book, five interesting algorithms, three for watermarking and two for steganography, are 
available.

Author details

Srinivasan Ramakrishnan

Address all correspondence to: ram_f77@yahoo.com

Department of Information Technology, Dr. Mahalingam College of Engineering  
and Technology, India

References

[1] Ramakrishnan S. Cryptographic and Information Security Approaches for Images and 
Videos. Florida: CRC Press, Taylor & Francis Group; 2018. ISBN: 9781138563841

[2] Zhao X, Ho AT. An introduction to robust transform based image watermarking tech-
niques. In: Intelligent Multimedia Analysis for Security Applications. Berlin, Heidelberg: 
Springer; 2010. pp. 337-364

[3] Tiwari A, Sharma M. A Survey of transform domain based semifragile watermarking 
schemes for image authentication. Journal of The Institution of Engineers (India): Series 
B. 2012;93(3):185-191

[4] Khan A, Siddiqa A, Munib S, Malik SA. A recent survey of reversible watermarking 
techniques. Information Sciences. 2014;279:251-272

[5] Fridrich J. Stegnography in Digital Media Principles, Algorithms and Applications. New 
York: Cambridge University Press; 2010. ISBN: 9780 521 190100

Introductory Chapter: Digital Image and Video Watermarking and Steganography
http://dx.doi.org/10.5772/intechopen.84984

5



[6] Cheddad A, Condell J, Curran K, Mc Kevitt P. Digital image steganography: Survey and 
analysis of current methods. Signal Processing. 2010;90(3):727-752

[7] Li B, He J, Huang J, Shi YQ. A survey on image steganography and steganalysis. Journal 
of Information Hiding and Multimedia Signal Processing. 2011;2(2):142-172

[8] Karampidis K, Kavallieratou E, Papadourakis G. A review of image steganalysis tech-
niques for digital forensics. Journal of Information Security and Applications. 2018; 
40:217-235

Digital Image and Video Watermarking and Steganography6

Section 2

Watermarking



[6] Cheddad A, Condell J, Curran K, Mc Kevitt P. Digital image steganography: Survey and 
analysis of current methods. Signal Processing. 2010;90(3):727-752

[7] Li B, He J, Huang J, Shi YQ. A survey on image steganography and steganalysis. Journal 
of Information Hiding and Multimedia Signal Processing. 2011;2(2):142-172

[8] Karampidis K, Kavallieratou E, Papadourakis G. A review of image steganalysis tech-
niques for digital forensics. Journal of Information Security and Applications. 2018; 
40:217-235

Digital Image and Video Watermarking and Steganography6

Section 2

Watermarking



Chapter 2

Watermarking Technique for Multimedia Documents
in the Frequency Domain

Maha Bellaaj and Kaïs Ouni

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.79370

Provisional chapter

Watermarking Technique for Multimedia Documents in
the Frequency Domain

Maha Bellaaj and Kaïs Ouni

Additional information is available at the end of the chapter

Abstract

In order to secure and maintain the authenticity and integrity of multimedia documents,
we use digital watermarking. This discipline can be applied to images, audios, and videos.
For this reason, and to be independent of the nature of the signal composing the document
to be watermarked, we will propose in this chapter two watermarking techniques, one for
the audio and another for the image to watermark a video containing the two components
audio and image. MDCT is combined with Watson model and a motion detection algo-
rithm in the image watermarking technique and is combined with a psychoacoustic model
to elaborate the audio watermarking technique. For the two techniques, the bits of the
mark will be duplicated to increase the capacity of insertion and then inserted into the
least significant bit (LSB). We will use an error correction code (Hamming) on the mark for
more reliability in the detection phase. To highlight our experimental results point of view
robustness and imperceptibility, we will compare the proposed techniques with some
other existing techniques.

Keywords: multimedia documents, watermarking, MDCT, Watson model, motion
detection, psychoacoustic model, hamming

1. Introduction

The spread of multimedia documents and by virtue of the development of technologies in
connection with the computer directs the world toward an era where the digital takes a
primordial place. In addition, the development of the Internet and, more generally, the new
means of communication authorized the large-scale dissemination of digital data. Despite the
mentioned advantages, we are facing serious problems: multimedia documents become
unprotected, digital data are distributed in an illegal manner, and copyrights are unprotected.
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Abstract

In order to secure and maintain the authenticity and integrity of multimedia documents,
we use digital watermarking. This discipline can be applied to images, audios, and videos.
For this reason, and to be independent of the nature of the signal composing the document
to be watermarked, we will propose in this chapter two watermarking techniques, one for
the audio and another for the image to watermark a video containing the two components
audio and image. MDCT is combined with Watson model and a motion detection algo-
rithm in the image watermarking technique and is combined with a psychoacoustic model
to elaborate the audio watermarking technique. For the two techniques, the bits of the
mark will be duplicated to increase the capacity of insertion and then inserted into the
least significant bit (LSB). We will use an error correction code (Hamming) on the mark for
more reliability in the detection phase. To highlight our experimental results point of view
robustness and imperceptibility, we will compare the proposed techniques with some
other existing techniques.
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Where does the digital watermarking come from as a security mechanism complementary to
encryption? Its basic idea is to insert the information in a robust and imperceptible way in
multimedia documents [1]. On after the literature, digital watermarking has received substantial
interest as a research topic in the 90s [2, 3]. For the past 28 years, the work on digital watermarking
continue to multiply in order to find watermarking techniques for multimedia documents that
must meet the following criteria: robustness against a maximum number of attacks and manipu-
lations, high capacity insertion, and imperceptibility of the mark. An appropriate watermarking
system must provide the best compromise between these three main features (Figure 1).

A watermarking system is formed mainly by two processes: insertion and detection. A markW
is inserted in a multimedia document M to obtain the watermarked document M0 by applying
the insertion process. In some watermarking systems, we can use a secret key C to perform the
insertion. The marked document M0 can undergo transformations, and we obtain the resulting
documentM00. Subsequently, we move to the detection of the mark. There are several detection
schemes which we quote: the private scheme where the original digital document is given to
the detector, the mark is detected by comparing the original with the watermarked, and the
semi-private scheme which gives an answer in the presence or absence of the mark (true or
false) without using the original document and the blind scheme, in which only the secret key
is needed to extract the mark. To design a watermarking system, the choice of the insertion
area is considered as a very important step [4, 5]. We can distinguish three major fields of
insertion: the domain without transformation (spatial domain and time domain), the fre-
quency domain, and the multi-resolution domain. The domain without transformation can be
the spatial domain for the image and the video and the time domain for the audio. One of the
advantages of the methods operating in this field is that they are very fast, since no initial
treatment is necessary. However, such a domain does not offer much resistance against
existing attacks. The frequency domain is obtained after the application of a transformation
such as fast Fourier transform (FFT), discrete cosine transformation (DCT) [6], etc. The most
important benefit of using the transformed domain is that it is already used to prepare
multimedia information in communication standards such as JPEG for still images [7], MPEG2
for video sequences [8], and MPEG1 for audio [9]. Techniques operating in the frequency
domain have the advantage of being robust against the compression operation, since they use
the same space that is used for coding. The development of new compression standards such
as JPEG2000 [7] and MPEG4 [8] has led researchers to use other insertion domains as the
multiresolution domain [10]. The information represented in this area is well localized in

Figure 1. Compromise between robustness, ratio, and imperceptibility.
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frequency and time. The sub-band decomposition allows isolating the low frequency compo-
nents. The middle and high components constitute a less sensitive insertion space.

In the following, wewill present somewatermarking techniques for video existing in the literature.

• Shaveta and Daljit [11]: in this technique, the authors apply the SWT to the images of the
video. Subsequently, they apply the SVD to each subband of the red layer. Then, they
change the singular values of the HH band with the singular values of the HH band of the
brand. For the other two layers, they select the block with the highest S values and then
apply the DCT to the selected band. Finally, they insert the mark on each of the selected
bands. The detection scheme is the inverse of that of insertion.

• Shital et al. [12]: In this article, the author used a watermarking technique to detect
tampering in a video. The technique operates in the frequency domain using DCT as a
transformation. After generating the mark (hash value of the frame, the micro-block
numbers, and the frame number), the latter is inserted into the frames in the frequency
domain. The insertion is done by replacing the LSB of the highest non-zero DCT coeffi-
cient by the bit of the corresponding mark.

• Supriya and Navin [13]: in this chapter, the author proposes a hybrid technique for video
based on the discrete wavelet transform and singular value decomposition. In this tech-
nique, the mark is inserted into the original video images by first converting it into the
YCbCr color space. Next, the luminance portion (Y component) is broken down into four
subbands using a discrete wavelet transform. Finally, the singular values of the sub-band
LL are perceptually shaped by singular values of the image of the watermark. The detec-
tion scheme is the inverse of that of insertion.

In this chapter, we will propose a watermarking system for multimedia documents based on
the following ideas:

• The frequency space is a good space points of view robustness and imperceptibility, hence
the choice of the modified discrete cosine transformation (MDCT) to switch to the fre-
quency domain.

• The temporal methods based on the least significant bit (LSB) provide good results in
terms of imperceptibility, insertion capacity, and robustness. For these reasons, came the
idea of using the concept of LSB not in the time domain but in the frequency domain to
take advantage of the latter.

• To have a blind detection and to reduce the error rate, we had the idea to use a substitute
method with an error correction code.

• To select the places of insertion, we exploited the properties of the psychoacoustic models
2 of MPEG 1 for audio component, the properties of the human visual system, the Watson
model for image component, and a motion detection algorithm to watermarking video.

• Finally, to improve the robustness against attacks, we thought to duplicate the bits of the
mark several times.
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This chapter is organized as follows: in Section 2, we will detail some related works and the
process of insertion and detection for the proposed techniques. Section 3 will present the
experimental results and compare the results obtained by the proposed watermarking system
with other existing in the literature. In the last section, we give a conclusion for this work.

2. The proposed algorithm

2.1. Related works

2.1.1. MDCT

According to the literature, watermarking techniques for still images and videos in the fre-
quency domain use DCT. And since the latter is a block transformation, it can introduce block
effects causing noticeable distortions. Then, MDCT has emerged as a very effective and dom-
inant tool in the coding of high quality signals because of its particular properties. The MDCT
simultaneously performs critical sampling, reduction of block effects, and flexible windows
switching [14]. The coefficients obtained after the application of the MDCT are separated into
two bands: high frequencies band and low frequencies band. In our work, we will use a
modified version of the MDCT.

The direct and inverse MDCT defined for the audio signal are given by:

X kð Þ ¼
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where:

• n is the number of the temporal sample, n ∈ [0, N]),

• k is the number of the frequency line k ∈ [0, N]).

For the image, and as we are going to work on blocks of two dimensions, we will use the
MDCT for two-dimensional arrays.

The direct and inverse MDCT defined for the image signal are given by:
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where:

• N1 � N1 size of the image I,

• I(i, j) value of the pixel at position i, j of the image I.
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2.1.2. Motion detection

To improve the robustness of the video watermarking technique, it is preferable to insert the
mark in moving objects [15, 16]. For this reason, we have chosen to use a motion detection
algorithm, the one proposed by Peddireddi [17], to identify the objects in motion in the video
where we will insert the bits of the mark. The algorithm is composed of four main blocks
presented in the following figures (Figures 2 and 3).

2.1.3. JND

JND (or just noticeable difference), also known as just perceptible difference or differential
threshold, is the minimum amount by which the intensity of the stimulus must be modified to
produce a noticeable variation in a sensory experience [18]. This measure is used in the Watson
model which consists of the following steps:

• Change the domain of study by calculating the DCT.

• Definition of the quantization matrix. This model uses the Qm quantization matrix of the
JPEG standard [19].

• Calculate the frequencies sensitivity coefficients.

Figure 2. Blocks of the motion detection algorithm.

Figure 3. Detecting the moving object in the video: samplevideo.avi.
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• Calculate the sensitivity to the luminance.

• Calculate the contrast masking threshold, M.

• Finally, calculate the quantization error E divided by M to obtain the JND threshold.

JND ¼ E
M

: (5)

In our work, we will change this model. To achieve the change of the domain study, we will
use the MDCT instead of the DCT to exploit its advantages. This choice is also due to the fact
that the MDCT has better coding performance than the DCT and also due to the calculation
complexity of MDCTwhich has been reduced in recent years.

2.1.4. Psychoacoustic model

In our work, we will use the psychoacoustic model 2 of the MPEG1 standard. We chose to
incorporate this model into our proposed watermarking technique for the audio component of
the video, if it exists, in the search for insertion positions. In this model, we do not distinguish
between tonal and non-tonal components, but we calculate tonal indices that determine
whether the components appear to be tonal or nontonal (noise) [9]. This model is applied on
time frames and calculates a masking curve that we will note, thrω.

Figure 4 shows the masking curve thrω for a test signal that has been selected.

2.2. Insertion scheme

The diagram we will adopt can be summarized in Figure 5.

In this section, we will give the general principle of the process of inserting the brand for the
video watermarking technique. For the realization of this technique, we will adopt a proposed
watermarking technique for the still image and another proposed technique for the audio. The
insertion is performed at moving objects and in non-successive images. This choice is inspired
by the fact that:

• Successive images are strongly correlated, and a mark can be detected and deleted easily
by a hacker.

Figure 4. Psychoacoustic model 2, thrω.
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• Moving objects are considered a very important factor as, for example, in MPEG4 com-
pression. So, to guarantee a good robustness criterion especially against the compression,
we inserted the bits of the mark in the moving objects of the video. We can also improve
the invisibility criterion as the mark moves with the objects.

1. The initial input signal is an uncompressed video file. The latter may include or not an
audio component.

2. After reading the original video, we proceed to the separation of the two audio and image
components. For this reason, the first step is to check if the video has an audio component
or not. If the video does not have an audio component, then we extract only the different
images constituting the video.

3. In this technique, we will insert the mark “Mark1” in the audio component and the mark
“Mark2” in the image component. Before proceeding with the insertion of the two marks,
we must binarize them. The insertion process of the proposed technique can integrate any
type of mark (text, image, and beep sound). The length of the marks is chosen to be
multiple of 8. After binarization of the two marks, we obtain two binary vectors of length
multiple of 8. This choice will then be useful for performing a Hamming coding (12,8) [20]
on each byte of the binary vectors. The use of the Hamming error correction code makes it
possible to improve the detection rate of the two marks, as the inserted bits can be
modified (inversion from 0 to 1 or from 1 to 0). It will ensure the correction of errors if
necessary. Hamming (12,8) is a linear code whose principle is to add 4 control bits to

Figure 5. General scheme of insertion of the mark for the video.
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encode an 8-bit word. At the end, we obtain two coded bit vectors which represent the two
coded marks, of length multiple of 12.

4. To obtain a robust watermarking technique against the different manipulations, we will
insert the bits of the mark “Mark2” in no-successive images. Hence, the interest of the
module allows to select E images among the D images of the video. Subsequently, we
proceed to the detection of the moving object in these images while using a motion
detection algorithm. As an output, this algorithm gives the images of the object in motion.

5. Insertion scheme proposed for the image: we will tattoo the different images of the object
in motion detected.

1. Set the block size to (8 � 8) pixels.

2. Replicate the edges of the image to make its dimensions a multiple of 8.

3. Decompose the image into blocks of 8 � 8 pixels in the spatial domain.

Bloc_image ¼
XN1

i¼1

XM1

j¼1

image_re i : iþ bloksize� 1; j : jþ bloksize� 1ð Þ, (6)

where:

i = 1…N1 and j = 1…M1 with a step equal to block size = 8.

4. Move to the frequency domain by applying the MDCT, (Eq. (3)). To obtain the fre-
quency coefficients for each block, we must apply the MDCT for each block of 8 � 8
pixels.

5. Separate the frequencies and extract the low frequencies band. We chose to insert the
mark bits in the low frequencies band as it is much less sensitive to attacks than the
high frequencies band. At the end of this step, we obtain for each block all the low
frequencies.

6. Since the human eye is more sensitive to the noise introduced into the low frequency
band, we will introduce the Watson model to look for the least perceptible insertion
places in the frequencies band. This model calculates the just perceptible difference
“JND” for each frequency coefficient of each block.

7. Substitute the insertion of the mark bits: we will look for insertion positions that
belong to the band of low frequencies and allow keeping the mark imperceptible
(Figure 6).
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• Select a coefficient of the low frequencies band.

• Binarize the selected coefficient.

• Select the least significant bit (LSB) of the binary representation of the coefficient.

• Substitute the least significant bit by bit stream of watermark to insert.

• Calculate the decimal value of the watermarked coefficient.

• Calculate the difference between the coefficient before the insertion of the mark
bit and after the insertion: Var_coef.

• Compare this value obtained with that which corresponds to the matrix containing
the JND values generated by the Watson model.

• If Var_coef < JND, so we can insert watermarking bit in this position and we
can change the coefficient value without noticing the difference.

• Else, the insertion in this position will be visible to the eye.

The insertion is performed on all the blocks of the image to improve the robust-
ness. Therefore, we will proceed with the duplication of bits of the brand F
times. F is calculated according to the number of components where insertion is
invisible to the eye, “NBCom_INV,” and brand size Lmark:

F ¼ NBCom_INV
Lmark

: (7)

At the end of this step, we get a watermarked block in the frequency domain.

8. Go back to the space domain by applying the IMDCT (Eq. (4)) to reconstruct the
watermarked image.

All previous steps are applied to all blocks in the image and for all selected images in the
video.

6. Insertion scheme proposed for the audio: we will integrate this model in the insertion
process to exploit its properties in the search for insertion positions. Similarly, and as for
the image, this technique operates in the frequency domain using the MDCT (Eq. (1)). The
various steps constituting the insertion process are:

1. Decompose the original audio signal into blocks of 1024 samples each (23 ms duration).

2. Integrate the psychoacoustic model 2 on each time frame of 1024 samples obtained
from the previous step. This model will generate a masking curve thrω.

3. In parallel with the previous step, apply the MDCT (Eq. (1)) transformation on blocks
of 1024 samples to pass to the frequency domain. We obtain blocks of 1024 frequency
coefficients in the frequency domain.
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encode an 8-bit word. At the end, we obtain two coded bit vectors which represent the two
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5. Separate the frequencies and extract the low frequencies band. We chose to insert the
mark bits in the low frequencies band as it is much less sensitive to attacks than the
high frequencies band. At the end of this step, we obtain for each block all the low
frequencies.

6. Since the human eye is more sensitive to the noise introduced into the low frequency
band, we will introduce the Watson model to look for the least perceptible insertion
places in the frequencies band. This model calculates the just perceptible difference
“JND” for each frequency coefficient of each block.

7. Substitute the insertion of the mark bits: we will look for insertion positions that
belong to the band of low frequencies and allow keeping the mark imperceptible
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• Binarize the selected coefficient.

• Select the least significant bit (LSB) of the binary representation of the coefficient.

• Substitute the least significant bit by bit stream of watermark to insert.

• Calculate the decimal value of the watermarked coefficient.

• Calculate the difference between the coefficient before the insertion of the mark
bit and after the insertion: Var_coef.

• Compare this value obtained with that which corresponds to the matrix containing
the JND values generated by the Watson model.

• If Var_coef < JND, so we can insert watermarking bit in this position and we
can change the coefficient value without noticing the difference.

• Else, the insertion in this position will be visible to the eye.

The insertion is performed on all the blocks of the image to improve the robust-
ness. Therefore, we will proceed with the duplication of bits of the brand F
times. F is calculated according to the number of components where insertion is
invisible to the eye, “NBCom_INV,” and brand size Lmark:

F ¼ NBCom_INV
Lmark

: (7)

At the end of this step, we get a watermarked block in the frequency domain.

8. Go back to the space domain by applying the IMDCT (Eq. (4)) to reconstruct the
watermarked image.

All previous steps are applied to all blocks in the image and for all selected images in the
video.

6. Insertion scheme proposed for the audio: we will integrate this model in the insertion
process to exploit its properties in the search for insertion positions. Similarly, and as for
the image, this technique operates in the frequency domain using the MDCT (Eq. (1)). The
various steps constituting the insertion process are:

1. Decompose the original audio signal into blocks of 1024 samples each (23 ms duration).

2. Integrate the psychoacoustic model 2 on each time frame of 1024 samples obtained
from the previous step. This model will generate a masking curve thrω.

3. In parallel with the previous step, apply the MDCT (Eq. (1)) transformation on blocks
of 1024 samples to pass to the frequency domain. We obtain blocks of 1024 frequency
coefficients in the frequency domain.
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4. Extraction of low frequencies: the coefficients obtained are separated at low frequen-
cies and high frequencies. We take each block of frequencies components and set the
low frequencies band to half, at the occurrence of N/2 (N = 1024).

5. Substitute insertion: we will inject the watermarking bits into the frequency compo-
nents of the low frequency band under the masking curve thrω (Figure 7).

We will look for the insertion positions Po belonging to the low frequency band and
lying under the curve. After the binarization and the hamming coding of the Mark1,
we will obtain a binary sequence bi {0, 1} of length Lmark1. In order to improve the
robustness criterion of the proposed technique, we duplicated each bit of the sequence
bi, F1 times. F1 is calculated as the integer part of the ratio between the number of
components at positions Po, NB_TH and the length of the mark Lmark1.

F1 ¼ Integerpart
NB_TH
Lmark1

� �
: (8)

We will have a binary sequence b’i {0, 1} of length L’mark1.

L
0
mark1 ¼ Lmark∗F1 (9)

After the search for the different frequency components located at the Po positions, we
proceed to the binarization of the values of these components. Next, we substitute the
least significant bit (LSB) of each component with the current bit of the watermarked
message. At the end, we get watermarked block in the frequency domain.

6. Go back to the time domain by applying the IMDCT (Eq. (2)) to reconstruct the
watermarked audio. All previous steps are applied to all blocks in the audio.

7. After getting the watermarked audio signal and different watermarked images, we join
these two components (audio and image) to form the final watermarked video signal

2.3. Detection scheme

The detection is blind (we do not have the original document; only the secret key is needed to
extract the mark) and the reverse of the insertion. For the detection of the two marks Mark1
and Mark2 inserted, we will need as keys “Key1,” “Key2”:

Figure 7. Curve in red “low frequencies” and curve in blue thrω for a chosen test signal.
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Figure 7 shows the masking curve thrω in blue and the curve of low frequencies samples in red
for a signal that has been chosen.

• Duplication numbers F and F1 that we can insert a bit.

• List of the positions of the components under the masking curve that are sought by the
psychoacoustic model 2 in the insertion phase.

• Positions of the components sought by the Watson model in the insertion phase.

The entry of the detection process is the watermarked video resulting from the insertion
process. After separating the two audio components, if it exists, and image and using the two
keys (Key1 and Key2), we extract the two marks inserted into each component.

1. Detection scheme proposed for the image: we begin by replicating the edges of the
watermarked image, breaking down into blocks size 8 � 8 pixels in the spatial domain,
and applying the MDCT to switch to the frequency domain. Our detection scheme is blind.
For this reason, we only use the duplication numbers F and the positions of the invisible
components generated using the Watson model in the insertion phase.

1. From these, we can detect the bits of the message inserted in the components correspon-
ding to these positions. We will then have as a result a binary vector containing the
watermark bits corresponding to the coded signature but with duplication F times for
each bit. Finally, to detect the bits of the mark without duplication, we use the parameter
F to eliminate the duplication. We will have as a result the extracted encoded binary
brand, of size multiple of 12.

Figure 8. General scheme of detection of the mark for the video.
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4. Extraction of low frequencies: the coefficients obtained are separated at low frequen-
cies and high frequencies. We take each block of frequencies components and set the
low frequencies band to half, at the occurrence of N/2 (N = 1024).

5. Substitute insertion: we will inject the watermarking bits into the frequency compo-
nents of the low frequency band under the masking curve thrω (Figure 7).

We will look for the insertion positions Po belonging to the low frequency band and
lying under the curve. After the binarization and the hamming coding of the Mark1,
we will obtain a binary sequence bi {0, 1} of length Lmark1. In order to improve the
robustness criterion of the proposed technique, we duplicated each bit of the sequence
bi, F1 times. F1 is calculated as the integer part of the ratio between the number of
components at positions Po, NB_TH and the length of the mark Lmark1.
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NB_TH
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: (8)

We will have a binary sequence b’i {0, 1} of length L’mark1.

L
0
mark1 ¼ Lmark∗F1 (9)

After the search for the different frequency components located at the Po positions, we
proceed to the binarization of the values of these components. Next, we substitute the
least significant bit (LSB) of each component with the current bit of the watermarked
message. At the end, we get watermarked block in the frequency domain.

6. Go back to the time domain by applying the IMDCT (Eq. (2)) to reconstruct the
watermarked audio. All previous steps are applied to all blocks in the audio.

7. After getting the watermarked audio signal and different watermarked images, we join
these two components (audio and image) to form the final watermarked video signal

2.3. Detection scheme

The detection is blind (we do not have the original document; only the secret key is needed to
extract the mark) and the reverse of the insertion. For the detection of the two marks Mark1
and Mark2 inserted, we will need as keys “Key1,” “Key2”:

Figure 7. Curve in red “low frequencies” and curve in blue thrω for a chosen test signal.
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Figure 7 shows the masking curve thrω in blue and the curve of low frequencies samples in red
for a signal that has been chosen.

• Duplication numbers F and F1 that we can insert a bit.

• List of the positions of the components under the masking curve that are sought by the
psychoacoustic model 2 in the insertion phase.

• Positions of the components sought by the Watson model in the insertion phase.

The entry of the detection process is the watermarked video resulting from the insertion
process. After separating the two audio components, if it exists, and image and using the two
keys (Key1 and Key2), we extract the two marks inserted into each component.

1. Detection scheme proposed for the image: we begin by replicating the edges of the
watermarked image, breaking down into blocks size 8 � 8 pixels in the spatial domain,
and applying the MDCT to switch to the frequency domain. Our detection scheme is blind.
For this reason, we only use the duplication numbers F and the positions of the invisible
components generated using the Watson model in the insertion phase.

1. From these, we can detect the bits of the message inserted in the components correspon-
ding to these positions. We will then have as a result a binary vector containing the
watermark bits corresponding to the coded signature but with duplication F times for
each bit. Finally, to detect the bits of the mark without duplication, we use the parameter
F to eliminate the duplication. We will have as a result the extracted encoded binary
brand, of size multiple of 12.

Figure 8. General scheme of detection of the mark for the video.
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2. Hamming decoding to finally find useful binary brand, corrected multiple of 8.

3. Reconstruction of the final mark (Figure 8).

1. Detection scheme proposed for the audio: after decomposing the watermarked audio
signal into blocks of 1024 samples and applying the MDCT on each block to pass to the
frequency domain, we proceed to the detection of the bits of the mark.

• From the positions of the watermarked components under the masking curve, sought
by the psychoacoustic model 2 in the insertion phase, we determine the values of
these components. Subsequently, we proceed, as we did in the insertion process, to the
binarization of these values. Then, we extract from the least significant bit of the
inserted message. We obtain then a binary sequence with duplication of length
L’mark1. Finally, to detect the bits of the mark without duplication, we use the param-
eter F1 to eliminate the duplication. We will have as a result the extracted encoded
binary brand, of size multiple of 12.

• Hamming decoding to finally find useful binary brand, corrected multiple of 8.

• Reconstruction of the final mark.

3. Experimental results and comparative analysis

In this section, we will present, in detail, all the experimental results obtained. The algorithm is
tested on MATLAB R2013a with an Intel (R) core (TM) i7-6500U CPU 2.59 GHz, 8 GB memory
computer. The experimental corpus is formed by six videos of .avi format (Table 1).

3.1. Performance evaluation indexes

3.1.1. PSNR

Peak signal-to-noise ratio (PSNR) is an objective quality evaluation measure whose unit is (dB). It
measures the quality of the altered (watermarked) image compared to the original image. In
particular, we used the PSNR to evaluate the invisibility of our watermarking system. PSNR is
defined as:

PSNRseq_video ¼ 10log10
2552

1
RN1M1

PR
r¼1

PN1
n1¼1

PM1
m1¼1 Ir,n1,m1 � I0r,n1,m1

� �2

0
B@

1
CA, (10)

where:

• Ir,i,j and I’r,i,j: values of pixels (i, j) in the rth image of the original and watermarked video.

• (M1 � N1): size of the video image.

• R : total number of video frames.
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Video (.avi) Image component Spectrogram audio component

Windows1

WildLife11 No audio component

horses

TV

Sample No audio component
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2. Hamming decoding to finally find useful binary brand, corrected multiple of 8.

3. Reconstruction of the final mark (Figure 8).
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signal into blocks of 1024 samples and applying the MDCT on each block to pass to the
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by the psychoacoustic model 2 in the insertion phase, we determine the values of
these components. Subsequently, we proceed, as we did in the insertion process, to the
binarization of these values. Then, we extract from the least significant bit of the
inserted message. We obtain then a binary sequence with duplication of length
L’mark1. Finally, to detect the bits of the mark without duplication, we use the param-
eter F1 to eliminate the duplication. We will have as a result the extracted encoded
binary brand, of size multiple of 12.

• Hamming decoding to finally find useful binary brand, corrected multiple of 8.

• Reconstruction of the final mark.
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In this section, we will present, in detail, all the experimental results obtained. The algorithm is
tested on MATLAB R2013a with an Intel (R) core (TM) i7-6500U CPU 2.59 GHz, 8 GB memory
computer. The experimental corpus is formed by six videos of .avi format (Table 1).

3.1. Performance evaluation indexes

3.1.1. PSNR

Peak signal-to-noise ratio (PSNR) is an objective quality evaluation measure whose unit is (dB). It
measures the quality of the altered (watermarked) image compared to the original image. In
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3.1.2. SNR

Signal-to-noise ratio (SNR) is a measure that will allow us to calculate the similarity between
watermarked audio and original audio. It is usually expressed in decibels (dB). SNR is defined as:

SNRdB ¼ 10log10

P
nx nð Þ2

� �
P

n x nð Þ � x0 nð Þ½ �2

2
4

3
5, (11)

where:

• x(n): sample number n of the original signal.

• x0(n): sample number n of the watermarked signal.

3.1.3. Objective difference grade

Objective difference grade (ODG) is a score calculated by the PEAQ algorithm [21]. This
algorithm compares the original signal and the watermarked signal and assigns a comparative
score between 0 and �4. If ODG = 0, there is no degradation. If we get a GDO rating that varies
between�0.1 and �1, the deterioration is noticeable but not annoying. For an ODG rating that
ranges between �1.1 and �2, the degradation is slightly annoying. If the ODG value obtained
varies between�2.1 and �3, the degradation is annoying. Finally, if the ODG score obtained is
in the range [�3, 1; �4] so the distortion is very boring.

3.1.4. Universal quality index

The universal quality index (UQI) is proposed by [22]. It is an objective evaluation of the visual
quality of images and whose range of values varies between [0, 1]. Higher UQI values repre-
sent a better criterion of imperceptibility. The UQI is defined by:

UQI ¼ 4σII0 II
0

σ2I þ σ2I0
� �

I
� �2 þ I0

� �2
� � , (12)

Video (.avi) Image component Spectrogram audio component

Foreman No audio component

Table 1. Tested videos.
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where:

• I and I0 are, respectively, the average values of the original image I and the processed
image I0.

• б2I and б2I’ are, respectively, the variances of I and I0.

• бII’ is the covariance of I and I0.

3.1.5. NC

To test the robustness of the technique against attacks, we will calculate the correlation NC
between the original brand inserted and the mark detected after the exposure of watermarked
files to different attacks. For the image, the formula for normalized intercorrelation is given by:

NC ¼
PLmark2

i, j¼1 bin i; jð Þ∗bin0
i; jð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPLmark2

i, j¼1 bin
0
i; jð Þ2∗ PLmark2

i, j¼1 bin i; jð Þ2
q , (13)

where:

• bin is the binary vector of the inserted mark.

• bin0 is the binary vector of the mark detected after application of the attacks.

• Lmark2 is the length of the inserted mark.

For audio, the formula for normalized intercorrelation is given by:

NC ¼
PLmark1

j¼1 bi jð Þ∗bin jð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPLmark1
j¼1 bin jð Þ2∗ PLmark1

j¼1 bi jð Þ2
q , (14)

where:

• bi is the binary vector of the inserted mark.

• bin is the binary vector of the mark detected after application of the attacks.

• Lmark1 is the length of the inserted mark.

3.2. Marks

• Mark1: in the audio component of the video, we will insert the text mark “audiowate-
rmarking,” of length 136 bits and after the hamming coding, its length reaches 204 bits (after
that, each bit will be duplicated F1 times).

• Mark2: in the image component of the video, we will insert the image “logo.bmp,” of size
32 � 32 pixels and after the hamming coding, its length reaches 1536 bits (after that, each
bit will be duplicated F times) (Figure 9).
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where:

• I and I0 are, respectively, the average values of the original image I and the processed
image I0.

• б2I and б2I’ are, respectively, the variances of I and I0.

• бII’ is the covariance of I and I0.

3.1.5. NC

To test the robustness of the technique against attacks, we will calculate the correlation NC
between the original brand inserted and the mark detected after the exposure of watermarked
files to different attacks. For the image, the formula for normalized intercorrelation is given by:
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where:

• bin is the binary vector of the inserted mark.

• bin0 is the binary vector of the mark detected after application of the attacks.
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where:

• bi is the binary vector of the inserted mark.

• bin is the binary vector of the mark detected after application of the attacks.

• Lmark1 is the length of the inserted mark.

3.2. Marks

• Mark1: in the audio component of the video, we will insert the text mark “audiowate-
rmarking,” of length 136 bits and after the hamming coding, its length reaches 204 bits (after
that, each bit will be duplicated F1 times).

• Mark2: in the image component of the video, we will insert the image “logo.bmp,” of size
32 � 32 pixels and after the hamming coding, its length reaches 1536 bits (after that, each
bit will be duplicated F times) (Figure 9).
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3.3. Imperceptibility

Table 2 gives PSNR, UQI, SNR, and ODG values for the imperceptibility tests.

By analyzing and comparing the original image (a) with its watermarked equivalent (b) of the
video horses.avi, we notice that they do not present remarkable differences and they are even

Figure 9. logo.bmp binarised.

Video PSNR_video UQI SNR_audio ODG

Windows1 62,01 1 63,35 0

WildLife11 59,62 0,99 — —

Horses 62,28 1 68,52 0

TV 60,78 0,99 62,94 �0.1

Sample 60,4 0,99 — —

Foreman 53,9 0,99 — —

Table 2. Experimental results.

Figure 10. Video test: “horses.avi”; (a) frame (i) original; (b) frame (i) watermarked; (c) spectrogram of the original audio
component; and (d) spectrogram of the watermarked audio component.
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identical. So the proposed watermarking technique does not affect the quality of images and
the inserted brand remains invisible to the human eye. We also note that the spectrogram of
figure (c) faithful to that of figure (d). This shows the imperceptible criterion of the technique
(Figure 10).

From the results in Table 2, we note that the PSNR values for video sequences vary between
53.90 and 62.28 dB. These values show that the proposed technique gives very adequate results
point of view of imperceptibility of the mark despite the high insertion capacity. These values
are highlighted by the values of UQI which vary between 1 and 0.99≃ 1. Similarly for the audio
component, we note that the SNR values vary between 62.94 and 68.52 dB, which is very
interesting. ODG values further enhance the imperceptible criterion of the technique and they
vary between 0 and � 0.1. All these values prove the good criterion of imperceptibility
guaranteed by the proposed watermarking technique.

3.4. Robustness

To evaluate the robustness, we will apply different types of attacks on the audio and video
component of the video: MP3 compression/decompression with the MPEG1 coder “lame.exe”
at different compression rates: 128, 96, and 64 kbit/s, the attack by impulsive and Gaussian
noise, cropping, frame swapping, frame dropping, frame averaging, and change the coding
rate. We will calculate the NC values between the mark before and after the attacks for both
components (Table 3).

According to the results, we note that the NC values for watermarking system vary between 1
and 0.85 that is very interesting. For values of NC = 1, it means that the mark detected after the
attacks is perfectly identical to the initial mark. We also notice that the watermarking system is
robust against MPEG1 and MPEG2 compression.

3.5. Comparative analysis

According to the study of the existing, the watermarking techniques for the video watermark
only the image component. It is among the contributions of our watermarking system.

In Table 3, the notation “—” indicates that data are not available.

Video.avi 128 Kbps 96 Kbps 64 Kbps MPEG-2 Cropping Dropping Swapping Impulse noise Gaussian

NC: audio component NC: image component

Windows1 1 1 0.9 0.92 0.97 0.94 0.98 0.93 0.92

WildLife11 — — — 0.92 0.91 0.96 0.95 0.85 0.88

Horses 1 0.99 0.95 0.93 0.95 0.90 0.97 0.92 0.91

TV 1 1 0.92 0.85 0.98 0.96 0.96 0.91 0.89

Sample — — — 0.89 0.95 0.90 0.97 0.87 0.9

Foreman — — — 0.9 0.97 0.95 0.97 0.86 0.87

Table 3. NC values.
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3.3. Imperceptibility
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Foreman 53,9 0,99 — —

Table 2. Experimental results.

Figure 10. Video test: “horses.avi”; (a) frame (i) original; (b) frame (i) watermarked; (c) spectrogram of the original audio
component; and (d) spectrogram of the watermarked audio component.
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On after PSNR values shown in Table 4, we note that the proposed watermarking system
guarantees the best criteria of imperceptibility PSNR = 60 dB. In addition, the proposed
technique shows good performance against attacks. The NC values vary between 0.89 and
0.97. Comparing the results obtained by the proposed watermarking system with those
obtained by Dolley and Manisha in [24], we note that the proposed technique is more robust
against the Gaussian attack and for the other attacks, the results are close but from the
description of this technique, we found that the detection scheme requires the presence of the
original video, while our proposed method requires only the keys which makes the detection
faster. In addition, we note that the results obtained by the proposed method are better than
those obtained by Chitrasen and Tanuja in [26] which shows the contribution of our
watermarking system.

4. Conclusion

In this chapter, we proposed a watermarking system for multimedia documents operating in
the frequency domain using MDCT. This watermarking system watermarks both image and
audio components, if it exists. For the image component, we injected the message bits into the
detected moving object using a motion detection algorithm and in the LSB of the components
searched using the Watson model. If the video has an audio component, we have injected the
mark in the LSB of the components under the masking curve sought by the psychoacoustic
model 2 of the MPEG 1 standard. The imperceptibility of the watermarking system is tested by
calculating four measures: PSNR, UQI, ODG, and the SNR. For the image component, we
obtained a total PSNR value equal to 60 dB, and an average UQI index equal to 0.99 ffi 1. For
the audio component, we obtained a total SNR value equal to 64.93 dB, and an average ODG
value equal to �0.03 ffi 0. These values show that the watermarking system ensures a good
criterion of imperceptibility. The robustness of the watermarking system is tested by applying
several attacks known in the literature as: Gaussian noise, impulse noise, compression MPEG
II, MP3 compression,…. The results show the interest of the technique point of view robust-
ness. We obtained NC values between 0.85 and 1.

Techniques PSNR MPEG-2 Cropping Dropping Swapping Impulse noise Gaussian

NC

Li and Wang [23] 39.08 0.98 1 — 0.5 — 0.98

Dolley and Manisha [24] — 0.92 — 0.93 1 0.90 0.41

Supriya and Navin [13] 42.12 — 1 0.98 0.98 0.98 0.98

Shaveta and Daljit [11] 44.88 — 0.91 — — 0.62 —

Himanshu et al. [25] — 0.86 0.92 — 0.85 0.69 —

Chitrasen and Tanuja [26] 40.04 — — 0.59 — 0.50 0.50

Proposed method 60 0.90 0.95 0.93 0.97 0.89 0.89

Table 4. Comparative analysis.
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As a conclusion, we can draw from these obtained results that:

• The frequency domain, in particularly the MDCT, has shown its proof point of view
imperceptibility and robustness. There is still a very interesting area.

• The integration of the psychoacoustic model 2 of the MPEG I standard, the use of the
Watson model and the motion detection algorithm, the insertion in the LSB, and the
Hamming coding improves the performance of the proposed watermarking system.

• We have been able to increase the insertion capacity while maintaining a good criterion of
imperceptibility and robustness.
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Abstract

Digital watermarking has been widely used for ownership identification and copyright
protection. In this chapter, a color image watermarking method based on Radon trans-
form (RT) and Jordan decomposition (JD) is proposed. Initially, the host color image is
converted into L*a*b* color space. Then, the b* channel is selected and it is divided into
16 � 16 non-overlapping blocks. RT is applied to each of these blocks. JD is applied to the
selected RT coefficients of each block represented in m � n matrix. Watermark data is
embedded in the coefficients of the similarity transform matrix obtained from JD using a
new quantization equation. Experimental results indicate that the proposed method is
highly robust against various attacks such as noise addition, cropping, filtering, blurring,
rotation, JPEG compression etc. In addition, it provides high quality watermarked images.
Moreover, it shows superior performance than the state-of-the-art methods reported
recently in terms of imperceptibility and robustness.

Keywords: imperceptibility, quantization, Jordan decomposition, radon transform,
robustness

1. Introduction

Internet is the fastest growing medium of transferring data to any place in the world. The
creation and distribution of digital media content is increasing day by day. With the recent
proliferation of the internet, the threat of privacy and copyright of digital content has become
an important issue. Digital watermarking is the most secured way to protect copyright protec-
tion and authentication.
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Various types of image watermarking methods have been proposed in past decades. Two
types of watermarking techniques are used according to domain [1]. In the spatial domain
techniques, the watermark is embedded in the pixel values of an image. Least significant bit
(LSB) watermarking is the most common spatial domain embedding technique. It is not an
effective way to embed watermark because the watermark can be easily removed or modified.
In transform domain techniques, the watermark is embedded into the coefficients of the
transformed domain. Discrete wavelet transform (DWT), discrete cosine transform (DCT) and
discrete Fourier transform (DFT) are the most common transformations that are utilized in
transform domain techniques. A novel blind watermarking algorithm in DCT domain using
the correlation between two DCT coefficients of adjacent blocks in the same position is pro-
posed by Das et al. [2]. Sadreazami et al. [3] used a blind watermarking scheme in the wavelet-
based contourlet domain. For embedding, they used an even-odd quantization technique. A
multipurpose image watermarking scheme is proposed by Ansari and Pant [4] in order to
provide tamper localization, self-recovery and ownership verification of the host image.
Choudhary and Parmar [5] introduced a robust image watermarking technique using two-
level DWT. However, the peak signal-to-noise-ratio (PSNR) is quite low and they did not
assess the robustness against malicious attack. Recently, singular value decomposition (SVD)
has been widely used in image watermarking. Siddiqui and Kaur [6] proposed a hybrid
method based on DWT and SVD. The robustness of this method is good but the PSNR of the
watermarked image is little low. Another DWT and SVD-based image watermarking method
is presented by Srilakshmi and Himabindu [7]. The PSNR of this method is good but the
robustness against attacks is low. Savakar and Ghuli [8] proposed multiple methods such as
single level DWT, DFT, SVD to embed watermark. The PSNR of this method is quite low.

Very few papers utilized Radon transform (RT) in watermarking. Siddik and Elbasi [9] intro-
duced a watermarking technique using RT. Rastegar et al. [10] proposed a hybrid water-
marking algorithm based on RT and SVD. They also used 2D-DWT in the RT domain. The
PSNR of this method is good but robustness of this method against malicious attacks is low. To
overcome the limitations, in this chapter, we propose an image watermarking method based
on RT and Jordan decomposition (JD). To the best of our knowledge, this is the first image
watermarking method based RT and JD. The main features of the proposed method include
(i) it utilizes the RT, JD and quantization jointly, (ii) the watermark bits are embedded into the
similarity transform matrix of the RT coefficients obtained from b channel of the original host
image using a new quantization equation, (iii) it provides high robustness against various
attacks as well as good quality watermarked images, and (iv) it achieves a good trade-off
between imperceptibility and robustness (v) it shows superior performance than the state-
of-the-art methods in terms of imperceptibility and robustness. The peak signal-to-noise ratio
(PSNR) and structural similarity (SSIM) of the proposed method range from 47.4997 to 51.8848
and 0.9989 to 0.9998, respectively. On the other hand, PSNR and SSIM of the recent methods
[4, 11] range from 29.5667 to 34.4495 and 0.9507 to 0.9907, respectively. The normalized correla-
tion (NC) of the proposed method for various attacks ranges from 0.9939 to 1, in contrast to the
recent methods whose NC range from 0.0020 to 0.9996.

The rest of the chapter is organized as follows. Section 2 provides a background information
including RT and JD. The proposed watermarking method is introduced in Section 3. Section 4
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compares the performance of the proposed method with some recent methods in terms of
imperceptibility and robustness. Finally, Section 5 concludes this chapter.

2. Background information

2.1. Radon transform (RT)

Johann Radon invented RT in 1917 also provided the formula for the inverse transform
(Figure 1). The Radon transform is an integral transform that takes a function f defined on the
plane to a function Rf defined on the (two-dimensional) space of lines in the plane. Its value at a
particular line is equal to the line integral of the function over that line [12].

The Radon transform can be expressed as follows:

Rf α; sð Þ ¼
ð∞
�∞

f x zð Þ; y zð Þð Þdz

¼
ð∞
�∞

f z sinαþ s cosαð Þ; �z cosαþ s sinαð Þð Þdz
(1)

After applying inverse radon transform, we can reconstruct the original image quite well. RT
has been widely used in various applications of image processing. RT has excellent feature to

Figure 1. Radon transform that maps f on the (x,y) domain to the (α, s) domain.
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transform the information from two-dimensional image into a string of one-dimensional pro-
jections which is computationally faster. It has the following advantages:

i. It has the ability to detect line width and has good robustness for noisy images.

ii. If the image scaled as angle θ, RT is also changed according to same size

I x cosϕ� y sinϕþ y cosϕ
� � $ R x;θþ ϕ

� �
:

iii. If image resized as p, RT is also change with same size

I px; pyð Þ $ 1
p
R pX;θð Þ

RT produces a big matrix by computing projections of an image along specified direction. For
this reason, there is very little effect of embedding watermark in RT domain, which provides
high quality watermarked images as well as good robustness against various attacks.

2.2. Jordan decomposition

Jordan decomposition (also known as Jordan normal form or Jordan canonical form) results
from the conversion of a matrix into its diagonal form by a similarity transformation [13]. The
Jordan matrix decomposition of a square matrix A can be represented by:

A ¼ VJV�1 (2)

Here, the Jordan normal form J is the diagonal matrix of eigenvalues and the similarity transform
matrix V contains the generalized eigenvectors as columns. The use of similarity transform aims
at reducing the complexity of the problem of evaluating the eigenvalues of a matrix. Indeed, if a
givenmatrix could be transformed into a similar matrix in diagonal form, the computation of the
eigenvalues would be easy. Moreover, the slight variations of eigenvalues in embedding water-
mark have little effect on the quality of the watermarked image. For this reason, it provides high
quality watermarked images as well as good robustness against various attacks.

3. Proposed watermarking method

Let I = {i(u, v), 1 ≤ u ≤ M, 1 ≤ v ≤ M} be the host image and W = {w(k, l), 1 ≤ k ≤ N, 1 ≤ j ≤ N} be a
binary watermark image to be embedded into the host image.

The proposed watermarking method is described in this section which can be divided into two
parts (i) watermark embedding process and (ii) watermark extraction process.

3.1. Watermark embedding process

The watermark embedding process is shown in Figure 2 and it can be stated as follows:
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1. The original host image I is converted into L*a*b* color space denoted by IL, Ia, and Ib.

2. The Ib channel is selected and this channel is divided into n � n non-overlapping blocks
denoted by Ba with a border size of 1 � 1.

3. RT is applied on each block Ba of the color space Ib. After applying RT, transformed matrix
Rb is obtained.

4. JD is applied to a part of the matrix Rb of size p � p denoted by Rbs. This is because
computational cost of JD is quite high and it takes long time to perform on a big matrix.
The JD can be represented as follows:

Rbs ¼ VCJCV
�1
C (3)

Here, Jc is the Jordan normal form and Vc is the similarity transform matrix.

Figure 2. Watermark embedding process.
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5. In order to guarantee the robustness and imperceptibility, the proposed algorithm embeds
watermark bit into all coefficients of similarity transform matrix VC using a new quantiza-
tion function. This ensures that the watermark is located at the most significant perceptual
components of the image. Watermark data is embedded by using the following equation:

VC
0
i; jð Þ ¼ VC i; jð Þ þ Bmod qð Þ

Vmax � Δ
þ Vmax � Δð ÞifW k; lð Þ ¼ 1

VC i; jð Þ � ΔifW k; lð Þ ¼ 0

8<
: (4)

where, B is the current block number, q is an integer, Δ is an integer, Vmax is the maximum
value of matrix VC.

6. Reinsert each modified coefficient V’
c(i, j) into matrix V’

c and inverse JD is applied to obtain
the modified matrix R’bs.

7. Reinsert each modified matrix R’bs into Rb to obtain modified matrix R’b.

8. Inverse RT is applied to each modified matrix R’b to get the modified block B’a.

9. All modified blocks are combined to obtain the modified color space Ib’.

10. Finally, all the channels IL*, Ia*, and I’b* are combined to get the watermarked image I0.

3.2. Watermark extraction process

In watermark extraction process, both the original host image I and attacked watermarked
image I* are used, which is shown in Figure 3 and can be described as follows:

1. The original host image I and attacked watermarked image I* are converted into L*a*b*
color space denoted by IL, Ia, Ib and I*L, I*a, I*b, respectively.

2. The Ib and I*b channel of I and I* are selected and divided into n � n non-overlapping
blocks denoted by Ba and B*a, respectively with a border size of 1 � 1.

3. RT is applied on each block Ba and B*a of the color space Ib and I’b, respectively. After
applying RT, transformed matrix Rb and R*b are obtained.

4. JD is applied to a part of the matrix Rb and R*b of size p� p denoted by Rbs and R*bs to obtain
the two Jordan matrices JC, JC

* and two similarity transform matrices VC, VC
*, respectively.

5. To extract the watermark bits, the transform matrices VC and VC
* are compared. If the

selected coefficients extracted from VC
* is less than or equal to that of VC, then the extracted

watermark bit will be ‘0’. Otherwise, the extracted watermark bit will be ‘1’. This can be
expressed as follows:

W∗ k; lð Þ ¼ 0 if V∗
C k; lð Þ ≤VC k; lð Þ

1 otherwise

�
(5)

where VC k; lð Þ and V∗
C k; lð Þ are the extracted value from the original and attacked

watermarked image and W∗ k; lð Þ is the extracted watermark bit.

6. After extracting all the watermark bits, the binary watermark image W* is obtained.
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4. Experimental results

In this section, we have evaluated the performance of our proposed method in terms of
imperceptibility and robustness. We carried out several experiments and also compared with
some recent methods. In this study, we used four color JPEG images of size 256 � 256 from the
USC-SIPI image database [14] shown in Figure 4. The binary watermark image of size 32 � 32
is used in our experiment taken from the Free Stencil Gallery [15] shown in Figure 5. In this
study, for simplicity the selected value for n and p are 16 and 2, respectively. Computational
cost of JD is quite high and it takes long time to perform JD on a big matrix. For this reason, we
have selected a small value for p.

Figure 3. Watermark extraction process.
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4.1. Imperceptibility

To test the imperceptibility of the proposed method, we have calculated peak signal-to-noise
ratio (PSNR) and structural similarity index measurement (SSIM) watermarked images.

PSNR is calculated using the following equation:

PSNR ¼ 10 log 10
2552

1
MM

PM
k¼1

PM
l¼1

A� A
0� �2

0
BBB@

1
CCCA (6)

The watermarked images are shown in Figure 6.

Figure 4. Host images used in our experiment (a) airplane, (b) Lena, (c) house, and (d) baboon.

Figure 5. Watermark image use in our experiment.
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SSIM is an efficient method for measuring the similarity between two images and it can be
expressed as:

SSIMðA,A0Þ ¼ ð2μIμI0 þ c1Þð2σII0 þ c2Þ
ðμ2

I þ μ2
I0 þ c1Þðσ2I þ σ2I0 þ c2Þ (7)

Here, μI, σI, μI’, σI’, and σII’ indicate the mean of I, variance of I, mean of I
0
, variance of I

0
,

covariance of I and I
0
, respectively. c1, and c2 are the two variables used in Eq. (7).

Table 1 shows the PSNR comparison between the proposed scheme and two recent methods.
Ansari and Pant [4] used DWT-SVD domain to embed watermark. This method has an average
PSNR value of 34.4356. Al-Afandy et al. [11] used discrete stationary wavelet transform
(DSWT) in the DCT domain to embed watermark. This method has an average PSNR value of
33.1474 and ranges from 29 to 36. This is in contrast to the proposed method whose PSNR
values ranges from 47.4997 to 51.8848 and the average value is 49.0387.

Table 1 also shows the SSIM comparison between the proposed scheme and two recent
methods. The more the SSIM value approaches to 1, the better the image quality is. Our
proposed method provides SSIM values close to 1 which is excellent for a watermarked image.
Also, the proposed method shows higher SSIM values compared to the recent methods.

Radon transform generates a large matrix from the given image matrix which is convenient for
embedding watermark. For this reason, we have used a small portion of transformed matrix for
watermark insertion. Hence, there is very little effect on embedding watermark into the host
image and we obtained higher PSNR, SSIM values compared to the conventional methods.

Figure 6. Watermarked images obtained in this experiment (a) airplane, (b) Lena, (c) house, and (d) baboon.
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4.2. Robustness

To assess the robustness, we have calculated normalized correlation (NC) which computes the
difference between original watermark and the extracted watermark. The equation of NC is
given below:

NC W;W∗ð Þ ¼
PN

k¼1
PN

l¼1 w k; lð Þ � w∗ k; lð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1

PN
l¼1 w k; lð Þ � w k; lð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1

PN
l¼1 w∗ k; lð Þ � w∗ k; lð Þ

q (8)

where k and l are the indices of the binary watermark image. The correlation between W and
W* is very high when NC (W, W*) is close to 1. On the other hand, the correlation between W
and W* is very low when NC (W, W*) is close to zero.

From Figure 7, we observed that NC varies when quantization step size Δ is below 6. NC
remains constant at 1 when Δ ≥ 6. In this study, the selected value for Δ is 15.

Image Measurement Ansari and Pant [4] Al-Afandy et al. [11] Proposed

Airplane PSNR 34.4495 33.6072 49.2705

SSIM 0.9672 0.9507 0.9989

Lena PSNR 34.4339 34.2382 51.8848

SSIM 0.9701 0.9907 0.9998

House PSNR 34.4196 35.1776 47.4997

SSIM 0.9694 0.9833 0.9995

Baboon PSNR 34.4393 29.5667 47.4997

SSIM 0.9889 0.9529 0.9993

Ave range PSNR 49.0387 33.1474 49.0387
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Figure 8. Different types of attacks applied to watermarked image ‘Lena’ (a) JPEG(30), (b) JPEG(90), (c) JPEG 2000, (d) salt
& pepper noise, (e) Gaussian white noise, (f) speckle noise, (g) median filter, (h) wiener filter, (i) crop (25%) (j) rotation 25�,
(j) sharpened, and (k) blurred.

Figure 9. Extracted watermark image after applying various attacks on ‘Lena’ image (a) JPEG(30), (b) JPEG(90), (c) JPEG
2000, (d) salt & pepper noise, (e) Gaussian white noise, (f) speckle noise, (g) median filter, (h) wiener filter, (i) crop (25%),
(j) rotation 25�, (j) sharpened, and (k) blurred.
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4.2. Robustness

To assess the robustness, we have calculated normalized correlation (NC) which computes the
difference between original watermark and the extracted watermark. The equation of NC is
given below:

NC W;W∗ð Þ ¼
PN

k¼1
PN

l¼1 w k; lð Þ � w∗ k; lð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1

PN
l¼1 w k; lð Þ � w k; lð Þ

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
k¼1

PN
l¼1 w∗ k; lð Þ � w∗ k; lð Þ

q (8)

where k and l are the indices of the binary watermark image. The correlation between W and
W* is very high when NC (W, W*) is close to 1. On the other hand, the correlation between W
and W* is very low when NC (W, W*) is close to zero.
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remains constant at 1 when Δ ≥ 6. In this study, the selected value for Δ is 15.
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Figure 9. Extracted watermark image after applying various attacks on ‘Lena’ image (a) JPEG(30), (b) JPEG(90), (c) JPEG
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To verify the robustness of our proposed method, we applied different malicious attacks such
as noise addition, cropping, rotation, filtering, blurring, sharpening, JPEG compression etc. on
the watermarked image. Figure 8 shows the effects of attacks on the watermarked image
‘Lena’. We can also observe the watermark image extracted from the attacked watermarked
image in Figure 9. From this figures, we observed that our proposed method shows high
robustness against various attacks. Tables 2 and 3 show the NC comparison between the
proposed scheme and several recent methods against various attacks. The method proposed
by Ansari and Pant [4] show good robustness where NC values range from 0.0020 to 0.9961.
But, this method cannot resist against cropping and rotation attack. The method proposed by
Al-Afandy et al. [11] proposed method shows good robustness and the NC values of this range

Attack Images Proposed Ansari and Pant [4] Al-Afandy et al. [11]

JPEG(30) Airplane 1 0.9689 0.9997

Lena 1 0.9702 0.9997

House 0.9980 0.9685 0.9995

Baboon 1 0.9961 0.9998

JPEG(90) Airplane 1 0.9956 0.9998

Lena 1 0.9956 0.9997

House 0.9980 0.9957 0.9995

Baboon 1 0.9953 0.9997

JPEG 2000 Airplane 1 0.9955 0.9998

Lena 1 0.9955 0.9997

House 0.9980 0.9957 0.9995

Baboon 1 0.9951 0.9998

Salt and pepper noise Airplane 0.9980 0.6008 0.9991

Lena 1 0.5895 0.9973

House 0.9959 0.6373 0.9992

Baboon 1 0.6236 0.9984

Gaussian white noise Airplane 0.9980 0.7293 0.9992

Lena 1 0.7453 0.9963

House 0.9959 0.7158 0.9992

Baboon 1 0.7284 0.9989

Speckle noise Airplane 1 0.4654 0.9994

Lena 1 0.6181 0.9991

House 0.9939 0.5542 0.9996

Baboon 1 0.6099 0.9993

Median filter Airplane 1 0.9961 0.9996

Table 2. NC comparison between the proposed scheme and several methods against various noise and JPEG compression
attacks.
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from 0.9977 to 0.9997. Our proposed method shows higher NC values than these method
against various attacks. This is because watermark is embedded into the similarity transform
matrix of the RT coefficients obtained from b channel of the original host image using a new
quantization equation.

5. Conclusions

In this chapter, we have introduced a color image watermarking method based on RT and JD.
Simulation results demonstrate that the proposed method is highly robust against different

Attack Images Proposed Ansari and Pant [4] Al-Afandy et al. [11]

Median filtering Airplane 1 0.9961 0.9996

Lena 1 0.9960 0.9996

House 0.9980 0.9961 0.9994

Baboon 1 0.9956 0.9993

Wiener filtering Airplane 0.9980 0.9961 0.9996

Lena 1 0.9960 0.9996

House 1 0.9961 0.9994

Baboon 1 0.9956 0.9995

Cropping 25% Airplane 1 0.0707 0.9997

Lena 1 0.0551 0.9996

House 0.9980 0.0588 0.9994

Baboon 1 0.0020 0.9996

Rotation 25� Airplane 1 0.0216 0.9974

Lena 1 0.0738 0.9981

House 0.9980 0.0155 0.9983

Baboon 1 0.0715 0.9990

Sharpening Airplane 1 0.9748 0.9996

Lena 0.9980 0.9762 0.9983

House 0.9959 0.9802 0.9996

Baboon 1 0.9755 0.9977

Blurring Airplane 1 0.5738 0.9994

Lena 1 0.6673 0.9993

House 0.9980 0.6496 0.9992

Baboon 1 0.7478 0.9990

Table 3. NC comparison between the proposed scheme and several methods against filtering, cropping, rotation,
sharpening, and blurring attacks.
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attacks such as noise addition, cropping, filtering, rotation, blurring, sharpening, and JPEG
compression. In addition, it provides high quality watermarked images. Moreover, it outper-
forms state-of-the-art image watermarking methods in terms of imperceptibility and robust-
ness. These results indicate that the proposed watermarking method can be used for image
copyright protection.
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Abstract

In last decades the Steganography is an tremendous progress, at the same time there exist
issues to detect the steganalysis in motion based video where the substance is reliably in
motion conduct that makes that to detect it. Analyzing the difference between the rated
motion value plays a crucial role that enables us to focus on difference between the locally
optimal SAD and actual SAD after adding-or-subtracting-one operation on the motion
value. Based on the motion vectors to play out the classification and extraction process at
last, two features sets are been used based on the fact that most motion vectors are locally
optimal for most video codec’s to complete this process. The conventional approaches
announced the technique for proposed prevails to meet the requirement applications and
detecting the steganalysis in videos compare in the literature.

Keywords: adaptive filters, SNR, MSE, LMS, NLMS

1. Introduction

To detect the presence of secretly hidden data in an object is the main objective of steganalysis.
Video, audio and images are digital media file that are ideal cover object for steganography to
install a secret message. By using measurable descriptor, some empirical spreads are some-
what difficult to show precisely besides which considerably confuses recognition of embed-
ding changes. From cover and stego objects the location can’t be founded on assessments of the
basic probability distributions of statistics removed except for a couple of pathological cases.
Rather, detection is normally given a role as a classification administered issue executed by
utilizing machine learning [1].
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Although there exists an extensive variety of different machine learning tools, support vector
machines (SVMs) appear to be by a wide margin the most popular choice. This is because of
the way that SVMs are upheld by a strong mathematical cost inside the statistical learning
hypothesis and based on the fact that they are impervious to overtraining and per-outlines
rather well despite when the element dimensionality is identical or greater than the traverse of
the training set. Moreover, executions of productive open source are available for download
and utilize easy.

The SVM training complexity, however, development cycle slows down even for the issue of
moderate size, as the complexity of calculating the Gram Matrix representing the kernel is
proportional to the square of the product of feature dimensionality and the size of training set.
Moreover, in the number of samples training at least quadratics is itself in training. To the
analysis the ensemble classifier give more freedom, without constrain on feature dimensional-
ity who can now design the feature virtually and the size of training set through a much faster
development cycle to build detectors.

Based on the steganalysis algorithm early features used just a few dozen features, e.g., discrete
cosine transform (DCT) features, changing an image utilizing higher request snapshots of wave-
let coefficient, quadratic mirror filter and binary similarity metric of 72 higher request snapshots
of coefficients got. With the desire the increased sophistication of steganography algorithm, to
use the feature vector of increasingly higher vector dimensionality to detect steganography more
accurately prompted steganalyst. The set of feature designed for the images JPEG portrayed in
utilized features and twice its size by Cartesian calibration was later stretched out, while feature
vector dimensionality of 324-and 486 were proposed in and individually. The pixel difference in
the second-order Markov model spam set has a dimensionality of 686. Additionally, it builds
beneficial computed from different domain to merge features to increase further diversity. In a
key dependent domain the dimensionality of 1234 cross-domain features (CDF) set demon-
strated particularly successful against YA that make embedding changes.

Various number of Eigen vectors are selected by utilizing different systems. The Eigen vectors
are supplanted to enhance the accuracy and also the data compression is done based on the
largest K Eigen value. The FERET (Facial Recognition Technology) database was created by
Moon and Phillips (1998) to estimate and compare the single step of the face recognition
approach. The experimental results of present work presenting the comparisons distance
measure over the real time results of the trained set of images, videos [2].

1.1. Cryptography

The process of the methods such cryptography and the steganography both are almost same.
In existing, those methods have the wider area but now, the recently developed method is the
sub domain of the existing one. Here, the original sensitive information’s are encrypted by
utilizing the cryptography method. This encrypted information’s are hard to recognize by
others. These methods are also known as the interrelated process, here, initially, the sensitive
information’s are encrypted then the stego-tool is utilized to hide the encrypted data. Com-
pared with other methods, the stego-tool is worked efficiently to hide the sensitive data [2, 3].
In the cryptography process, the information’s are shared in a secret manner or chippers
between the users. Figure 1 shows the process of the cryptography method.
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Plain text is the data or original message as input that is fed into the algorithm. By using any
cryptographic algorithm the process of Encryption that modifies the plain text as cipher text.
The encrypted message of the cipher text is the mix of the secret key and the original message.
Using a secret key to get the original plain text decryption is the reverse process of encryption
is used. Without using key for gathering original information of the cipher text cryptanalysis is
the way to study the methods. To produce original plaintext the algorithm of decryption takes
the secret key and cipher text.

From unauthorized persons to conceal the information the first raw message, alluded to as
plaintext, is changed over into a random cipher text. To be changed the original message is said
as text plain, from the change the message coming about is the text cipher. A plain content into
a cipher text the procedure of is called encryption. The Decryption is the reverse process. The
process of encryption contains a key and algorithm. The algorithm is controlled by key.

To design an encryption technique is the objective that would be impossible or very difficult
for an unauthorized party. By using the secret key, a user can recover the original message only
by decrypting the cipher text. The algorithm will create different output depending upon the
secret key. The output of the algorithm changes if the secret key changes.

The conventional encryption security depends on several factors. The algorithm of encryption
must be intense. The message of the decryption ought to be troublesome. The algorithm is
dependent on the secrecy of the key. To keep it secret in this way, it is mandatory.

The message is denoted as A and the k is denoted as encryption key, the process of encryption
will be write as,

B ¼ En K;Að Þ: (1)

A ¼ De K;Bð Þ: (2)

Here the cipher text is meant as B. With key K to encrypt the message An En is a capacity. The
opposite procedure of description DE is the En encryption.

Figure 1. Process of cryptography.
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Example : Plain text Xð Þ ¼ This is a sample text,K ¼ strrev Xð Þ
Cipher text Yð Þ ¼ txet elpmas a si siht:

(3)

To K or X watching, Y yet not approaching an opponent, will attempt to recuperate K and X. It is
accepted that the Opponent has learning of the decryption (De) and encryption (En) algorithms.

1.2. Steganography

The process of the Steganography is, the sensitive information about the audio of the video file
is hiding and the hided information is not hacked and seen by other unknown persons. If the
unknown persons try to hack the crypted data, they are confused, because both the cryptogra-
phy and the steganography methods have the same process to hide the sensitive information.
Nevertheless, the steganography is efficient method because the data are encrypted without
knowing others.

The term Steganography is taken from Greek word. The words Steganos and graptos are
combined to form the term Steganography. The meaning of ‘Steganos’ is the covered and the
meaning of ‘graptos’ is the writing. By using this method, the digital information is converted
into audio or video files. The inverse process of the Steganography is known as the Steganalysis.
The concealed data are detected by using this Steganalysis (Figure 2).

1.3. Video steganography

Among the different kinds of steganography the video steganography is one of the variants of
steganography. The info media is a video document in video steganography. The video stega-
nography forms are appeared in Figure 3.

Signature is the message original that is fed into the cover media. As the cover media the video
frames are taken. Key is the method for organizing divided computerized signature into the
cover media. Utilizing any cryptographic algorithm the procedure of encryption is arranging

Figure 2. Process of steganography.
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partitioned digital signature into the cover media. The secret key and the first message are the
mix of cipher data. Utilizing secret key to get original information the decryption is the inverse
process of encryption, which is used.

2. Literature survey

In 2004 for binary images a basic data hiding technique was proposed by Liu and Chang [4].
At the edge part of host binary image the proposed strategy installs secure data. To discover
the edge pixels of host binary image the distance matrix mechanism is utilized. For picking the
most appropriate one to consider the network of the neighborhood around alterable pixels
then the weight mechanism is utilized. To appropriate the embedding data into the general
image an irregular number generator is utilized for the security and quality thought. These
technique not just implants a lot of data into host binary image yet additionally can keep up
quality of image.

In 2005 in view of pixel value differencing (PVD) and least significant bit (LSB) Replacement
strategies a novel stenographic strategy was proposed by Wu et al. [5] so as to give am
imperceptible stego quality of image and to enhance the capacity of the shrouded secret data.
To segregate between smooth areas and edge areas of cover image the pixel value differencing
(PVD) strategy is utilized. By LSB technique the secret data is covered up into the smooth areas
of cover image in the edge areas while utilizing the PVD strategy. In the edge areas the
proposed techniques store data as well as in smooth areas in this manner it can conceal
considerably bigger data and keeps up a decent visual nature of stego picture.

A no-reference video quality metric that aimlessly assesses the quality of a video was proposed
by Carli et al. [6] in 2005. To embed a fragile check into perceptually critical zones of the video
frames they had utilized block based spread spectrum embedding strategy. To describe the
perceptual significance of a region they utilized an arrangement of perceptual features that are
color, contrast and motion. On receiver side from the perceptually essential territories of the
decoded video the check is extricated. By figuring the degradation of the extracted check then

Figure 3. Process of video steganography.
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considerably bigger data and keeps up a decent visual nature of stego picture.

A no-reference video quality metric that aimlessly assesses the quality of a video was proposed
by Carli et al. [6] in 2005. To embed a fragile check into perceptually critical zones of the video
frames they had utilized block based spread spectrum embedding strategy. To describe the
perceptual significance of a region they utilized an arrangement of perceptual features that are
color, contrast and motion. On receiver side from the perceptually essential territories of the
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a quality measure of the video is acquired. On perceptually critical areas of the video frame by
utilizing basic embedding system along these lines quality of a compressed video is assessed.

In binary image a novel strategy for hidden data was proposed by Tseng et al. [7] in 2007. For
turning to choose the most appropriate pixel a weight mechanism is utilized. To counteract
boundary distortion and to enhance the visual quality of stego image, the boundary check is
performed. For watermarked image this strategy accomplished a decent visual quality and has
embedding high capacity.

Utilizing minimum significant piece to hide data in a colorful image a novel technique was
proposed and all in all the art and science of steganography was talked about by Mehboob and
Faruqui [8] in 2008. After the header this technique cleaves the data in 8 bits and to hide data
utilized LSB. For hiding data so they demonstrated LSB strategy is the most suggested than
alternate techniques that require filtering and masking.

In 2010, LSB substitution and on four pixel differencing for gray level images a novel steno-
graphic strategy was proposed by Ould Medeniand and El Mamoun Souidi [9]. In the most
piece of the pixel where K is chosen by the quantity of one for hiding the secrete data into the
every pixel they utilized K-bit LSB substitution technique. For the PSNR measure this strategy
gave best values, which imply that there were no enormous distinction between the stegno and
original image.

To execute a strong dynamic technique for data hiding to make stegnalysis a convoluted
undertaking and additionally to enhance the capacity of the secret data assignment they tried
in view of PVD and LSB substitution a data hiding strategy was proposed by Mahjabin et al.
[10] in 2012. dynamic embedding and efficient algorithm was proposed with an imperceptible
visual quality here that not just shrouds secret data and capacity expanded for the attackers yet
in addition make mystery code breaking a decent irritation. Lower image degradation and an
increased embedding capacity accomplished this strategy with enhanced security when
contrasted with the substitution technique LSB and a few data hiding existing strategy.

In 2012 in RGB lossless images for hiding text messages an enhanced stenography approach
was proposed by Ankit Chaudhary and JaJdeep Vasavada [11]. Inside specific image portions
by randomly appropriating the instant message over the entire image as opposed to clustering
the security level is expanded. For storing data by using all the color channels they expanded
storage capacity and giving the compression of source text message. For hiding the message by
changing just a single rent critical piece per color channel the degradation of the images can be
limited, in the original image causing a next to no change. In this way, while acquiring minimal
quality degradation this strategy enhanced the capacity and expanded the security level.

In 2012 for video stenography a secured has based LSB technique was proposed by Dasgupta
and Mandaland Paramartha Dutta [12]. To disguise the nearness of sensitive data paying little
heed to its arrangement in spatial domain this system uses cover video files. With LSB tech-
nique in the wake of looking at the proposed technique it is discovered that the execution
examination of proposed technique is quite reassuring. In multiple frames as the message can
be embedded in video stenography the upside of this technique is that the span of the message
does not make a difference.
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To recover the hidden information and in computer video file to hide data containing content a
strategy was proposed by Bodhak and Gunjal [13] in 2012. Utilizing DCT and LSB Modifica-
tion strategy in a video file such that the video does not lose its functionality by embedding the
text file this can be outlined. The imperceptible modification is connected by this strategy. To
identify hidden information to an eavesdropper’s failure this proposed strategy strives for
high security.

In 2012 in light of Huffman encoding for image stenography a novel method was proposed by
RigDas and Themrichon Tuithung [14]. By adjusting the least significant bit (LSB) of each of
the pixel’s powers of cover image over the secret image/message before implanting and each
piece of Huffman code of mystery Image/message is inserted inside the cover image the
Huffman encoding is performed. The measure of the Huffman table and Huffman encoded
bit stream are installed inside the image cover, to the beneficiary so that the stego-image moves
toward becoming independent data.

In a spectrum (change) area of a digital medium (video, audio and image) the issue of
separating indiscriminately data embedded over a wide band was considered by Li et al.
[15] in 2013. In HOSTS by means of multicarrier spread-spectrum embedding to look for
obscure data hidden we build up a novel multicarrier/signature iterative generalized least
squares (M-IGLS) center strategy. Nor the embedding transporters neither the original host
is accepted accessible.

3. Proposed methodology

3.1. Assumptions based steganography for motion vector

i. In the event that the stego noise is encrypted or encoded before embedding to be inde-
pendent of Vk,l the stego noise ηk,l is expected and of each other, which is a sensible
supposition.

ii. From the compressed video MV values directly acquired are locally optimal, which
implies hiding information on MVs will move the local optimal MVs to non-optimal.

3.2. Based steganalysis MV value add-or-subtract-one

By steganography to break down the impact created on MVs the add-or-subtract-one (AOSO)
operation is then exhibited, trailed by the extraction of new feature AoSo. The universal
applicability of AoSo feature is broke down contrasted with existing highlights at long last.

Inter-MB coding generic structure is appeared in Figure 4. Inter-MB coding was presented by
distortion that is spoken to by the contrast between recreated MB and current MB, and is
principally because of truncation and quantization. With the Laplacian probability density
function (PDF) since the dispersion of the 2D-DCT coefficients of PE can be roughly demon-
strated as
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f y yð Þ ¼ α exp �α yj jð Þ
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Where distribution of parameter is represented as α, with the accuracy of the motion estima-
tion and it is mainly correlated. To get the coefficients y are then quantized
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Where Q is the quantization step and i is an integer. The probability of the quantized coeffi-
cients can be calculated by

Pi ¼
ðiþ1
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i-12ð Þ
f y yð Þdy (6)

Thus the PDF of the residual signal introduced by quantization is

f z Zð Þ ¼ f ~y�yj ~y�yj jð Þj (7)

and

E Z½ � ¼ tanh αQ
4

� �
α

(8)

E [ε] ∈ (0, Q/4] is positively associated with Q, and is negatively correlated. To α and Q since
the distortion of the coefficients DCT is connected, to α and Q likewise related the distortion of
the SAD. The more genuine the distortion of the SAD might be is the bigger Q is and the littler
α. At the point when motion estimation is much mistaken the worst case happen (e.g., the ME
strategy is outlandish, the video content is FAST-moving and of complex texture) and with a

Figure 4. Inter-MB coding generic structure.
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large quantization step the DCT coefficients are compressed (e.g., the video bit rate of is set too
little, or a huge incentive to a region around the quantization step is restricted).

4. Results and discussions

For lossy compressed images as quality estimation the PSNR is most usually utilized. The
original image maximal power is the ratio of PSNR and twisted image noise power. In a wide
unique range on the grounds that the powers of signals are for the most part, so it is spoken to
in the logarithmic domain (Figures 5–8).

Figure 5. IBP frames chosen for embedding.

Figure 6. Motion vectors estimated.
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The most significant difference between the error SSIM metrics and sensibility is the extraction
of structural information. The luminance we see in a scene is the result of the illumination and
the reflectance; however the structure of a protest is autonomous of the illumination. As the
objective is to extricate the structural information from objects in an image, we wish to isolate
the impact of the illumination. In other words, the structural information we consider should
be independent of the luminance and the contrast.

Figure 7. Macro block based processing.

Figure 8. Frame after embedding data.
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In diagram X and Y are input signals to be measure. First, their luminance is compared.

Second, the mean intensities are removed from each signal such that
PN
i¼1

xi ¼ 0 and
PN
i¼1

yi ¼ 0,

and the signal contrast are estimated by the standard deviations. Third, each signal is normal-
ized by dividing its standard deviation, so that the two signals being compared have both unit

Figure 9. Data embedding process in frame by frame.

Figure 10. PSNR between original image and reconstructed image.
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the reflectance; however the structure of a protest is autonomous of the illumination. As the
objective is to extricate the structural information from objects in an image, we wish to isolate
the impact of the illumination. In other words, the structural information we consider should
be independent of the luminance and the contrast.

Figure 7. Macro block based processing.

Figure 8. Frame after embedding data.
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In diagram X and Y are input signals to be measure. First, their luminance is compared.

Second, the mean intensities are removed from each signal such that
PN
i¼1

xi ¼ 0 and
PN
i¼1

yi ¼ 0,

and the signal contrast are estimated by the standard deviations. Third, each signal is normal-
ized by dividing its standard deviation, so that the two signals being compared have both unit

Figure 9. Data embedding process in frame by frame.

Figure 10. PSNR between original image and reconstructed image.
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standard deviations. Next, the structure comparison is conducted on the two normalized
signals. Finally, the three components: luminance, contrast, and structure comparison, are
combined together to yield an overall similarity measure S X;Yð Þ. Here, the comparison func-
tions should be defined such that S X;Yð Þ can satisfy the three following conditions that should
come to an image structure (Figures 9 and 10).

A. Luminance Comparison

B. Contrast Comparison

C. Structure Comparison

5. Conclusion and future scope

This paper exhibited the ME method for searching the locally optimal MV value, and addi-
tionally the proof that MV construct steganography has slight impact based on SAD. To
observe whether the actual MV is locally optimal, the operation of AoSo on MVs is employed
and how deviates the actual SAD from the locally optimal one. For steganalysis the features
based on AoSo activity are removed.

Analyzing the difference between the rated the motion value plays a crucial role that enables
us to focus on difference between the locally optimal SAD and actual SAD after adding-
or-subtracting-one operation on the motion value. Finally based on the motion vectors to
perform the classification and extraction process two features sets are been used based on the
fact that most motion vectors are locally optimal for most video codec’s to complete this process.
In the literature to conventional approaches announced the technique for proposed prevails to
meet the requirement applications and detecting the steganalysis in videos compare.
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Abstract

This chapter presents multilevel audio steganography, which describes a new model for
hidden communication in secret communication technology. At least two embedding
methods are used in such a way that the second method will use the first method as a
carrier. The proposed method has several potential benefits in hidden communication.
This method can be used to increase the level of security while transmitting the confiden-
tial information over public channels or internet and also can be used to provide two or
more information hiding solutions simultaneously. The performance of the proposed
method in terms of imperceptibility, capacity & security is measured through different
experiments.

Keywords: audio steganography, multilevel steganography, secret communication,
information security, imperceptibility, embedding capacity, discrete wavelet transform

1. Introduction

This chapter depicts multilevel audio steganography, which presents a new model for hidden
communication. In multilevel steganography, at least two embedding methods are used in
such a way that the second method may use the first method as a carrier. This approach has
several potential benefits in hidden communication. It can be used to increase the level of
security while transmitting the confidential information over public channels. It can also be used
to provide two or more information hiding solutions simultaneously. Another important benefit
is that the lower level embedding/extracting method and higher level embedding/extracting
method are interrelated in terms of functionality and this makes the hidden communication

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.81599

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 5

Multilevel Steganography to Improve Secret
Communication

Krishna Bhowal

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.81599

Provisional chapter

Multilevel Steganography to Improve Secret
Communication

Krishna Bhowal

Additional information is available at the end of the chapter

Abstract

This chapter presents multilevel audio steganography, which describes a new model for
hidden communication in secret communication technology. At least two embedding
methods are used in such a way that the second method will use the first method as a
carrier. The proposed method has several potential benefits in hidden communication.
This method can be used to increase the level of security while transmitting the confiden-
tial information over public channels or internet and also can be used to provide two or
more information hiding solutions simultaneously. The performance of the proposed
method in terms of imperceptibility, capacity & security is measured through different
experiments.

Keywords: audio steganography, multilevel steganography, secret communication,
information security, imperceptibility, embedding capacity, discrete wavelet transform

1. Introduction

This chapter depicts multilevel audio steganography, which presents a new model for hidden
communication. In multilevel steganography, at least two embedding methods are used in
such a way that the second method may use the first method as a carrier. This approach has
several potential benefits in hidden communication. It can be used to increase the level of
security while transmitting the confidential information over public channels. It can also be used
to provide two or more information hiding solutions simultaneously. Another important benefit
is that the lower level embedding/extracting method and higher level embedding/extracting
method are interrelated in terms of functionality and this makes the hidden communication

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.81599

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



harder to detect. If the cover object is interpreted by any adversary, only a decoy message or a
partial message will be obtained.

The main aim of steganography is to hide secret information in digital cover. The alteration of
the cover caused by embedding secret information remains invisible to the third party oppo-
nents. This is possible by designing an appropriate embedding algorithm and choosing a
suitable cover. Therefore, there will be no significant dissimilarity between original cover and
embedded cover. So, secret information not only is hidden inside the cover, but the fact of
the secret information communication is also hidden. Each steganographic method may be
characterized by following requirements. First, undetectability which is defined as the inability
of detecting secret information inside the embedded cover. Actually, the distortion of the
embedded cover convinces the opponent to analyze the statistical properties of the cover and
compare them to the distinguishing properties of that cover. Therefore, imperceptibility or
inaudibility is directly relational to the undetectability. Second, embedding capacity is defined
as an amount of secret information which can be transmitted using a particular algorithm per
unit of time. Third, steganographic cost, which defines the amount of alteration of the cover
caused due to the secret information embedding method. The steganographic cost depends on
the cover used as a carrier and also depends on embedding algorithm used.

For each steganographic method, there is always a trade-off between maximizing hiding
capacity and remaining secret information undetected. Therefore, a certain level of tuning
between embedding capacity and undetectability is required. If the embedding and extrac-
ting algorithm remains secret to the opponent, it can be used to transmit secret information
freely. On the other hand, if the both algorithms are known to the opponent, anybody may be
able to extract the secret information. This type of problem may be resolved by using the
different encryption algorithms appropriate for a particular application. The encryption algo-
rithm AES may be used to encrypt secret information before embedding it to the cover.
Therefore, in this case, extracted information will not be readable by the opponent. There is a
problem with this method, because the encryption key and the encrypted information are
communicated using the same embedding technique. Thus, the encryption key and the secret
information both will be revealed on successful detection. Alternatively, embedding capacity
may be reduced due to embedding of the encryption key in cover object. The multilevel
steganography was originally proposed by Al-Najjar for image steganography in [1]. The main
idea in this paper was to hide a decoy image into LSB positions of the cover and the original
secret information is embedded into the LSB positions of the decoy image.

Encryption and steganography are two general methods for hiding secret information [2–4].
Information is hidden using an encoding method that only authorized persons with the proper
key can decode it in encryption. On the other hand, steganography hides secret information
such a way that hidden information is imperceptible to the regular observer. The secret
information can be embedded directly or some transformation can be applied to it before the
embedding process. Generally, transformations include encryption, compression, transforma-
tion or a combination of digital transformation techniques. In [4], Vitaliev proposed two
methods of information hiding. In the first method, plain text is hidden into an audio signal
and in the second method; an audio file is hidden in an image object. In [5], Petitcolas et al.
presented a method where a text object is hidden into another text object. In [6], Al-Najjar et al.
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proposed a method where an audio file is embedded in an image after performing encryption
and compression. In [7], Marvel proposed a hidden communication method by hiding of an
image into another image in his Ph.D. Dissertation. In [8], Solanki presented a multimedia data
hiding technique to hide an image into a video file in his Ph.D. Dissertation.

In [9], Lou et al. proposed an information hiding technique to protect a medical information.
This paper suggests a multiple-layer data hiding technique in spatial domain. The reduced
difference expansion method is utilized to embed the bit stream in the least significant bits
(LSBs) of the expanded differences. A large amount of data is embedded in a medical image by
using this method where quality of the image is also be maintained. Moreover, the original
image can be restored after extracting the hidden data from the stego-image.

Cocktail party effect is used in audio steganography system where blind key concept is
applied to resist the attack in the system [10]. Private key on the domain of cosine discrete
transform (CDT) is used in steganographic algorithm in [11]. A new quantization technique is
used in a steganographic method and the algorithm is designed based on DCT in [12]. A DNA
structural concept is utilized in audio steganography in [13]. A novel audio steganography is
designed using ZDT in [14]. Here encryption is done using indexed based chaotic sequence.

In this chapter, multilevel audio steganography is discussed to address the above stated
problems. The proposed approach extends the concept of steganography to use it in more
general purpose.

2. Improved secret communication using multilevel audio steganography

Multilevel steganography can be categorized as per the requirement of its application. Embed-
ding capacity is the basic requirement in some of the applications where imperceptibility may
be compromised in a certain level. On the other hand, imperceptibility is the main requirement
in some of the applications where embedding capacity may be compromised in a certain level.
So, the multilevel steganography may be classified as like below:

(i) Single message multiple covers—multilevel steganography denoted as TYPE-I

A message is embedded in multiple covers using several embedding functions to increase the
level of security of the system. This approach provides better imperceptibility, but embedding
capacity may be compromised in most of the cases.

(ii) Single cover multiple messages—multilevel steganography denoted as TYPE-II

Multiple messages are embedded in a single digital cover using several related embedding
functions to increase the embedding capacity of the system. This approach provides better
embedding capacity, but imperceptibility may be compromised in most of the cases.

2.1. Methodology

In this section, TYPE-I and TYPE-II types of multilevel steganography models are discussed [15].
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2.1.1. Single message multiple covers—multilevel steganography model (TYPE-I)

Suppose, the Message is denoted as M, the Covers are denoted as Ci, the Intermediate Covers
or stego-covers are denoted as Ii. Here, the value of i depends on the level of steganography, to
be performed.

The message M is passed through the transformation Ti. The transformations may include
compression, encryption or a transforms like Discrete Cosine Transform (DCT), Fourier Trans-
form (FT) or Discrete Wavelet Transform (DWT), etc. Sometimes a combination of techniques
may be used as required by the particular application.

Message embedding and extracting operations are performed by the embedding and extracting
function pairs embed() and extract() and denoted by f and f0 respectively. The message embed-
ding function may vary to improve the steganography attributes like imperceptibility, capacity,
and robustness.

Ti = I means no transformation is applied. In the blind system, hidden information is extracted
without using cover Ci at the receiving end.

The TYPE-I multilevel steganography model (for i = 3) is presented in Figures 1 and 2.

At the sender end, in phase 1, secret message M is embedded in cover object C1 using
transformation T1 and embedding function f1 and stego-object I1 is generated. In the next
phase, stego-object I1 is hidden in another new cover object C2 using transformation T2 and

Figure 1. TYPE-I multilevel steganography model at the sender end for level = 3.

Figure 2. TYPE-I multilevel steganography model at the receiver end for level = 3.
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embedding function f2 and stego-object I2 is generated. This process is continued as per the
requirement of the application. There are three levels of embedding process is shown in
Figure 1.

At the receiver end, according to the above 2 level embedding process, in phase 1, stego-object I1
is generated from stego-object I2 and applying T0

2 transformation and f02 embedding function. In
the next phase, secret messageM is generated from stego-object I1 by applying T0

1 transformation
and f01 embedding function. There are three level of extraction process shown in Figure 2.

Example of TYPE-I: 2 level steganography

Secret message embedding process:

Level-1: for i = 1

The cover is a grayscale image (C1) and Message is a text message (M). Here, transmission T1 is
an encryption process, i.e., the secret message is encrypted using some standard encryption
algorithm. The encrypted secret message bits are embedded at the 2nd LSB position of each
pixel value of the cover image. The embedding function f1 is defined as f1 mbitð Þ ¼ C1:LSB 2ð Þ
and f1 is used to generate Intermediate cover or stego-cover I1.

Leve-2: for i = 2

In this step, the cover is an audio signal (C2) and Intermediate Cover or stego-cover is I1. I1 is
generated in the previous step and it is an embedded image. The image is converted to a bit
stream and each bit is embedded at the 1st LSB position of each audio sample of the audio
signal. Here, transformation T2 ¼ I and the embedding function f2 is defined as f2 ibitð Þ ¼
C2:LSB 1ð Þ and f2 is used to generate intermediate cover or stego-cover I2.

Secret message extraction process:

Level-2: for i = 2

The Intermediate Cover (I2) is an embedded audio signal and the embedded image bits are
extracted from the 1st LSB position of each audio sample. Here, transformation T0

2 ¼ I and the
extracting function f02 is defined as f02 ibitð Þ ¼ I2:LSB 1ð Þ and f02is used to generate intermediate
cover or stego-cover I1.

Level-1: for i = 1

The Intermediate Cover (I1) is an embedded image and the message bits are extracted from the
2nd LSB position of each pixel value of the embedded image. Here, transmission T0

1is a decryption
process of the corresponding encryption algorithm used during embedding process. The extrac-
tion function f01is defined as f01 mbitð Þ ¼ I1:LSB 2ð Þ and f01is used to generate secret message M.

2.1.2. Single cover multiple messages—multilevel steganography model (TYPE-II)

Suppose, the Cover is denoted as C, the Messages are denoted as Mi, the Intermediate Covers
or stego-covers are denoted as Ii. Here, the value of i depends on the level of steganography, to
be performed.
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2.1.1. Single message multiple covers—multilevel steganography model (TYPE-I)

Suppose, the Message is denoted as M, the Covers are denoted as Ci, the Intermediate Covers
or stego-covers are denoted as Ii. Here, the value of i depends on the level of steganography, to
be performed.
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ding function may vary to improve the steganography attributes like imperceptibility, capacity,
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without using cover Ci at the receiving end.

The TYPE-I multilevel steganography model (for i = 3) is presented in Figures 1 and 2.

At the sender end, in phase 1, secret message M is embedded in cover object C1 using
transformation T1 and embedding function f1 and stego-object I1 is generated. In the next
phase, stego-object I1 is hidden in another new cover object C2 using transformation T2 and

Figure 1. TYPE-I multilevel steganography model at the sender end for level = 3.

Figure 2. TYPE-I multilevel steganography model at the receiver end for level = 3.
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embedding function f2 and stego-object I2 is generated. This process is continued as per the
requirement of the application. There are three levels of embedding process is shown in
Figure 1.

At the receiver end, according to the above 2 level embedding process, in phase 1, stego-object I1
is generated from stego-object I2 and applying T0

2 transformation and f02 embedding function. In
the next phase, secret messageM is generated from stego-object I1 by applying T0

1 transformation
and f01 embedding function. There are three level of extraction process shown in Figure 2.

Example of TYPE-I: 2 level steganography

Secret message embedding process:

Level-1: for i = 1

The cover is a grayscale image (C1) and Message is a text message (M). Here, transmission T1 is
an encryption process, i.e., the secret message is encrypted using some standard encryption
algorithm. The encrypted secret message bits are embedded at the 2nd LSB position of each
pixel value of the cover image. The embedding function f1 is defined as f1 mbitð Þ ¼ C1:LSB 2ð Þ
and f1 is used to generate Intermediate cover or stego-cover I1.

Leve-2: for i = 2
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stream and each bit is embedded at the 1st LSB position of each audio sample of the audio
signal. Here, transformation T2 ¼ I and the embedding function f2 is defined as f2 ibitð Þ ¼
C2:LSB 1ð Þ and f2 is used to generate intermediate cover or stego-cover I2.

Secret message extraction process:

Level-2: for i = 2

The Intermediate Cover (I2) is an embedded audio signal and the embedded image bits are
extracted from the 1st LSB position of each audio sample. Here, transformation T0

2 ¼ I and the
extracting function f02 is defined as f02 ibitð Þ ¼ I2:LSB 1ð Þ and f02is used to generate intermediate
cover or stego-cover I1.

Level-1: for i = 1

The Intermediate Cover (I1) is an embedded image and the message bits are extracted from the
2nd LSB position of each pixel value of the embedded image. Here, transmission T0

1is a decryption
process of the corresponding encryption algorithm used during embedding process. The extrac-
tion function f01is defined as f01 mbitð Þ ¼ I1:LSB 2ð Þ and f01is used to generate secret message M.

2.1.2. Single cover multiple messages—multilevel steganography model (TYPE-II)

Suppose, the Cover is denoted as C, the Messages are denoted as Mi, the Intermediate Covers
or stego-covers are denoted as Ii. Here, the value of i depends on the level of steganography, to
be performed.
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The messages Mi are passed through the transformation Ti like previous section. The TYPE-II
multilevel steganography model (for i = 3) is presented in Figures 3 and 4. At the sender end,
in phase 1, secret message M1 is embedded in a cover object C using transformation T1 and
embedding function f1 and stego-object I1 is generated. In the next phase, another message M2

is hidden in stego-object I1 using transformation T2 and embedding function f2 and stego-
object I2 is generated. This process is continued as per the requirement of the application.
There are three level of embedding process as shown in Figure 3.

At the receiver end, according to the above 2 level embedding process, in phase 1, message M2

is generated from stego-object I2 by applying T0
2transformation and f02 embedding function. In

the next phase, secret message M1 is generated from stego-object I1 by applying T0
1 transfor-

mation and f01 embedding function. There are three level of extraction process shown in
Figure 4.

Example of TYPE-II: 2 level steganography

Secret message embedding process:

Level-1: for i = 1

The cover is an audio clip (C) and the two secret messages are M1 and M2. Here, transmission
T1 is Discrete Wavelet Transform (DWT) and Inverse DWT (IDWT) of the audio signal. The M1

message bits are embedded at the 2nd LSB position of each DWT coefficient of the audio
signal. The embedding function f1 is defined as f1 mbitð Þ ¼ C:LSB 2ð Þ and f1 and IDWTare used
to generate Intermediate cover or stego-cover I1.

Figure 3. TYPE-II multilevel steganography model at the sender end for level = 3.

Figure 4. TYPE-II multilevel steganography model at the receiver end for level = 3.
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Level-2: for i = 2

In this step, the cover is an Intermediate Cover or stego-cover (I1). I1 is generated in the
previous step and it is an embedded audio signal. The M2 message bits are embedded at the
1st LSB position of each audio sample of the audio signal. Here, transformation T2 ¼ I and
the embedding function f2 is defined as f2 mbitð Þ ¼ C:LSB 1ð Þ and f2 is used to generate Inter-
mediate cover or stego-cover I2.

Secret message extracting process:

Level-2: for i = 2

The Intermediate Cover (I2) is an embedded audio signal and the M2 message bits are
extracted from the 1st LSB position of each audio sample. Here, transformation T0

2 ¼ I and the
extracting function f02 is defined as f02 abitð Þ ¼ I2:LSB 1ð Þ and f02is used to generate Intermediate
cover or stego-cover I1.

Level-1: for i = 1

The Intermediate Cover (I1) is an embedded audio and the message bits are extracted from the
2nd LSB position of each DWT coefficient of the embedded audio signal. Here, transmission
T0
1is DWT and IDWT of the embedded audio signal. The extraction function f01is defined as

f01 abitð Þ ¼ I1:LSB 2ð Þand f01is used to generate secret message M1.

3. Experimental result and discussion

Proposed algorithm has been tested on 10 audio sequences from different music styles (classic,
jazz, country, pop, rock, etc.). All the Clips are 44.1 kHz sampled mono audio files, represented
by 16 bits per sample, and length of the clips ranges from 10 to 20 seconds. An image and the
all audio clips are used to test TYPE-I type of algorithm and all the audio clips are used to test
TYPE-II algorithm.

3.1. Imperceptibility test

Basic requirement is the imperceptibility in most of the applications, i.e., after hiding secret
messages in audio signals; the quality of the embedded audio signals should remain same as
original audio signals. Here, Subjective Difference Grade (SDG), Objective Difference Grade
(ODG) and Signal-to-Noise Ratio (SNR) is used to measure the imperceptibility of the pro-
posed method. The SDG and ODG listening tests use the 5-grade scale shown in Table 1.

3.1.1. Objective quality measurements

The ODG measurements of different audio clips are provided using the advanced ITU-R
BS.1387 standard [16] and are calculated using the Opera software [17] which is implemented
by maintaining ITU-R BS.1387 standard. ODG values for TYPE-I and TYPE-II approaches are
reported in Tables 2 and 3 and respectively for different types of audio signals. The ODG
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Level-2: for i = 2

In this step, the cover is an Intermediate Cover or stego-cover (I1). I1 is generated in the
previous step and it is an embedded audio signal. The M2 message bits are embedded at the
1st LSB position of each audio sample of the audio signal. Here, transformation T2 ¼ I and
the embedding function f2 is defined as f2 mbitð Þ ¼ C:LSB 1ð Þ and f2 is used to generate Inter-
mediate cover or stego-cover I2.

Secret message extracting process:

Level-2: for i = 2

The Intermediate Cover (I2) is an embedded audio signal and the M2 message bits are
extracted from the 1st LSB position of each audio sample. Here, transformation T0

2 ¼ I and the
extracting function f02 is defined as f02 abitð Þ ¼ I2:LSB 1ð Þ and f02is used to generate Intermediate
cover or stego-cover I1.

Level-1: for i = 1

The Intermediate Cover (I1) is an embedded audio and the message bits are extracted from the
2nd LSB position of each DWT coefficient of the embedded audio signal. Here, transmission
T0
1is DWT and IDWT of the embedded audio signal. The extraction function f01is defined as

f01 abitð Þ ¼ I1:LSB 2ð Þand f01is used to generate secret message M1.

3. Experimental result and discussion

Proposed algorithm has been tested on 10 audio sequences from different music styles (classic,
jazz, country, pop, rock, etc.). All the Clips are 44.1 kHz sampled mono audio files, represented
by 16 bits per sample, and length of the clips ranges from 10 to 20 seconds. An image and the
all audio clips are used to test TYPE-I type of algorithm and all the audio clips are used to test
TYPE-II algorithm.

3.1. Imperceptibility test

Basic requirement is the imperceptibility in most of the applications, i.e., after hiding secret
messages in audio signals; the quality of the embedded audio signals should remain same as
original audio signals. Here, Subjective Difference Grade (SDG), Objective Difference Grade
(ODG) and Signal-to-Noise Ratio (SNR) is used to measure the imperceptibility of the pro-
posed method. The SDG and ODG listening tests use the 5-grade scale shown in Table 1.

3.1.1. Objective quality measurements

The ODG measurements of different audio clips are provided using the advanced ITU-R
BS.1387 standard [16] and are calculated using the Opera software [17] which is implemented
by maintaining ITU-R BS.1387 standard. ODG values for TYPE-I and TYPE-II approaches are
reported in Tables 2 and 3 and respectively for different types of audio signals. The ODG
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Audio standard Subjective difference grade (SDG) Objective difference grade (ODG)

Indistinguishable 5 0.0

Distinguishable, but not aggravating 4 �1.0

Slightly aggravating 3 �2.0

Aggravating 2 �3.0

Very aggravating 1 �4.0

Table 1. Subjective and objective grades for audio quality measurement.

Audio
types

Objective difference grade
(ODG)

Subjective difference grade
(SDG)

Signal-to-noise ratio (SNR
(dB))

A1 �0.51 5.0 92.25

A2 �0.63 4.9 91.41

A3 �0.61 4.9 91.63

A4 �0.52 5.0 92.43

A5 �0.49 5.0 92.54

A6 �0.50 5.0 92.35

A7 �0.64 4.9 91.55

A8 �0.59 4.9 91.57

A9 �0.49 5.0 92.36

A10 �0.53 4.9 91.78

Table 2. ODG, SDG & SNR values for different audio clips (TYPE-I, level = 2).

Audio
types

Objective difference grade
(ODG)

Subjective difference grade
(SDG)

Signal-to-noise ratio (SNR
(dB))

A1 �0.61 4.9 90.15

A2 �0.72 4.8 89.31

A3 �0.70 4.8 88.93

A4 �0.61 4.9 90.41

A5 �0.59 4.9 90.22

A6 �0.60 4.9 90.16

A7 �0.68 4.8 89.25

A8 �0.69 4.8 89.36

A9 �0.58 4.9 90.19

A10 �0.63 4.8 89.14

Table 3. ODG, SDG & SNR values for different audio clips (TYPE-II, level = 2).
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values for TYPE-I model are �0.49 to �0.64 and the ODG values for TYPE-II model are �0.58
to �0.72.

3.1.2. Subjective quality evaluation

Subjective quality measurements [18, 19] have been performed to evaluate the imperceptibility of
our proposed data hiding scheme. The output of the subjective tests is an average of the quality
ratings called a Mean Opinion Score (MOS). SDG values for TYPE-I and TYPE-II approaches are
reported in Tables 2 and 3 respectively for different types of audio signals. The SDG values for
TYPE-I model are 4.9–5.0 and the SDG values for TYPE-II model are 4.8–4.9.

3.1.3. Signal-to-noise ratio (SNR) measurement

The signal-to-noise ratio (SNR) value is used to make the difference between the original and
embedded audio signal [20]. Normally, if the SNR value is higher than 50 dB, then the secret
data which are hidden in the audio signal are imperceptible to the human auditory system.
The SNR values for TYPE-I and TYPE-II approaches are measured using equation no. (1) and
are reported in Tables 2 and 3 respectively for different types of audio signals.

SNR ¼ 10 log 10

PN
i¼1 x

2 ið ÞPN
i¼1 x ið Þ � y ið Þ� �2 (1)

The ODG, SDG, and SNR values are evaluated for different audio signals. Here, 2 level multi-
level steganography is performed for TYPE-I and TYPE-II models. The results are presented in
Tables 2 and 3 of TYPE-I and TYPE-II models respectively. For simplicity, 10 audio clips are
denoted as A1, A2, A3, A4, A5, A6, A7, A8, A9 and A10.

3.2. Embedding capacity analysis

One of the basic requirements of the secret communication using steganography is increasing
the embedding capacity by keeping the imperceptibility in a desired level. In the proposed
system, if TYPE-I approach is followed, embedding capacity is not so much desired level,
because imperceptibility given higher priority. But, if TYPE-II approach is followed, multiple
messages may be embedded in a single cover object by designing appropriate transforms and
embedding functions.

The embedding capacity is measured by the number of bits that can be hidden into the audio
signal per unit of time. Suppose, D is the duration of the original audio clip in seconds and B is
the number of secret information bits. Now, the capacity is measured as:

Capacity ¼ B=D bps (2)

In this work, the frequency of the carrier signal is fixed, i.e., 44.1 Kz is considered. The sample
rate 44.1 kHz means 44,100 samples per second in one channel.

Multilevel Steganography to Improve Secret Communication
http://dx.doi.org/10.5772/intechopen.81599

71



Audio standard Subjective difference grade (SDG) Objective difference grade (ODG)

Indistinguishable 5 0.0

Distinguishable, but not aggravating 4 �1.0

Slightly aggravating 3 �2.0

Aggravating 2 �3.0

Very aggravating 1 �4.0

Table 1. Subjective and objective grades for audio quality measurement.

Audio
types

Objective difference grade
(ODG)

Subjective difference grade
(SDG)

Signal-to-noise ratio (SNR
(dB))

A1 �0.51 5.0 92.25

A2 �0.63 4.9 91.41

A3 �0.61 4.9 91.63

A4 �0.52 5.0 92.43

A5 �0.49 5.0 92.54

A6 �0.50 5.0 92.35

A7 �0.64 4.9 91.55

A8 �0.59 4.9 91.57

A9 �0.49 5.0 92.36

A10 �0.53 4.9 91.78

Table 2. ODG, SDG & SNR values for different audio clips (TYPE-I, level = 2).

Audio
types

Objective difference grade
(ODG)

Subjective difference grade
(SDG)

Signal-to-noise ratio (SNR
(dB))

A1 �0.61 4.9 90.15

A2 �0.72 4.8 89.31

A3 �0.70 4.8 88.93

A4 �0.61 4.9 90.41

A5 �0.59 4.9 90.22

A6 �0.60 4.9 90.16

A7 �0.68 4.8 89.25

A8 �0.69 4.8 89.36

A9 �0.58 4.9 90.19

A10 �0.63 4.8 89.14

Table 3. ODG, SDG & SNR values for different audio clips (TYPE-II, level = 2).

Digital Image and Video Watermarking and Steganography70

values for TYPE-I model are �0.49 to �0.64 and the ODG values for TYPE-II model are �0.58
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TYPE-I model are 4.9–5.0 and the SDG values for TYPE-II model are 4.8–4.9.

3.1.3. Signal-to-noise ratio (SNR) measurement

The signal-to-noise ratio (SNR) value is used to make the difference between the original and
embedded audio signal [20]. Normally, if the SNR value is higher than 50 dB, then the secret
data which are hidden in the audio signal are imperceptible to the human auditory system.
The SNR values for TYPE-I and TYPE-II approaches are measured using equation no. (1) and
are reported in Tables 2 and 3 respectively for different types of audio signals.
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The ODG, SDG, and SNR values are evaluated for different audio signals. Here, 2 level multi-
level steganography is performed for TYPE-I and TYPE-II models. The results are presented in
Tables 2 and 3 of TYPE-I and TYPE-II models respectively. For simplicity, 10 audio clips are
denoted as A1, A2, A3, A4, A5, A6, A7, A8, A9 and A10.

3.2. Embedding capacity analysis

One of the basic requirements of the secret communication using steganography is increasing
the embedding capacity by keeping the imperceptibility in a desired level. In the proposed
system, if TYPE-I approach is followed, embedding capacity is not so much desired level,
because imperceptibility given higher priority. But, if TYPE-II approach is followed, multiple
messages may be embedded in a single cover object by designing appropriate transforms and
embedding functions.

The embedding capacity is measured by the number of bits that can be hidden into the audio
signal per unit of time. Suppose, D is the duration of the original audio clip in seconds and B is
the number of secret information bits. Now, the capacity is measured as:

Capacity ¼ B=D bps (2)

In this work, the frequency of the carrier signal is fixed, i.e., 44.1 Kz is considered. The sample
rate 44.1 kHz means 44,100 samples per second in one channel.
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3.3. Security analysis

Security is another very important requirement of hidden communication using steganogra-
phy. A data hiding method is said to be secured if an adversary would not be able to detect or
modify or remove the hidden information in the embedded object. To measure the security of
the proposed technique, following scenarios may be considered:

a. The adversary has no information about the hidden information in the host object. So, the
proposed method is secure.

b. The adversary has no idea about the embedding or extracting algorithm. Therefore, the
proposed method is secure.

c. The adversary has information only about the embedding and extracting algorithm. In
this case, the adversary cannot precede the extraction operation without knowing the
actual location is used to hide information.

By minimizing the bit flipping during the embedding process is normally guaranteed that the
algorithm designed to estimate the hidden data based on statistical analysis may be effectively
disabled.

In TYPE-I approach, a message is hidden in a cover object and that stego-cover object is hidden
in another cover object, and so on. This approach increases the level of security of the system.
Again, the number of levels is used during the embedding process in multilevel steganogra-
phy is very important information at the receiving end. That means, security may be increased
by varying the number of levels during embedding process. Along with this, any of the
encryption algorithms may be used at a transformation phase of the system to increase the
security of the system.

3.4. Comparative study

In this section, a comparative study is performed with the very recent works on audio stega-
nography as well as audio watermarking proposed by different authors. Actually, impartial
comparison is very difficult, because every approach have its own characteristics and also
designed to fulfill certain basic requirement. Anyway, most of the algorithm has some common
characteristics like embedding capacity, imperceptibility etc. Here, comparisons are performed
based on embedding capacity and imperceptibility (SNR & ODG) of the system and reported
in Table 4.

The method in [21] provides a significant performance in the different properties of the data
embedding technique. The method offers moderate data hiding capacity solutions for data
hiding in audio file even though the imperceptibility in terms of SNR and ODG is below
average in some of the issues. The important achievement of this scheme is robustness against
different attacks such as echo, filtering, and noise added. The method in [23] achieves a low
embedding capacity for the three audio files considered. The imperceptibility in terms of SNR
is below average, but the imperceptibility (ODG) is moderate in this scheme. This scheme has a
good performance against compression and the maximum of BER against this is about 1%. The
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algorithms in [24, 25] offer low embedding capacity, good transparency, and reasonably
robustness against selected attacks. The scheme in [24] provides very a low data hiding rate,
high distortion, and very robust scheme, while that in [25] provides very low embedding
capacity, highly distorted signals (SNR is 30 dB), and moderate robustness against some
attacks.

The most important achievement of the proposed method is better imperceptibility in terms of
SNR and ODG with higher embedding capacity. The comparison presented in Table 4 dem-
onstrates the superiority in both capacity and imperceptibility of the proposed method with
respect to the schemes discussed in the literature. The proposed method can hide much more
information by introducing less distortion in the audio file. In brief, the proposed method
achieves higher embedding capacity if we compare it to methods with similar imperceptibility.

The data presented in Table 4 confirms that the proposed method have better performance in
terms of embedding capacity and imperceptibility.

4. Conclusion

In this chapter, two multilevel steganography models are proposed. Normally, the require-
ment of data hiding application varies from application to application. The proposed models
are designed such a way that the customization may be done as per the requirement of a
particular application. That means, number of embedding and extracting levels, number of
messages to be hidden, and number of cover objects to be used etc. are customizable. The
suggested model enhances the security level of the steganography technique in terms of
imperceptibility as well as capacity. The stego-object, usually does not seem suspicious, since
it looks similar to the original object to the general observer. An adversary may be satisfied
with the decoy as the hidden message and may not use additional tools to look further. The
authorized receivers have information about the hidden message, as well as the information
required to extract the message. Hence, it can be concluded that the proposed models
enhanced potentially more security to information hiding.

Algorithm Capacity (bps) SNR (dB) ODG

Xiang et al. [21] 2 42.8–44.4 �1.66 < ODG < �1.88

Mansour et al. [22] 4.3 29.5 Not reported

Fallahpour et al. [23] 3 k 30.55 �0.6

Fallahpour et al. [24] 2–6 k Not reported �0.6 < ODG < �1.7

Fallahpour et al. [25] 11 k 30 �0.7

Kang et al. [26] 64 30–45 �1 < ODG

Nishimura et al. [27] 8 Not reported �3 < ODG < �1

Proposed 44,100 92.54 �0.49 < ODG < �0.64

Table 4. Comparative studies among different works.
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in Table 4.

The method in [21] provides a significant performance in the different properties of the data
embedding technique. The method offers moderate data hiding capacity solutions for data
hiding in audio file even though the imperceptibility in terms of SNR and ODG is below
average in some of the issues. The important achievement of this scheme is robustness against
different attacks such as echo, filtering, and noise added. The method in [23] achieves a low
embedding capacity for the three audio files considered. The imperceptibility in terms of SNR
is below average, but the imperceptibility (ODG) is moderate in this scheme. This scheme has a
good performance against compression and the maximum of BER against this is about 1%. The
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algorithms in [24, 25] offer low embedding capacity, good transparency, and reasonably
robustness against selected attacks. The scheme in [24] provides very a low data hiding rate,
high distortion, and very robust scheme, while that in [25] provides very low embedding
capacity, highly distorted signals (SNR is 30 dB), and moderate robustness against some
attacks.

The most important achievement of the proposed method is better imperceptibility in terms of
SNR and ODG with higher embedding capacity. The comparison presented in Table 4 dem-
onstrates the superiority in both capacity and imperceptibility of the proposed method with
respect to the schemes discussed in the literature. The proposed method can hide much more
information by introducing less distortion in the audio file. In brief, the proposed method
achieves higher embedding capacity if we compare it to methods with similar imperceptibility.

The data presented in Table 4 confirms that the proposed method have better performance in
terms of embedding capacity and imperceptibility.

4. Conclusion

In this chapter, two multilevel steganography models are proposed. Normally, the require-
ment of data hiding application varies from application to application. The proposed models
are designed such a way that the customization may be done as per the requirement of a
particular application. That means, number of embedding and extracting levels, number of
messages to be hidden, and number of cover objects to be used etc. are customizable. The
suggested model enhances the security level of the steganography technique in terms of
imperceptibility as well as capacity. The stego-object, usually does not seem suspicious, since
it looks similar to the original object to the general observer. An adversary may be satisfied
with the decoy as the hidden message and may not use additional tools to look further. The
authorized receivers have information about the hidden message, as well as the information
required to extract the message. Hence, it can be concluded that the proposed models
enhanced potentially more security to information hiding.

Algorithm Capacity (bps) SNR (dB) ODG

Xiang et al. [21] 2 42.8–44.4 �1.66 < ODG < �1.88

Mansour et al. [22] 4.3 29.5 Not reported

Fallahpour et al. [23] 3 k 30.55 �0.6

Fallahpour et al. [24] 2–6 k Not reported �0.6 < ODG < �1.7

Fallahpour et al. [25] 11 k 30 �0.7

Kang et al. [26] 64 30–45 �1 < ODG

Nishimura et al. [27] 8 Not reported �3 < ODG < �1

Proposed 44,100 92.54 �0.49 < ODG < �0.64

Table 4. Comparative studies among different works.
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