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Preface

Electron paramagnetic resonance (EPR) (also called electron spin resonance) was first detect‐
ed experimentally in Kazan by Zavoisky in 1945 [1] when he succeeded in detecting a radio-
frequency absorption line from a hydrous copper chloride (CuCl2.2H2O) sample; the
resonance line was detected at a magnetic field of 4.76 mT for a frequency of 133 MHz. After
Zavoisky’s discovery of EPR, many spectrometers were built in different places in the world
and recording of EPR spectra of different materials was increased for different applications.

However, the story started earlier, when Stern and Gerlach proved that electron moment
can take only discrete orientations despite the sphericity of the atom [2]. Shortly, Uhlenbeck
and Goudsmit [3] linked the electron magnetic moment with the concept of electron spin
angular momentum. Soon after Zavoisky’s experiment, results were interpreted by Frankel
[4]. Following World War II, complete microwave systems were available at low cost, which
motivated research in the field of EPR. The first resonance spectra from organic free radicals
were reported by Pake [5].

Nowadays, EPR spectroscopy is a very wide and rich field, which has many methods and
many applications in different scientific disciplines. EPR applications extend from medicine
and biology to dating and geology, passing through a wide spectrum of chemical and physi‐
cal applications and studies.

Technologies employed for building EPR spectrometers are reflected on extreme microwave
bands (frequencies) and huge magnets leading to the feasibility to monitor very subtle de‐
tails compared to the early beginnings of EPR. The more achievements and progress in de‐
veloping equipment and systems of EPR, the more applications arise and hence more secrets
in the material under investigation can be uncovered.

In the current book, there are brief reviews of some selected topics related to EPR, highlight‐
ing in some way how far the progress on EPR has traveled since it was discovered seven
decades ago.

The achievements in EPR techniques and equipment are expected to continue in the future
to uncover more details of matters containing unpaired electrons and combining them in the
form of useful information leading to increased welfare for humanity.

Prof. Dr. Ahmed M. Maghraby
Ionizing Radiation Metrology Laboratory

National Institute of Standards (NIS)
Egypt, Giza
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1. Introduction

Electron paramagnetic resonance (EPR) is similar to the nuclear magnetic resonance (NMR)
where both of them describe the case of resonance of an atomic particle as a result of high-
frequency electromagnetic radiation absorption in the presence of external magnetic field. The
main difference is that NMR is related to nucleus, while EPR is related to the unpaired electron.

1.1. Basic concepts

The electron, as a charged rotating particle, possesses a magnetic field which makes the 
electron appears as a minute magnet [1]. In normal cases, for the unpaired electron (single 
electron), the spin energy levels are degenerate, and electrons spin randomly.

After applying an external magnetic field, spin energy levels split, and electrons spin either 
aligned to or opposite to the direction of the magnetic field. Splitting of the spin energy levels 
results in the emergence of some energy difference (ΔE); hence, electrons aligned parallel to 
the external magnetic field and occupying the lower energy level are more than those aligned 
antiparallel to the external magnetic field and occupying the upper energy level.

When incident photon energy (hv) matches the energy difference between the two energy 
levels, some electrons are excited in the upper energy level and flip their spin direction. After 
a time (t1), the relaxation time, excited electrons return to their original state emitting photons 
whose energy is equal to ΔE.

Such process is expressed by the following formula:

hν = ΔE = gBHM (1)

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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where h is Planck’s constant, v is the microwaves frequency, and g is the spectroscopic split-
ting factor: ge = 2.002319304386(20), where ge is the spectroscopic splitting factor for a free 
electron [2, 3].

B is Bohr magneton, B is the basic unit of a small magnet for an electron spin, H is the mag-
netic flux density of the external magnetic field, and M is the magnetic quantum number, M: 
M = ± ½. Figure 1 represents the process of electron spin resonance (ESR).

1.2. Spectrometer structure

A conventional continuous wave (cw) spectrometer is represented in Figure 2. The figure is 
composed of four groups: the source components, the magnet system, the detection system, 
and the modulation system. The function of the first group, the source, is to produce the 
electromagnetic radiation and holds the sample to be subjected to the incident waves. The 
source region also controls and directs the incident microwaves. The magnet system helps 
to provide the required magnetic field necessary for splitting the energy level; the field must 
be homogeneous and stable over the desired range. Both of the modulation system and the 
detection system act to amplify the received signal and to record it [3].

1.3. High-field high-frequency measurements

Usually, EPR measurements are carried out at X-band and Q-band due to the instrumental 
availability, where conventional electromagnets can provide up to 1 Tesla. However, higher 
spectral resolution needs led to the use of more advanced EPR measurements with higher 
microwave bands and more intensive magnets. Currently, there are many bands for EPR mea-
surements according to the practical requirements. Table 1 represents different microwave 
frequencies and the corresponding values for magnetic field [4, 5].

Figure 1. (A) No applied magnetic field and no spin levels splitting. (B) Energy separation of an unpaired electron spin 
under a magnetic field (Zeeman effect). (C) Flipping of spins by microwave absorption and flopping of spins within the 
spin-lattice relaxation time, T1.

Topics From EPR Research2

Figure 2. Block diagram of a typical X-band EPR spectrometer employing 100 kHz phase-sensitive detection.
(1) Automatic frequency control. (2) Microwave source power supply. (3) Microwave source (klystron or Gunn
diode). (4) Isolator. (5) Frequency counter. (6) Attenuator. (7) Terminating load. (8) Oscilloscope. (9) Detector crystal.
(10) 100 kHz signal amplifier. (11) 100 kHz signal detector. (12) Pen recorder and data bank (or computer). (13) Circular
or hybrid tee. (14) Cavity system. (15) 100 kHz modulation coils. (16) 100 kHz power amplifier. (17) 100 kHz oscillator.
(18) Resonant cavity. (19) Magnet power supply. (20) Field scan drive [3].

Waveband L S C X P K Q U V E W F D

λ/mm 300 100 75 30 20 12.5 8.5 6 4.6 4 3.2 2.7 2.1

ν/GHz 1 3 4 10 15 24 35 50 65 75 95 111 140

H/T 0.03 0.11 0.14 0.33 0.54 0.86 1.25 1.8 2.3 2.7 3.5 3.9 4.9

Table 1. Different microwave bands and the corresponding magnetic field.
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The higher the frequency is used, the more intensive magnetic field is needed to reach the 
resonance. High-field high-frequency measurements can provide more detailed spectra and 
hence more molecular information.
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Abstract

Free radicals may participate in biological processes. An enzymatic dehydrogenation 
involved free radical intermediates. The oxidations of organic molecules, although they 
are bivalent, proceed in two successive steps, the intermediate state being a free radical. 
In an attempt to correlate the action of such a variety of carcinogenic agents as sodium 
hydroxide, ultraviolet and ionizing radiations and thousands of organic compounds, a 
free radical intermediate always suggests itself. Electron paramagnetic resonance (EPR) 
has brought sufficient sensitivity and discrimination to observe free radical intermediates 
directly in many of these reactions. EPR is aided by an increased sensitivity in many cases 
and has made a much greater contribution by distinguishing among paramagnetic ions, 
odd molecules and free radicals.

Keywords: electron paramagnetic resonance (EPR), free radical, paramagnetic ion, 
oxidation, organic molecule, enzymatic dehydrogenation, carcinogenic agent

1. Introduction

Biomedical application of EPR has gained momentum in recent times. All atoms and mol-
ecules cannot be studied by EPR technique. Atoms and molecules with electronic magnetic 
moment and angular momentum can be studied with this method. Four classes of compounds 
with biological properties stand out in EPR studies:

a. odd molecules and free radicals,

b. biradicals,

c. triplet electronic states and

d. transition element ions.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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In these, single molecules and free radicals can occur biologically in the following situations: 
univalent redox reactions, enzymatic oxidizations (dehydrogenations), radiation damage and 
photosynthesis. The biomedical application of electron paramagnetic resonance (EPR) has 
been grouped together under five headings:

a. The study of free radicals in living tissue.

b. The relation between free radicals and carcinogenic activity.

c. The study of oxidation-reduction systems and enzyme interaction.

d. Photosynthesis and optical absorption studies.

e. X-irradiation of biological material.

2. The EPR study of free radicals in living tissue

The first study of free radical concentration in living tissues by EPR was conducted by 
Commoner et al. [1]. The presence of water in biological materials poses difficulties in EPR 
studies. The interaction of the large dipole moment with the microwave electric field in the 
liquid phase causes a large quenching and a Q factor decrease. This can be corrected using 
smaller samples (e.g. sample tubes of 1-mm diameter instead of the normal 5-mm diameter). 
Working with a high radiofrequency instead of microwaves region can be useful to obtain 
high sensitivity for aqueous studies. The loss due to the dipole interaction falls with a decreas-
ing frequency. At lower frequencies, a larger volume should be used to increase sensitivity. 
Such a situation is suitable for free radical concentration studies.

If the experiments are carried out in the microwave area, the loss from water can be removed 
by freezing the sample and by making the measurements at liquid nitrogen temperatures, or 
by freezing and drying the material before it is placed in the cavity. Radicals can be adversely 
affected in both methods. In this case, studies with smaller sample tubes should be preferred 
at room temperature. Commoner et al. [1] prepared their first samples by free-drying by tak-
ing them from many different tissues. Thus, the powder samples were run on an X-band EPR 
spectrometer. The first results are given in Table 1. In metabolically active tissues such as 
green leaves, liver and kidney, it was noticed that there was a higher content of free radicals. 
In addition, the free radical concentration was found to be associated with protein compo-
nents. It has also been shown by fractionation experiments that protein denaturation destroys 
the radical concentration.

According to the results obtained from studies done with ungerminated and germinated 
seeds and with leaves exposed to varying amounts of illumination, increasing the free radi-
cal concentration is associated with a high metabolic activity. For this reason, although no 
measurable free radical concentration was found in samples prepared from digitalis seeds 
before germination, a free radical concentration of 10−7 moles/g was obtained from the seeds 
obtained by the emergence of the primary root.

Topics From EPR Research6

These radical concentrations are associated with proteins, reach concentrations varying 
according to the level of metabolic activity and have the magnitudes consistent with the total 
electron-transporting content of the tissues [2].

Commoner et al. [1] identified the presence of a high free radical concentration in melanin, a pig-
mentation found in various biological tissues, Melanin formation in animals by UV or ionizing radi-
ation [3]. This is evidence that free radical production takes place with irradiation of living tissue.

3. EPR study of free radicals and carcinogenic activity

Some researchers have acknowledged that free radicals participate in carcinogenic activity 
[4, 5]. Lipkin et al. [5] suggested that the carcinogenic activities of some large ring structures, 
together with mild reductive agents, could create negative ion-free radicals. Non-carcinogenic 
hydrocarbons, such as naphthalene, have also been shown to require very strong reducing 
agents before such radicals can be formed. Electron paramagnetic resonance is a powerful 
technique to test the accuracy of these findings.

Material Radical concentration (10−8 mole/g of dry weight)

Nicotiana tabacum, leaf 65

Nicotiana tabacum, roots 10

Coleus, leaf 180

Barley, leaf 25

Digitalis, germinating seeds 10

Carrot, root 8

Beet, root 6

Rabbit, blood 25

Rabbit, muscle 20

Rabbit, brain 25

Rabbit, liver 60

Rabbit, lung 30

Rabbit, heart 35

Rabbit, kidney 55

Frog, eggs 200

Drosophila, entire 4

Table 1. Radical concentration in different tissues.
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Several experiments have recently been carried out on the radical concentration in cigarette 
smoke [6]. The arrangement in which the cigarettes are fixed to a filter pump [7] is shown 
in Figure 1. Existing active radicals remain unchanged in the frozen state in the apparatus. 
After the freezing process is done, when the tube and the contents are processed in the EPR 
spectrometer for the radical concentration measurement process, it is possible to differentiate 
between short-lived active radicals and stabilizing radicals.

The concentration of radicals obtained in the frozen smoke condensate before warming was of 
the order of 1015 free electrons per gram. It should be noted that this condensate contains large 
amounts of solid carbon dioxide and ice. On warming, the condensate separated into an aqueous 
and an organic or a tarry phase. No radical concentration at all could be detected in the aqueous 
phase, and that in the organic phase was reduced by a factor of approximately six. The radicals 
that could still be detected in the latter were found to be highly stabilized, and no diminution of 
their concentration was found after several days. It would therefore appear from these experi-
ments that the tar constituents of cigarette smoke contain about 6 × 1015 free electron/gram. Some 
of these radicals, being relatively short-lived, disappear when the condensate is warmed to 60°C 
for some minutes. The remainder, however, appears to be very stable and long-lived. It is probable 
that these stable radicals are very similar to those formed by pyrolysis of other organic matter.

These experiments therefore show that there is a relatively high concentration of both active 
and stabilized free radicals in cigarette smoke when it is first formed, and it is possible that 
either or both of these might act as carcinogenic agents. It is important to note in this connec-
tion that most bioassays in tobacco carcinogenesis have been carried out using relatively old 
condensates, and it is now evident that these will be deficient in the unstable free radicals 
initially present in the smoke.

The subject of carcinogenesis still needs to be resolved and understood. When the effects of 
various carcinogenic agents such as sodium hydroxide, ultraviolet and ionizing radiation and 

Figure 1. An apparatus for trapping cigarette smoke at low temperatures.

Topics From EPR Research8

thousands of organic compounds are examined, a free radical intermediate always plays a 
role. Although there is no direct evidence to date, smog studies and recent work by Lyons 
et al. [6] have found that soot and tobacco smoke contain highly active radicals and signaled 
possible links with lung cancer.

The concentration of stable free radicals in atmospheric soot is about 100 times larger than in 
cigarette smoke, but as with the polycyclic hydrocarbons [8], adsorption on comparatively larger 
particles and further stabilization as a result are likely to render them inaccessible to the cells. It 
is evident that a large amount of systematic work will have to be performed before the correla-
tion between free radical concentration and carcinogenic activity is established, but these initial 
experiments show that electron resonance should be of considerable help in these studies.

4. EPR study of oxidation: reduction and enzyme systems

It has already been seen that free radicals have been postulated as necessary intermediates 
in biological oxidation-reduction systems [9] and that the preliminary measurements of 
Commoner et al. [1] appear to support this hypothesis. Free radical processes have also been 
postulated as taking part in most enzyme reactions [10], and kinetic studies often show that 
chain processes are present. A large number of electron resonance studies of enzyme reactions 
are now in progress to investigate the details of these reaction mechanisms. At the time of 
writing, no detailed results on actual enzyme systems have been published, but some prelimi-
nary basic work on simpler oxidation-reduction systems has been reported.

One series of organic compounds closely related to biologically important molecules are the 
phthalocyanines. These are large planar molecules consisting of a conjugated ring system very 
similar to that of the porphyrin ring and containing either two protons or a divalent metal atom 
at the center. If these are oxidized by such agents as ceric sulfate, a two-stage oxidation process 
takes place via a transient intermediate stage which often gives the solution a markedly different 
color for a few seconds. There has been considerable speculation [11] as to whether this interme-
diate oxidation stage involved a change of valency of the central metal atom or the liberation of 
an unpaired electron in the ring system. Electron resonance studies are able to give a very direct 
answer to such a problem as this, since different valence states of the central metal atom will 
have characteristic g-values well displaced from the free-spin value, whereas a mobile electron 
in the ring system will have a narrow ‘free radical’ resonance line very close to g = 2.0.

It was found experimentally [12] that all the phthalocyanines studied had intermediate oxida-
tion states that gave a narrow resonance line with a g-value very close to that of a free spin. 
This was therefore conclusive proof that the oxidation process involved mobile electrons in 
the conjugated ring system. In some cases [12], it was possible to follow the oxidation process 
through its different stages and watch the growth and decay of the intermediate on the oscil-
loscope of the resonance spectrometer.

Another oxidation system of considerable biological importance is the oxidation of ferrihemo-
globin to its metastable state. This system has been studied in some detail [13, 14] by electron 
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resonance. The systematic analysis of these results is a good illustration of the fact that it is impor-
tant to consider all possible interactions when investigating biological systems. As in the case of 
the phthalocyanines, the oxidation intermediate will either involve an unpaired electron in the 
conjugated ring system or a change in the valency state of the central iron atom. Chemical inves-
tigations [15] give inconclusive evidence as to which of these mechanisms is actually present.

In the initial electron resonance studies [13], it was found that a strong narrow free radical 
line with a g-value of 2.0023 was obtained; methemoglobin or metmyoglobin was oxidized 
by hydrogen peroxide or periodate. By analogy with the results obtained from the phthalo-
cyanines, it was therefore assumed that the oxidation involved electron removal from the 
π-orbitals of the porphyrin ring. Furthermore detailed and systematic investigations of this 
system [14] confirmed that there is a close connection between the free radical and the per-
oxide compound, as shown by four separate sets of results. First, the formation of the free 
radical is specific for the methemoglobin peroxide reaction, since it does not occur in model 
systems such as serum albumin-Fe-H2O2 or metmyoglobin cyanide-Fe-H2O2. Secondly, the 
removal of excess peroxide by catalase does not affect the free radical. Thirdly, the amount of 
free radical is proportional to the initial concentration of metmyoglobin, under comparable 
conditions. Fourthly, the free radical is destroyed by substances reducing the peroxide com-
pound (ferrocyanide, nitrite, iodide, p-cresol).

In spite of the above conclusions, however, there are further results which show that the free 
radical cannot be identified with the peroxide compound itself. The reasons for this can be 
summarized as follows. First, the calculated concentration of free radical in most favorable case 
was only 9% of the peroxide compound. Secondly, its concentration varied widely under condi-
tions in which the amount of peroxide compound remained approximately constant. Thus, an 
increase of pH from 6 to 10 decreased the free radical concentration by 80%, while the peroxide 
compound was formed equally well at these pH values. Thirdly, the preaddition of stoichiomet-
ric quantities of ferrocyanide to the metmyoglobin before the formation of peroxide compound 
almost eliminated the free radical. Such treatment has been found [15] to remove the first oxidiz-
ing equivalent of hydrogen peroxide lost during the formation of the peroxide compound.

These experiments therefore suggest that the free radical is not the peroxide compound itself, 
but a product of oxidation by the first oxidizing equivalent, which is likely to be a hydroxyl 
radical [15]. The free radical signal is thus probably due to oxidation of part of the globin 
molecule, and although it takes place at the same time as the peroxide compound is formed, 
it is not associated directly with this oxidation mechanism. It is nevertheless of considerable 
interest as it is an example of a reversible univalent oxidation state in a biological system 
which does not involve valence changes of a transition metal. The fact that the formation 
of the actual peroxide compound involved a change in the binding of the iron atom was 
demonstrated conclusively by observing the metmyoglobin resonance at g = 6.0 [16] as oxida-
tion occurred. This resonance was found to decrease as the peroxide compound was formed, 
indicating a change from ionic to covalent binding [17] as the oxidation took place.

It may be noted in this connection that a detailed study of the different derivatives of hemoglobin 
by electron resonance not only allows the actual orbitals involved in the binding to be determined 
[17] but also gives detailed structural information on the porphyrin and histidine planes [16–20].

Topics From EPR Research10

This work on the oxidation states of hemoglobin and myoglobin indicates the necessity for 
careful systematic studies if the electron resonance spectra of these biological systems are to 
be correctly interpreted. This remark will apply with an even greater force to the catalase and 
peroxidase [14] and other complex enzyme systems that are being currently investigated.

It may be noted that a kinetic study of these enzyme reactions not only allows the variation 
of free radical concentration to be followed but also enables correlations to be made between 
this and the concentration of any paramagnetic atoms that are present. The exact role of dif-
ferent metallic ions in enzyme reactions has been a matter of speculation for some time, and in 
some cases, they are assumed to play an essential step in the oxidation-reduction mechanism, 
and in others, they appear to enter only as impurities. If the concentration of the metallic 
ions is monitored [21] at the same time as that of the free radicals, these effects can be clearly 
distinguished.

The idea that free radicals can participate in biological processes has recently been explored. It 
has been suggested by Haber and Willstatter [22] that free radical intermediates form a large 
part of the enzymatic dehydrogenations. In the single electron transfer hypothesis of biologi-
cal oxidation, most of the reactants in metabolic redox systems are double molecules. In this 
case, all the electrons in these molecules are found in pairs. Thus, it is considered that all of 
the electron transfers must be in pairs. In the two-electron transfer, certain molecules must be 
present which proceed by a one-electron step. An example of this is the process of delivering an 
electron under oxidation or reduction to metallo-organic substances of cytochrome. It has been 
suggested by Michaelis that all the oxidation of organic molecules proceeds in two successive 
stages and that free radical is an intermediate state [23]. Michaelis proved this experimentally.

Spectrophotometric kinetic studies have shown that various biologically active substances 
such as free radicals are present as intermediates between fully reduced and fully oxidized 
states. Prior to the discovery of the electron paramagnetic resonance technique, static suscep-
tibility measurements have been a direct method of detecting more than 10−6 moles of para-
magnetic molecule solution. Brill [24] has recently successfully carried out an experiment that 
can detect a 10−7 molar solution of paramagnetic molecules. However, Pauling and Coryell [25] 
gave many values for the magnetic susceptibility of hemoglobin. The hypothesis of Michaelis 
was not confirmed with complete success due to this low sensitivity. Thus, EPR has greatly 
contributed to the distinction between paramagnetic ions, odd molecules and free radicals 
through increased sensitivity.

There are many EPR studies related to non-enzymatic reduction of quinone and quinoid com-
pounds [26]. Two consecutive one-electron transfers occur in these compounds. Furthermore, 
the lifetime of paramagnetic semi-quinone radicals depends on the isomeric form which is 
compatible with the differences in oxidation potentials and pH of the solution. While the free 
radical generated by the dehydrogenation of the hydroxyl group is stabilized in the alkaline 
solution, the free radical generated by the dehydrogenation of the amino group is stabilized 
in the acid solution. The compounds which give free radical concentrations are as follows:

p-benzoquinone, o-benzoquinone, catechol, pyrogallol, gallic acid, guaiacol, arsinol, resor-
cinol, 4-ethyl resorcinol, 4-propyl resorcinol, 4-butyl resorcinol, 4-amyl resorcinol, 4-hexyl 
resorcinol, 2-nitro resorcinol, gentisic acid, homogentisic acid, polyporic acid, tocopherol, 1,5 
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solution, the free radical generated by the dehydrogenation of the amino group is stabilized 
in the acid solution. The compounds which give free radical concentrations are as follows:

p-benzoquinone, o-benzoquinone, catechol, pyrogallol, gallic acid, guaiacol, arsinol, resor-
cinol, 4-ethyl resorcinol, 4-propyl resorcinol, 4-butyl resorcinol, 4-amyl resorcinol, 4-hexyl 
resorcinol, 2-nitro resorcinol, gentisic acid, homogentisic acid, polyporic acid, tocopherol, 1,5 
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naphthalenediol, 1,4 naphthoquinone, 1,2 naphthoquinone, juglone, menedione, vitamin K1, 
vitamin E, phthiocol, anthraquinone, anthraquinone β-sulphonic acid, alizarin, carminic acid, 
phenanthrene quinone, phenolphthalein, ascorbic acid, nicotinic acid, p-phenylene diamine, p- 
aminophenol, benzidine, diacetyl, benzil, ninhydrin, riboflavin, FMN, indigo, adrenaline.

If the lifetime of the free radical intermediate such as the parabenzoquinone redox reaction 
shown in Figure 2 is short, the probability of a polymeric reaction is reduced.

Beinert [27], Commoner et al. [28] and Ehrenberg and Ludwig [29] conducted a number of 
studies on EPR studies of free radicals resulting from enzymatic oxidation-reduction reac-
tions. Beinert has shown that the EPR signals observed for flavin enzyme and fatty acyl (CoA) 
dehydrogenase are associated with the re-oxidation of the enzyme-substrate complex by 
molecular oxygen [27]. However, more studies should be done to determine whether they 
will be confronted with other double flavin enzymes. Beinert could be shown by comparison 
with optical kinetics that the radicals observed in a single flavin enzyme and cytochrome 
reductase are intermediates in the enzyme substrate reaction itself.

In enzyme chemistry, the detection of paramagnetic ions in enzymatic reactions is important. 
In this subject, EPR plays an important role. Bray et al. [30] investigated the role of molybde-
num in xanthine oxidase reactions, despite the oxidation state; Malmstrom et al. [31] investi-
gated the role of Mn++ in enolase reactions; Malmstrom et al. [32] investigated the role of Cu++ 
in laccase; Beinert and Sands [33] investigated the role of Cu++ in cytochrome oxidase and the 
role of Fe++ in cytochrome-reductase [34]. In addition, after all the iron reduction (28 per cent), 
Beinert and Sands [33] showed that no free radical signal reduced by DPNH was produced. 
Because DPN shows a reaction sequence in which the electron flow sequence progresses in 
the form of substrate→flavin→iron. The answer to whether or not the iron is in contact with 
other electron receivers can only give EPR.

5. EPR studies on photosynthesis and optical absorption

The free radicals play an important role in photosynthesis, and it had been proposed previously 
that the excitation of chlorophyll during photosynthesis involved mono- [9] or bi-radical [35]  

Figure 2. Quinone-hydroquinone redox reaction.
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formation. In the initial experiments [1], the leaves were lyophilized before insertion into the 
cavity, and hence kinetic studies on the specimens were not possible. In a more recent series of 
experiments, however, Commoner, Heise and Townsend [36] were able to study aqueous sus-
pensions of chloroplasts, in situ in the cavity, under different conditions of illumination. This 
was achieved by the use of very small specimen tubes in conjunction with a high-sensitivity 
100-kc/s field modulation spectrometer.

The chloroplasts, which are known to be responsible for the essential steps of photosynthesis 
[35], were prepared from leaves of Nicotiana tabacum by gentle hand maceration in an ice bath 
in a buffer solution of pH 8. After filtration and centrifugation, the chloroplasts were resus-
pended in 55% sucrose and stored in the cold. The spectrometer employed a reflection-type 
cavity and had a 2-mm diameter hole in the shorting end through which the light from a car 
headlamp was focused. In this way, the free radical concentration in the chloroplast suspen-
sion could be studied under different conditions of illumination, and the rate of growth and 
decay was measured accurately.

It was found that there was only a very small radical concentration in the absence of any 
illumination, but that this increased by about sixfold as soon as the 50 c.p. headlamp was 
switched on. Rapid tracing of the signal enabled an accurate plot of the growth of radical 
concentration to be obtained. It was found that the concentration rose exponentially to a 
steady value after the onset of illumination with an exponential time constant of 12 s. The 
decay of radical concentration when the lamp was switched off was also of an exponential 
form, but with a somewhat longer constant of 45 s. These results show conclusively that 
a steady-state radical concentration was being measured and not a system of trapped or 
stabilized radicals.

The variation of radical concentration with intensity and the wavelength of the incident 
illumination were also studied [36]. The concentration was found to rise with an increas-
ing intensity but reached a saturation value at high levels, and this is also true of the pho-
tosynthetic activity of both chloroplasts and whole cells. It was also shown that the free 
radical concentration was produced by the same wavelength range 4000–7000 Å, which is 
responsible for photosynthesis. These experiments therefore provide conclusive evidence 
that one-electron intermediates with unstable molecular configurations are produced during 
photosynthetic reactions.

Further measurements on illuminated chloroplasts were then made by Sogo et al. [37]. In 
particular, they studied the variation of radical rise and decay time with the temperature 
of the specimen. Their results are summarized in Table 2, and the most striking feature of 
these results is that the signal growth time is approximately the same when the chloroplasts 
are frozen at −140°C as when they are at room temperature. This fact would appear to rule 
out the ordinary enzymatic oxidation-reduction reactions as the free radical intermediates in 
photosynthesis. The longer decay time at −140°C also suggests that excitation to the triplet 
state is not responsible for the observed signal, and it is unlikely that this would be observed 
in any case. It would therefore seem that the intermediate associated with photosynthesis is 
some form of electron produced by a dissociated bond or trapped in a quasi-crystalline lat-
tice. It is noticeable [37] in this connection that the lines at room temperature show evidence 
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formation. In the initial experiments [1], the leaves were lyophilized before insertion into the 
cavity, and hence kinetic studies on the specimens were not possible. In a more recent series of 
experiments, however, Commoner, Heise and Townsend [36] were able to study aqueous sus-
pensions of chloroplasts, in situ in the cavity, under different conditions of illumination. This 
was achieved by the use of very small specimen tubes in conjunction with a high-sensitivity 
100-kc/s field modulation spectrometer.

The chloroplasts, which are known to be responsible for the essential steps of photosynthesis 
[35], were prepared from leaves of Nicotiana tabacum by gentle hand maceration in an ice bath 
in a buffer solution of pH 8. After filtration and centrifugation, the chloroplasts were resus-
pended in 55% sucrose and stored in the cold. The spectrometer employed a reflection-type 
cavity and had a 2-mm diameter hole in the shorting end through which the light from a car 
headlamp was focused. In this way, the free radical concentration in the chloroplast suspen-
sion could be studied under different conditions of illumination, and the rate of growth and 
decay was measured accurately.

It was found that there was only a very small radical concentration in the absence of any 
illumination, but that this increased by about sixfold as soon as the 50 c.p. headlamp was 
switched on. Rapid tracing of the signal enabled an accurate plot of the growth of radical 
concentration to be obtained. It was found that the concentration rose exponentially to a 
steady value after the onset of illumination with an exponential time constant of 12 s. The 
decay of radical concentration when the lamp was switched off was also of an exponential 
form, but with a somewhat longer constant of 45 s. These results show conclusively that 
a steady-state radical concentration was being measured and not a system of trapped or 
stabilized radicals.

The variation of radical concentration with intensity and the wavelength of the incident 
illumination were also studied [36]. The concentration was found to rise with an increas-
ing intensity but reached a saturation value at high levels, and this is also true of the pho-
tosynthetic activity of both chloroplasts and whole cells. It was also shown that the free 
radical concentration was produced by the same wavelength range 4000–7000 Å, which is 
responsible for photosynthesis. These experiments therefore provide conclusive evidence 
that one-electron intermediates with unstable molecular configurations are produced during 
photosynthetic reactions.

Further measurements on illuminated chloroplasts were then made by Sogo et al. [37]. In 
particular, they studied the variation of radical rise and decay time with the temperature 
of the specimen. Their results are summarized in Table 2, and the most striking feature of 
these results is that the signal growth time is approximately the same when the chloroplasts 
are frozen at −140°C as when they are at room temperature. This fact would appear to rule 
out the ordinary enzymatic oxidation-reduction reactions as the free radical intermediates in 
photosynthesis. The longer decay time at −140°C also suggests that excitation to the triplet 
state is not responsible for the observed signal, and it is unlikely that this would be observed 
in any case. It would therefore seem that the intermediate associated with photosynthesis is 
some form of electron produced by a dissociated bond or trapped in a quasi-crystalline lat-
tice. It is noticeable [37] in this connection that the lines at room temperature show evidence 
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of exchange narrowing, but are wider at the lower temperatures, indicating a reduced mobil-
ity of the unpaired electrons.

Tollin and Calvin [38] have also performed detailed studies of the luminescence of similar 
chloroplast samples and have correlated these results with the electron resonance measure-
ments. As a result of this, it would appear that the hypothesis of electron trapping and the pro-
duction of holes is the most plausible theory of photosynthetic reaction. This semi-conductor  
theory of chloroplast action has been proposed by several investigators [39, 40] and is also 
supported by glow-curve and resistance measurements [40]. In this theory, the luminescence 
that occurs immediately after illumination ceases will be largely due to radiative recombina-
tion of nearly free electrons and holes. Following this, the thermal excitation of electrons and 
holes from the shallowest traps will produce further emission, and the decay constant will 
be a function of the trap depth and the temperature. The close correlation of the lumines-
cence and electron resonance is explained in this way, and also the much longer decay times 
obtained at low temperatures, when the thermal excitation energy is much smaller while the 
trap depth remains more or less the same.

These initial electron resonance studies of photosynthesis are only of a preliminary nature, 
however, and the interpretation of the results must still be considered as somewhat specula-
tive. They do illustrate very well, however, the kind of information that can be obtained, and 
the technique should prove to be a very powerful complement to all the normal luminescence 
and phosphorescence studies.

Photosynthesis, the biochemical process in which photoenergy transforms into chemical 
energy, involves steps of oxidation reduction. Thus, EPR is one of the important methods that 
clarify the photosynthesis process. Calvin and Sogo [41] and Commoner et al. [28] observed 
light-sensitive EPR signals on the chlorophyll system. Other important work in this regard 
was carried out by Sogo et al. [37] and Tollin and Calvin [38].

Substance Light intensity (quanta/
sec.)

Temperature (°C) Signal growth 
time

Signal decay time

Dried leaves 1015 25 Minutes Hours

Dried whole chloroplasts 1015 25 Minutes Hours

60 Seconds Seconds

Wet whole chloroplast 1015 25 Seconds 1 minute

−140 Seconds Hours

Wet small chloroplast 
fragments

1015 25 Seconds Minutes

Wet large chloroplast 
fragments

1015 24 30 s 30 s

1016 25 6 s 30 s

1016 −140 10 s Hours

Table 2. Growth and decay time of radical concentration in photosynthesis material.
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6. EPR study of X-irradiation of biological material

A study of the breakdown processes that occur in living tissue as a result of X- or γ-ray 
irradiation is one of the most important problems in modern medical physics. Electron 
resonance is one of the most direct and sensitive methods of investigation in this particular 
field, and the initial results have already shown that a large variety of different spectra can 
be obtained from different specimens. The energy of the incident quanta is not only great 
enough to break a very large number of different bonds but the secondary radical and non-
radical species can also produce further change in the cell structure. Thus, most biological 
specimens contain a large percentage of water, and it is known that the OH˙ radicals formed 
in this by primary photolysis will combine and produce relatively high concentrations of 
hydrogen peroxide. This is very toxic for a large number of cellular reactions and may eas-
ily produce breakdown processes, the products of which can then be further attacked by 
primary or secondary radicals. Deductions of the mode of breakdown from the observed 
electron resonance spectra should therefore be made very tentatively until all possible 
mechanisms have been considered.

Electron resonance studies of this kind can be divided into two broad categories:

a. quantitative studies of free radical production as a function of radiation dosage and

b. qualitative analysis of the types of radical structure formed in the breakdown process.

In quantitative studies, it is possible to study either the dynamic concentrations which are 
formed in situ in the resonator, or the larger concentrations obtained in a solid or a viscous 
medium by a suitable trapping technique. In order to obtain dynamic concentrations of suf-
ficient intensity, it is necessary to employ very powerful radiation sources, and this often 
requires pulse techniques. The use of pulsed irradiation can also give useful additional infor-
mation. Thus, it is possible, in principle, to trigger the electron resonance spectrometer at a 
specified time delay after the irradiation pulse and hence obtain a series of measurements on 
the free radical decay between successive pulses. A high sensitivity detection with long-time 
constants is not feasible under such conditions, however, and this is another reason why high 
radiation dosages must be employed. Several laboratories are working on systems suitable for 
these quantitative dynamic studies, but to date, most information has come from the qualita-
tive analysis of the different radical structures present in the breakdown process.

The identification of different radical species from the hyperfine pattern of their electron reso-
nance spectra has been considered at some length. It was seen there that is often possible to 
pick out the presence of specific groups in the presence of other free radicals, and this method 
of analysis can now be extended to the more complex biological compounds. The results 
of Gordy et al. [40] on X-irradiated cystine and various fibrous proteins may be taken as a 
specific example of this. The electron resonance spectra of cystine, hair, nail and feather are 
obtained [42], and they are seen to be very similar. This similarity is even more striking when 
it is found that the spectra are not symmetrically placed around g = 2 and have splittings that 
vary with the strength of the external field. It would therefore appear that in each case, the 
free radicals must have an unpaired electron strongly localized on a sulfur or an oxygen atom 
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of exchange narrowing, but are wider at the lower temperatures, indicating a reduced mobil-
ity of the unpaired electrons.
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ments. As a result of this, it would appear that the hypothesis of electron trapping and the pro-
duction of holes is the most plausible theory of photosynthetic reaction. This semi-conductor  
theory of chloroplast action has been proposed by several investigators [39, 40] and is also 
supported by glow-curve and resistance measurements [40]. In this theory, the luminescence 
that occurs immediately after illumination ceases will be largely due to radiative recombina-
tion of nearly free electrons and holes. Following this, the thermal excitation of electrons and 
holes from the shallowest traps will produce further emission, and the decay constant will 
be a function of the trap depth and the temperature. The close correlation of the lumines-
cence and electron resonance is explained in this way, and also the much longer decay times 
obtained at low temperatures, when the thermal excitation energy is much smaller while the 
trap depth remains more or less the same.

These initial electron resonance studies of photosynthesis are only of a preliminary nature, 
however, and the interpretation of the results must still be considered as somewhat specula-
tive. They do illustrate very well, however, the kind of information that can be obtained, and 
the technique should prove to be a very powerful complement to all the normal luminescence 
and phosphorescence studies.

Photosynthesis, the biochemical process in which photoenergy transforms into chemical 
energy, involves steps of oxidation reduction. Thus, EPR is one of the important methods that 
clarify the photosynthesis process. Calvin and Sogo [41] and Commoner et al. [28] observed 
light-sensitive EPR signals on the chlorophyll system. Other important work in this regard 
was carried out by Sogo et al. [37] and Tollin and Calvin [38].
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ily produce breakdown processes, the products of which can then be further attacked by 
primary or secondary radicals. Deductions of the mode of breakdown from the observed 
electron resonance spectra should therefore be made very tentatively until all possible 
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ficient intensity, it is necessary to employ very powerful radiation sources, and this often 
requires pulse techniques. The use of pulsed irradiation can also give useful additional infor-
mation. Thus, it is possible, in principle, to trigger the electron resonance spectrometer at a 
specified time delay after the irradiation pulse and hence obtain a series of measurements on 
the free radical decay between successive pulses. A high sensitivity detection with long-time 
constants is not feasible under such conditions, however, and this is another reason why high 
radiation dosages must be employed. Several laboratories are working on systems suitable for 
these quantitative dynamic studies, but to date, most information has come from the qualita-
tive analysis of the different radical structures present in the breakdown process.

The identification of different radical species from the hyperfine pattern of their electron reso-
nance spectra has been considered at some length. It was seen there that is often possible to 
pick out the presence of specific groups in the presence of other free radicals, and this method 
of analysis can now be extended to the more complex biological compounds. The results 
of Gordy et al. [40] on X-irradiated cystine and various fibrous proteins may be taken as a 
specific example of this. The electron resonance spectra of cystine, hair, nail and feather are 
obtained [42], and they are seen to be very similar. This similarity is even more striking when 
it is found that the spectra are not symmetrically placed around g = 2 and have splittings that 
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with an associated anisotropic g-factor. It is noticeable in this connection that the spectra are 
very similar to those obtained from frozen solutions of sulfur in oleum [42].

Gordy et al. [43] in fact explain these spectra as due to an unpaired electron localized on the 
S-S bond of the cystine. Thus, if an electron is ejected by the irradiation from some point in 
the molecule, the vacancy probably moves to the S atoms to form an additional lower energy 
three-electron bond.

There is thus now a hole shared by the two sulfur atoms through exchange of their electrons, 
and the loss of an electron from the sulfur lone pair orbitals tends to strengthen rather than 
weaken the bond in this case.

From the marked similarity of the spectra of the irradiated hair, feather and toe-nail, it 
would appear that the radicals in these proteins must also be associated with their cystine 
content. The above hypothesis also explains why only the cystine spectrum is observed 
although the cystine group is a small fraction of the total amino acid content of the protein. 
If the three-electron S▬S bond represents a lower energy state, the cystine is likely to donate 
an unpaired electron to any other ionized group formed by the irradiation. In this way, the 
two sulfur atoms of the cystine molecule act as an electron reservoir and supply electrons 
to fill vacancies at other points in the protein molecule, and such a mechanism should very 
much reduce the damage produced by the irradiation. It is therefore evident that in these 
particular cases, the electron resonance spectra have not only shown that the cystine type 
grouping is present in these proteins, but have also indicated that the breakdown process is 
transferred to the S▬S bond, and molecular fracture is therefore not so likely to take place 
in these compounds.

These results indicate the type of reasoning that is used when deducing radiation effects from 
resonance spectra of complex molecules. Another example is given by the spectra observed 
from irradiated glycylglycine, silk, cattle hide and fish scale [43]. A symmetrical doublet with 
a frequency-independent splitting of 12 gauss is obtained in all of these cases. This is attrib-
uted to the direct dipole-dipole interaction between the hydrogen bonding proton and the 
unpaired electron localized on an oxygen atom of the adjacent polypeptide chain.

This method of analysis by ‘correlation of similar spectra’ will have to be employed in most 
of the biological studies in the immediate future. The conclusions deduced in this way must 
be considered as tentative and often as just one possible explanation among several others. As 
further results are obtained, however, a greater background of information will be built up on 
the most likely type of hyperfine interaction present in any particular system.

Gordy et al. [44, 45] have started a series of measurements on the electron resonance spectra 
observed from various X-irradiated proteins, to try and build up some systematic data for this 
purpose. With this in mind, the simpler peptide and polypeptides were studied first [44], so 
that their spectra could then be compared with those obtained from the more complex proteins. 
These investigations included X-irradiated glycylglycylglycine, DL-alanyl-DL-alanine, acetyl-
DL-alanine, glycyl-DL-valine, acetyl-DL-leucine, and DL-alanylglycylglycine. The electron  
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resonance spectra of the more complex proteins such as histone, insulin, hemoglobin and 
albumin were then investigated [45] and compared with those of the simpler proteins. It was 
found that two types of pattern were obtained in each case. One of these is very similar to that 
obtained from the irradiated cystine, and the other is a doublet similar to that obtained from 
the irradiated glycylglycine. It would therefore appear that the electron-donating power of 
the S-S bonds and the hydrogen bonding across the polypeptide chains may be general fea-
tures in most protein structures. The work is also being extended to irradiated hormones and 
vitamins [44] such as progesterone parathyroid, vitamin A, vitamin K, ascorbic acid and also 
to irradiated nucleic acids [45] such as DNA, RNA, adenosine, cytidine and inosine. These 
measurements are all of a preliminary nature at the moment, and much careful and system-
atic work will have to be done before any definite conclusions can be established. The field 
is a very wide one, however, and when sufficient systematic measurements have been made, 
some detailed information on the different mechanisms associated with irradiation damage 
should emerge.

Free radical reactions in a biological system are controlled by both pH and antioxidants. 
The effect of antioxidants on radiation damage in the biological system is a known fact. 
Contrary to this effect, it is formed by sensitizers, which are good oxidants. The best exam-
ples are O2 and quinones. In addition, various organic compounds can form active free 
radicals after reduction. An experiment showing free radical production as a secondary 
process in radiation damage can be summarized as follows: water and a mixture of 3% 
alcohol-riboflavin were reduced to 10−5 M riboflavin by ethyl alcohol radicals, resulting 
from OH and H radicals generated by 650 kV X-rays. This experiment was performed by 
Gordy et al. [43]. Information on the level of antioxidant can be obtained by titrating against 
a standard free radical solution and using EPR. Quantitative determinations of reduced free 
radical and therefore antioxidant concentrations are described by Blois et al. [46]. At this 
point, it is necessary to make more detailed studies on the clinical applications of EPR. EPR 
spectroscopy allows the observation of free radical intermediates in vivo. Commoner et al. 
[1] performed the first experiments with lyophilized samples. EPR studies were carried 
out for samples such as yeast, blood, rabbit organs, germinated digitalis seeds and barley 
leaves [47]. In the EPR spectrum of whole human blood, partial conversion of hemoglobin 
to methemoglobin was observed, and physical damage to both molecules was observed by 
lyophilization. In addition, a free radical signal associated with the breakdown of porphy-
rin ring structures of hemoglobin was recorded.

Electron paramagnetic resonance (EPR) spectroscopy is the most reliable technique for rela-
tionship between reactive oxygen species and disease (or aging), the measurement of bio-
logical free radicals and redox states. It has been used in vitro to measure oxygen radicals 
such as hydroxyl radical and superoxide anion radical in combination with the spin-trapping 
technique [48]. The measurement of EPR is nondestructive and is unaffected by the turbidity 
of the sample, so people are interested in using EPR for the in vivo measurement of biological 
radicals. However, there are difficulties with this. First, steady concentrations of biological 
radicals are too low to detect directly with EPR spectroscopy during their very short half-life. 
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with an associated anisotropic g-factor. It is noticeable in this connection that the spectra are 
very similar to those obtained from frozen solutions of sulfur in oleum [42].

Gordy et al. [43] in fact explain these spectra as due to an unpaired electron localized on the 
S-S bond of the cystine. Thus, if an electron is ejected by the irradiation from some point in 
the molecule, the vacancy probably moves to the S atoms to form an additional lower energy 
three-electron bond.

There is thus now a hole shared by the two sulfur atoms through exchange of their electrons, 
and the loss of an electron from the sulfur lone pair orbitals tends to strengthen rather than 
weaken the bond in this case.

From the marked similarity of the spectra of the irradiated hair, feather and toe-nail, it 
would appear that the radicals in these proteins must also be associated with their cystine 
content. The above hypothesis also explains why only the cystine spectrum is observed 
although the cystine group is a small fraction of the total amino acid content of the protein. 
If the three-electron S▬S bond represents a lower energy state, the cystine is likely to donate 
an unpaired electron to any other ionized group formed by the irradiation. In this way, the 
two sulfur atoms of the cystine molecule act as an electron reservoir and supply electrons 
to fill vacancies at other points in the protein molecule, and such a mechanism should very 
much reduce the damage produced by the irradiation. It is therefore evident that in these 
particular cases, the electron resonance spectra have not only shown that the cystine type 
grouping is present in these proteins, but have also indicated that the breakdown process is 
transferred to the S▬S bond, and molecular fracture is therefore not so likely to take place 
in these compounds.

These results indicate the type of reasoning that is used when deducing radiation effects from 
resonance spectra of complex molecules. Another example is given by the spectra observed 
from irradiated glycylglycine, silk, cattle hide and fish scale [43]. A symmetrical doublet with 
a frequency-independent splitting of 12 gauss is obtained in all of these cases. This is attrib-
uted to the direct dipole-dipole interaction between the hydrogen bonding proton and the 
unpaired electron localized on an oxygen atom of the adjacent polypeptide chain.

This method of analysis by ‘correlation of similar spectra’ will have to be employed in most 
of the biological studies in the immediate future. The conclusions deduced in this way must 
be considered as tentative and often as just one possible explanation among several others. As 
further results are obtained, however, a greater background of information will be built up on 
the most likely type of hyperfine interaction present in any particular system.

Gordy et al. [44, 45] have started a series of measurements on the electron resonance spectra 
observed from various X-irradiated proteins, to try and build up some systematic data for this 
purpose. With this in mind, the simpler peptide and polypeptides were studied first [44], so 
that their spectra could then be compared with those obtained from the more complex proteins. 
These investigations included X-irradiated glycylglycylglycine, DL-alanyl-DL-alanine, acetyl-
DL-alanine, glycyl-DL-valine, acetyl-DL-leucine, and DL-alanylglycylglycine. The electron  
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resonance spectra of the more complex proteins such as histone, insulin, hemoglobin and 
albumin were then investigated [45] and compared with those of the simpler proteins. It was 
found that two types of pattern were obtained in each case. One of these is very similar to that 
obtained from the irradiated cystine, and the other is a doublet similar to that obtained from 
the irradiated glycylglycine. It would therefore appear that the electron-donating power of 
the S-S bonds and the hydrogen bonding across the polypeptide chains may be general fea-
tures in most protein structures. The work is also being extended to irradiated hormones and 
vitamins [44] such as progesterone parathyroid, vitamin A, vitamin K, ascorbic acid and also 
to irradiated nucleic acids [45] such as DNA, RNA, adenosine, cytidine and inosine. These 
measurements are all of a preliminary nature at the moment, and much careful and system-
atic work will have to be done before any definite conclusions can be established. The field 
is a very wide one, however, and when sufficient systematic measurements have been made, 
some detailed information on the different mechanisms associated with irradiation damage 
should emerge.

Free radical reactions in a biological system are controlled by both pH and antioxidants. 
The effect of antioxidants on radiation damage in the biological system is a known fact. 
Contrary to this effect, it is formed by sensitizers, which are good oxidants. The best exam-
ples are O2 and quinones. In addition, various organic compounds can form active free 
radicals after reduction. An experiment showing free radical production as a secondary 
process in radiation damage can be summarized as follows: water and a mixture of 3% 
alcohol-riboflavin were reduced to 10−5 M riboflavin by ethyl alcohol radicals, resulting 
from OH and H radicals generated by 650 kV X-rays. This experiment was performed by 
Gordy et al. [43]. Information on the level of antioxidant can be obtained by titrating against 
a standard free radical solution and using EPR. Quantitative determinations of reduced free 
radical and therefore antioxidant concentrations are described by Blois et al. [46]. At this 
point, it is necessary to make more detailed studies on the clinical applications of EPR. EPR 
spectroscopy allows the observation of free radical intermediates in vivo. Commoner et al. 
[1] performed the first experiments with lyophilized samples. EPR studies were carried 
out for samples such as yeast, blood, rabbit organs, germinated digitalis seeds and barley 
leaves [47]. In the EPR spectrum of whole human blood, partial conversion of hemoglobin 
to methemoglobin was observed, and physical damage to both molecules was observed by 
lyophilization. In addition, a free radical signal associated with the breakdown of porphy-
rin ring structures of hemoglobin was recorded.

Electron paramagnetic resonance (EPR) spectroscopy is the most reliable technique for rela-
tionship between reactive oxygen species and disease (or aging), the measurement of bio-
logical free radicals and redox states. It has been used in vitro to measure oxygen radicals 
such as hydroxyl radical and superoxide anion radical in combination with the spin-trapping 
technique [48]. The measurement of EPR is nondestructive and is unaffected by the turbidity 
of the sample, so people are interested in using EPR for the in vivo measurement of biological 
radicals. However, there are difficulties with this. First, steady concentrations of biological 
radicals are too low to detect directly with EPR spectroscopy during their very short half-life. 
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Figure 4. EPR spectrum of the γ-irradiated single crystal of 2-thiothymine.

Second, water in the body of the animal causes dielectric loss of the electromagnetic waves 
used for EPR measurement [49].

EPR spectra of some biological samples are shown in Figure 3 [50] and Figure 4 [51].

7. Conclusion

Free radicals play a role in biological oxidation-reduction reactions, radiation damage, 
photosynthesis and carcinogenesis. Electron paramagnetic resonance is a very good tech-
nique to directly observe free radical intermediates in most of these reactions. In particu-
lar, there are many environmental factors that affect human life. It is inevitable that this 
technique is guiding in discussing the effects of these factors and taking various measures 
accordingly.

Figure 3. EPR spectrum of whole blood of healthy person contains the signals from Cu2+ in ceruloplasmin (g = 2.05), high 
spin Fe3+ in transferrin (g = 4.14), high spin Fe3+ in methemoglobin (g = 5.85), low-spin ferriheme complex (g = 2.21) and 
cytochrome (g = 3.03). Spectrum recorded at 170 K.
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Abstract

Electron paramagnetic resonance (EPR) is a powerful spectroscopic technique, perfectly
suited for determining magnetic anisotropy terms in spin Hamiltonians. Although solid
foundations of the EPR theory were established by Kubo and Tomita (KT) more than half
a century ago, especially in the last couple of decades, we have witnessed a rapid progress
in the field due to the occurrence of enhanced computational capabilities. In this chapter,
we overview this progress by summarizing the basic concepts of EPR in exchange-
coupled systems. The review builds upon the standard KT theory and the exchange
narrowing picture, which is however only suitable at high enough temperatures and for
systems with dimensionality exceeding one. We also summarize the predictions of more
modern approaches, including exact calculations on finite spin clusters, the Oshikawa-
Affleck effective-field theory for 1D systems, and the recently developed EPR-moments
approach. Many illuminating examples of the applicability of different approaches are
also provided.

Keywords: EPR, ESR, EMR, Kubo-Tomita theory, exact diagonalization, Oshikawa-
Affleck effective-field theory, EPR moments, exchange-coupled spin systems, magnetic
anisotropy, Dzyaloshinskii-Moriya interaction, anisotropic exchange, single-ion
anisotropy

1. Introduction

Since the pioneering demonstration of the electron paramagnetic resonance phenomenon in
solids and liquids in 1944 by Zavoisky [1–3], EPR has become a well-established and broadly
spread spectroscopic technique. Although the main principle of detecting microwave absorp-
tion by electronic magnetic moments at a fixed frequency and a sweeping applied magnetic
fields has not changes from early days, the method has become one of the most sensitive local
probes of magnetism.
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Abstract

Electron paramagnetic resonance (EPR) is a powerful spectroscopic technique, perfectly
suited for determining magnetic anisotropy terms in spin Hamiltonians. Although solid
foundations of the EPR theory were established by Kubo and Tomita (KT) more than half
a century ago, especially in the last couple of decades, we have witnessed a rapid progress
in the field due to the occurrence of enhanced computational capabilities. In this chapter,
we overview this progress by summarizing the basic concepts of EPR in exchange-
coupled systems. The review builds upon the standard KT theory and the exchange
narrowing picture, which is however only suitable at high enough temperatures and for
systems with dimensionality exceeding one. We also summarize the predictions of more
modern approaches, including exact calculations on finite spin clusters, the Oshikawa-
Affleck effective-field theory for 1D systems, and the recently developed EPR-moments
approach. Many illuminating examples of the applicability of different approaches are
also provided.

Keywords: EPR, ESR, EMR, Kubo-Tomita theory, exact diagonalization, Oshikawa-
Affleck effective-field theory, EPR moments, exchange-coupled spin systems, magnetic
anisotropy, Dzyaloshinskii-Moriya interaction, anisotropic exchange, single-ion
anisotropy

1. Introduction

Since the pioneering demonstration of the electron paramagnetic resonance phenomenon in
solids and liquids in 1944 by Zavoisky [1–3], EPR has become a well-established and broadly
spread spectroscopic technique. Although the main principle of detecting microwave absorp-
tion by electronic magnetic moments at a fixed frequency and a sweeping applied magnetic
fields has not changes from early days, the method has become one of the most sensitive local
probes of magnetism.
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The term electron paramagnetic resonance in a narrow sense applies to paramagnetic
compounds containing transition-metal or rare-earth elements with incomplete inner
shells, hence possessing paramagnetic electron moments. In a broader sense, the general
term electron magnetic resonance (EMR) stands for magnetic resonance absorption exper-
iments performed on an ensemble of magnetic moments corresponding to localized or
itinerant electrons. In addition to paramagnets, EMR thus also covers absorption phenom-
ena in ordinary metals and magnetically ordered systems, as well as absorption by imper-
fections in insulators and semiconductors, which may trap electrons or holes. In literature,
also the term electron spin resonance (ESR) is often encountered. This is usually reserved
for cases when the magnetic moment originates primarily from the spin momentum of the
electron, like in iron-group metals where the orbital moment of the electron is usually
quenched.

The EPR technique provides superior insight into magnetic properties of a particular sample
compared to more conventional bulk magnetic techniques, e.g., bulk-magnetization or
magnetic-torque measurements. A particular EPR experiment can provide information that
help in characterization of local magnetic and electrostatic environments of a magnetic
moment, as well as information about development of magnetic correlations and fluctua-
tions [4–6]. The experiment can also help to determine magnetic coupling with other elec-
tronic and nuclear moments, etc. Due to these diverse and detailed information, EPR has
earned reputation in various fields of science. Traditionally, it was in the domain of solid-
state physics and chemistry, but lately it has become indispensable also in bio-oriented
sciences and medical applications. Moreover, it has been recently highlighted for its strength
in detecting unconventional magnetic phenomena, such as edge states in topological insula-
tors [7], spinon excitations in spin liquids [8], and spin-nematic states [9].

For a general introduction to EPR the reader is advised to turn to one of many very good EPR
monographs and reviews, like the Abragam and Bleaney “Electron Paramagnetic Resonance
of Transition Ions” [4], the Pilbrow “Transition Ion Paramagnetic Resonance” [5], or the more
recent Weil and Bolton “Electron Paramagnetic Resonance: Elementary Theory and Practical
Applications” [6]. The purpose of this chapter is to review a specific problem of EPR in
exchange coupled systems. This problem is particularly difficult to treat due to complications
induced by the exchange interaction between neighboring moments. These interactions dra-
matically affect the way the moments respond to the external magnetic fields. In order to
model this response properly, the use of modern theoretical concepts and advanced experi-
mental approaches is required. These are review in this chapter.

The outline of the chapter is the following. We will start with a general overview of the
Kubo-Tomita EPR theory (Section 2), which will first require the introduction of the spin-
Hamiltonian concept. We will pay special attention to the exchange-narrowing limit, which
is generally applicable to strongly-exchange-coupled spin systems. Next, a few successful
applications of the KT theory will be demonstrated in Section 3. In Section 4, limitations of
the KT approach will be summarized. Different approaches that can overcome these limita-
tions and their specific applications will also be given. The concluding Section 5 will sum-
marize this chapter.
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2. KT theory of EPR in exchange-coupled systems

Dense magnetic insulators, i.e., systems that do not conduct electric current and where mag-
netic moments are localized at well-defined crystallographic sites (usually occupied by transi-
tion metals or rare earths), represent one of the major fields of research in condensed matter,
where EPR is particularly powerful [10]. In this chapter, we shall focus on systems that are
strongly exchange coupled, i.e., where magnetic moments communicate, and highlight partic-
ular information that EPR can provide in such cases.

EPR measures the absorption of microwaves by electrons, i.e., atomic magnetic moments,
therefore, it provides a direct insight to the atomic magnetism. This is unlike some other
local-probe techniques, such as nuclear magnetic resonance [11, 12] or muon spectroscopy
[13] that can only provide indirect information about electron degrees of freedom. However,
as we shall see below, this advantage of EPR at the same time turns out to be a drawback,
since knowledge of four-spin correlations functions is required to accurately describe the
EPR response of exchange-coupled magnetic moments at an arbitrary temperature. On the
other hand, for indirect techniques, like NMR, two-spin correction functions suffice. This
makes EPR an elaborate technique and prevents a routine analysis of the EPR spectra of
exchange-coupled systems.

The beginnings of the EPR theory in exchange-couples magnetic systems go back to the seminal
work by Kubo and Tomita (KT) entitled “General Theory of Magnetic Resonance Absorption”
[14]. Although it rests on a perturbation approach and is therefore not exact, the KT theory still
represents solid foundations in modern times. The EPR theory has seen some progress later on,
especially in recent years with the advent of enhanced computational facilities. Within this
chapter, we shall make a general overview of the KT theory and its successors that were devel-
oped for cases where the KT theory is not valid.

2.1. Spin Hamiltonian

We start the body of this review with introducing the concept of the spin Hamiltonian. In this
framework the totalHamiltonianof aparticular systemwith all degrees of freedomthat arepresent,
i.e., electron orbital, electron spin, nuclear, lattice, etc., is projected onto the spin space of the
electrons. In an externalmagnetic field, the spinHamiltonian comprises of the following terms [6]:

H ¼ HZ þHhf þHex þH
0
: (1)

Here, HZ ¼ μBB0
! �g� S! is the Zeeman interaction of the electronic spin S

!
with the applied

magnetic field B0
!

(μ0 denotes the Bohr magneton, g is the g tensor), Hhf is the electron-nuclear

hyperfine coupling interaction,

Hex ¼
X
i, j>i

JijSi
! �Sj

!
(2)
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is the exchange Hamiltonian summing terms between electron spins at sites i and j coupled by

an isotropic exchange interaction Jij, and H
0
represents magnetic anisotropy. The latter,

H
0 ¼ Hdd þHzfs þHAE þHDM, (3)

includes the dipolar term between electronic spins Hdd, the zero-field splitting term Hzfs, which
reflects a combined effect of the electrostatic crystal field and spin-orbit coupling on the energy
levels in spin space, the symmetric anisotropic exchange (AE) term

HAE ¼
X
i, j>i

Si
! �δ � Sj

!
, (4)

where δ is the symmetric part of the anisotropic exchange tensor, and the antisymmetric
anisotropic exchange term

HDM ¼
X
i, j>i

di, j
! �Si

! �Sj
!

, (5)

known as the Dzyaloshinskii-Moriya (DM) interaction (d
!

is the DM vector) [15, 16]. We note
that the dipolar term is important in diluted magnetic systems, but is usually negligible in
dense magnetic insulators. The zero-field splitting term may be important for spins S > 1=2
and has, in the lowest order in spin, the following form

Hzfs ¼ D S2z � S Sþ 1ð Þ=3� �þ E S2x � S2y
� �

: (6)

The exchange anisotropy is a relativistic effect due to the spin-orbit coupling. In transition
metals, the Dzyaloshinskii-Moriya interaction is usually the dominant exchange anisotropy
term. The reason is that it originates from the first-order perturbation in the spin-orbit cou-
pling, while the symmetric anisotropic exchange results only from the second-order perturba-
tion theory [15, 16]. Consequently, the DM term is proportional to Δg=gð ÞJ, while the

symmetric AE term is proportional to Δg=gð Þ2J, where the g-shift Δg from the free electron
value of 2.0023 measures the amount of the orbital momentum in the ground crystal-field state
due to mixing of higher crystal-field states. In copper-based magnets, for example, one typi-
cally finds Δg=g ≈ 0:15 [4, 5].

2.2. EPR spectrum

In the high-temperature limit, where thermal energy is larger than the Zeeman energy
splitting (in the conventional X-band at 9.5 GHz the Zeeman spitting corresponds to the
temperature of 0.45 K), the EPR absorption spectrum is determined in the linear-response
theory by thermal-averaged (denoted by …h i) fluctuations of the total transverse spin oper-

ator S
!¼PiSi

!
, as [14].
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I ωð Þ∝ωχ00 ωð Þ∝ ω
T

ð∞

�∞

Sþ tð ÞS� 0ð Þ� �
e�iωtdt, (7)

where the spin ladder operators are given by S� ¼ Sx � iSy and χ00 ωð Þ represents the imagi-
nary part of the uniform dynamical susceptibility. In the case when the Zeeman interaction is
dominant, one can separate the Hamiltonian H0 ¼ Hex þHZ from the other, perturbing terms
H0. Rewriting χ00 ωð Þ in the interaction representation, which is given by the transformation
~S tð Þ ¼ e�iH0t=ℏS tð ÞeiH0t=ℏ, then yields

χ00 ωð Þ∝
ð∞

�∞

~Sþ tð ÞS� 0ð Þ� �
e�i ω�ω0ð Þt þ ~S� tð ÞSþ 0ð Þ� �

e�i ωþω0ð Þt
� �

dt: (8)

Eq. (8) reveals an interesting result that the resonant absorption is peaked at the Larmor
frequency �ω0 ¼ gμBB0=ℏ, where ħ is the reduced Planck constant. Moreover, in the case of
no anisotropy, there is no time dependence of the spin correlation functions in the interaction
representation (Eq. (8)), therefore the EPR spectrum simply consists of two δ-functions. The
time dependence of the correlation functions in Eq. (8), which is due to magnetic anisotropyH0,
is thus solely responsible for finite line widths of the EPR spectra and their shifts from the
Larmor frequency. This is an essential results, as it demonstrates that magnetic anisotropy is
directly reflected in the shape of the EPR line spectrum, unlike in all other techniques capable
of detecting the anisotropy, e.g., inelastic neutron scattering, where the signal is a combined
effect of multiple factors. Usually the EPR line width is small compared to the Larmor fre-
quency and one can neglect the contribution peaked at the negative frequency –ω0.

According to the KT theory, the EPR spectrum can be expressed as the Fourier transform of the

relaxation function φ tð Þ ¼ ~Sþ tð ÞS� 0ð Þ� �
= ~Sþ 0ð ÞS� 0ð Þ� �

,

I ωð Þ∝
ð∞

�∞

φ tð Þe�i ω�ω0ð Þtdt: (9)

Thus, spin correlations embedded into the relaxation function determine the EPR spectrum.
The calculation of the relaxation function is however nontrivial. Therefore, approximation
schemes are required. For Markovian random processes the relaxation function is approxi-
mated by [14]

φ 0ð Þ ¼ exp �
ðt

0

t� τð Þψ τð Þdτ
0
@

1
A: (10)

Here, the spin correlation function is defined as

ψ τð Þ ¼
~H 0 0ð Þ; Sþ 0ð Þ� �

S� 0ð Þ; ~H 0 0ð Þ� �� �

ℏ2 Sþ 0ð ÞS� 0ð Þ� � , (11)
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where A;B½ � stands for the commutator between operators A and B. Within the KT theory a
Gaussian decay of the spin correlation function is postulated,

ψ 0ð Þ ¼ ψ 0ð Þe�τ2=2τ2c , (12)

where the characteristic spin correlation time is determined by the dominant isotropic
exchange J, τc ≈ h=J.

2.3. Exchange narrowing

Let us inspect two limiting cases of the correlation time with respect to the typical EPR time
scale given by the Larmor frequency. For slow decay of correlations (ω0τc ≫ 1), i.e., in the
quasi-static limit, ψ(t) in Eq. (10) can be replaced by its zero-time value, which is proportional
to the second moment of the absorption line

M2 ¼ ℏ2ψ 0ð Þ ¼
H

0
0ð Þ; Sþ 0ð Þ

h i
S� 0ð Þ;H0

0ð Þ
h iD E

Sþ 0ð ÞS� 0ð Þ� � : (13)

This procedure yields a Gaussian relaxation function φ(t) and, according to Eq. (9), also a
Gaussian shaped EPR spectrum, with the width ΔBG ∝

ffiffiffiffiffiffiffi
M2

p
.

The fast decay limit (ω0τc ≪ 1) gives a completely different result. Here, the integral in Eq. (10)
is approximated by

ðt

0

t� τð Þψ τð Þdτ ¼ ψ 0ð Þ t
ðt!∞

0

e�τ2=2τ2cdτ�
ðt!∞

0

τe�τ2=2τ2cdτ

0
@

1
A ≈

ffiffiffiffi
π
2

r
M2

ℏ2 τct, (14)

which leads to an exponential decay of the relaxation function φ(t). Consequently, the EPR
spectrum has a Lorentzian shape. Its line width is ΔBL ∝ τcM2. As τc ≈ h=J, this is known as the
exchange-narrowing limit [17, 18], where the EPR broadening, which is given by magnetic
anisotropy yielding finite M2, is opposed by the isotropic exchange interaction causing

narrowing of the EPR line. The spin correlation time τc ∝ h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2=M4

p
is approximated by the

second moment (Eq. (13)) and the fourth moment of the absorption line

M4 ¼
H �HZ; H0; Sþ 0ð Þ� �� �

H �HZ; H0; S� 0ð Þ½ �½ �� �

Sþ 0ð ÞS� 0ð Þ� � , (15)

which yields the full width at half maximum (FWHM) of the Lorentzian EPR line

ΔB ¼ C
gμB

ffiffiffiffiffiffiffi
M3

2

M4

s
: (16)

The exchange-narrowing limit is typically applicable to real exchange-coupled system, except
in cases of small couplings and high Larmor frequencies. We recall again that in the most
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widespread X-band EPR experiment (ω0 ¼ 2π� 9:5 GHz) a typical temperature scale is 0.45 K.
The exchange narrowing is straightforwardly confirmed in an EPR experiment by the
Lorentzian line shape of the spectrum. However, strictly speaking, the experimental line shape
is never truly Lorentzian, because the moments of the latter diverge, while the EPR moments,
given by the commutators, such as those in Eq. (13) and Eq. (15), are always finite. In systems
with strong isotropic exchange compared to magnetic anisotropy, deviations from the
Lorentzian shape occur only in far wings of the EPR spectrum and are often not even observ-
able. An approximate line shape that is a product of the Lorentzian and a broad Gaussian

∝ exp � B� B0ð Þ2=2B2
ex

� �
, with the exchange field Bex ¼ kB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2=M4

p
=gμB [19], is then justified.

This yields the constant C ¼ ffiffiffiffiffiffi
2π

p
in Eq. (16). The EPR line width is thus a fingerprint of

magnetic anisotropy (Eq. (3)) present in a given exchange-coupled spin system, as the latter
yields finite EPR moments (Eq. (13) and Eq. (15)).

3. Applications of the KT theory

Applications of the KT theory to experiments are numerous. Here, we will highlight a few
cases from recent literature, where determination of the magnetic anisotropy turned out to be
crucial for understanding the magnetic ground state. All examples concern magnetically
frustrated spin lattices in 2D, where short-range spin interactions are incompatible with the
underlying spin lattices, effectively suppressing long-range spin ordering and leading to
unconventional states of matter. In such cases magnetic anisotropy, even if only being a small
perturbation to the dominant isotropic exchange interaction, can tip the balance in favor of one
or another competing ground state.

3.1. Kagome lattice

The first example is the 2D spin lattice in herbertsmithite, ZnCu3(OH)6Cl2 [20], a compound
that has earned the reputation of being the best experimental realization of a quantum kagome
antiferromagnet (QKA) of corner-sharing triangles (Figure 1), where the geometrical frustra-
tion is the most severe [21]. Numerous theoretical studies that proposed various different
ground states over the last two decades, now seem to have converged on a gapped quantum
spin liquid (QSL) – a state that is disordered, yet highly entangled [21]. Experimental signa-
tures of such a state have also been lately advocated, although the bulk of experiments on this
and the majority of other known QKA representatives actually speaks in favor of a gapless
QSL. This discrepancy may well be related to perturbations beyond the isotropic Heisenberg
exchange model on the kagome lattice, such as magnetic anisotropy.

The magnetic anisotropy of herbertsmithite was successfully determined by EPR in Ref. [22].
Based on relatively small g-shifts (of the order of 15%, as typical for Cu2+ ions [4, 5]), it was
argued that the antisymmetric DM interaction (Eq. (5)) dominates the magnetic anisotropy in
this compound. The DM vector pattern (Figure 1), which is determined by the symmetry of the
kagome lattice, then according to Eq. (16) predicts the following angular dependence of the
EPR line width [22]
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The exchange-narrowing limit is typically applicable to real exchange-coupled system, except
in cases of small couplings and high Larmor frequencies. We recall again that in the most
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widespread X-band EPR experiment (ω0 ¼ 2π� 9:5 GHz) a typical temperature scale is 0.45 K.
The exchange narrowing is straightforwardly confirmed in an EPR experiment by the
Lorentzian line shape of the spectrum. However, strictly speaking, the experimental line shape
is never truly Lorentzian, because the moments of the latter diverge, while the EPR moments,
given by the commutators, such as those in Eq. (13) and Eq. (15), are always finite. In systems
with strong isotropic exchange compared to magnetic anisotropy, deviations from the
Lorentzian shape occur only in far wings of the EPR spectrum and are often not even observ-
able. An approximate line shape that is a product of the Lorentzian and a broad Gaussian
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magnetic anisotropy (Eq. (3)) present in a given exchange-coupled spin system, as the latter
yields finite EPR moments (Eq. (13) and Eq. (15)).

3. Applications of the KT theory

Applications of the KT theory to experiments are numerous. Here, we will highlight a few
cases from recent literature, where determination of the magnetic anisotropy turned out to be
crucial for understanding the magnetic ground state. All examples concern magnetically
frustrated spin lattices in 2D, where short-range spin interactions are incompatible with the
underlying spin lattices, effectively suppressing long-range spin ordering and leading to
unconventional states of matter. In such cases magnetic anisotropy, even if only being a small
perturbation to the dominant isotropic exchange interaction, can tip the balance in favor of one
or another competing ground state.

3.1. Kagome lattice

The first example is the 2D spin lattice in herbertsmithite, ZnCu3(OH)6Cl2 [20], a compound
that has earned the reputation of being the best experimental realization of a quantum kagome
antiferromagnet (QKA) of corner-sharing triangles (Figure 1), where the geometrical frustra-
tion is the most severe [21]. Numerous theoretical studies that proposed various different
ground states over the last two decades, now seem to have converged on a gapped quantum
spin liquid (QSL) – a state that is disordered, yet highly entangled [21]. Experimental signa-
tures of such a state have also been lately advocated, although the bulk of experiments on this
and the majority of other known QKA representatives actually speaks in favor of a gapless
QSL. This discrepancy may well be related to perturbations beyond the isotropic Heisenberg
exchange model on the kagome lattice, such as magnetic anisotropy.

The magnetic anisotropy of herbertsmithite was successfully determined by EPR in Ref. [22].
Based on relatively small g-shifts (of the order of 15%, as typical for Cu2+ ions [4, 5]), it was
argued that the antisymmetric DM interaction (Eq. (5)) dominates the magnetic anisotropy in
this compound. The DM vector pattern (Figure 1), which is determined by the symmetry of the
kagome lattice, then according to Eq. (16) predicts the following angular dependence of the
EPR line width [22]
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where θ represents the polar angle between the normal to kagome planes and the applied
magnetic field direction, while dp and dz are the in-plane and the out-of-plane components
of the DM interaction. This expression is valid only in the infinite-temperature limit, therefore
the authors applied it to fit the room-temperature EPR spectrum of herbertsmithite (Figure 1),
where the EPR linewidthwas shown to saturate to a constant value [22]. Thus theminute in-plane
DM component dp=J � 0:01 3ð Þ and the dominant out-of-plane DM component dz=J � 0:08 1ð Þ
could be determined. Themagnitude of the extractedDM interaction agreeswith another estimate
0:06 < dz=J < 0:10, later obtained from NMR measurements [23]. Importantly, this places the
system to a QSL part of a phase diagram, however, quite close to a quantum critical point
determined by the out-of-plane DM component, which according to theory should occur at
dz=J≃ 0:10 [24]. This point separates the spin-liquid phase from a Néel ordered phase at larger
DM values. A further in-depth EPR study has revealed that the establishment of the spin-liquid
state in herbertsmithite induces macroscopic symmetry reduction of the crystal lattice [25].

In contrast to herbertsmithite, in another QKA representative, vesignieite, BaCu3V2O8 (OH)2,
a long-range magnetic order was observed [26], which could be due to the fact that this
systems is positioned in the ordered part of the above-mentioned phase diagram. In order to

Figure 1. The EPR spectra of ZnCu3(OH)6Cl2 at two different temperatures (symbols) and corresponding fits with a
model based on the EPR line-width anisotropy given by Eq. (17). The lower inset shows the corresponding kagome lattice
of Cu2+ S = 1/2 spins (orange) and the DM vector pattern. The upper inset shows the quality of the fit (reduced χ2), where
the dashed rectangle highlights the best fitting parameters. (Adapted from ref. [22].)
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verify this conjecture, the same EPR analysis (Figure 2) as the one presented above for
herbertsmithite was performed in Ref. [27]. The derived DM components are somewhat differ-
ent from those in herbertsmithite, as the in-plane component dominates in vesignieite,
dp=J � 0:19 2ð Þ and dz=J � 0:07 3ð Þ. Alternatively, the EPR line shape could be modeled also
with the symmetric AE model (Figure 2). However, the extracted symmetric anisotropy
parameters that, contrary to the DM interaction, are responsible also for temperature-
dependent EPR shifts, significantly overestimated the measured shifts (Figure 2). Therefore,
the conclusion was reached, that the DM interaction also dominates in vesignieite. Further-
more, it was argued that the condition dp > dz could profoundly affect the quantum critical
point because the in-plane DM component disfavors spin structures from the ground-state
manifold of the isotropic J and should be much more efficient in suppressing quantum fluctu-
ations than the out-of-plane DM component [27]. This could explain why magnetic ordering in
vesignieite occurs at surprisingly high temperature for a frustrated system, TN=J � 0:17 [26],
despite dz=J being very similar to the ratio in herbertsmithite.

3.2. Triangular lattice

A regular triangular lattice of edge-sharing triangles is another example of a highly frustrated
spin lattice in 2D. Contrary to the kagome lattice, where each spin in surrounded by four
nearest neighbors, on the triangular lattice there are six such neighbors, which reduces the

Figure 2. The 300-K EPR spectrum of BaCu3V2O8(OH)2 (symbols) fit with (top left) the DMmodel of Eq. (17) and (bottom
left) the AE model [27] and the corresponding quality of the fits reflected in the reduced χ2 in the parameter space of each
model. (Right) the temperature dependence of the g factor (symbols) and the prediction of the AE model. (Adapted from
ref. [27].)
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determined by the out-of-plane DM component, which according to theory should occur at
dz=J≃ 0:10 [24]. This point separates the spin-liquid phase from a Néel ordered phase at larger
DM values. A further in-depth EPR study has revealed that the establishment of the spin-liquid
state in herbertsmithite induces macroscopic symmetry reduction of the crystal lattice [25].

In contrast to herbertsmithite, in another QKA representative, vesignieite, BaCu3V2O8 (OH)2,
a long-range magnetic order was observed [26], which could be due to the fact that this
systems is positioned in the ordered part of the above-mentioned phase diagram. In order to

Figure 1. The EPR spectra of ZnCu3(OH)6Cl2 at two different temperatures (symbols) and corresponding fits with a
model based on the EPR line-width anisotropy given by Eq. (17). The lower inset shows the corresponding kagome lattice
of Cu2+ S = 1/2 spins (orange) and the DM vector pattern. The upper inset shows the quality of the fit (reduced χ2), where
the dashed rectangle highlights the best fitting parameters. (Adapted from ref. [22].)
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verify this conjecture, the same EPR analysis (Figure 2) as the one presented above for
herbertsmithite was performed in Ref. [27]. The derived DM components are somewhat differ-
ent from those in herbertsmithite, as the in-plane component dominates in vesignieite,
dp=J � 0:19 2ð Þ and dz=J � 0:07 3ð Þ. Alternatively, the EPR line shape could be modeled also
with the symmetric AE model (Figure 2). However, the extracted symmetric anisotropy
parameters that, contrary to the DM interaction, are responsible also for temperature-
dependent EPR shifts, significantly overestimated the measured shifts (Figure 2). Therefore,
the conclusion was reached, that the DM interaction also dominates in vesignieite. Further-
more, it was argued that the condition dp > dz could profoundly affect the quantum critical
point because the in-plane DM component disfavors spin structures from the ground-state
manifold of the isotropic J and should be much more efficient in suppressing quantum fluctu-
ations than the out-of-plane DM component [27]. This could explain why magnetic ordering in
vesignieite occurs at surprisingly high temperature for a frustrated system, TN=J � 0:17 [26],
despite dz=J being very similar to the ratio in herbertsmithite.

3.2. Triangular lattice

A regular triangular lattice of edge-sharing triangles is another example of a highly frustrated
spin lattice in 2D. Contrary to the kagome lattice, where each spin in surrounded by four
nearest neighbors, on the triangular lattice there are six such neighbors, which reduces the

Figure 2. The 300-K EPR spectrum of BaCu3V2O8(OH)2 (symbols) fit with (top left) the DMmodel of Eq. (17) and (bottom
left) the AE model [27] and the corresponding quality of the fits reflected in the reduced χ2 in the parameter space of each
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amount of frustration. Consequently, the triangular lattice exhibits a magnetically ordered
ground state, which is, however, much more complex than on ordinary bi-partite spin lattices.

A slightly more complicated triangular lattice is realized in Fe-langasite, Ba3NbFe3Si2O14 [28].
Here the Fe3+ (S = 5/2) spins reside on vertices of equilateral triangles arranged into a 2D
triangular lattice (Figure 3). Quite interestingly, the magnetically ordered ground state below
TN = 26 K is doubly chiral, as the same 120� spin configuration on each triangle is helically
modulated from plane to plane [28].

To identify the anisotropy term that is responsible for such chirality of the magnetic ground
state, an EPR study was again conducted [29]. The room-temperature EPR signal was found to
exhibit a pronounced angular dependence of the EPR line width and line position. The former
could be related either to zero-field-splitting anisotropy (Eq. (6)) or DM exchange anisotropy
(Eq. (5)), with the anisotropy patterns as shown in Figure 3. The two models could not be
distinguished solely based on the EPR response of the system. However, a combined study of
the EPR spectra and antiferromagnetic resonance (AFMR) modes observed below TN

suggested the DM interaction as the dominant source of anisotropy and thus to be responsible
for the observed chiral behavior of Fe-langasite. The out-of-plane DM component dz=J � 0:004
and the in-plane component dp=dz ¼ 2:6 were estimated from the combined fits of the EPR and
AFMR data. For the EPR line width in accordance with Eq. (16), the DM anisotropy yielded the
EPR line width of the form [29]

Figure 3. (Left) The 2D triangular arrangement of the Fe3+ S = 5/2 spins in Ba3NbFe3Si2O14 and the corresponding
isotropic exchange interactions J1 – J5. The basic motif of anisotropic DM and AE interactions is also shown. (Right) The
angular dependence of the EPR line width at 500 K (symbols) and the fits (lines) with the model of Eq. (18). (Adapted from
ref. [29].)
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which was fit to the experimentally determined line-width anisotropy at 500 K (Figure 3).

Here the constants J2DM ¼ 3J21 þ 2J22 þ J23 þ J24 þ J25 and J
02
DM ¼ 18J21 þ 14J22 þ 7J23 þ 7J24 þ 7J25 are

defined by the five strongest exchange interaction depicted in Figure 3.

A later study combining EPR, AFMR and inelastic neutron scattering refined the anisotropy
model in Fe-langasite and showed that actually both the DM anisotropy (dz=J � 0:033, dp=dz ¼
2:6), and the zero-field-splitting anisotropy (D=J � 0:052) are of very similar size [30].

4. Pitfalls of the KT theory and alternative approaches

Although the above examples nicely demonstrate the value of the KT theory, this theory
should be applied to each particular case with caution, because it is limited in several aspects.
Firstly, the KT approach does not take into account a possible hidden symmetry of the DM
interaction (Section 4.1) and diffusional decay of spin correlations in low dimensional spin
systems (Section 4.2). Secondly, the EPR moments (Eq. (13) and Eq. (15)) implicitly employ
four-spin correlation functions, which can be explicitly evaluated only in the infinite-
temperature limit, where spin correlations between neighboring sites are negligible. On the
other hand, the analysis of the EPR line width at temperatures of the order of the dominant
exchange coupling J and below requires different approaches, like the Oshikawa-Afflect
effective-field-theory (Section 4.3). Lastly, one should keep in mind that the KT theory is
perturbative, therefore the cases of large (or even dominant) magnetic anisotropy should be
treated with different approaches (Section 4.4).

4.1. Reducibility of the DM interaction

It was found theoretically that the DM interaction may in some cases possess a hidden
symmetry [31], in the sense that it can be effectively transformed into a term with the
symmetry of the anisotropic exchange and with reduced magnitude of d2=J, by applying a
nonuniform spin rotation [32]. Consequently, the exchange narrowing KT theory becomes
inadequate for describing the effect of the DM interaction on the ESR line width. How-
ever, this is true only for certain spin lattices and certain components of the DM interac-
tion [33]. The components that can be eliminated in the first order in d are those that sum
up to zero within any closed loop on a spin lattice; for example, for the kagome lattice,
the in-plane DM component Dp is reducible, while the out-of-plane component Dz is
irreducible. The KT theory remains applicable for the irreducible components of the DM
interaction.
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Figure 3. (Left) The 2D triangular arrangement of the Fe3+ S = 5/2 spins in Ba3NbFe3Si2O14 and the corresponding
isotropic exchange interactions J1 – J5. The basic motif of anisotropic DM and AE interactions is also shown. (Right) The
angular dependence of the EPR line width at 500 K (symbols) and the fits (lines) with the model of Eq. (18). (Adapted from
ref. [29].)
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defined by the five strongest exchange interaction depicted in Figure 3.

A later study combining EPR, AFMR and inelastic neutron scattering refined the anisotropy
model in Fe-langasite and showed that actually both the DM anisotropy (dz=J � 0:033, dp=dz ¼
2:6), and the zero-field-splitting anisotropy (D=J � 0:052) are of very similar size [30].

4. Pitfalls of the KT theory and alternative approaches

Although the above examples nicely demonstrate the value of the KT theory, this theory
should be applied to each particular case with caution, because it is limited in several aspects.
Firstly, the KT approach does not take into account a possible hidden symmetry of the DM
interaction (Section 4.1) and diffusional decay of spin correlations in low dimensional spin
systems (Section 4.2). Secondly, the EPR moments (Eq. (13) and Eq. (15)) implicitly employ
four-spin correlation functions, which can be explicitly evaluated only in the infinite-
temperature limit, where spin correlations between neighboring sites are negligible. On the
other hand, the analysis of the EPR line width at temperatures of the order of the dominant
exchange coupling J and below requires different approaches, like the Oshikawa-Afflect
effective-field-theory (Section 4.3). Lastly, one should keep in mind that the KT theory is
perturbative, therefore the cases of large (or even dominant) magnetic anisotropy should be
treated with different approaches (Section 4.4).

4.1. Reducibility of the DM interaction

It was found theoretically that the DM interaction may in some cases possess a hidden
symmetry [31], in the sense that it can be effectively transformed into a term with the
symmetry of the anisotropic exchange and with reduced magnitude of d2=J, by applying a
nonuniform spin rotation [32]. Consequently, the exchange narrowing KT theory becomes
inadequate for describing the effect of the DM interaction on the ESR line width. How-
ever, this is true only for certain spin lattices and certain components of the DM interac-
tion [33]. The components that can be eliminated in the first order in d are those that sum
up to zero within any closed loop on a spin lattice; for example, for the kagome lattice,
the in-plane DM component Dp is reducible, while the out-of-plane component Dz is
irreducible. The KT theory remains applicable for the irreducible components of the DM
interaction.

Determination of Magnetic Anisotropy by EPR
http://dx.doi.org/10.5772/intechopen.78321

33



4.2. Spin diffusion

In low-dimensional magnetic systems it may happen that the Gaussian approximation of the
decay of the spin correlation function in Eq. (12) is not justified due to a diffusional contribu-
tion to the decay. This dictates slower time dependence of the form [34].

ψ τð Þ∝ τ�D=2, (19)

where D represents the dimensionality of the spin system. For D ≤ 2 this leads to a divergent
integral in Eq. (14), which in reality leads to broadening of the EPR spectra and changes their
shape from the Lorentzian shape [34].

When the secular part of the anisotropy Hamiltonian (Eq. (3)), i.e., the part commuting with the
Hamiltonian H0, dominates the anisotropy in one-dimensional systems, the relaxation function

is given by φ tð Þ ¼ exp � Γtð Þ3=2
� �

, where Γ ¼ 4M2=3ℏ2� �2=3
τ1=3c [34]. The Fourier transform in

Eq. (9) then yields an absorption spectrum decaying somewhere in-between the Lorentzian and
the Gaussian line shape (Figure 4). The line width of the spectrum is of the order of Γ. On the
other hand, there exists no universal picture for two dimensions. Nevertheless, deviations of the
experimentally observed EPR spectra from the Lorentzian shape in 2Dwere observed in the past
and successfully ascribed to the presence of spin diffusion [35]. Quite generally, the spin-
diffusion effect in two dimensions is usually much less pronounced than in one dimension.

Finally, we note that the diffusional decay of the electronic spin correlation functions is often
not detectable by EPR at all, even in low dimensional systems. Although these systems may be

Figure 4. Analysis of the line shape in the one-dimensional spin system (CH3)4NMnCl3 (TMMC) for two different
directions of the magnetic field. (Adapted from ref. [34].)
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characterized as being low dimensional due to the dominant exchange interaction along a
chain or within a plane, also inter-chain/inter-layer exchange couplings can still be large
compared to the magnetic anisotropy terms regulating the linewidth of the EPR absorption
spectra. In such cases the decay of spin correlations is effectively taking place in three dimen-
sions and the spin-diffusion problem is absent.

4.3. Exact calculations on finite clusters

The postulate of the Gaussian decay of the spin correlation function in the KT theory (Eq. (12))
has no theoretical background and is not necessarily valid, as explained in Section 4.1. How-
ever, this assumption is not needed at all if the EPR line shape is calculated from the basics, i.e.,
from Eq. (7). This can be done only on finite clusters of spins. Such a limitation then requires an
extrapolation to the thermodynamic limit if these calculations are to be applied to macroscopic
samples.

Exact calculations of the EPR line shape on finite clusters were performed by El Shawish et al.
[36] for certain 1D and 2D spin lattices. For a spin chain, the results showed a noticeable
transformation of the decay of the spin correlations from the Gaussian shape at early times to a
much slower decay of diffusional characteristics at longer times. The resulting line broadening
and the deviation from the Lorentzian line shape were, however, later shown to be effectively
short-cut by inter-chain exchange [37].

The situation is very different in 2D, e.g., for the kagome spin lattice. Namely, the finite-cluster
calculations revealed that, at least for the irreducible DM component dz the line width indeed
scales with d2z=J [36], as predicted by the KT theory. Although no clear signature of the diffu-
sional decay of spin correlations was observed, an interpolation to the spin-diffusional assump-
tion still caused a moderate increase of the line width and a slight deviation from the Lorentzian
line shape. For herbertsmithite, such an assumption would then slightly decrease the amplitude
of the DM vector compared to the above-presented results based on the KTapproach, namely to
0:04 ≤ dz=J ≤ 0:08 [36].

We note that the finite-cluster approach is severely limited, as the extrapolation to the thermo-
dynamic limit, which is usually of interest in experiments, is highly nontrivial and depends on
a particular spin lattice [36]. However, since the results are exact, this approach may still be
very interesting for small systems, such as molecular magnets. An interesting prediction of a
double-peak EPR spectrum was also given (Figure 5). The spectrum should thus strongly
differ from the usual Lorentzian line shape, which still awaits experimental confirmation.

4.4. Oshikawa-Affleck theory

Exact calculations of the second and fourth moments of the EPR absorption spectra (Eq. (13)
and Eq. (15)) are possible within the KT framework for infinite lattices, but only in the limit of
infinite temperature. In this case, static spin correlations of the products of spin operators
acting on different lattice sites can be neglected. In general, in Eq. (13) and Eq. (15), one is
dealing with the computation of four-spin correlation functions since the magnetic anisotropy
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short-cut by inter-chain exchange [37].
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scales with d2z=J [36], as predicted by the KT theory. Although no clear signature of the diffu-
sional decay of spin correlations was observed, an interpolation to the spin-diffusional assump-
tion still caused a moderate increase of the line width and a slight deviation from the Lorentzian
line shape. For herbertsmithite, such an assumption would then slightly decrease the amplitude
of the DM vector compared to the above-presented results based on the KTapproach, namely to
0:04 ≤ dz=J ≤ 0:08 [36].

We note that the finite-cluster approach is severely limited, as the extrapolation to the thermo-
dynamic limit, which is usually of interest in experiments, is highly nontrivial and depends on
a particular spin lattice [36]. However, since the results are exact, this approach may still be
very interesting for small systems, such as molecular magnets. An interesting prediction of a
double-peak EPR spectrum was also given (Figure 5). The spectrum should thus strongly
differ from the usual Lorentzian line shape, which still awaits experimental confirmation.

4.4. Oshikawa-Affleck theory

Exact calculations of the second and fourth moments of the EPR absorption spectra (Eq. (13)
and Eq. (15)) are possible within the KT framework for infinite lattices, but only in the limit of
infinite temperature. In this case, static spin correlations of the products of spin operators
acting on different lattice sites can be neglected. In general, in Eq. (13) and Eq. (15), one is
dealing with the computation of four-spin correlation functions since the magnetic anisotropy
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Hamiltonian is quadratic in spin operators. Therefore, special schemes of disentangling the
four-spin correlation functions into products of two-spin correlation functions need to be
applied [14, 19]. Further complications emerge at finite temperatures, i.e., at T � J, when spin
correlations between adjacent spin sites become important.

The problem of how finite temperatures (finite spin correlations) affect the EPR line width is
treated within the Oshikawa-Afflect effective-field-theory approach that is applicable to spin
chains [38, 39]. The spin diffusion picture, which predicts a non-Lorentzian line shape in 1D,
does not apply to the OA theory. In contrast to the KT theory, this approach works well at
intermediate and low temperatures, TN ≪T≪ J, where, in general, all classical theories break
down due to many-body correlation effects. The lower limit is given by the Néel temperature
of 3D spin ordering, where 3D critical spin correlations develop. The AO theory allows to
differentiate between the symmetric-exchange-anisotropy broadening and the antisymmetric
DM broadening, as different scalings with temperature and magnetic field are predicted. The
AE contribution scales like [38–40]

ΔBAE Tð Þ ¼ ε
2kB δ=Jð Þ2
gμBπ

3 T, (20)

where the constant ε ¼ 2 applies for the direction of the external magnetic field along the
anisotropy axis and ε ¼ 1 for the perpendicular directions. This contribution does not depend
on the magnitude of the applied field and scales linearly with temperature. The DM contribu-
tion to the EPR line width is characterized by the staggered field hs ¼ csB0, where the

Figure 5. The EPR line shape of a finite 16-spin chain for different values of the staggered DM interaction d. The curves
are rescaled with the half width Δω. (Adapted from ref. [36].)

Topics From EPR Research36

staggered field coefficient cs originates from the DM interaction and/or from a staggered g
factor. This broadening is of the form

ΔBDM T;B0ð Þ ¼ 0:69gμB
kBJ

kBTð Þ2 h
2
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln

J
T

� �s
: (21)

The temperature dependence of the DM broadening is inverse to the AE broadening, as the
former decreases with increasing temperature while the latter increases. Moreover, while the
AE broadening effect is independent of the applied field, the DM broadening increases with
the square of the applied field.

If both the AE and the DM term are of similar magnitude in a particular system, one can expect
to observe both EPR broadening mechanisms simultaneously. Such is, for instance, the case in
the CuSe2O5 spin-chain compound [40]. There, simultaneous modeling of the angular, temper-
ature, and frequency-dependent EPR line width with the OA theory (the sum of contributions
in Eq. (20) and Eq. (21)) allowed Herak et al. to extract both the AE and the DM anisotropy
constants [40]. The simultaneous fits of the AO theory to multiple experimental datasets are
presented in Figure 6.

At the end, it should be stressed that the OA approach still relies on the perturbation theory (in
magnetic anisotropy). So, cases, where the anisotropy is of the order of the isotropic exchange
interactions or larger are untreatable within this theory.

Figure 6. (top left) A 1D chains of Cu2+ S = 1/2 spins (orange) in CuSe2O5. Other panels show the temperature dependence
of the EPR line width in three crystallographic directions at different frequencies. The solid lines are fits to the OA theory
of the data (symbols) corrected for high-temperature phonon-induced broadening. (Adopted from ref. [40].)
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4.5. EPR moments

The EPR-moments approach [41] described in this section is more direct, i.e., non-
perturbative. Within this approach the line width (and line shift) in the “frequency
domain,” where the frequency is varied in a fixed Zeeman field, can be calculated for an
arbitrary strength of magnetic anisotropy. Moreover, exact calculations at any temperature
are possible for spin chains. In general, the EPR line width is given by the four lowest
shifted moments

mω
n ¼ J�n

ð∞

�∞

ω� hð Þnχ00 ω� hð Þdω, (22)

where h ¼ gμBB0=ℏ, as [41]

Δω ¼ J2
Jmω

3 þ hmω
2

Jmω
2 þ hmω

1
� J

Jmω
2 þ hmω

1

Jmω
1 þ hmω

0

� �2

: (23)

The moments in the frequency domain (Eq. (22)) represent static correlations that can be
calculated in the case of 1D spin chains to arbitrary precision for any temperature and applied
field [41]. The agreement of this approach with fully numerical calculation for finite chain
Hamiltonians is shown in Figure 7.

Figure 7. The temperature dependence of the EPR line width in the frequency domain of a spin chain predicted by the
EPR moments approach (Eq. (23)) for the AE anisotropy δ = 0.1 J at various fields h ¼ gμBB0=kB (lines). The symbols
represent numerical calculations on finite chains with the length of N = 16 spins (full symbols) and N = 24 spins (open
symbols). (Adopted from ref. [41].)
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In a typical EPR experiment, however, the frequency is kept constant and the magnetic field is
swept. It turns out that the calculation of the shifted moments in the field domain,

mh
n ¼ J�n

ð∞

�∞

ω� hð Þnχ00 ω� hð Þdh, (24)

requires the knowledge of infinitely many moments in the frequency domain. Therefore,
the experimental line width cannot be calculated exactly at arbitrary temperature and
field [40].

We should stress that the fact the EPR spectrum is measured in a field-sweet experiment is
actually neglected in almost all theoretical treatments. Furthermore, a complication that arises
when applying the EPR-moments approach to an experiment is that “long tails” of the EPR
line may considerably contribute to the moments, while these are usually not properly
accounted for by the experimentally determined FWHM due to noise [42]. Therefore a cutoff
of high-frequency tails is necessary, as it was recently demonstrated for the case of the quasi-
one-dimensional magnet Cu(py)2Br2 [42].

5. Conclusions

This chapter reviews the development of the treatment of the EPR absorption line in strongly
exchange-coupled spin systems. The starting point is the Kubo Tomita general theory of
magnetic resonance absorption, which demonstrates how the line width can be approximated
by two lowest even moments of the EPR line, M2 andM4. We note that the knowledge of all the
moments, Mn ¼ Ð∞�∞ ωnI ωð Þdω, is equivalent to the knowledge of all the derivatives of a
particular absorption line and, therefore, exactly determines the line shape. A particularly
enlightening result of the KT theory is the phenomenon of exchange narrowing, according to
which the EPR line width scales with the square of the magnetic anisotropy and is inversely
proportional to the isotropic exchange interaction.

The KT approach was successfully applied to various spin lattices in the past, including the
geometrically frustrated kagome and triangular lattices, which are exemplified here. However,
when the theory is applied to a particular system special attentions needs to be made a) to a
possible reducibility of the asymmetric Dzyaloshinskii-Moriya exchange anisotropy, b) to the
diffusional decay of spin correlations, which may occur in low-dimensional spin systems, c) to
finite correlations among spins at different sites, which typically develop below the tempera-
ture of the order of the dominant isotropic exchange, and d) to the size of the magnetic
anisotropy, which is only treated as a perturbation in the KT theory. All these drawbacks of
the KT theory can be overcome, at least in special cases. In this review, special approaches that
were developed in this vein have been summarized. These include a) exact calculations of the
EPR line on finite clusters, the Oshikawa-Affleck effective-field theory for 1D spin systems, and
the recently developed EPR-moments approach. For each approach a representative example
has been provided in this review.
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Abstract

An overview of the different methodologies developed so far for the investigation of
paramagnetic species in foods is presented. Electron paramagnetic resonance spectros-
copy (EPR), also known as electron spin resonance spectroscopy (ESR), is the primary
technique toward the development of methods for the exploration of EPR-sensitive spe-
cies, such as free radicals, reactive oxygen species (ROS), nitrogen reactive species (NRS),
and C-centered radicals and metal ions. These methods aim for: (a) quantification of
radical species, (b) exploration of redox chemical reaction mechanisms in foods, (c) assess-
ment of the antioxidant capacity of food, and (d) food quality, stability, and food shelf life.
For these purposes, different radical initiations and detections have been used in foods
depending on both the chemistry of the target system and the kind of information
required, listed in: the induction of radicals by (a) microwave, UV, or γ-radiation; (b)
heating; (c) addition of metals; and (d) use of oxidants.

Keywords: EPR, free radicals, food, antioxidants, spin traps, time-dependent EPR

1. Introduction

In the last few years, the applications of the magnetic resonance techniques, particularly nuclear
magnetic resonance (NMR) and electron paramagnetic resonance (EPR), in food chemistry have
enormously increased [1–5].

EPR spectroscopy is a sensitive and versatile technique for analyzing molecules that contain
unpaired electrons, such as paramagnetic metal ions and organic radicals. The formation of
organic radicals in foods is an indication of food degradation occurring mainly due to oxida-
tion reactions. Metal ions present in foods are able to catalyze oxidation of the food compo-
nents by activating O2 to produce reactive oxygen species (ROS). In addition to the analysis of
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the paramagnetic species in foods, EPR can be used for the evaluation of the food stability and
shelf-life. In order to perform such studies, acceleration of the radical production and degra-
dation in food is needed. Several methods have been applied for the production of radicals in
foods, including irradiation with microwave, UV, or γ-radiation, heating, and addition of
oxidants. Stable organic radicals, such as tyrosyl and semiquinone radicals, can be detected
directly by EPR. However, for the detection of transient radicals, spin traps are employed in
order to be measured by EPR spectroscopy. The life of the short-lived radicals can also be
extended by rapid freezing of the samples after their generation. In addition, time-resolved
EPR can be used for the detection of short-lived radicals. Valuable information is acquired for
the mechanisms involved in these reactions by measuring the EPR signal vs time.

The main objective of this chapter is the discussion of methods for food analysis by cw X-band
EPR, including the observation of endogenous unpaired electronic spin species and the initia-
tion and detection of free radicals in foods.

2. Endogenous unpaired electronic spin species in foods

2.1. Metal ions in food

Foods contain metal ions originated either from the raw starting materials or from con-
tamination with metals from metallic containers or from contamination with metals dur-
ing food processing [6–9]. EPR spectroscopy is particularly sensitive in detection of FeIII,
MnII, and CuII metal ions, which can be found in food materials, because of their relative
long relaxation times. FeIII gives at X-band EPR a singlet at �160 mT, MnII a six-line
hyperfine pattern due to the coupling of the unpaired electrons with 55Mn nucleus (spin
I = 5/2) at 300–350 mT, while CuII gives quartet hyperfine splitting after coupling with
59Cu nucleus (spin I = 3/2) for the isotropic spectra at room temperature at 250–320 mT.
The axial anisotropic EPR spectra of CuII nucleus consist of four peaks for the magnetic
field aligned along the z axis and one peak for the magnetic field aligned along xy plane.
One example was provided by Drew et al. who employed cw X-band EPR to explore the
origin of the metal ions in Scotch whiskies [7].

The EPR spectrum of a frozen whiskey, depicted in Figure 1, shows the presence of all three
metal ions.

The EPR spectra of MnII is of particular interest because MnII is present at almost all the foods of
plant origin [10]. The signal of the frozen solutions of the symmetric [MnII(H2O)6]

2+ consists of
six narrow lines with additional small peaks between the six main components due to forbidden
transitions. However, the EPR signal of MnII is significantly different from [MnII(H2O)6]

2+ when
MnII is coordinated to small ligands or large biomolecules mainly because of changes in zero
field splitting (ZFS) parameters [11, 12]. These EPR data can be obtained from the simulations of
the experimental spectra and they can be used for investigating the coordination environment
around MnII in foods. However, foods are complicated biosystems and metal ions might interact
with several molecules creating around them various environments [13] of different symmetry.

Topics From EPR Research46

Thus, the MnII EPR signal is complicated and fitting of the signal by considering one MnII

species is not possible in most of the cases. In order to analyze the multicomponent EPR signals,
researchers combine EPR and separation techniques and analyze the EPR signals of simpler-
paramagnetic fractions [14].

Trials to fit the MnII EPR signal of two Cypriot wines using Easyspin 5.2.8 [15] (Figure 2) did
not result in a perfect match with the experimental spectra revealing multiple MnII species in
the wines.

Figure 1. Cw X-band EPR spectra of a 2008 distillate and as-bottled agedwhiskies from 1960 to 1970. After the permission of
Prof. SC Drew.

Figure 2. Experimental (black continues lines) and simulated (red dashed lines) cw X-band EPR spectra of two Cypriot
wines from the grapes varieties Lefkada (L) and Maratheftiko (M) at 110 K. For the simulations were used the following
parameters: (L) g = 1.999, A = 258 MHz, D = 530 MHz, and E = 192 MHz; (M) g = 1.999, A = 257 MHz, D = 564 MHz, and
E = 210 MHz.
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species is not possible in most of the cases. In order to analyze the multicomponent EPR signals,
researchers combine EPR and separation techniques and analyze the EPR signals of simpler-
paramagnetic fractions [14].

Trials to fit the MnII EPR signal of two Cypriot wines using Easyspin 5.2.8 [15] (Figure 2) did
not result in a perfect match with the experimental spectra revealing multiple MnII species in
the wines.

Figure 1. Cw X-band EPR spectra of a 2008 distillate and as-bottled agedwhiskies from 1960 to 1970. After the permission of
Prof. SC Drew.

Figure 2. Experimental (black continues lines) and simulated (red dashed lines) cw X-band EPR spectra of two Cypriot
wines from the grapes varieties Lefkada (L) and Maratheftiko (M) at 110 K. For the simulations were used the following
parameters: (L) g = 1.999, A = 258 MHz, D = 530 MHz, and E = 192 MHz; (M) g = 1.999, A = 257 MHz, D = 564 MHz, and
E = 210 MHz.
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These EPR spectra features of the metal ions, which are originated from the various environ-
ments occurring for metal ions in foods, might be used for the food classification such as
geographical or botanical discrimination. An example of the use of MnII X-band EPR spectros-
copy for the discrimination of Cypriot wines from various grape varieties is shown in Figure 3
(unpublished results). In addition to the characteristic shape of the spectrum, the quantity of
MnII in each wine can be measured from the double-integrated spectra in the presence of
standard [14, 16] information that can be additionally used as a variable for the wine discrim-
ination.

The MnII cw X-band EPR spectra are also useful for analyzing the degradation of the food [10,
17]. An example of the alternation of the MnII signal in the wines up to exposure to air is
shown in Figure 4. After the exposure, a new signal is appeared at g = 2.000 and A � 185 MHz.
Such signals have been assigned to multinuclear manganese clusters of higher oxidation states
than MnII as previously reported for studies in solutions of model MnII compounds after their
exposure to O2 [18, 19]; therefore, similar clusters might be formed also in wines.

Figure 3. Cw X-band EPR spectra of various Cypriot wines from the grape varieties Xynisteri (X), Lefkada (L), Shiraz (S),
and Maratheftiko (M) at 110 K.

Figure 4. Cw X-band EPR spectra of two fresh samples and one sample exposed to atmospheric oxygen for 1 day of the
Cypriot wine from the grape variety Maratheftiko (M) at 110 K.
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The presence of free ions, such as FeIII and CuII, might accelerate degradation of foods, through
Fenton reactions, leading to undesirable taste, color, or food spoilage [20–26]. Sometimes the
removal of excessive free ions from foods is required in order to preserve their quality [8].
Metal chelators have found to inhibit the oxidation and increase the stability of model wines
[27]. On the other hand, addition of metal ions in foods emerges reactive radical species that
can be detected by EPR and used further for food characterization.

2.2. Organic radicals

In addition to metallic radicals, foods might contain persistent organic radicals formed by the
exposure of food in atmospheric oxygen or the food preparation processes. Metal ions might
play an important catalytic role in the formation of organic radicals. For example, although X-
band EPR spectrum of fresh tea leaves gives at g = 2.000 only the sextet of MnII, the ground tea
from tea bags gives a sharp peak due to the stable semiquinone radical, in addition to the MnII

peak (Figure 5).

An extensive EPR study of dry tea leaves from various origins has shown that except the
semiquinone radicals, stable carbohydrate radical can also be detected [28]. The same study
showed that the type of radical is depended on the content of flavan-3-ols in tea. The teas
owned the highest content of flavan-3-ols (unfermented teas) form carbohydrate radicals,
whereas fermented teas have high quantities of semiquinone radicals.

Troup et al. have investigated the organic radicals formed in roasted coffee beans and the
brewed coffee solutions by EPR spectroscopy [14]. They have assigned the radicals to high-
molecular-weight phenolic compounds present in the coffee brew and melanoidin compounds
generated in the course of the Maillard reaction from reducing sugars and amino acids.

Phenolics are also the compounds which form radicals in red wines [29]. In addition, stable
radicals were detected directly in the extracts of carrot root, celery stalk, cress shoots, cucum-
ber, parsley, and cabbage leaf appeared upon maceration. The EPR signal is a double peak in
the EPR spectrum, attributed to the monodehydroascorbyl radical formed in the aqueous

Figure 5. Cw X-band EPR spectra of ground tea from tea bags at room temperature.
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Metal chelators have found to inhibit the oxidation and increase the stability of model wines
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band EPR spectrum of fresh tea leaves gives at g = 2.000 only the sextet of MnII, the ground tea
from tea bags gives a sharp peak due to the stable semiquinone radical, in addition to the MnII
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An extensive EPR study of dry tea leaves from various origins has shown that except the
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showed that the type of radical is depended on the content of flavan-3-ols in tea. The teas
owned the highest content of flavan-3-ols (unfermented teas) form carbohydrate radicals,
whereas fermented teas have high quantities of semiquinone radicals.

Troup et al. have investigated the organic radicals formed in roasted coffee beans and the
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molecular-weight phenolic compounds present in the coffee brew and melanoidin compounds
generated in the course of the Maillard reaction from reducing sugars and amino acids.

Phenolics are also the compounds which form radicals in red wines [29]. In addition, stable
radicals were detected directly in the extracts of carrot root, celery stalk, cress shoots, cucum-
ber, parsley, and cabbage leaf appeared upon maceration. The EPR signal is a double peak in
the EPR spectrum, attributed to the monodehydroascorbyl radical formed in the aqueous
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solution. A wide single peak overlays the above signals in some samples and is attributed to
the stressed biotic or abiotic conditions [30].

In general, fresh foods, protected from the oxidation, do not form organic radicals. However,
such radicals might be induced and used for the characterization of food shelf-stability.

3. Induction and monitoring of radicals in foods

3.1. Methods for induction of radicals

Several methods have been used for the induction of free radicals in foods, including irradia-
tion with UV, microwaves, or γ-radiation, heating, addition of ozone, metal ions, or other
oxidants. The EPR signal of stable radicals formed in food could be monitored directly,
whereas unstable radicals can be measured indirectly with the addition of spin traps.

The use of EPR spectroscopy to monitor radicals in γ-radiated foods is a common practice
which is very well documented in the literature [31–39]. The most of the studies were
focused on consumer safety due to the use of this method in some countries for food product
sterilization.

Microwave irradiation also causes formation of radicals in foods which can be monitored by
EPR spectroscopy [40]. X-band EPR studies of the effect of microwave radiation on rice flour
and rice starch [41–43] have shown the formation of tyrosyl and semiquinone radicals, after
food irradiation, localized in the starch and the protein fraction of rice flour. These radicals
exist in the native rice flour; however, their intensity increases exponentially by increasing
microwave power and radiation time. The authors have proposed that transition metal redox
process might be associated with the formation of the radicals [42, 43]. On the other hand, the
rate of radical generation in flour starch is not related to the microwave power and irradiation
time but increases rapidly at about 100�C [41].

UV-irradiation is a very popular technique for the generation of radicals measured by EPR [44–
46]. Foods are directly irradiated with UV-light [47–49] or after the addition of a photosensitive
radical initiator in foods [50, 51]. The radicals, produced from UV-irradiation, usually are
trapped by spin traps before being measured by EPR. However, there are examples of direct
measurement of stable radicals formed in food. For example, UV-irradiation of grains resulted
in the formation of reactive oxygen species and stable semiquinone and phenoxyl radicals [49].
In addition to the formation of organic radicals, the MnII and the FeIII EPR signals alternate,
pointing to a disturbance of the biomolecules’ structures.

The thermal stability of foods, in particular, edible oils, is a property associated with the storage
life of food staff explored through various spectroscopic methods and rancimat analysis [52–57].
The thermal process of foods generates radicals that can be detected by EPR spectroscopy. An
example of heating-induced radical formation is the coffee beans roasting with formed radicals
to be monitored in real time [14, 58, 59]. Goodman et al. have shown that the organic radicals

Topics From EPR Research50

produced from the heating of coffee beans are dependent on the variety of the bean, but the
experimental data were not enough to support an explanation. In addition, they noticed that the
quantity of radicals is higher at the presence of O2, and the oxidation rate of beans is consider-
ably higher during the cooling process [58]. The radicals produced from the heating of edible oils
are trapped with radical traps such asN-tert-butyl-α-phenylnitrone (PBN). Monitoring the signal
of the PBN spin adducts by EPR consists a promising method for the determination of the lipid
oxidation lag phase but not suitable for the lag phase of hydroperoxides and thus oil shelf-life
[60]. The formation of free radicals in edible oils is catalyzed by unsaturated lipids, and in this
autoxidation mechanism, there is a direct involvement of β-carotene and chlorophyll [61]. The
EPR spectra of the heated oils showed also the formation of α-tocopheryl radical, suggesting that
the α-tocopheryl radical might be used as an alternative marker for studying the oxidation state
of edible oils [61, 62]. The EPR spectra of edible oils heated at 180 �C in contact with metals
suggested that iron and aluminum do not significantly affect the oils. On the other hand, heating
the oil with copper resulted in the dissolution of large quantities of CuII in the oil promoting the
decomposition of primary oxidation products, while increasing the buildup of secondary oxida-
tion products [63].

Ozone is a nonthermal technology with promising application in food processing. It is primar-
ily used as a disinfectant and antimicrobial agent for food safety applications and for food
preservation [64–66]. However, processing of foods with ozone results in the formation of
radicals that can be detected with EPR [67, 68]. The ozonation of grains was found to be safe
for the consumers; however, the application of ozone directly on food products containing
crushed grains, for instance, meal, might pose a threat to consumers.

The initiation of radicals with addition of metal ions or with the addition of metal ions with
H2O2 (Fenton-like reagents) is also a usual strategy for the characterization of foods. The
formation of radicals with the Fenton reagents is based in the reactions (1) and (2).

Fe2þ þH2O2 ! Fe3þ þHO� þHO• (1)

Fe2þ þH2O2 ! FeVIO
� �2þ þH2O (2)

However, in addition to Fenton reagent, other reagents [69], reacting like the Fenton reagent,
such as CoII/H2O2, Cu

I/H2O2 [70], and K2S2O8 [71], might be used. Usually, the radicals formed
from the reaction with the Fenton reagents are trapped by spin traps and monitored by various
spectroscopies including EPR. This methodology has been applied on several types of foods
including plant extracts [72], strawberry fruit [73], sugar and other molecules found in foods [74],
edible oils [48, 75], tea [76], wines [27], etc. Investigation of the reactivity of FeII complexes with
quinolinic acid as Fenton reagent has shown that Fe(II)-Quin produces more hydroxyl radicals
and is more stable than Fe(II) alone [72]. In addition, metal ions being in the form of salts are
insoluble in lipids; thus, in order to be used as radical initiators in lipids, they require their
solubility to be increased by the addition of emulsifiers [77–79]. Recently, Drouza et al. have
synthesized lipophilic metal complexes soluble in oils that initiate radicals in the presence of
oxygen [3], whereas α-tocopherol is used as a marker for the investigation of the olive oils’
stability.
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and rice starch [41–43] have shown the formation of tyrosyl and semiquinone radicals, after
food irradiation, localized in the starch and the protein fraction of rice flour. These radicals
exist in the native rice flour; however, their intensity increases exponentially by increasing
microwave power and radiation time. The authors have proposed that transition metal redox
process might be associated with the formation of the radicals [42, 43]. On the other hand, the
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time but increases rapidly at about 100�C [41].
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radical initiator in foods [50, 51]. The radicals, produced from UV-irradiation, usually are
trapped by spin traps before being measured by EPR. However, there are examples of direct
measurement of stable radicals formed in food. For example, UV-irradiation of grains resulted
in the formation of reactive oxygen species and stable semiquinone and phenoxyl radicals [49].
In addition to the formation of organic radicals, the MnII and the FeIII EPR signals alternate,
pointing to a disturbance of the biomolecules’ structures.

The thermal stability of foods, in particular, edible oils, is a property associated with the storage
life of food staff explored through various spectroscopic methods and rancimat analysis [52–57].
The thermal process of foods generates radicals that can be detected by EPR spectroscopy. An
example of heating-induced radical formation is the coffee beans roasting with formed radicals
to be monitored in real time [14, 58, 59]. Goodman et al. have shown that the organic radicals
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produced from the heating of coffee beans are dependent on the variety of the bean, but the
experimental data were not enough to support an explanation. In addition, they noticed that the
quantity of radicals is higher at the presence of O2, and the oxidation rate of beans is consider-
ably higher during the cooling process [58]. The radicals produced from the heating of edible oils
are trapped with radical traps such asN-tert-butyl-α-phenylnitrone (PBN). Monitoring the signal
of the PBN spin adducts by EPR consists a promising method for the determination of the lipid
oxidation lag phase but not suitable for the lag phase of hydroperoxides and thus oil shelf-life
[60]. The formation of free radicals in edible oils is catalyzed by unsaturated lipids, and in this
autoxidation mechanism, there is a direct involvement of β-carotene and chlorophyll [61]. The
EPR spectra of the heated oils showed also the formation of α-tocopheryl radical, suggesting that
the α-tocopheryl radical might be used as an alternative marker for studying the oxidation state
of edible oils [61, 62]. The EPR spectra of edible oils heated at 180 �C in contact with metals
suggested that iron and aluminum do not significantly affect the oils. On the other hand, heating
the oil with copper resulted in the dissolution of large quantities of CuII in the oil promoting the
decomposition of primary oxidation products, while increasing the buildup of secondary oxida-
tion products [63].

Ozone is a nonthermal technology with promising application in food processing. It is primar-
ily used as a disinfectant and antimicrobial agent for food safety applications and for food
preservation [64–66]. However, processing of foods with ozone results in the formation of
radicals that can be detected with EPR [67, 68]. The ozonation of grains was found to be safe
for the consumers; however, the application of ozone directly on food products containing
crushed grains, for instance, meal, might pose a threat to consumers.

The initiation of radicals with addition of metal ions or with the addition of metal ions with
H2O2 (Fenton-like reagents) is also a usual strategy for the characterization of foods. The
formation of radicals with the Fenton reagents is based in the reactions (1) and (2).
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However, in addition to Fenton reagent, other reagents [69], reacting like the Fenton reagent,
such as CoII/H2O2, Cu

I/H2O2 [70], and K2S2O8 [71], might be used. Usually, the radicals formed
from the reaction with the Fenton reagents are trapped by spin traps and monitored by various
spectroscopies including EPR. This methodology has been applied on several types of foods
including plant extracts [72], strawberry fruit [73], sugar and other molecules found in foods [74],
edible oils [48, 75], tea [76], wines [27], etc. Investigation of the reactivity of FeII complexes with
quinolinic acid as Fenton reagent has shown that Fe(II)-Quin produces more hydroxyl radicals
and is more stable than Fe(II) alone [72]. In addition, metal ions being in the form of salts are
insoluble in lipids; thus, in order to be used as radical initiators in lipids, they require their
solubility to be increased by the addition of emulsifiers [77–79]. Recently, Drouza et al. have
synthesized lipophilic metal complexes soluble in oils that initiate radicals in the presence of
oxygen [3], whereas α-tocopherol is used as a marker for the investigation of the olive oils’
stability.
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3.2. Addition of radicals

A common use of EPR spectroscopy is the addition of reactive organic radicals, usually
DPPH•, galvanoxyl radical, ABTS+•, TEMPO, TEMPOL, or Fremy’s salt for the determination
of the antioxidant activity of foods [80–84]. The EPR signal is reduced after the addition of
radicals in oil because of the reduction of the radicals from the antioxidant food components,
and the antioxidant activity can be calculated from Eq. (3) or more complicate mathematical
equations [85–89].

Inhibition activity% ¼ A0 �Að Þ=A0 � 100 (3)

where A0 and A are the double integrals of the signal of the control and the sample after the
addition of the antioxidant, respectively.

Stable radicals can also be added as probes. The EPR signal of the radical is dependent on the
environment around the radical, thus structural information can be acquired. The radical
probes could be organic [90–94] or inorganic [13]. The X-band EPR spectra of aqueous solu-
tions containing extracts of green or black tea and CuII showed the formation of six complexes,
probably of CuII with amino acids. The interactions of CuII with teas are pH dependent. At
high pH, the CuII ions form complexes with polyphenols [13].

3.3. Lipophilic metal initiators

Although metal ions have been used as insoluble salts to induce free radicals in edible oil
samples, a novel approach has been presented by the utilization of lipophilic metal complexes
as radical initiators for the oxidation of lipids in olive oils, targeting the activation of α-
tocopheryl radical naturally contained in edible oils [3].

The new metal initiators consist the VV and VIV complexes, 1 and 2 (Figure 6), containing a
lipophilic tail enabling them to perfectly dissolve in the oil matrix. This has been presented as
an advantage of the new method because it allows the retaining of the chemical environment
neighboring the polar phenols as it is in the bulk pure oil. Thus, phenols are allowed to
participate in the free radical interplay between the redox species unaffected by any phase

Figure 6. Vanadium (IV/V) complexes 1 and 2.
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change discontinuation as it occurred in the case of the emulsions. In this method, the evolu-
tion of the phenol scavenging activity is recorded versus time revealing information for all the
time framework of the food exposure to radicals (Figures 7 and 8).

The particular metal ion, vanadium, was selected because it participates in redox reactions,
producing radicals and stabilizing semiquinone radicals [95–97], and activate molecular
dioxygen [98, 99]. Cw X-band variable temperature (VT)-EPR spectroscopy reveals strong
interactions between complex 2 and phenols suggesting that such interactions in the presence
of O2 might promote the initiation of the radicals.

The effect of the polar phenols naturally contained in the edible oils on the dioxygen activation
and the free radical production was explored by a key experiment based on the monitoring of
the intensity of the EPR α-tocopheryl signal in the presence and/or the absence of the polar
phenols. The subtraction of the polar phenols resulted in (i) the reduction of maximum inten-
sity of the EPR signal of α-tocopheryl radical and (ii) the decrease of the time needed for the
occurrence of maximum intensity, tm, for the same edible oil. This new method has been
applied for evaluating the age of olive oil or the storage period associated with the amounts
of the polar phenols, which are decomposed by the increase of the storage time, using the

Figure 7. X-band EPR spectrum of virgin olive oil (0.500 g) vs time after addition of 1 (100 μL, 7.00 mM) at RT. The time
period between two adjacent spectra is 6.5 min.

Figure 8. First integral X-band EPR spectrum of virgin olive oil (0.500 g) vs time after addition of 1 (100 μL, 7.00 mM) at
RT. The time period between two adjacent spectra is 6.5 min.
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of O2 might promote the initiation of the radicals.
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of the polar phenols, which are decomposed by the increase of the storage time, using the
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abovementioned two spectral characteristics as evaluating parameters. The mechanism of the
radical initiation by 1 and 2 complexes was further investigated by spin trap experiments.

3.4. Radical traps

The life time of organic free radicals is usually very short because they undergo bimolecular
self-reaction. Spin trap technique has been developed since 1968 for the detection and identifi-
cation of the transient free radicals. Spin traps are diamagnetic molecules exerting a particular
high affinity for reactive radicals, to which reactive radicals rapidly add to form persistent spin
adducts, detectable in the EPR spectroscopy. Typically, there are two types of molecules
serving as spin traps, the C-nitroso compounds and the nitrones; some of them are shown in
Table 1.

The first one, the C-nitroso compounds are organic nitroxides which upon reaction form the
spin adduct through addition of organic part of the radical directly on the nitrogen atom [100,
101]. This proximity to the unpaired electron occupying the p* orbital of N atom of the
functional group generates additional hyperfine coupling because of the presence of the
neighboring magnetic nuclei of the added free radical. These hyperfine coupling parameters
can provide structural information for the identification of added radical. The spin adducts of
C-nitroso compounds in general have longer life times but bound less types of radicals, usually
the C-centered ones, than nitrones [102]. The second type of spin traps, nitrones are organic
molecules reacting with free radicals very fast, close to the diffusion-controlled limit, forming
spin adducts by the bound of the added radical to the unsaturated C atom next to the N atom

Table 1. Spin traps commonly used for detection and identification of free radicals.
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of the functional group [101–103]. It appears that this type of traps is widely used because they
can form spin adducts with a wide range of radical species, such as peroxy (HOO•),
alkoperoxy (ROO•), alkoxy (RO•), hydroxy (HO•), acyloxy radicals, as well as with other
heteroatom-centered radical, including halogen atoms. The prime drawback for this type of
traps is the poor information provided by their EPR spectra: the unpaired electron gives
hyperfine coupling in the very best cases only from nitrogen nuclei of the function group and
the β-proton, but not from the added radical. Thus, identification of the free radical goes
through comparison of the under examination EPR spectra with undoubtfully characterized
spectra obtained from the spin adducts of the prototype radicals.

An example of the use of DMPO for the detection of the alkoperoxyl and the alkoxyl lipid
radicals is shown in Figure 9. The spectrum was acquired 5 min after the addition of DMPO,
and the vanadium complex 1 in olive oil. Deconvolution of the spectra fits to the alkoperoxyl
lipid radical adduct of DMPO (DMPO-OOR) (AN = 1.37 and AH = 1.06 mT) in 33%, and the

Figure 9. (A) X-band EPR spectra of a solution of 200 μL 1 (7.0 mM, in CH2Cl2) 0.5 g pomace olive oil and 100 μL DMPO
(30.0 mM DMPO in CH3OH) at 5 min, (B, C) simulated spectra of the two components of the experimental spectra
(AN = 1.37 and AH = 1.06 mT (DMPO-OOR) and with AN = 1.31, AHβ = 0.65, and AHγ = 0.17 mT (DMPO-OR)).
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abovementioned two spectral characteristics as evaluating parameters. The mechanism of the
radical initiation by 1 and 2 complexes was further investigated by spin trap experiments.

3.4. Radical traps

The life time of organic free radicals is usually very short because they undergo bimolecular
self-reaction. Spin trap technique has been developed since 1968 for the detection and identifi-
cation of the transient free radicals. Spin traps are diamagnetic molecules exerting a particular
high affinity for reactive radicals, to which reactive radicals rapidly add to form persistent spin
adducts, detectable in the EPR spectroscopy. Typically, there are two types of molecules
serving as spin traps, the C-nitroso compounds and the nitrones; some of them are shown in
Table 1.

The first one, the C-nitroso compounds are organic nitroxides which upon reaction form the
spin adduct through addition of organic part of the radical directly on the nitrogen atom [100,
101]. This proximity to the unpaired electron occupying the p* orbital of N atom of the
functional group generates additional hyperfine coupling because of the presence of the
neighboring magnetic nuclei of the added free radical. These hyperfine coupling parameters
can provide structural information for the identification of added radical. The spin adducts of
C-nitroso compounds in general have longer life times but bound less types of radicals, usually
the C-centered ones, than nitrones [102]. The second type of spin traps, nitrones are organic
molecules reacting with free radicals very fast, close to the diffusion-controlled limit, forming
spin adducts by the bound of the added radical to the unsaturated C atom next to the N atom

Table 1. Spin traps commonly used for detection and identification of free radicals.
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alkoxyl lipid radical adduct of DMPO (DMPO-OR) of (AN = 1.31, AHβ = 0.65, andAHγ = 0.17mT)
in 77%, and a minor unknown carbon adduct of DMPO (DMPO-CRR0R00).

4. Conclusions

In this chapter, we have reviewed the main cw X-band EPR methodologies used for the study
of foods, by observing endogenous unpaired electronic spin species and by the initiation and
detection of radicals in foods. The use of EPR for analysis of foods is growing up rapidly. New
methodologies in initiation and detection of radicals have resulted in the better understanding
of the mechanisms involved in food oxidation processes. The high sensitivity and versatility of
EPR makes this technique a valuable tool in food science, and further applications are expected
to emerge in the future.

The cw EPR methods used for the characterization of foods are based on the recording of
endogenous metal ion or organic radical preexisting in food or the initiation of radicals that
can be detected directly or by the addition of radical traps. This chapter is an overview of these
methods focusing to the research of the last 15 years.
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Abstract

This chapter presents an inclusive analysis of notable techniques carried out on modeling
of dielectric resonator (DR)-antenna using numerical methods in last more than two
decades. Dielectric resonator antenna (DRA) has created its individual existence in
antenna engineering because of its captivating characteristics like; small size, low loss,
high efficiency, wide bandwidth, three-dimensional design flexibility as compared to
conventional antennas, etc. The DR antennas are being widely modeled using numerical
methods nowadays. The triple-folded intention of this chapter is to: (1) give an overview
on DRA modeling using single and hybrid numerical methods, (2) give a compressive
review of notable numerical modeling researches carried out on DRAs and (3) give some
favorable future concentration for the antenna researchers in order to apply the numerical
methods on some innovative geometries of DRAs.

Keywords: antennas, dielectric resonator antennas, electromagnetics, microwave,
numerical modeling

1. Introduction

The term DR (dielectric resonator)-antenna or some time DRA (dielectric resonator antenna) is
derived from dielectric, resonator, and antenna, simultaneously. It is basically an antenna in
which a dielectric material resonates at a certain frequency. The word dielectric resonator (DR)
was firstly used by Richtmyer [1] long back in mid-1939s. The idea of using DR as a radiating
element i.e. antenna in cylindrical shape had been firstly accepted in mid-1983s [2]. DR-
antennas have several interesting advantages like; small size, large power handling capacity,
less dissipation loss, high efficiency, compatible to any 3-D shape, etc. which make them more
popular than that of the traditional antennas. The power handling capability, less loss, and
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Abstract

This chapter presents an inclusive analysis of notable techniques carried out on modeling
of dielectric resonator (DR)-antenna using numerical methods in last more than two
decades. Dielectric resonator antenna (DRA) has created its individual existence in
antenna engineering because of its captivating characteristics like; small size, low loss,
high efficiency, wide bandwidth, three-dimensional design flexibility as compared to
conventional antennas, etc. The DR antennas are being widely modeled using numerical
methods nowadays. The triple-folded intention of this chapter is to: (1) give an overview
on DRA modeling using single and hybrid numerical methods, (2) give a compressive
review of notable numerical modeling researches carried out on DRAs and (3) give some
favorable future concentration for the antenna researchers in order to apply the numerical
methods on some innovative geometries of DRAs.

Keywords: antennas, dielectric resonator antennas, electromagnetics, microwave,
numerical modeling

1. Introduction

The term DR (dielectric resonator)-antenna or some time DRA (dielectric resonator antenna) is
derived from dielectric, resonator, and antenna, simultaneously. It is basically an antenna in
which a dielectric material resonates at a certain frequency. The word dielectric resonator (DR)
was firstly used by Richtmyer [1] long back in mid-1939s. The idea of using DR as a radiating
element i.e. antenna in cylindrical shape had been firstly accepted in mid-1983s [2]. DR-
antennas have several interesting advantages like; small size, large power handling capacity,
less dissipation loss, high efficiency, compatible to any 3-D shape, etc. which make them more
popular than that of the traditional antennas. The power handling capability, less loss, and
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high efficiency are mainly because of the low loss tangent and permittivity of the dielectric
resonator while the three-dimensional design flexibility is the function of number of control-
ling parameters of the resonator’s fundamental shapes like; radius for hemispherical shape,
height to radius ratio for cylindrical shape and depth/width as well as length/width ratio for
rectangular shape [3]. However, because of the advanced simulation and mechanical tools
available, different shapes like; hollow cylindrical, conical, hexagonal, triangular, etc. shapes
as shown in Figure 1 are available nowadays.

The mathematical methods used for modeling of DRAs are broadly classified as analytical
methods and numerical methods. Up to 1940, the classical methods were widely used for
solving the narrow range of electromagnetic (EM) problems only because of complex geome-
tries and mathematical complexities. However, in the mid-1960s, due to the availability of
relatively high speed computers, the numerical methods have been supported in their imple-
mentation to the EM problems [4]. Since then, numerical methods have taken the place of
analytical methods due to numerous advantages, like; lesser computational time, economic for
labor purpose, etc. The proposed chapter describes only the three numerical methods: FDTD
(finite difference time domain), FEM (finite element method), and MOM (method of moment)
which are being widely used for DRAs modeling. In context to this, here different researches
carried out on numerical modeling of DRAs in last more than two decades are disused.

2. Dielectric resonator and its antenna characteristics

The gradual development of modern communication systems from microwave-to-millimeter
wave had given a chance to Long et al. [2] to investigate dielectric resonator (DR) as a radiator,
as a better solution to avoid unnecessary radiation loss, conduction loss, and lower efficiency
of conventional microstrip/waveguide antennas at higher frequencies. In course of time, the
applications of DRs are not limited to only millimeter but are widely used in microwave and
radio frequency ranges also now-a-days. This is because of its several attractive physical
characteristics, like 3D-design flexibility, high/low Q-factor, light weight, low cost, ease of
excitation, etc. as well as several improved performances in terms of bandwidth, gain, etc. as
discussed in the previous section.

Initially, the dielectric resonator was invented in the form of a high Q-factor element specifi-
cally used for filters and oscillators [1]. Because of the high Q-factor, the amount of energy
stored was much more than the amount of energy lost, which made it to be used as an energy
storage device. Once the Q-factor is low, the working is vice versa i.e. the energy radiated is
much higher than the energy stored [1]. As per Long et al. [2], when a DR (of low Q-factor) is

Figure 1. Different geometrical shapes of DR antennas (1—hemispherical, 2—cylindrical, 3—rectangular, 4—conical,
5—hexagonal, and 6—triangular).
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placed on a metallic ground surface with unshielded surroundings and an excitation is applied
to it, then the discontinuity of the relative permittivity at the resonator surfaces plays an
important role. It enables the radio waves bounce back and forth in between the resonator
boundary and called as standing electromagnetic wave, means it resonates as well as creates
chances of reflection but cannot radiate. It is well known that the resonator walls designed to
be transparent to radio waves. Once, the resonator is excited at proper resonating mode, the
radio waves start penetrating the resonator boundary and radiate into space. The desired
resonating mode can be achieved by proper positioning of dielectric resonator, ground plane,
feed, and slot. Moreover, the field distribution inside the resonator as well as the radiation
pattern in the space, are distinct depending upon the resonating mode at which the resonator
is excited. These modes are mainly divided into three different modes, like transverse electric
(TE), transverse magnetic (TM), and hybrid electromagnetic (HEM) modes [3–4]. Generally, for
rectangular DRAs, the fundamental modes are considered to be TEx111, TEy111, and TEz111,
respectively. For hemispherical DRAs, these are considered as TE111 and TM101. Similarly, for
cylindrical DRAs, these modes are considered as TE01, TM01, and HE11/EH11 [3, 4].

3. FDTD modeling of DRAs

The Finite-Difference-Time-Domain method is one of the popular methods in context of elec-
tromagnetic scattering. From historical point of view; the finite difference time domain method
was first developed by Yee in 1966 [5]. Later on, it has been extended to electromagnetic three
dimensional cases with steady state excitation and also considered to be one of the feasible
alternatives to those frequency domain methods. Apart from this, FDTD method has been
recognized to be one of the most effective numerical methods in the study of metamaterial-
based structures. In 1990, this FDTD method became one of the popular methods of choice for
electromagnetic problem analysis, because of several advantages like: ease of understanding,
short development time, and explicit type nature [6]. This method has been successfully
implemented in different electromagnetic problems like; scattering of antenna (microstrip
patch antenna, dielectric resonator antenna), microstrip circuits, etc. However, for the conve-
nience of the readers, few general steps of using FDTD method for DRA modeling are further
illustrated in this section.

3.1. Few general steps for FDTD implementation on DRAs

Generally the FDTD method is formulated by considering the differential form of Maxwell’s
two curl equations which describe the propagation of electric as well as magnetic fields in any
medium, which can be uniform, homogeneous, and isotropic. In addition to this, the medium
is assumed to be lossless i.e., null volume currents or finite conductivity. Thus, the Maxwell’s
curl equations can be written as described:

μ
∂H
∂t

¼ �∇� E and ε
∂E
∂t

¼ ∇�H (1)

Here μ ¼ μ0μr and ε ¼ ε0εr.
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radio frequency ranges also now-a-days. This is because of its several attractive physical
characteristics, like 3D-design flexibility, high/low Q-factor, light weight, low cost, ease of
excitation, etc. as well as several improved performances in terms of bandwidth, gain, etc. as
discussed in the previous section.

Initially, the dielectric resonator was invented in the form of a high Q-factor element specifi-
cally used for filters and oscillators [1]. Because of the high Q-factor, the amount of energy
stored was much more than the amount of energy lost, which made it to be used as an energy
storage device. Once the Q-factor is low, the working is vice versa i.e. the energy radiated is
much higher than the energy stored [1]. As per Long et al. [2], when a DR (of low Q-factor) is

Figure 1. Different geometrical shapes of DR antennas (1—hemispherical, 2—cylindrical, 3—rectangular, 4—conical,
5—hexagonal, and 6—triangular).

Topics From EPR Research66

placed on a metallic ground surface with unshielded surroundings and an excitation is applied
to it, then the discontinuity of the relative permittivity at the resonator surfaces plays an
important role. It enables the radio waves bounce back and forth in between the resonator
boundary and called as standing electromagnetic wave, means it resonates as well as creates
chances of reflection but cannot radiate. It is well known that the resonator walls designed to
be transparent to radio waves. Once, the resonator is excited at proper resonating mode, the
radio waves start penetrating the resonator boundary and radiate into space. The desired
resonating mode can be achieved by proper positioning of dielectric resonator, ground plane,
feed, and slot. Moreover, the field distribution inside the resonator as well as the radiation
pattern in the space, are distinct depending upon the resonating mode at which the resonator
is excited. These modes are mainly divided into three different modes, like transverse electric
(TE), transverse magnetic (TM), and hybrid electromagnetic (HEM) modes [3–4]. Generally, for
rectangular DRAs, the fundamental modes are considered to be TEx111, TEy111, and TEz111,
respectively. For hemispherical DRAs, these are considered as TE111 and TM101. Similarly, for
cylindrical DRAs, these modes are considered as TE01, TM01, and HE11/EH11 [3, 4].

3. FDTD modeling of DRAs

The Finite-Difference-Time-Domain method is one of the popular methods in context of elec-
tromagnetic scattering. From historical point of view; the finite difference time domain method
was first developed by Yee in 1966 [5]. Later on, it has been extended to electromagnetic three
dimensional cases with steady state excitation and also considered to be one of the feasible
alternatives to those frequency domain methods. Apart from this, FDTD method has been
recognized to be one of the most effective numerical methods in the study of metamaterial-
based structures. In 1990, this FDTD method became one of the popular methods of choice for
electromagnetic problem analysis, because of several advantages like: ease of understanding,
short development time, and explicit type nature [6]. This method has been successfully
implemented in different electromagnetic problems like; scattering of antenna (microstrip
patch antenna, dielectric resonator antenna), microstrip circuits, etc. However, for the conve-
nience of the readers, few general steps of using FDTD method for DRA modeling are further
illustrated in this section.

3.1. Few general steps for FDTD implementation on DRAs

Generally the FDTD method is formulated by considering the differential form of Maxwell’s
two curl equations which describe the propagation of electric as well as magnetic fields in any
medium, which can be uniform, homogeneous, and isotropic. In addition to this, the medium
is assumed to be lossless i.e., null volume currents or finite conductivity. Thus, the Maxwell’s
curl equations can be written as described:

μ
∂H
∂t

¼ �∇� E and ε
∂E
∂t

¼ ∇�H (1)

Here μ ¼ μ0μr and ε ¼ ε0εr.
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For the solution of this type of partial differential equation by FDTDmethod, a first order finite
difference scheme can be used for both time as well as space.

3.2. Step 1: field in time and spatial domain

Let us consider a three dimensional problem as shown in Figure 2 and define the electric field
(or magnetic field) in both space and time domain as [7]:

∂F x; y; z; tð Þ
∂x

≈
F xþ Δx=2; y; z; tð Þ � F x� Δx=2; y; z; tð Þð Þ

Δx
¼ Fn iþ 0:5; j; kð Þ � Fn i� 0:5; j; kð Þð Þ

Δx
(2)

∂F x; y; z; tð Þ
∂t

≈
F x; y; z; tþ Δt=2ð Þ � F x; y; z; t� Δt=2ð Þð Þ

Δt
¼ Fnþ0:5 i; j; kð Þ � Fn�0:5 i; j; kð Þ� �

Δt
(3)

As the field is discretized in both space and time domain, hence the practical calculation space
is also divided into number of small cubes as shown in Figure 2(a). Here each small cube
Δx � Δy � Δz of the problem is known as cell size.

3.3. Step 2: Yee’s algorithm

For a three-dimensional case, the six field locations are considered as interleaved in space as
shown in Figure 2(b). Here each small cells are known as FDTD unit cell [5]. The E-field is
calculated at each midpoint of small FDTD cell and for convenience purpose the H-field can be
calculated at each spatial locations between two adjacent E-fields.

The field component of x-direction can be written as;

Hnþ0:5
x iþ 1; jþ 0:5; kþ 0:5ð Þ ¼ Hn�0:5

x iþ 1; jþ 0:5; kþ 0:5ð Þ

þ Δt
μ

En
y iþ 1; jþ 0:5; kþ 1ð Þ � En

y iþ 1; jþ 0:5; kð Þ
Δz

� En
z iþ 1; jþ 1; kþ 0:5ð Þ � En

z iþ 1; j; kþ 0:5ð Þ
Δy

 !

(4)

Figure 2. FDTD analysis [7]. (a) FDTD lattice and (b) unit cell.
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Enþ1
x iþ 0:5; j; kð Þ ¼ En

x iþ 0:5; j; kð Þ

þ Δt
ε

Hnþ0:5
z iþ 0:5; jþ 0:5; kð Þ �Hnþ0:5

z iþ 0:5; j� 0:5; kð Þ
Δy

�Hnþ0:5
z iþ 0:5; j; kþ 0:5ð Þ �Hnþ0:5

z iþ 0:5; j; kþ 0:5ð Þ
Δz

��

(5)

Similarly, the field components for y- and z-direction for both electric and magnetic fields can
be easily determined. It should be noted here that if the E-field is calculated at nΔt, the H-field
is calculated at (n + 0.5)Δt, for which Yee’s algorithm is also known as leapfrog algorithm.

3.4. Step 3: estimation of cell size and time step

It is obvious that in FDTD method, finer cell is taken by assuming constant field over a cell.
However, the size of the cell depends upon the wavelength of the material. Smaller cell size
gives better accuracy. In case of high permittivity dielectric material, the non-homogeneous
type cell-size can be used. After fixing the cell-size, the time step can be taken as per Courant-
Fricdrich-Lewy stability condition [13].

Δt ≤
1

vmax

1
Δx2

þ 1
Δy2

þ 1
Δz2

� ��1=2

(6)

Here Vmax is the maximum phase velocity of the wave in the computational domain/volume.
This equation ensures that, error generated in one step does not increase with time marching
and using this condition the grid dispersion error can be minimized.

3.5. Step 4: dielectric resonator antenna analysis

A DR-antenna can be a three-dimensional dielectric geometry of any shape along with
conducting feed and ground plane. The FDTD method assumes perfect conductor approxima-
tion for microstrip line/patch/ground plane whereas perfect dielectric approximation for sub-
strate as well as dielectric resonators. In FDTD modeling, the fundamental parameters like;
permittivity, permeability, and conductivity are assigned to respective cells in the computa-
tional domain to form the objects. Microstrip line/patch/ground plane are generally considered
as two-diemensional geometry. Hence the tangential E-field component must be null (0) on the
surface. Thus, it can be modeled by applying the boundary conditions on the respective planes
of the proper cells. Then, the non-perfect conductor cells like: substrate, dielectric resonator or
air, are assigned with respective permittivity (εr). For air εr will be unity, for substrate and DR
the permittivity (εr) value can be taken as per the modeling requirement. But for a stacking
case, the average value of the interfaces of two/multi dielectric constant can be assigned [7].

3.6. Step 5: source signal and feed modeling

For excitation of the dielectric resonator, the different waveforms like: plane wave, modulated
pulse, etc. can be applied. However, in view of smooth waveform, the Gaussian pulse type
excitation is preferably used which is mentioned in Eq. (7).

Modeling of Dielectric Resonator Antennas using Numerical Methods Applied to EPR
http://dx.doi.org/10.5772/intechopen.79087

69
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Δx � Δy � Δz of the problem is known as cell size.
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Similarly, the field components for y- and z-direction for both electric and magnetic fields can
be easily determined. It should be noted here that if the E-field is calculated at nΔt, the H-field
is calculated at (n + 0.5)Δt, for which Yee’s algorithm is also known as leapfrog algorithm.

3.4. Step 3: estimation of cell size and time step

It is obvious that in FDTD method, finer cell is taken by assuming constant field over a cell.
However, the size of the cell depends upon the wavelength of the material. Smaller cell size
gives better accuracy. In case of high permittivity dielectric material, the non-homogeneous
type cell-size can be used. After fixing the cell-size, the time step can be taken as per Courant-
Fricdrich-Lewy stability condition [13].
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Here Vmax is the maximum phase velocity of the wave in the computational domain/volume.
This equation ensures that, error generated in one step does not increase with time marching
and using this condition the grid dispersion error can be minimized.

3.5. Step 4: dielectric resonator antenna analysis

A DR-antenna can be a three-dimensional dielectric geometry of any shape along with
conducting feed and ground plane. The FDTD method assumes perfect conductor approxima-
tion for microstrip line/patch/ground plane whereas perfect dielectric approximation for sub-
strate as well as dielectric resonators. In FDTD modeling, the fundamental parameters like;
permittivity, permeability, and conductivity are assigned to respective cells in the computa-
tional domain to form the objects. Microstrip line/patch/ground plane are generally considered
as two-diemensional geometry. Hence the tangential E-field component must be null (0) on the
surface. Thus, it can be modeled by applying the boundary conditions on the respective planes
of the proper cells. Then, the non-perfect conductor cells like: substrate, dielectric resonator or
air, are assigned with respective permittivity (εr). For air εr will be unity, for substrate and DR
the permittivity (εr) value can be taken as per the modeling requirement. But for a stacking
case, the average value of the interfaces of two/multi dielectric constant can be assigned [7].

3.6. Step 5: source signal and feed modeling

For excitation of the dielectric resonator, the different waveforms like: plane wave, modulated
pulse, etc. can be applied. However, in view of smooth waveform, the Gaussian pulse type
excitation is preferably used which is mentioned in Eq. (7).
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p tð Þ ¼ e�
t�toð Þ
Ts½ �2 0 ≤ t ≤ 2t0

0 Otherwise

8<
: (7)

where Ts = spread time, t0 = peak time.

In practical case, signal is given to the feed line through SMA connector. This feeding in FDTD
approach can be modeled by assigning several electric area within the area along the thickness/
height of the substrate which just comes under the strip. Then if the pulse is generated, the
fields in the three-dimensional structure can be computed for successive steps until the steady
state arrives. Thus, the input impedance (Zin) of the dielectric resonator antenna is calculated
easily using Eq. (8)

Zin fð Þ ¼ Vs fð Þ
Is fð Þ (8)

where, Vs(f) and Is(f) are the Fast Fourier Transform (FFT) of the time domain source voltage
and source current respectively. Then the return loss can be calculated as:

RLdB fð Þ ¼ 20 log
Zin fð Þ � Z0

Zin fð Þ þ Z0

� �
(9)

Here Z0 = 50 Ohm.

3.7. Step 6: boundary conditions

During the analysis of EM problems, it is necessary to truncate the computational domain by a
virtual boundary. In addition to this, the boundary should be absorbing one in order to absorb
all the radiation to avoid reflection which may causes errors. Hence, it is termed as absorbing
boundary condition (ABC) which can be of either Mur’s ABC [8] or Berenger’s Perfectly
Matched Layer (PML) [9]. However, PML is best ABC in terms of accuracy [7].

The above basic steps shows the advancement in computational electromagnetics using FDTD
which enabled many researchers for modeling several complex problems based on DRAs.
Some notable researches carried out based on this approach in last decade are discussed here.

In 1994, Shum and Luk [10] have analyzed a rectangular DR-antenna fed by a microstrip line
through an aperture made on ground plane using FDTD method for calculating the return
losses. Again, [11] have analyzed dielectric ring resonator antenna with an air-gap using the
FDTD method for improving the impedance bandwidth of the antenna by adjusting the air-
gap spacing. A cylindrical dielectric antenna with a dielectric coating has been analyzed using
FDTDmethod for observing the effect of the relative permittivity of the coating material on the
impedance bandwidth of the antenna. Then, again [12] have analyzed a cylindrical DRA
operating at the fundamental broadside mode using FDTD method for observing the impact
of the feed position, probe length, and the dielectric constant on input impedance. Shum and
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Luk [13] have presented a FDTD numerical method for modeling probe-fed cylindrical DR
antenna for computing the input impedance of the antenna operating in HEM11δ mode. Chen
et al. [14] have analyzed a probe-fed section-spherical DRA using FDTD technique. The
mutual coupling between aperture-coupled cylindrical DRAs has been analyzed using FDTD
[15]. The aperture-coupled CDRA on a thick ground plane has been investigated using the
FDTD method for reducing the coupling from feed-line to the antenna by increasing the
thickness of the ground plane [16]. A cross-shaped DRA designed for circular polarization
has been analyzed via conformal FDTD method [17]. Kamchouchi and Kayar [18] have dem-
onstrated FDTD method for simplifying the sophisticated radiation problems. Semouchkina
et al. [19] have used FDTD method to study the resonant modes in DR-antenna. The in detail
study of inter-element coupling phenomena based on a FDTD technique utilizing Berenger’s
PML boundary conditions and geometrical symmetries has been presented by Gentili et al.
[20]. A Microstrip-slot coupled rectangular DRA operated in fundamental TE111 mode has
been investigated numerically and experimentally [21]. Top-hat monopole antennas loaded
with radial layered dielectric has been analyzed using FDTD method for computing input
impedance of the antenna structure more accurately [22]. Zhang et al. [23] have investigated a
probe-fed DRA element operating in a waveguide environment with application to spatial
power combining amplifier arrays using FDTD technique. The radiation pattern and input
impedance of the strip-fed rectangular shaped DRA have been computed numerically using
FDTD method [24]. Nomura and Sato [25] have proposed a combined method of topology
optimization and FDTD method for wideband DR-antenna design. Mohanana et al. [26] have
investigated a microstrip line excited compact rectangular DRA using FDTD method. FDTD
method has been used to calculate the input impedance of the cylindrical DR-antenna with
different dimensions [27]. Li et al. [28] have studied a differentially fed RDRA using FDTD
method for the fundamental TE111 mode at 2.4 GHz, with a bandwidth of 10.4%. Li and Leung
[29] have analyzed a differentially fed rectangular DRA using FDTDmethod. Thus, the several
cases of DRAs have been described using FDTD in this section. Yao et al. [30] have presented
an efficient two-dimensional FDTD method for analyzing the parallel-plate dielectric resona-
tor. A Pawn DRA has been investigated in time domain for predicting about 122% impedance
bandwidth [31]. Dzulkipli et al. [32] have used a simulation technique based on FDTD to
analyze mutual coupling effects in reflectarray environment. Gupta and Gangwar [33] have
presented numerical analysis of input impedance, return loss, and radiation characteristics of a
strip excited triangular shape DRA (TDRA) using FDTD technique. Thus, several cases based
on different shapes of DR-antennas have been successfully resolved.

4. Method of moments for DRAs modeling

Method of moments is sometimes known as moment method (MM). It is considered to be the
oldest method in terms of deriving point estimators. The name “method moments” is mainly
originated from Russian literature. In western literature, the method of moments has been
firstly attributed by Harrington [34], however it became much popular in electromagnetic
modeling after the work by Harrington [35]. In course of time MOM has been successfully
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p tð Þ ¼ e�
t�toð Þ
Ts½ �2 0 ≤ t ≤ 2t0

0 Otherwise

8<
: (7)

where Ts = spread time, t0 = peak time.
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Is fð Þ (8)
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Zin fð Þ � Z0

Zin fð Þ þ Z0

� �
(9)

Here Z0 = 50 Ohm.

3.7. Step 6: boundary conditions
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cases of DRAs have been described using FDTD in this section. Yao et al. [30] have presented
an efficient two-dimensional FDTD method for analyzing the parallel-plate dielectric resona-
tor. A Pawn DRA has been investigated in time domain for predicting about 122% impedance
bandwidth [31]. Dzulkipli et al. [32] have used a simulation technique based on FDTD to
analyze mutual coupling effects in reflectarray environment. Gupta and Gangwar [33] have
presented numerical analysis of input impedance, return loss, and radiation characteristics of a
strip excited triangular shape DRA (TDRA) using FDTD technique. Thus, several cases based
on different shapes of DR-antennas have been successfully resolved.

4. Method of moments for DRAs modeling

Method of moments is sometimes known as moment method (MM). It is considered to be the
oldest method in terms of deriving point estimators. The name “method moments” is mainly
originated from Russian literature. In western literature, the method of moments has been
firstly attributed by Harrington [34], however it became much popular in electromagnetic
modeling after the work by Harrington [35]. In course of time MOM has been successfully
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applied to several practical EM problems like radiation caused by thin-wire elements and
arrays, scattering problems, analysis of microstrip and lossy structures and later on for DRA
also. So in this context, the modeling of dielectric resonator antenna with some basic steps is
clearly discussed in this section. Moreover some published articles of DRA modeling based on
this method is also summarized here.

4.1. Few general steps for MOM implementation on DRAs

The integral equations (IE) techniques are quite effective in providing exact solution for dielec-
tric structure modeling. During the modeling of homogeneous system, the integral equations
(IE) can be expressed in terms of tangential component of fields (both electric and magnetic) at
the media interface only. The equivalence principle [36] is normally used for the solution of
scattering problem by using MoM.

4.2. Step 1: representation of field(s) in terms of θ and ϕ

Magnetic field and electric field can be expressed in term of scalar and vector potential by
considering position r in θ and ϕ direction for three-dimensional problem as [37]:

Er ¼ 1
jωεμ

∂2

∂r2
þ k2

� �
Ar (10)

Eθ ¼ �1
εrsinθ

� ∂Fr
∂ϕ

þ 1
jωεμr

� ∂
2Ar

∂r∂θ
(11)

Eϕ ¼ 1
εr

� ∂Fr
∂θ

þ 1
jωεμrsinθ

� ∂
2Ar

∂r∂ϕ
(12)

Hr ¼ 1
jωεμ

∂2

∂r2
þ k2

� �
Fr (13)

Hθ ¼ 1
μrsinθ

� ∂Ar

∂ϕ
þ 1
jωεμr

� ∂
2Fr

∂r∂θ
(14)

Hϕ ¼ �1
μr

� ∂Ar

∂θ
þ 1
jωεμrsinθ

� ∂
2Fr

∂r∂ϕ
(15)

4.3. Step 2: formulation of electric and magnetic potential using Green’s function

The electric potential due to a point current Jθ inside and outside the dielectric resonators can
be expressed as:

For inside DR (i.e. r < a):
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GFr
Jθ
¼
X∞
n¼0

Xn
m¼�n

AnmPm
n cosθð Þejmϕ Ĵ n krð Þ (16)

GAr
Jθ

¼
X∞
n¼0

Xn
m¼�n

BnmPm
n cosθð Þejmϕ Ĵ n krð Þ (17)

For outside DR (i.e. r > a):

GFr
Jθ
¼
X∞
n¼0

Xn
m¼�n

CnmPm
n cosθð ÞejmϕĤn k0rð Þ (18)

GAr
Jθ

¼
X∞
n¼0

Xn
m¼�n

DnmPm
n cosθð ÞejmϕĤn k0rð Þ (19)

Here the GFr
Jβ

and GAr
Jβ

are the electric potential and magnetic potential in β directed point

current, respectively whereas β can be either θ or ϕ. Pm
n cosθð Þ: related to Legendre function of

order m and degree n. Ĵn krð Þ and Ĥn k0rð Þ represents the spherical Bessel functions of the first
kind and spherical Hankel function of the second kind respectively. Anm, Bnm, Cnm, andDnm can
be determined from the boundary condition at the DR-air interface (i.e. r = a) (Figure 3).

After applying the boundary condition Eþ
θ � E�

θ ¼ 0 as well as Eþ
ϕ � E�

ϕ ¼ 0 for E-field and

Hþ
θ �H�

θ ¼ 0 as well as Hþ
ϕ �H�

ϕ ¼ �Jθ (�Jθ is taken by considering the θ directed current)

for H-filed at (r = r’ = a) for both θ and ϕ direction four sets of equation relating Anm, Bnm, Cnm,
and Dnm can be established, like Eq. (20) (for E-field) and Eq. (21) (for H-field) [37]:

�KXnmĴn kað Þ � KYnmĤn k0að Þ ¼ 0 (20)

�KXnmĴn kað Þ � KYnmĤn k0að Þ ¼ 1 (21)

where ĵn kað Þ and k̂n k0að Þ are the spherical Bessel function and spherical Henkel function,
respectively, K is the ratio of wave number and permittivity, and Xnm, Ynm are either Anm, Cnm,
or Bnm, Dnm [37]. Out of the four sets of equation, by combing the TE mode equations (which

Figure 3. Analysis of hemipsherical DRA [37].
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applied to several practical EM problems like radiation caused by thin-wire elements and
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clearly discussed in this section. Moreover some published articles of DRA modeling based on
this method is also summarized here.
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The integral equations (IE) techniques are quite effective in providing exact solution for dielec-
tric structure modeling. During the modeling of homogeneous system, the integral equations
(IE) can be expressed in terms of tangential component of fields (both electric and magnetic) at
the media interface only. The equivalence principle [36] is normally used for the solution of
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4.2. Step 1: representation of field(s) in terms of θ and ϕ

Magnetic field and electric field can be expressed in term of scalar and vector potential by
considering position r in θ and ϕ direction for three-dimensional problem as [37]:
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4.3. Step 2: formulation of electric and magnetic potential using Green’s function

The electric potential due to a point current Jθ inside and outside the dielectric resonators can
be expressed as:

For inside DR (i.e. r < a):
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GFr
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Here the GFr
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and GAr
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are the electric potential and magnetic potential in β directed point

current, respectively whereas β can be either θ or ϕ. Pm
n cosθð Þ: related to Legendre function of

order m and degree n. Ĵn krð Þ and Ĥn k0rð Þ represents the spherical Bessel functions of the first
kind and spherical Hankel function of the second kind respectively. Anm, Bnm, Cnm, andDnm can
be determined from the boundary condition at the DR-air interface (i.e. r = a) (Figure 3).

After applying the boundary condition Eþ
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θ ¼ 0 as well as Eþ
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ϕ ¼ 0 for E-field and
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θ ¼ 0 as well as Hþ
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ϕ ¼ �Jθ (�Jθ is taken by considering the θ directed current)

for H-filed at (r = r’ = a) for both θ and ϕ direction four sets of equation relating Anm, Bnm, Cnm,
and Dnm can be established, like Eq. (20) (for E-field) and Eq. (21) (for H-field) [37]:

�KXnmĴn kað Þ � KYnmĤn k0að Þ ¼ 0 (20)

�KXnmĴn kað Þ � KYnmĤn k0að Þ ¼ 1 (21)

where ĵn kað Þ and k̂n k0að Þ are the spherical Bessel function and spherical Henkel function,
respectively, K is the ratio of wave number and permittivity, and Xnm, Ynm are either Anm, Cnm,
or Bnm, Dnm [37]. Out of the four sets of equation, by combing the TE mode equations (which

Figure 3. Analysis of hemipsherical DRA [37].
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relate to Anm, Cnm (in E-field) and Bnm, Dnm (in H-field)) and TM-mode equation (which relate
to Bnm, Dnm (in E-field) and Anm, Cnm (in H-field)) can give a straight forward solution for all
four unknowns i.e. Anm, Bnm, Cnm, and Dnm. By putting these values in equation (16-19), the

simplified versions of Green’s function GFr
Jθ
and GAr

Jθ
can be obtained for both inside (r < a) and

outside (r > a) region. Again by applying the similar procedure, the Green’s function GFr
Jϕ

and

GAr
Jϕ

for φ directed current can also be obtained.

4.4. Step 3: formulation of E-field and H-field using Green’s function

The total E-field because of θ directed and φ directed point currents can be found from

potential Green’s function. By substituting the values of GFr
Jθ

and GAr
Jθ

(for inside as well as

outside cases) in Eqs. (10-15), it can be obtained [37]:

GEθ
Jθ

¼ jη0

2πar

X∞
n¼0

2nþ 1
n nþ 1ð Þ

Xn
m¼0

n�mð Þ!
nþmð Þ! cosm ϕ� ϕ0� �

� m2

ΔTE
n

Pm
n cosθ0ð Þ
sinθ0

Pm
n cosθð Þ
sinθ

Φn � 1
ΔTM
n Δm

d
dθ

Pm
n cosθð Þψn

( ) (22)

Like this GEϕ

Jθ
, GEθ

Jϕ
and GEθ

Jϕ
can be obtained [37]. The function Φn and ψn have different forms

for E-field inside (r < a) and outside (r > a) of the dielectric resonator (Figure 3). Then with
Green’s function for the solution of the current (either in the feed probe/feed line/patch/strip
etc.) can be found/solved by using MoM.

4.5. Step 4: solution of current using MoM

This Method of Moment solution can be well understood by taking an example (as shown in

Figure 3). Let in this figure the β (either θ or ϕ) directed E-field AEβ
Jθ
, BEβ

Jθ
, BEβ

Jϕ
are produced by

θ directed excitation strip current JAθ , patch current JBθ and φ directed patch current JBϕ respec-

tively. Now, by imposing the boundary condition, so that total E-field must vanish on the
conducting excitation strip, we get;

AEθ
Jθ
þBEθ

Jθ
þBEθ

Jϕ
þ Ei ¼ 0 (23)

Which can be expressed in terms of Green’s functions, i.e.
ðð

SA

GEθ
Jθ
JAθdS

0 þ
ðð

SB

GEθ
Jθ
JBθdS

0 þ
ðð

SB

GEθ
Jϕ
JBϕdS

0þAEi ¼ 0 (24)

Here, SA and SB are the surfaces of the excitation strip and parasitic patch respectively, which
can further be expressed as:
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�1
W1

ðð

SA

GEθ
Jθ
IAθdS

0 þ �1
W2

ðð

SB

GEθ
Jθ
IBθdS

0 þ �1
L2

ðð

SB

GEθ
Jϕ
IBϕdS

0 ¼ 1
a
δ θð Þ (25)

Here: AEi ¼ V0=að Þδ θð Þ and V0 ¼ 1 (unity).

IAθ ¼ JAθW1, IBθ ¼ JBθW2, and IBϕ ¼ JBϕL2.

Now these currents can be expanded using MoM and resulted as:

IAθ θð Þ ¼
XN1

p1¼1

IθAp1 f
θA
p1

θð Þ (26)

IBθ θð Þ ¼
XN2

p2¼1

IθBp2 f
θB
p2

θð Þ (27)

IBϕ θð Þ ¼
XN3

p3¼1

IϕBp3 f
ϕB
p3

ϕ
� �

(28)

where, f θAp1 θð Þ, f θBp2 θð Þ, and f ϕBp3 ϕ
� �

are PWS basis functions [38]. Similarly two more equations

can be obtained by enforcing the boundary conditions, like;

AEθ
Jθ
þBEθ

Jθ
þBEθ

Jϕ
¼ 0 (29)

AEϕ
Jθ
þBEϕ

Jθ
þBEϕ

Jϕ
¼ 0 (30)

By applying Galerkin’s procedure again we can obtain three sets of equations as of Eqs. (26)–
(28). Then the whole equation set can be solved by using the following matrix formulation [4]:

ZAA0
θθ p1; q1
� �� �

N1�N1
ZAB0
θθ p1; q2
� �� �

N1�N2
ZAB0
θϕ p1; q3
� �h i

N1�N3

ZBA0
θθ p2; q1
� �� �

N2�N1
ZBB0
θθ p2; q2
� �� �

N2�N2
ZBB0
θϕ p2; q3
� �h i

N2�N3

ZBA0
ϕθ p3; q1
� �h i

N3�N1

ZBB0
ϕθ p3; q2
� �h i

N3�N2

ZBB0
ϕϕ p3; q3
� �h i

N3�N3

2
66666664

3
77777775
�

IθAp1

h i
N1�1

IθΒp2

h i
N2�1

IϕΒp3

h i
N3�1

2
6666664

3
7777775
¼

VA
q1

h i
N1�1

0½ �N2�1

0½ �N3�1

2
66664

3
77775

(31)

After the current vector IθAp1

h i
is obtained from Eq. (31), the input impedance can easily be

calculated from Zin ¼ γ=
PN1

p1¼1 I
θA
p1
f θAp1 0ð Þ. Further, here γ ¼ 1 for equivalent spherical DR

while 0.5 for hemispherical DR. Then, the remaining current vectors IθΒp2

h i
, IϕΒp3

h i
together along

with IθAp1

h i
can be used to calculate the radiation fields of dielectric resonator antenna. Thus,

few general mathematical steps are discussed here for implementation of method of moments
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relate to Anm, Cnm (in E-field) and Bnm, Dnm (in H-field)) and TM-mode equation (which relate
to Bnm, Dnm (in E-field) and Anm, Cnm (in H-field)) can give a straight forward solution for all
four unknowns i.e. Anm, Bnm, Cnm, and Dnm. By putting these values in equation (16-19), the

simplified versions of Green’s function GFr
Jθ
and GAr

Jθ
can be obtained for both inside (r < a) and

outside (r > a) region. Again by applying the similar procedure, the Green’s function GFr
Jϕ

and

GAr
Jϕ

for φ directed current can also be obtained.

4.4. Step 3: formulation of E-field and H-field using Green’s function

The total E-field because of θ directed and φ directed point currents can be found from

potential Green’s function. By substituting the values of GFr
Jθ

and GAr
Jθ

(for inside as well as

outside cases) in Eqs. (10-15), it can be obtained [37]:

GEθ
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¼ jη0
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n¼0
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n nþ 1ð Þ

Xn
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� m2

ΔTE
n

Pm
n cosθ0ð Þ
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Pm
n cosθð Þ
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ΔTM
n Δm

d
dθ

Pm
n cosθð Þψn

( ) (22)

Like this GEϕ

Jθ
, GEθ

Jϕ
and GEθ

Jϕ
can be obtained [37]. The function Φn and ψn have different forms

for E-field inside (r < a) and outside (r > a) of the dielectric resonator (Figure 3). Then with
Green’s function for the solution of the current (either in the feed probe/feed line/patch/strip
etc.) can be found/solved by using MoM.

4.5. Step 4: solution of current using MoM

This Method of Moment solution can be well understood by taking an example (as shown in

Figure 3). Let in this figure the β (either θ or ϕ) directed E-field AEβ
Jθ
, BEβ

Jθ
, BEβ

Jϕ
are produced by

θ directed excitation strip current JAθ , patch current JBθ and φ directed patch current JBϕ respec-

tively. Now, by imposing the boundary condition, so that total E-field must vanish on the
conducting excitation strip, we get;

AEθ
Jθ
þBEθ

Jθ
þBEθ

Jϕ
þ Ei ¼ 0 (23)

Which can be expressed in terms of Green’s functions, i.e.
ðð

SA

GEθ
Jθ
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0 þ
ðð

SB

GEθ
Jθ
JBθdS

0 þ
ðð

SB

GEθ
Jϕ
JBϕdS

0þAEi ¼ 0 (24)

Here, SA and SB are the surfaces of the excitation strip and parasitic patch respectively, which
can further be expressed as:
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Here: AEi ¼ V0=að Þδ θð Þ and V0 ¼ 1 (unity).
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(31)

After the current vector IθAp1

h i
is obtained from Eq. (31), the input impedance can easily be

calculated from Zin ¼ γ=
PN1

p1¼1 I
θA
p1
f θAp1 0ð Þ. Further, here γ ¼ 1 for equivalent spherical DR

while 0.5 for hemispherical DR. Then, the remaining current vectors IθΒp2

h i
, IϕΒp3

h i
together along

with IθAp1

h i
can be used to calculate the radiation fields of dielectric resonator antenna. Thus,

few general mathematical steps are discussed here for implementation of method of moments
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which are quite useful and simple. The use of this method for analyzing some DRAs in last
decades is further summarized here.

Analysis of the disk antennas above the grounded dielectric substrate has been carried out
using moment method [39]. The input impedance of a cylindrical DRA excited by an aperture
slot has been computed using MOM method together with an efficient matrix solution algo-
rithm [40]. Leung and Luk [41] have studied an aperture-coupled hemispherical DRA using
MM method for broadside TE111 mode. An aperture-coupled hemispherical shaped DR-
antenna operating at the end-fire TE221 mode has been studied using MOM method together
with Green’s function [42]. Liu et al. [43] have analyzed a DRA based on the electric and
magnetic field integral equations using MM method. The Green function technique together
with the MMmethod has been used to determine the equivalent magnetic current in the slot of
slot-fed DRA with/without a backing cavity [44]. Kishk et al. [45] have done a numerical study
of split cylindrical DRAs on a conducting ground plane excited by a coaxial probe excited in
HEM11 and HEM12 modes based on MM method. Then MOM-based surface integral equation
solver for studying arbitrarily shaped aperture coupled DRAs has been developed [46]. Chow
and Leung [47] have investigated the input impedance of the cavity-backed slot-coupled DRA
excited by a slender strip using the MM method. The MOM method with piecewise sinusoidal
(PWS) basis and testing functions has been used for analyzing a circularly polarized DRA
excited by a spiral slot [48]. A rigorous analysis has been done for the excitation of hemispher-
ical type DR-antenna loaded by a circular disk using MOM [49]. Baghaee et al. [50] have
analyzed a probe-fed rectangular DRA on a finite ground plane using MOM. A rigorous
analysis of the slot-coupled hemispherical dielectric resonator top-loaded by a conducting cap
has been presented using MOM [51]. Eshrah et al. [52] have proposed excitation of DRAs by
waveguide slots as a substitute to traditionally used excitation mechanism as well as to
enhance bandwidth and to control the power coupled to the DRA using MOM method. The
coaxial-aperture-fed hemispherical DRA has been analyzed using MOM method [53]. Lam
and Leung [54] have analyzed U-slot excited DRA with a baking cavity using the MOM. Ge
and Esselle [55] have analyzed the aperture coupled DRA using MOMmethod. Borowiec et al.
[56] have used MOM approach for analyzing a cavity backed, slot excited DRA. Abdulla and
Chakraborty [57] have analyzed hemispherical DRA excited with a thick slot at the short
circuited end of waveguide using MM method. For a hemispherical DRA, the integral of the
admittance matrix corresponding to the homogeneous Green’s function has been evaluated by
expressing the homogeneous Green’s function in terms of a double summation using MM
method [58]. Broad wall longitudinal slot coupled hemispherical DRA has been analyzed
using MOM [59]. Thus, the moment method has been successfully applied on several cases of
DRAs. Thus, several cases of DRAs have been resolved using moment method in this section.

5. Modeling of DRAs using FEM

Engineering domain is one of vastest system, where mathematical model is one of the suitable
alternative for describing the behavior of the whole system in a constructive manner. Finite
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element method is one of those mathematical modeling technique, initially used for structural
analysis during 1960–1970s. However its introduction with electromagnetic scattering prob-
lems in 1980s is well documented in [60]. Initially it was mainly based on static, quasi-static,
and guided wave problems. In course of time this was highly appreciated for microwave and
millimeter-wave system optimization as well as for EM radiation means for antenna. In
addition to this, the finite element method (FEM) is one of the numerical tool to have the
approximate solution which can be used in general purpose computers and thus increased
the usability. In FEM, mainly the problems are divided into different sub domains, known as
finite element which causes the problem to have many number of finite element patches [61],
and in context to this, now this method is considered to be one of the finest method in
computational electromagnetics mainly for antenna modeling, with evidence of good number
of publications in electromagnetic domain. However the basic steps of modeling of dielectric
resonator antenna (three dimensional structure), is discussed in this section.

5.1. Few general steps for FEM implementation on DRAs

The procedure of implementing FEM for modeling of a dielectric resonator antenna is quite
different than those for microstrip patch antennas. The way of defining discretization of the
finite volume as well as the boundary condition is quite important in FEM modeling. For
smooth understanding, the basic approaches of FEM in context of DRA modeling some basic
mathematical steps are elaborated here.

5.2. Step 1: formulation of basic fields

For any electromagnetic problem, first we need to define the field. As here DR-antenna is a
three dimensional structure, so let us assume a three-dimensional scattering problem as shown
in Figure 4(a), having finite volume V with of permittivity ε and permeability μ surrounded by
an area of volume V∞ of permittivity ε0 and permeability μ0 at a finite distance of S. When
electromagnetic wave input having angular frequency (ω) is applied then it starts scattering.
The electromagnetic filed inside the volume V (E1, H1) and outside volume V (E2, H2) can be
written in terms of vector differential wave equations for a source free region [62].

Figure 4. (a) Scattering problem of DRA [62] and (b) discretization of the DR structure [63].
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which are quite useful and simple. The use of this method for analyzing some DRAs in last
decades is further summarized here.

Analysis of the disk antennas above the grounded dielectric substrate has been carried out
using moment method [39]. The input impedance of a cylindrical DRA excited by an aperture
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admittance matrix corresponding to the homogeneous Green’s function has been evaluated by
expressing the homogeneous Green’s function in terms of a double summation using MM
method [58]. Broad wall longitudinal slot coupled hemispherical DRA has been analyzed
using MOM [59]. Thus, the moment method has been successfully applied on several cases of
DRAs. Thus, several cases of DRAs have been resolved using moment method in this section.

5. Modeling of DRAs using FEM

Engineering domain is one of vastest system, where mathematical model is one of the suitable
alternative for describing the behavior of the whole system in a constructive manner. Finite
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element method is one of those mathematical modeling technique, initially used for structural
analysis during 1960–1970s. However its introduction with electromagnetic scattering prob-
lems in 1980s is well documented in [60]. Initially it was mainly based on static, quasi-static,
and guided wave problems. In course of time this was highly appreciated for microwave and
millimeter-wave system optimization as well as for EM radiation means for antenna. In
addition to this, the finite element method (FEM) is one of the numerical tool to have the
approximate solution which can be used in general purpose computers and thus increased
the usability. In FEM, mainly the problems are divided into different sub domains, known as
finite element which causes the problem to have many number of finite element patches [61],
and in context to this, now this method is considered to be one of the finest method in
computational electromagnetics mainly for antenna modeling, with evidence of good number
of publications in electromagnetic domain. However the basic steps of modeling of dielectric
resonator antenna (three dimensional structure), is discussed in this section.

5.1. Few general steps for FEM implementation on DRAs

The procedure of implementing FEM for modeling of a dielectric resonator antenna is quite
different than those for microstrip patch antennas. The way of defining discretization of the
finite volume as well as the boundary condition is quite important in FEM modeling. For
smooth understanding, the basic approaches of FEM in context of DRA modeling some basic
mathematical steps are elaborated here.

5.2. Step 1: formulation of basic fields

For any electromagnetic problem, first we need to define the field. As here DR-antenna is a
three dimensional structure, so let us assume a three-dimensional scattering problem as shown
in Figure 4(a), having finite volume V with of permittivity ε and permeability μ surrounded by
an area of volume V∞ of permittivity ε0 and permeability μ0 at a finite distance of S. When
electromagnetic wave input having angular frequency (ω) is applied then it starts scattering.
The electromagnetic filed inside the volume V (E1, H1) and outside volume V (E2, H2) can be
written in terms of vector differential wave equations for a source free region [62].
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∇� 1
μ
∇� E1 � ω2εE1 ¼ 0 (32)

∇� 1
ε
∇�H1 � ω2μH1 ¼ 0 (33)

∇� ∇� E2 � k20E2 ¼ 0 (34)

∇� ∇�H2 � k20H2 ¼ 0 (35)

Where K = Free space wave number.

Here three-dimensional FEM can be applied for the solution of fields inside the volume V,
whereas a surface integral equation (which is a solution for the fields in V∞) is then applied to
provide a necessary boundary constraint on the surface for the finite element solution. Now, it
is the task to solve Eqs. (32) and (33) which is inside the volume, using three-dimensional FEM.

In context of this, the corresponding functional of Eqs. (32) and (33) is highly desired. With
little mathematics (using vector identity and applying divergence theorem) the corresponding
functional of Eqs. (32) and (33) for the entire domain V + V∞ can be written as [63]:

F ¼ 1
2

ððð

V

1
ω2μ

∇� E1
� � � ∇� E1

� �� εE1 � E1

� �
dV þ 1

2

ðð

S

1
ω2μ

∇� E1
� �� E1
� � � n̂dS (36)

F ¼ 1
2

ððð
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ω2ε
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� �� εH1 �H1

� �
dV þ 1
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ðð

S

1
ω2ε

∇�H1
� ��H1
� � � n̂dS (37)

The surface integral in Eqs. (36) and (37) are nearly same and with little mathematics they can
be written as:

j
2ω

ðð

S
E1 �H1
� �� � � n̂dS (38)

Further, in scalar form Eqs. (36) and (37) can be rewritten as:
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Here, the subscript 1 on both E and H has been dropped for convince. Also, l and m are two
orthogonal unit vectors tangential to the surface S and they are so oriented that (l, m, n) form a
right handed systems.

5.3. Step 2: finite element discretization and surface integral formulation for fields

The finite volume V of the DR can be subdivided into numbers of three-dimensional elements
which can be either tetrahedral, rectangular prisms, or a triangular prisms or even better
isotropic elements [63] (as shown in Figure 4(b)) that depends upon the applications and
geometry type. However, within each element the field can be expressed as;

E
e ¼

Xn

i¼1

Ne
i x; y; zð ÞEe

i and H
e ¼

Xn

i¼1

Ne
i x; y; zð ÞHe

i (41)

Here; n is the number of nodes, Ne
i is the interpolation function, and E

e
i , H

e
i in the fields at the

ith node.

Substituting Eq. (41) into Eq. (39) or Eq. (40) and applying Rayleigh-Ritz procedure the system
of liner equations can be obtained [62]. Now applying three-dimensional finite element
discretization to Eq. (39) results in the matrix equation;

Kll

h i
� El
� �þ KlS

h i
� ES
� � ¼ 0 (42)

and

Kll

h i
� Ell

� �þ KSS

h i
� ES
� �þ K

0
SS

h i
� HS
� � ¼ 0 (43)

where El is the electric field nodes interior to the surface S; ES is the tangential electric field at

the nodes on S; HS is the tangential magnetic field at the nodes on S, K is the matrix having
three dimensions.

In close observation to Eqs. (41) and (42), it is clear that, they do not form a complete system
and this can be achieved by developing matrix equation relating to ES

� �
and HS

� �
, hence the

Finite element surface integral formulation can be applied as follows:

For a finite domain V bounded by a surface S, the electric field and magnetic field inside, in the
form of incident electric field can be expressed as [62]:

E R
� � ¼ E

INC
R
� ��

ðð

S
∇� G0 R;R

0� �
� n̂0 � E R

0� �h i
� jωμG0 R;R

0� �
� n̂0 �H R

0� �h in o
dS0 (44)

After discretizing the above equation on the surface S, a matrix equation comes in the form:

BSS

h i
� ES
� �þ B

0
SS

h i
� HS
� � ¼ E

INC
S

n o
(45)
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In context of this, the corresponding functional of Eqs. (32) and (33) is highly desired. With
little mathematics (using vector identity and applying divergence theorem) the corresponding
functional of Eqs. (32) and (33) for the entire domain V + V∞ can be written as [63]:

F ¼ 1
2

ððð

V

1
ω2μ

∇� E1
� � � ∇� E1

� �� εE1 � E1

� �
dV þ 1

2

ðð

S

1
ω2μ

∇� E1
� �� E1
� � � n̂dS (36)

F ¼ 1
2

ððð

V

1
ω2ε

∇�H1
� � � ∇�H1

� �� εH1 �H1

� �
dV þ 1

2

ðð

S

1
ω2ε

∇�H1
� ��H1
� � � n̂dS (37)

The surface integral in Eqs. (36) and (37) are nearly same and with little mathematics they can
be written as:

j
2ω

ðð

S
E1 �H1
� �� � � n̂dS (38)

Further, in scalar form Eqs. (36) and (37) can be rewritten as:

F ¼ 1
2

ððð

V

1
ω2μ

∂Ez

∂y
� ∂Ey

∂z

� �2

þ ∂Ex

∂z
� ∂Ez

∂x

� �2

þ ∂Ey

∂x
� ∂Ex

∂y

� �2
" #

� ε E2
x þ E2

y þ E2
z

h i( )
dV

þ j
2ω

ðð

S
ElHm � EmHlð ÞdS

(39)

F ¼ 1
2

ððð

V

1
ω2ε

∂Hz

∂y
� ∂Hy

∂z

� �2

þ ∂Hx

∂z
� ∂Hz

∂x

� �2

þ ∂Hy

∂x
� ∂Hx

∂y

� �2
" #

� μ H2
x þH2

y þH2
z

h i( )
dV

þ j
2ω

ðð

S
ElHm � EmHlð ÞdS

(40)

Topics From EPR Research78

Here, the subscript 1 on both E and H has been dropped for convince. Also, l and m are two
orthogonal unit vectors tangential to the surface S and they are so oriented that (l, m, n) form a
right handed systems.

5.3. Step 2: finite element discretization and surface integral formulation for fields

The finite volume V of the DR can be subdivided into numbers of three-dimensional elements
which can be either tetrahedral, rectangular prisms, or a triangular prisms or even better
isotropic elements [63] (as shown in Figure 4(b)) that depends upon the applications and
geometry type. However, within each element the field can be expressed as;
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Substituting Eq. (41) into Eq. (39) or Eq. (40) and applying Rayleigh-Ritz procedure the system
of liner equations can be obtained [62]. Now applying three-dimensional finite element
discretization to Eq. (39) results in the matrix equation;
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where El is the electric field nodes interior to the surface S; ES is the tangential electric field at

the nodes on S; HS is the tangential magnetic field at the nodes on S, K is the matrix having
three dimensions.

In close observation to Eqs. (41) and (42), it is clear that, they do not form a complete system
and this can be achieved by developing matrix equation relating to ES
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and HS
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, hence the

Finite element surface integral formulation can be applied as follows:

For a finite domain V bounded by a surface S, the electric field and magnetic field inside, in the
form of incident electric field can be expressed as [62]:
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After discretizing the above equation on the surface S, a matrix equation comes in the form:
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where E
INC
S is the tangential incident electric field at the node on S, and again B denotes a

matrix of three dimensions. Now the combination of Eqs. (42), (43), and (45) form a complete
system in order to solve the nodal fields.

For modeling of DRAs, these basic steps of FEMmethod has also been utilized but the referenced
literature on it is very much limited. However some of the collected articles are discussed here.
Fargeot et al. [64] have used DR antenna with a non-destructive method based on FEM for
characterizingmaterial. Amicrostrip-coupled cylindricalDRAexcited in theHE11δmode has been
investigated theoretically as well as experimentally using FEM [65]. Neshati and Wu [66] have
proposed a microstrip-slot coupled rectangular DRA using FEM. A probe fed rectangular DRA
supported by finite ground plane and operated in TE111 mode has been analyzed numerically
using FEMmethod [67]. Analysis of waveguide fed DRA has been carried out using FEM [68].

6. Hybrid numerical methods for DRAs modeling

The basic steps for FDTD, MoM, and FEM have well discussed in previous sections. However,
in this section several cases of DRAs modeling have been discussed using a combination of
more than one numerical method like: combination of MOM with others methods and the
combination of FEM with others methods, respectively.

The moment method (MM) has been combined with FDTD for analyzing a rectangular DRA
over a finite ground plane with microstrip slot excitation [69] and for analyzing a DRA fed by a
microstrip line coupled with DR through a narrow aperture in a ground plane [70], respec-
tively. Again, the moment method has been combined with mode matching method for
studying the scattering problem of the probe-fed hemispherical DR antenna utilizing a
conducting conformal strip excitation operated in the fundamental TE111 mode [71]. A new
excitation scheme employing a conducting conformal strip has been analyzed for DRA excita-
tion operated in fundamental mode TE111 using mode-matching method [72].

Few cases of DRAs have also been modeled using a combination of FEM and other numerical
methods, which are discussed here. The hybrid combination of FEM and conventional dielectric
waveguide model (CDWM) has been used for studying a probe-fed rectangular DRA supported
by a ground plane theoretically and experimentally, simultaneously [73]. The FEM has again
been combined with finite integral method (FIT) for analyzing a novel “C”-shaped DRA [74] as
well for reducing the mutual coupling between two identical cylindrical DRAs [75] mounted on
a conducting hollow circular cylindrical structure in E-plane and H-plane coupling, respectively.
A reflectarray mounted on or embedded in cylindrical and spherical surfaces has been analyzed
using finite integration method and transmission line method at 11.5 GHz for satellite applica-
tions [76]. Again Dhouib et al. [77] have reported the analysis of aperture-coupled andmicrostrip
proximity coupled DRAs using transmission line method. A hybrid combination of FEM and
finite integration method (FIT) has also been used for analyzing an electrically small and high
permittivity “C” DRA [78]. The FEM has been combined with FDTD for designing multi-
segment DRA [79] and for structural mechanics analysis of DRAs [80], respectively.
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7. Electron paramagnetic resonance resonator types and effects

In general electron paramagnetic resonance (EPR) is a spectroscopy tool used in different emerging
areas of physics, chemistry, and biology for the characterization of paramagnetic species [81–83].
In general there are some specific types of EPR resonators, say wave-guide resonator, microstrip
resonator, dielectric resonator, and transmission line resonator [83]. Unlike traditional EPR wave-
guide cavities operating in the transverse electric TE mode, on which both longitudinal and
transverse dimensions scale with frequency, transmission-line resonators operating in the trans-
verse electromagnetic (TEM) mode have their resonant frequency set only by the longitudinal
dimension and the effective relative permittivity of the medium (εref) which ultimately results in
shorter transverse dimensions than halfwavelength [84]. As per [85] the conventional EPR systems
i.e. using wave guide cavities as well inductive detection have a sensitivity limitation to near 1011

spins/GHz1/2, which is inadequate for studying samples having smaller number of spins. On the
other hand if we see, dielectric resonators (DR)which aremade of a single crystal/ceramicmaterial
with comparatively highdielectric constantswith low loss have better sensitivity of EPR than those
conventional ones. It can also achieve sensitivity nearly 5 � 108 spins/G [85]. Apart from this, the
small size of the DR also helps in using it as the central part of mini-EPR, while the absence of
background signals gives more degrees of freedom for precise recordings of EPR spectra. As per
[85] different kind of shapes can be actualized in a DR in order to store and analyze samples. It can
be noted that more no of shapes helps in storing and analyzing more number of samples simulta-
neously. However the modeling work ofmaking different types of shapes as well as their effect on
resonator characteristics can be well developed by the numerical methods discussed in previous
sections.
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where E
INC
S is the tangential incident electric field at the node on S, and again B denotes a

matrix of three dimensions. Now the combination of Eqs. (42), (43), and (45) form a complete
system in order to solve the nodal fields.

For modeling of DRAs, these basic steps of FEMmethod has also been utilized but the referenced
literature on it is very much limited. However some of the collected articles are discussed here.
Fargeot et al. [64] have used DR antenna with a non-destructive method based on FEM for
characterizingmaterial. Amicrostrip-coupled cylindricalDRAexcited in theHE11δmode has been
investigated theoretically as well as experimentally using FEM [65]. Neshati and Wu [66] have
proposed a microstrip-slot coupled rectangular DRA using FEM. A probe fed rectangular DRA
supported by finite ground plane and operated in TE111 mode has been analyzed numerically
using FEMmethod [67]. Analysis of waveguide fed DRA has been carried out using FEM [68].

6. Hybrid numerical methods for DRAs modeling

The basic steps for FDTD, MoM, and FEM have well discussed in previous sections. However,
in this section several cases of DRAs modeling have been discussed using a combination of
more than one numerical method like: combination of MOM with others methods and the
combination of FEM with others methods, respectively.

The moment method (MM) has been combined with FDTD for analyzing a rectangular DRA
over a finite ground plane with microstrip slot excitation [69] and for analyzing a DRA fed by a
microstrip line coupled with DR through a narrow aperture in a ground plane [70], respec-
tively. Again, the moment method has been combined with mode matching method for
studying the scattering problem of the probe-fed hemispherical DR antenna utilizing a
conducting conformal strip excitation operated in the fundamental TE111 mode [71]. A new
excitation scheme employing a conducting conformal strip has been analyzed for DRA excita-
tion operated in fundamental mode TE111 using mode-matching method [72].

Few cases of DRAs have also been modeled using a combination of FEM and other numerical
methods, which are discussed here. The hybrid combination of FEM and conventional dielectric
waveguide model (CDWM) has been used for studying a probe-fed rectangular DRA supported
by a ground plane theoretically and experimentally, simultaneously [73]. The FEM has again
been combined with finite integral method (FIT) for analyzing a novel “C”-shaped DRA [74] as
well for reducing the mutual coupling between two identical cylindrical DRAs [75] mounted on
a conducting hollow circular cylindrical structure in E-plane and H-plane coupling, respectively.
A reflectarray mounted on or embedded in cylindrical and spherical surfaces has been analyzed
using finite integration method and transmission line method at 11.5 GHz for satellite applica-
tions [76]. Again Dhouib et al. [77] have reported the analysis of aperture-coupled andmicrostrip
proximity coupled DRAs using transmission line method. A hybrid combination of FEM and
finite integration method (FIT) has also been used for analyzing an electrically small and high
permittivity “C” DRA [78]. The FEM has been combined with FDTD for designing multi-
segment DRA [79] and for structural mechanics analysis of DRAs [80], respectively.
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7. Electron paramagnetic resonance resonator types and effects

In general electron paramagnetic resonance (EPR) is a spectroscopy tool used in different emerging
areas of physics, chemistry, and biology for the characterization of paramagnetic species [81–83].
In general there are some specific types of EPR resonators, say wave-guide resonator, microstrip
resonator, dielectric resonator, and transmission line resonator [83]. Unlike traditional EPR wave-
guide cavities operating in the transverse electric TE mode, on which both longitudinal and
transverse dimensions scale with frequency, transmission-line resonators operating in the trans-
verse electromagnetic (TEM) mode have their resonant frequency set only by the longitudinal
dimension and the effective relative permittivity of the medium (εref) which ultimately results in
shorter transverse dimensions than halfwavelength [84]. As per [85] the conventional EPR systems
i.e. using wave guide cavities as well inductive detection have a sensitivity limitation to near 1011

spins/GHz1/2, which is inadequate for studying samples having smaller number of spins. On the
other hand if we see, dielectric resonators (DR)which aremade of a single crystal/ceramicmaterial
with comparatively highdielectric constantswith low loss have better sensitivity of EPR than those
conventional ones. It can also achieve sensitivity nearly 5 � 108 spins/G [85]. Apart from this, the
small size of the DR also helps in using it as the central part of mini-EPR, while the absence of
background signals gives more degrees of freedom for precise recordings of EPR spectra. As per
[85] different kind of shapes can be actualized in a DR in order to store and analyze samples. It can
be noted that more no of shapes helps in storing and analyzing more number of samples simulta-
neously. However the modeling work ofmaking different types of shapes as well as their effect on
resonator characteristics can be well developed by the numerical methods discussed in previous
sections.
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