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Preface

Life on Earth strongly depends on climate. Societies have had to cope with or adapt to cli‐
mate as the establishment of humanity. The decision-makers in the environmental sector
should be able to understand the leading causes of historical climate changes and global
warming and to evaluate the projections of such changes in the future. Apart from hydrolo‐
gy, climate knowledge involves diverse areas of sciences comprising biology, physics, geolo‐
gy, chemistry, and even sociology. Analysis of all the components and causes of climate
change and global warming and the interactions between them is out of the scope of any
book. I have thus chosen here to provide necessary information on the interaction between
human activities and natural phenomena on climate changes and global warming. It is now
generally accepted that social movements are changing the configuration of our ecosystem.
However, misperceptions of the solutions are increasing. The current knowledge, presented
by the Intergovernmental Panel on Climate Change of the United Nations (IPCC), reveals
that we can overcome climate change and global warming. Most likely, further changes and
negative influences are unavoidable; however, we can prevent the dominant impacts of cli‐
mate change, so that life remains manageable. In recent years, the decision-makers' attention
has shifted the balance between the likely influences of climate change, and technological
advances, economic costs, and societal adaptations that are essential for mitigation. In fact,
achieving this goal needs strong and decisive actions to be taken now.

This book, Climate Change and Global Warming, brings together the engineers, scientists, so‐
cialists, policy makers and specialists of the world to critically look at the various aspects of
climate change, and it is an attempt to look at the facts. The overall purpose of the book is to
introduce the concept of climate change and its effects within the context of sustainable de‐
velopment. The book starts with an introductory chapter, which presents the reasons and
solutions for climate change and global warming. This chapter reports a case study to dem‐
onstrate the role of human activities on climate change and vice versa and the needs for an
adaption to the changes that are occurring. This book is structured into two sections, which
group different aspects of the addressed matter, consisting of 10 chapters. Section 1 discuss‐
es detecting and treating manmade climate change and global warming that we are facing.
Section 2 deals with climate change as a development problem. The chapters in this section
discuss the impacts of climate change and how societies can initiate adapting to them
through beneficial methods, exploring activities underway at local levels, adaptation deci‐
sions, and how the world can become better prepared to make adaptation choices.

This book could not have been written without the valued work of all the authors who put
such outstanding manuscripts together. The editor would like to thank all the authors for
their efforts and excellent collaboration in the preparation and editing of the chapters. Fur‐
thermore, I wish to appreciate greatly Ms. Sara Debeuc for her editorial assistance in the
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preparation of the chapters. It is hoped that the contents of this book lead to improvements
in our knowledge and thoughts on the comprehensive management of climate change and
global warming.

Dr. Ata Amini
Associate Prof.

Kurdistan Agricultural and Natural Resources Research and Education Center
AREEO Sanandaj, Iran

XII Preface

Section 1

Modeling and Detecting



preparation of the chapters. It is hoped that the contents of this book lead to improvements
in our knowledge and thoughts on the comprehensive management of climate change and
global warming.

Dr. Ata Amini
Associate Prof.

Kurdistan Agricultural and Natural Resources Research and Education Center
AREEO Sanandaj, Iran

PrefaceVIII

Section 1

Modeling and Detecting



Chapter 1

Introductory Chapter: Lake Urmia - A Witness to the
Simultaneous Effects of Human Activities, Climate
Change, and Global Warming

Ata Amini

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.83605

Provisional chapter

DOI: 10.5772/intechopen.83605

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Introductory Chapter: Lake Urmia - A Witness to the 
Simultaneous Effects of Human Activities, Climate 
Change, and Global Warming

Ata Amini

Additional information is available at the end of the chapter

1. Climate change and global warming

In spite of the irregular behavior on a daily basis, observations show that, in the atmospheric 
character of some geographic area, there is some long-time regularity. However, in the twen-
tieth century, the world temperature increased which influenced the world climate. Climate 
scientists reported that humankind’s growing emission of greenhouse gases will make the 
long-term change in the climate and global temperature. As organizations, governments, and 
people have moved onward with strategies and actions to decrease greenhouse gas (GHG) 
emissions, to adapt to the impacts of climate change, the need for information to support 
climate-related decisions has grown rapidly in recent years. There is a lack of credible infor-
mation system to inform climate adoptions and estimate their efficiency.

Greenhouse gases enter the atmosphere through burning coal, natural gas, oil, solid waste, 
wood products, and trees. The greenhouse gases are emitted during the production and 
transport of fossil fuels or as a result of livestock and other agricultural practices. Changes 
in greenhouse gas emissions are influenced by many long- and short-term factors. Larger 
releases of greenhouse gases result in higher concentrations in the atmosphere. However, as a 
part of the biological carbon cycle via a certain chemical reactions, carbon dioxide, as a main 
greenhouse gas, is removed from the atmosphere when it is absorbed by plants. The removal 
and emissions of greenhouse gases by natural processes tend to balance. Human activities, 
since the industrial revolution, by adding heat-trapping gases to the atmosphere, have con-
tributed substantively to climate change. It seems that there are enough scientific evidences 
to prove that the greenhouse gases caused the climate alteration and global warming [11]. In 
addition, we realized that global temperature was increased over the last decades. However 

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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as stated by [6], the climate change holds significant risks to the natural resources, environ-
ments, and societies on which they depend. Climate change and global warming affect human 
life, meanwhile human activities are also influencing climate.

2. The climate effects on human life

Humans for food, livelihood, commerce, natural resources, and security rely on earth which 
is a complex and dynamic system. Climate always influences the humans. In recent decades, 
regardless of the wealth and technology of modern industrial societies, in many ways, climate 
still affects human life. The impacts of climate change and consequently the rising greenhouse 
gas levels including warming temperatures lead to extreme weather events, altered weather 
patterns, crop failure, rising sea levels, ocean acidification, marine ecosystem shift, and home-
lessness. These impacts directly or indirectly threaten our health by affecting the weather we 
experience, the water we drink, the food we eat, the energy we use, the air we breathe, and 
other aspects of human health and well-being.

3. The human contribution to climate change and global warming

Although there are scientists who suspect that the human activities could have emotional impact 
on recent changes in climate and global temperature, the Intergovernmental Panel on Climate 
Change, IPCC, approved that the warming detected over last 50 years is attributable to man-made 
activities [7]. It seems that there is no doubt that human activity has changed the composition of 
world’s atmosphere and environment. The noticeable problem is that human activities’ influences 
will continue to alter atmospheric composition through the current century and hydrologic cycle 
and temperature are expected to be change inconsistently. Climate change and global warming, 
in complex ways, interact with other ongoing changes in human and environmental systems. For 
example, humanity’s choices about land use, energy, and food makings affect and are affected 
by climate change and global warming. Although the details of how the upcoming influences of 
climate alteration will unfold are not as well understood as the basic reasons and mechanisms of 
climate alteration, we can rationally assume that the consequences of climate alteration will be 
more severe if actions are not taken to limit its magnitude and adapt to its impacts.

4. Climate change in Euphrates-Tigris Basin

The increase of the frequency and intensity of droughts in Asia and Africa is reported as 
an evidence of climate change in recent years [8]. Most regions in the Middle East includ-
ing Iran are in the midst of a water crisis and their worst drought in decades. As a result, 
the water resources declined considerably. At the current rate of decline, the basin’s water 
supply will not be enough to avert a widespread humanitarian crisis [2]. [10] used Gravity 
Recovery and Climate Experiment (GRACE) satellite mission and concluded an alarming rate 
of decrease in total water storage equal to 143.6 km3 from January 2003 to December 2009. 
Amini analyzed the climate data from Iran and its riparian countries [1]. The results revealed 
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the considerable spatial and temporal changes in the precipitation total series of regions dur-
ing the last 10 years. The human activities such as dam construction and interbasin water 
transfer intensify such changes [1]. The most well-known evidence to demonstrate the effects 
of climate change and human activities is shrinking and drying up of Lake Urmia in Iran.

5. The Lake Urmia

So far managing renewable resources and infrastructure in much of the nation’s experience is based 
on the historic record of stable climate. The Lake Urmia basin in northwest Iran is a closed drainage 
basin with an area of 51,876 km2 and maximum depth of 16 m, making it one of the largest lakes in 
the world. In addition, Lake Urmia is the second largest saltwater lake in the world. As a result of 
arid to semiarid climate of the Lake Urmia basins, the agriculture is mainly dependent on irrigation. 
The sprinkler irrigation was developed, and large numbers of wells were excavated to supply the 
required water in the agricultural sector. The reduction in rainfall along with decreasing ground-
water tables and a rising population in the basin will likely exert growing pressure to continue 
diverting stream flow before it reaches Lake Urmia. Over the last two decades, it was sharply dried 
and its surface reduced about 80% from 2003 [5]. The water table of Lake Urmia was decreased 
severely in recent years which caused serious socio-environmental consequences [4]. The dried lake 
bed is with a cover of salt, mainly sodium chloride, making a vast salty desert. The examinations for 
estimating the relative contributions of human activities as water resources development including 
agricultural development and dam constructions and climate change have been conducted by [9]. 
The results showed that the variability in inflow as a result of human activities is more prominent 
than the variability in precipitation. In addition, the flow origin from the Lake Urmia was decrease 
up to 40% due to the development of irrigated area which increased pressure on the water availabil-
ity in the watershed. Shadkam showed that over 30 years annual inflow to Lake Urmia has thrown 
down by 48% which 3/5 and 2/5 of this change was caused by climate change and water resource 
development, respectively, as misconduct in human activities [9]. Figure 1 shows the changes in 
water level and water surface in Lake Urmia within the last two decades.

Figure 1. The changes in surface and water level of Lake Urmia [4].
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Amini and Hesami got the same results for two main subwatersheds of Urmia basin. They 
reported that the total irrigated area increased by ~20% between 1989 and 2000 and the net 
irrigation water requirement, NIWR, for a crop grown in the region in 2000 was slightly 
higher than that in 1989 as a result of global warming [4].

Hosseini-Moghari using spatial and hydrology and in situ data assessed the contribution of 
human acts to the decline of inflow water for the lake, the groundwater table reduction, and 
water storage in the lake reservoir [5]. They found that 50% of the total basin water loss is 
due to sectorial management of water resources in the region. The human interaction with 
the lake environment in Lake Urmia basin caused about 8 BCM of groundwater losses within 
11 years. However, the climate change and drought are the causes for 40% of lake shrinking in 
the last two decades. Such findings may be used to support decision-maker in water sector to 
restore the Lake Urmia. It seems that there is no debate that the Lake Urmia diminishing was 
caused by a combination of water withdrawals for irrigation and climate change and global 

Figure 2. The spreading of dams in Urmia watersheds.
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warming [3]. The lake restoration was taken placed by local, national, and international orga-
nizations. However, the decision-makers inappropriately put the man-made infrastructures 
such as dams and interbasin water transfer, which are unsustainable projects in water sector, 
to increase the flow toward the lake. In fact, construction of numerous dams in the watershed 
has choked off water source from the mountains towering on either side of the Lake Urmia. 
Figure 2 shows the existing, under construction, and under study dams in the basin of Lake 
Urmia. Figure 2 shows intensification in diversion of surface water and water utilization fur-
ther than current levels which at present appear to be unsustainable.

Reducing the basin’s water consumption and demand-side plans must be considered imme-
diately by the official organization. Moreover, the current projects for water transfer need 
drastic revision. Such projects have had harmful socioeconomic and environmental side 
effects in other parts of the basin. To maximize the welfares of the water resources, an inte-
grated management of the water resources and agricultural development based on ecological 
potential of the basin including changing the rules of water pricing and recognition of cost 
allocation outlines as a prospect is required.

6. Need for adaptive management

The IPCC clearly confirmed in its Fifth Assessment Report that the climate change is exis-
tent and its primary cause is human-made especially through burning fossil fuels and 
other activities that release heat-trapping greenhouse gases into the atmosphere. There is 
no debate that the human needs to take actions to adapt and lessen the impact of climate 
change. In fact, there is a hierarchy of governor plans that can assist to protect population 
healthiness and welfare. The predictions of future climate change and global warming and 
defined scenarios by IPCC indicate that unless substantial and continued activities are 
taken to decline emissions of GHGs, world will continue to warm. Thus, we can reasonably 
expect that such changes are driving several related and interacting deviations in the envi-
ronmental system and consequently the human life. In the case of Lake Urmia, a national 
committee in order to lake restoration was formed in 2013 called Lake Urmia Restoration 
National Committee (ULRNC). The ULRNC presented a road map and action plan based 
on integrated water resources/watershed management in cooperation with the universities 
in Iran and international organizations. The ULRNC reviewed 19 proposed programs and 
approved a 10-year program in three phases such as stabilizing the present status, restora-
tion, and sustainable restoration. Although the provincial office claims that the restoration 
continues as scheduled, due to drying up the found and misconducting of management in 
water and agricultural sectors in the region, it seems that Lake Urmia will most likely fail 
to attain an ecological balance within a 10-year program by 2023. Although the specifics of 
how the upcoming impacts of Lake Urmia decline will unfold are not as well recognized as 
the main causes and mechanisms of lake shrinking, it is rationally expected that the avoid-
able consequences of lake drying will be more severe if activities are not taken to limit its 
level and adapt to its influences.
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Climate change is likely to have profound impacts on quality of water resources, by 
altering the magnitude and timing of nutrient delivery to stream network. However, 
water quality responses to climate change are difficult to predict, especially for nutri-
ent loads because of combined uncertainties in water quality and quantity projections. 
In this study, the potential medium (2031–2060) and long-term (2069–2098) impacts of 
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nitrate load in an Atlantic agro-forested catchment (NW Spain) were assessed using the 
soil and water assessment tool (SWAT) model. Climate change scenarios are based on 
data projected by regional models from the ENSEMBLES project and two CO2 concen-
tration scenarios. The results showed that nitrate load will increase in the future hori-
zons (2031–2060, 6%; 2069–2098, 7%) in relation to current values (1981–2010), possibly 
due to the decline in grassland biomass, as well as an increase in the rate of mineralisa-
tion linked to the increase in temperature. Consequently, lower rates of fertilisers will 
be needed in these areas in future horizons, which should be taken into consideration 
when planning management strategies in order to mitigate the impacts of potential 
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1. Introduction

Nitrogen (N) is a key nutrient in river systems. Its concentration and form in the aquatic 
environment generally reflect the integration of a number of sources within the catchment 
including point and/or nonpoint sources. In addition to these anthropogenic contributions, 
there are “natural” contributions from the mineralisation and nitrification of organic nitrogen 
in soils [1]. Within aquatic environments, nitrate (NO3) is generally the dominant N fraction 
due to high NO3 mobility in the environment [2], as a result of its persistence, high solubility 
and low reactivity. The N problem, due to the excessive application of fertilisers for crop 
production, has been of growing concern in recent decades as it affects the water quality for 
consumption, promotes the development of eutrophication and reduces biodiversity [3, 4].

Changes in the climatic conditions and, particularly, increases in air temperature, shifts in rainfall 
patterns and an increase in the frequency of flood and droughts alter the processes controlling the 
mobilisation and transfer of N from agricultural land to aquatic ecosystems [5–7]. Rising water 
temperatures influence biological processes and chemical characteristics of water resources, e.g. 
increasing the mineralisation of organic matter, decreasing oxygen solubility, increasing the vari-
ability in pH values and increasing growth rates of aquatic organisms. A lower water availability 
might affect the quality of surface water resources adversely and even have a significant negative 
impact on human health and the economic development of the entire region [7, 8].

Since protecting and restoring the aquatic ecosystem is a policy priority in Europe [9], catchment 
management planning should focus on adaptively managing climate change impacts, although 
climate change is not explicitly included in the European Water Framework Directive (WFD), 
because climate change is expected to have profound effects on water resources and water qual-
ity [10]. The facts show that effects of climate change have not been properly addressed in policy 
formulation and water resource management strategies in many regions around the world, 
probably due to the lack of accurate and reliable data on the possible effects of climate change 
on water resources. Nitrogen pollution is already considered as a global problem [11], and it is 
expected that N loss will aggravate in vulnerable areas due to climate change [5, 8]. For this, it 
is of upmost importance to assess and quantify the impacts of climate change and vulnerability 
of water resources and evaluate the efficiency of possible adaptation and mitigation policies.

While many researches in different study areas assessed the climate change impacts on catch-
ment hydrology and water supply, water quality has been studied much less [6, 12–14]. So, 
little is known about the potential effects of climate change on biogeochemical processes at 
catchment scale and its associated impacts on water quality. So far, very few studies have 
addressed the water resource on the Atlantic region of Europe, and, consequently, little is 
known about the effects of climate change in water quality in this area. This can constitute 
a challenge because hydrological processes in this region will change in response to climate 
change [15–17], as they are expected to undergo a Mediterranization process. In fact, in the 
northwest of Iberian Peninsula, an increase in temperatures (2–3°C) is expected, particularly 
during spring and summer, with marked uneven distribution of rainfall, i.e. more rain in 
autumn but drier spring and summer [18]. Likewise, according to the Intergovernmental 
Panel on Climate Change [19], climate change will cause an increase in the future winter 
storm and flooding for the Atlantic region of Europe, which encompasses northern Iberian 
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Peninsula, western France, the Netherlands, Belgium, northern part of Germany, western 
Denmark and the United Kingdom. Uncertainties involved in climate predictions are larger in 
this transition zone of the Atlantic region than in other areas, e.g. the northern and the south-
ern parts of the continent. Therefore, this transition zone should be an in-depth studied area.

This paper provides an overview of the effects of changes in climate on nitrate loads in NW 
Spain. Specifically, the main objective of this study was to assess the impacts of the potential 
changes in climate variables (temperature, rainfall and CO2 concentration) on nitrate load in 
an Atlantic agro-forested headwater catchment located in NW Spain using the SWAT model 
(one of the most widely used catchment models throughout the world) in order to provide 
information to catchment management so that they can anticipate possibly the impact on 
water quality and design and implement the necessary mitigation actions within the catch-
ment management programs.

2. Study area characterisation

The Corbeira catchment is located in the headwater of the Mero basin, at about 30 km 
from the city of A Coruña in NW SPain (Figure 1). The catchment covers an area of 16 km2. 
Elevations range from 65 to 470 m a.s.l., with a mean slope of 19%. The geological substrate is 

Figure 1. Location of the study area, general view of the Corbeira catchment and land-use map.
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dominated by the basic schist of the Órdenes Complex [20], and the main soil types present 
in the catchment are umbrisol and cambisol [21], which represent 74 and 25%, respectively. 
Predominating land use is a forest covering 65% of the catchment area, followed by pasture 
(26%), impervious areas (5%) and cultivated land (4%). The population density in the catch-
ment is low (35 inhabitants km−2); there are no industries, and human activities are reduced to 
rural traditional agriculture and livestock (0.29 LU ha−1).

The mean annual temperature is about 13°C, with mean annual minimum and maximum 
temperatures of 8.6 (February) and 18.4°C (July), respectively. The mean annual rainfall is 
about 1170 mm, more than 65% occurring between October and March. The annual mean 
flow rate is 0.18 m3 s1, and it is mainly supplied by groundwater. For more information of the 
study area, see Rodríguez-Blanco et al. [22–24].

3. Methodology

3.1. Model description

The SWAT model was developed by the Agricultural Research Service of the US Department of 
Agriculture (USDA) to quantify and predict the impact of agricultural management practices 
on water, sediment and agricultural chemical in large complex catchments [25, 26], although 
is has been satisfactorily applied in small catchments all over the world [10, 14–16]. It is a con-
tinuous, distributed model, although not completely distributed, since it does not use cells but 
divides the basin into sub-basins that are further divided into Hydrological Response Units 
(HRUs). For this reason, sometimes it is defined as semi-distributed. It is based on physical 
principles to describe the relationship between the input and output variables. It needs specific 
data from the catchment (climate, physical properties of the soil, topography, vegetation, soil 
management practice, etc.), which are used to model physical processes related to the move-
ment of water and sediments, growth of crops and nutrient cycles. SWAT simulations can be 
separated into two components, the land phase for water and pollutants loadings to channels 
and the routing phase for in-stream water quantity and quality. Regarding nitrogen, the model 
simulates N transport and transformation at HRU scale; considering the processes of denitri-
fication, volatilisation and organic N, stable organic N associated with humic substances and 
fresh organic N associated with the crop residues are distinguished. Nitrate can be transported 
from land to stream network via surface runoff, lateral flow and groundwater flow. A more 
detailed description of the SWAT model can be found in [25, 26]

3.2. Climate change scenarios

Reseach into the impact of climate in the future has focused on evaluating the effects that change 
in temperature, rainfall and CO2 concentration might cause on nitrate load, following the meth-
odology used in [15, 27]. Two simulation sets were used: one evaluated the response of the 
catchment to changes in single-climate variables (temperature, rainfall or CO2 concentrations) 
and the other one assessed the impact caused by simultaneous changes in temperature, rainfall 
or CO2 concentrations. In total, 14 different climate change scenarios were used (Table 1).
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dominated by the basic schist of the Órdenes Complex [20], and the main soil types present 
in the catchment are umbrisol and cambisol [21], which represent 74 and 25%, respectively. 
Predominating land use is a forest covering 65% of the catchment area, followed by pasture 
(26%), impervious areas (5%) and cultivated land (4%). The population density in the catch-
ment is low (35 inhabitants km−2); there are no industries, and human activities are reduced to 
rural traditional agriculture and livestock (0.29 LU ha−1).

The mean annual temperature is about 13°C, with mean annual minimum and maximum 
temperatures of 8.6 (February) and 18.4°C (July), respectively. The mean annual rainfall is 
about 1170 mm, more than 65% occurring between October and March. The annual mean 
flow rate is 0.18 m3 s1, and it is mainly supplied by groundwater. For more information of the 
study area, see Rodríguez-Blanco et al. [22–24].

3. Methodology

3.1. Model description

The SWAT model was developed by the Agricultural Research Service of the US Department of 
Agriculture (USDA) to quantify and predict the impact of agricultural management practices 
on water, sediment and agricultural chemical in large complex catchments [25, 26], although 
is has been satisfactorily applied in small catchments all over the world [10, 14–16]. It is a con-
tinuous, distributed model, although not completely distributed, since it does not use cells but 
divides the basin into sub-basins that are further divided into Hydrological Response Units 
(HRUs). For this reason, sometimes it is defined as semi-distributed. It is based on physical 
principles to describe the relationship between the input and output variables. It needs specific 
data from the catchment (climate, physical properties of the soil, topography, vegetation, soil 
management practice, etc.), which are used to model physical processes related to the move-
ment of water and sediments, growth of crops and nutrient cycles. SWAT simulations can be 
separated into two components, the land phase for water and pollutants loadings to channels 
and the routing phase for in-stream water quantity and quality. Regarding nitrogen, the model 
simulates N transport and transformation at HRU scale; considering the processes of denitri-
fication, volatilisation and organic N, stable organic N associated with humic substances and 
fresh organic N associated with the crop residues are distinguished. Nitrate can be transported 
from land to stream network via surface runoff, lateral flow and groundwater flow. A more 
detailed description of the SWAT model can be found in [25, 26]

3.2. Climate change scenarios

Reseach into the impact of climate in the future has focused on evaluating the effects that change 
in temperature, rainfall and CO2 concentration might cause on nitrate load, following the meth-
odology used in [15, 27]. Two simulation sets were used: one evaluated the response of the 
catchment to changes in single-climate variables (temperature, rainfall or CO2 concentrations) 
and the other one assessed the impact caused by simultaneous changes in temperature, rainfall 
or CO2 concentrations. In total, 14 different climate change scenarios were used (Table 1).
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The different climatic scenarios used in this study are based on predicted future alterations 
from regional models in the ENSEMBLES project (socio-economic A1B scenario) for the clos-
est meteorological station of the study area, for the periods 2031–2060 and 2069–2098. Due 
to variability of projections of future temperature and rainfall among the different models 
(Figure 2), the data from the models were combined to obtain the mean and maximum 
monthly rainfall and temperature for two periods: 2031–2060 (intermediate future) and 
2069–2098 (distant future). Differences between projected and current values for the reference 
period (1981–2010) were used to develop the climate scenarios.

The stochastic weather generator has proven to be a useful tool for generating climate data 
series of high spatial and temporal resolutions to be used in climate change impact studies. In 
this study, the WXGEN weather generator included in the SWAT model was used to produce 
30 years of synthetic daily weather data series for each climate change scenario, following 
the methodology used in [15, 17]. These weather data were used to run the SWAT model to 
simulate nitrate load under different climate change scenarios.

The nitrate load yields under the selected scenarios were compared with the 30-year simula-
tion of the reference period. T-tests were conducted to determine the significance of the dif-
ference in nitrate load between the reference scenario and the climate change scenarios. All of 
the statistical tests were performed in PASW Statistics 18 for the Windows program package 
(SPSS Inc.) at a significance level of 0.05.

4. Results and discussion

4.1. Use of WXGEN weather

The SWAT model was previously calibrated and validated for streamflow, suspended sediment 
and nitrate yield in the study area [15, 27, 28]. Regarding the nitrate, it pointed out the impor-
tance of agricultural land (30% of catchment area) as the main contributor to N losses (77%), 

Figure 2. Variation range of forecast mean annual temperature and rainfall (ENSEMBLES project) for (a) period 2031–
2060 and (b) period 2069–2098. Symbols identify different global models.
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which reach the stream mainly in groundwater flow. The estimated yield (4.8 kg ha−1) showed 
a close value to the measured values (5.1 kg ha−1). Nash-Sutcliffe efficiency >0.50 and percent 
bias <10% were obtained during the calibration and validation period, indicating that the model 
was able to simulate the nitrate yield in the research area [28]. So, it was considered suitable for 
study of the impact of climate change on nitrate load in the catchment study.

The utility of the WXGEN weather generator embedded in the SWAT model was tested with 
the objective of assessing its use in simulations of climate scenarios. For this, the model was 
run using the climate generator for current conditions (reference period 1981–2010) to simu-
late nitrate load. Then, these results were compared with simulated nitrate load estimated 
using observed meteorological data. The statistical indicators (R2 = 0.60 and NSE = 0.55), 
according to the criteria proposed by Refs. [29, 30], suggest a satisfactory model performance 
and indicate that the WXGEN weather generator can be used with a reasonable degree of 
confidence reasonable to analyse climate change scenarios in the study area.

4.2. Impacts of changes in temperature, rainfall and CO2 concentrations in nitrate 
load

An increase in the nitrate load is predicted, both increasing in temperature and CO2 concen-
trations, while a decrease was forecast for scenarios with reductions in rainfall (Table 2). The 
variation in the nitrate load in future scenarios is lower than that foreseen for streamflow and 
suspended sediment [15, 27], indicating thta it is less sensitive to changes in rainfall, tempera-
ture and CO2 concentration than to discharge and sediment. The forecast pattern of nitrate 
load is similar to that streamflow, except in scenarios with changes in rainfall, as frequently 

NO3 yield (kg ha−1 y−1) Percentage of  
change

NO3 concentration (mg L−1)

Reference period (1981–2010) 4.66 8.09

Scenario 1 4.89 5 9.71

Scenario 2 4.99 7 11.34

Scenario 3 5.01 8 12.28

Scenario 4 5.16 11 15.89

Scenario 5 4.67 0 9.18

Scenario 6 4.53 −3 10.70

Scenario 7 4.53 −3 10.71

Scenario 8 4.31 −7 15.06

Scenario 9 4.71 1 7.51

Scenario 10 4.75 2 7.18

Temperature (Scenarios 1–4), rainfall (Scenarios 5–8) and CO2 concentration (Scenarios 9 and 10) based on scenarios 
defined in Table 1.

Table 2. Response of nitrate yield and concentration to changes in climate variables.
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Figure 2. Variation range of forecast mean annual temperature and rainfall (ENSEMBLES project) for (a) period 2031–
2060 and (b) period 2069–2098. Symbols identify different global models.
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reported in the literature [12–14, 31], although this does not always happen. For example, 
Ficklin et al. [6] when analysing the sensitivity of nitrate load to increased CO2 concentrations 
observed a decrease in nitrate yield linked to increased streamflow.

Since the entry of fertilisers into the simulations remained constant in relation to reference 
conditions, the forecast increase in nitrate load with increasing temperature is probably due 
to a greater contribution of N from agricultural areas, because of the decrease in plant bio-
mass of grasslands and crops [15] with increasing temperature, as well as to the increase in 
organic nitrogen mineralisation. The N mineralisation in the soil depends on the nature and 
abundance of organic matter and temperature, humidity and pH and microbial activity. It is 
well known that it increases with the content of organic matter and temperature [32], which 
leads to an accumulation of inorganic nitrogen in the soil and an increased risk of leaching 
[33], provided that the water content does not limit the microbial activity [34]. In the study 
area, the annual rainfall is 1141 mm (1983/1984–2016/2017) so the water content of the soil 
should not be limiting for microbial activity, and, therefore, the increase of temperature could 
accelerate the transformation of nitrogen from organic to inorganic forms. Other authors, such 
as Ref. [31] in the Yorkshire river basin (the United Kingdom) and Ref. [14] in the Assiniboine 
basin (Canada), also attributed the increase in nitrate load to the accelerated mineralisation 
of biomass, although in all these cases, the nitrate followed the same trend as the streamflow.

The effects of climate variables on nitrate load were more noticeable on a seasonal level 
(Figure 3), highlighting the role of seasonal climate variations in affecting future nitrate. When 
changes in temperature were included,  nitrate yield was forecast to rise in all seasons except 
summer, with the largest load increases in winter. These differences could be due to the increase 
of mineralisation in summer, with the consequent retention of nitrates in the soils because of 
the lack of water to transport them, while in the rainy seasons, the transport will be favoured, 
so it is more likely that load increases. Ref. [35] in laboratory experiences, carried out, therefore, 
with an artificial heating (heating, greenhouses), reported an increase in net mineralisation rates 
of 46%, while Ref. [36] when analysing the impact of climate change on quality of water in the 
Seine River (France) found an increase of between 8% and 26% in the net rate of mineralization.

When rainfall is modified, an increase in the nitrate load is expected in winter and a decline in 
the other seasons, especially in autumn, although the increase in winter does not compensate 
the losses in the other stations.

Figure 3. Seasonal response of nitrate load to changes in temperature (Scenarios 1–4), rainfall (Scenarios 5–8) and CO2 
concentrations (Scenarios 9 and 10) based on the scenarios defined in Table 1.
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The results obtained at seasonal scale point out that the differences between seasons are 
attenuated for those scenarios that consider annual anomalies (e.g. Scenarios 3 and 4). This 
reveals that the scenarios that consider a certain exchange rate of temperature and/or rainfall, 
frequently used in the evaluation of impact of climate change on water resources and water 
quality, show the impacts on an annual scale but will hardly report processes that occur at 
smaller scales, because they do not take into account the distribution of temperatures and 
rainfall throughout the year, being necessary studies at seasonal scales.

4.3. Impacts of simultaneous changes in climate variables on nitrate load

Climate change is expected to increase the nitrate load in the Corbeira catchment (Table 3). 
This fact has been frequently attributted to greater water discharge [13, 14, 30]; however, 
Corbeira behaves differently in that there is an increase in nitrate load and a reduction in 
river flows, which shows that the streamflow will not be the determining factor of the nitrate 
load in this catchment in future scenarios. This contrast with the results of other studies in 
the Iberian Peninsula [12, 37], which reported reductions in N exports due to the decrease of 
streamflow.

The simulations performed with the average anomalies (Scenarios 11 and 13, Table 1) forecast 
an increase in the nitrate load in the order of 6% for the period 2031–2060 and 7% for the horizon 
2069–2098, reflecting a great similarity for the entire twenty-first century, despite the notable 
differences expected in the streamflow, which will decrease by 16 and 35% at the mid and end 
of the twenty-first century [15]. An increase in the nitrate load during the spring and, especially, 
during the winter, which will be able to counteract the expected losses during the summer and 
autumn seasons (Figure 4), is observed. This behaviour could be related to an increased activity 
of the enzymes of the soil in the stations with greater water availability, as indicated by [38].

In general, nitrate losses depend on the hydrological balance, the quantities present in the 
soil (both from natural inputs and fertilisation) and the degree to which they are absorbed 
by vegetation [39]. It is known that rising temperatures and droughts exert a great influence 
on nutrient dynamics, since the warming increases mineralisation and drought prevents 
the absorption of nutrients from the plants and facilitates losses to the system when the 
rains arrive. The increase in the nitrate load with climate change, in this catchment, could 
be related to an increase in mineralisation and with the decreased nitrate absorption by 

NO3 yield (kg ha−1 y−1) Percentage of  
change

NO3 concentration 
(mg L−1)

Reference period (1981–2010) 4.66 8.09

Scenario 11 4.94 6 10.16

Scenario 12 4.97 7 9.52

Scenario 13 4.97 7 20.12

Scenario 14 5.02 8 23.15

Table 3. Response of nitrate load to combined changes in temperature, rainfall and CO2 concentrations based on the 
scenarios defined in Table 1.

Assessing the Expected Impact of Climate Change on Nitrate Load in a Small Atlantic…
http://dx.doi.org/10.5772/intechopen.80709

19
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basin (Canada), also attributed the increase in nitrate load to the accelerated mineralisation 
of biomass, although in all these cases, the nitrate followed the same trend as the streamflow.
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of 46%, while Ref. [36] when analysing the impact of climate change on quality of water in the 
Seine River (France) found an increase of between 8% and 26% in the net rate of mineralization.
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the other seasons, especially in autumn, although the increase in winter does not compensate 
the losses in the other stations.
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The results obtained at seasonal scale point out that the differences between seasons are 
attenuated for those scenarios that consider annual anomalies (e.g. Scenarios 3 and 4). This 
reveals that the scenarios that consider a certain exchange rate of temperature and/or rainfall, 
frequently used in the evaluation of impact of climate change on water resources and water 
quality, show the impacts on an annual scale but will hardly report processes that occur at 
smaller scales, because they do not take into account the distribution of temperatures and 
rainfall throughout the year, being necessary studies at seasonal scales.

4.3. Impacts of simultaneous changes in climate variables on nitrate load

Climate change is expected to increase the nitrate load in the Corbeira catchment (Table 3). 
This fact has been frequently attributted to greater water discharge [13, 14, 30]; however, 
Corbeira behaves differently in that there is an increase in nitrate load and a reduction in 
river flows, which shows that the streamflow will not be the determining factor of the nitrate 
load in this catchment in future scenarios. This contrast with the results of other studies in 
the Iberian Peninsula [12, 37], which reported reductions in N exports due to the decrease of 
streamflow.

The simulations performed with the average anomalies (Scenarios 11 and 13, Table 1) forecast 
an increase in the nitrate load in the order of 6% for the period 2031–2060 and 7% for the horizon 
2069–2098, reflecting a great similarity for the entire twenty-first century, despite the notable 
differences expected in the streamflow, which will decrease by 16 and 35% at the mid and end 
of the twenty-first century [15]. An increase in the nitrate load during the spring and, especially, 
during the winter, which will be able to counteract the expected losses during the summer and 
autumn seasons (Figure 4), is observed. This behaviour could be related to an increased activity 
of the enzymes of the soil in the stations with greater water availability, as indicated by [38].

In general, nitrate losses depend on the hydrological balance, the quantities present in the 
soil (both from natural inputs and fertilisation) and the degree to which they are absorbed 
by vegetation [39]. It is known that rising temperatures and droughts exert a great influence 
on nutrient dynamics, since the warming increases mineralisation and drought prevents 
the absorption of nutrients from the plants and facilitates losses to the system when the 
rains arrive. The increase in the nitrate load with climate change, in this catchment, could 
be related to an increase in mineralisation and with the decreased nitrate absorption by 
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Figure 4. Seasonal response of nitrate load to combined changes in temperature, rainfall and CO2 concentrations based 
on the scenarios defined in Table 1.

vegetation. A reduction in nitrate absorption is predicted for all land uses, especially signifi-
cant in prairie areas (15% for the period 2031–2060 and 22% for 2069–2098). This points to 
less fertilizer being needed in these areas, which should be taken into consideration when 
planning management strategies in order to mitigate the impacts of potential climate change.

Despite the increase in nitrate concentration with climate change, the figures expected by 
the end of the twenty-first century would be well below the limits established by the cur-
rent legislation for water for human consumption [40], so the supposed increase would be 
of concern for limitation for the human consumption, although it would result in degraded 
water quality.

The effects of land use have not been addressed in this study, since it was restricted to inves-
tigating the impacts of climate change on nitrate load because there is generally more uncer-
tainty in climate projection than land use. So, more attention should be given to investigating 
the impacts due to climate change rather than land-use change. However, the effect of future 
land use on future nitrate load is controversial [10, 37, 39]. Some authors indicated that the 
effect of land cover is more visible than the climate change effect [37], while others found that 
stream nitrate concentrations were much more impacted by climate change than land-cover 
changes [10, 39]. This highlights the need to understand the combined effect of changes in 
land use and climate on catchment nitrogen discharge. This issue will be the aim of further 
research into modelling the water quality in the catchment study.

5. Summary and conclusions

This study was carried out to determine the effects of climate change on nitrate load in an 
agro-forested catchment located in NW Spain using the WXGEN weather generator included 
in the SWAT model. The results suggested that the WXGEN generator was able to adequately 
estimate long-term nitrate load.

Overall, it is verified that the nitrate load will increase in the future horizons in relation to cur-
rent values (about 6 and 7% for the periods 2031–2060 and 2069–2098, respectively), possibly 
due to the decline in grassland biomass, as well as an increase in the rate of mineralisation 
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linked to the increase in temperature. A higher rate of mineralisation of organic matter will 
result in the released nitrate being dragged by the water towards the fluvial course. Despite 
this, the concentrations of nitrates planned for the end of the twenty-first century would be 
well below the limits established by the current legislation in force for drinking water, so the 
supposed increase would not be a limitation for human consumption, although a deteriora-
tion in the quality of water in the study area is expected.
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Climate change has had a major impact on the Nordic region. For example, the mean 
temperature rise is expected to be 4–6°C by 2080. In Finland, the regional authorities are 
responsible for climate change adaptation. Some of the most vulnerable sectors include 
energy, tourism, transport and water supply. Currently, it appears that the authorities 
are not familiar with the tools for assessing climate risks and lack knowledge about the 
impact of climate change. In this paper, we provide a review of risk assessment methods 
and decision-making tools, focusing on adapting to climate change in a Finnish context. 
Our research method comprises a systematic qualitative literature review dealing with 
relevant journals, dissertations and deliverables of relevant EU projects since 2005.

Keywords: climate change, climate change adaptation, decision-making, land-use 
planning, literature review, local authority, Nordic, risk assessment, risk assessment tools

1. Introduction

Finland is located north of the 60th parallel, making it one of the northernmost countries in 
the world. It has been predicted that the increase in temperature in the northern hemisphere 
as a result of climate change will be faster and higher than average, and winter tempera-
tures in particular will rise with increasing precipitation. This means milder winters with 
less sun, less snow but more rain [1]. The mean temperature rise is expected to be 4–6°C 
by 2080. Even though Finland will probably not be affected by major floods or long-term 
heat waves, there are still many climate change impacts which need to be adapted. The 
change from frozen land to unfrozen land during the winter will be particularly challeng-
ing for many sectors. For example, the increased presence of unfrozen ground requires 
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plant breeding to develop grain varieties that can withstand shorter winter precipitation 
and longer, perhaps drier summers [2]. In the forestry sector, winter storms and unfrozen 
land expose spruce forests to storm damage as the spruces’ roots are torn from the ground 
[3]. Fallen trees may also sever power lines or railway catenary causing disruptions in the 
electricity supply [4, 5]. A rainy winter with no deep-rooted vegetation exposes roads and 
railways to erosion faster than ever before [6]. Tourism in Lapland may also suffer from 
an earlier spring season and warmer winters with less snow [7]. Finnish water utilities 
distribute 60% of their groundwater volume, which is mainly potable without any need for 
purification [8]. However, increasing precipitation may dilute the quality of groundwater 
and increase the cost of purification.

In Finland, primary responsibility for improving adaptation to climate change lies with the 
Ministry of Agriculture and Forestry, which published the National Adaptation Plan for 
Climate Change 2022 in 2014. This paper details the goals and objectives of adaptation activi-
ties, as well as the main measures and players. Usually, in the real world, the authorities are 
the main stakeholders for responding to adaptation for climate change. Thus, the national 
research institutes have been tasked with studying the effects of climate change and devel-
oping new means of adaptation. For example, the Finnish Environmental Centre is studying 
environmental tolerance, the Natural Resources Institute is studying forest and planta-
tion areas, the Geological Survey is studying groundwater and the Finnish Meteorological 
Institute’s (FMI) role is to predict the future climate. All these institutes provide up-to-date 
information to municipal, regional and state authorities in order to adapt to climate change. 
Indeed, the FMI has created websites that provide information on a regional level for deci-
sion-makers and the general public about the effects of climate change in different parts of 
Finland (see [1]).

Municipalities have a main role in adapting to climate change as they are able—through land-
use planning and building regulations—to decide on where to build, how to build, what kind 
of response needs to be arranged, what kind of transport network to use, etc. [9]. However, 
adaptation to climate change also requires co-operation between various sectors and levels 
of administration. In Finland, it has been stated that the adaptation policy should be main-
streamed and integrated to fully cover public administration, and co-operation with the pri-
vate sector and the third sector players should also be developed [10]. Land use in particular 
needs to be reviewed as a cross-sectoral issue.

Adapting to climate change involves multiple strategies, for example, reducing the sensitivity 
of the system by increasing the safety margin of new investments or using reversible options 
by trying to keep cost as low as possible (see [11, 12]). Whatever strategy is used, it is impor-
tant to select case-specific risk assessment approaches to ensure adequate risk management 
measures [13].

Several methods have been developed over the last decade for supporting decision-making 
in relation to climate change. In this paper, we assess the latest methods that could be used 
to support regional or municipal decision-making, especially in Finland. This paper studies 
these methods and classifies them to help decision-makers select adequate methods for their 
purposes.
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2. Methodology

This paper utilises a comparative analysis of climate risk assessment methods and frame-
works based on a systematic literature review. A systematic review provides an audit trail of 
the reviewers’ decisions, procedures and conclusions [14, 15]. It adopts a replicable, scientific 
and transparent process that aims to minimise bias through an exhaustive literature search. In 
this paper, an iterative process that has been modified from methods presented in [14, 16] has 
been utilised: (1) data collection and (2) descriptive analysis and data evaluation.

In this paper, climate risks are considered as being risks that result from climate change and 
that affect natural and human systems and regions. The risk assessment tool is a tool for 
assessing risks, that is, to determine a quantitative or qualitative estimate of risk related to a 
well-defined situation and a recognised threat.

2.1. Data collection

In this phase, the data to be collected were defined and delimited. The systematic literature review 
was conducted using the eKnowledge database, which enables access to a large number of scien-
tific databases such as Scopus, Web of Science, ScienceDirect, and open access databases. Keywords 
for the search comprised a combination of “blizzard,” “climate,” “climate change,” “climate risk,” 
“climate risk assessment,” “cold spell,” “decision,” “decision support,” “extreme event,” “extreme 
weather,” “heat wave,” “heavy precipitation,” “heavy rain,” “Nordic,” “risk assessment,” “risk 
assessment method,” “storm,” “tourism” and “wind gust.” The literature review was comple-
mented by methods and frameworks with which the authors are already familiar (Figure 1).

The preliminary screening was conducted based on the titles and abstracts of the papers. 
Journal-specific screening was also simultaneously performed including journals such as 

Figure 1. The data collection process.
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2. Methodology

This paper utilises a comparative analysis of climate risk assessment methods and frame-
works based on a systematic literature review. A systematic review provides an audit trail of 
the reviewers’ decisions, procedures and conclusions [14, 15]. It adopts a replicable, scientific 
and transparent process that aims to minimise bias through an exhaustive literature search. In 
this paper, an iterative process that has been modified from methods presented in [14, 16] has 
been utilised: (1) data collection and (2) descriptive analysis and data evaluation.

In this paper, climate risks are considered as being risks that result from climate change and 
that affect natural and human systems and regions. The risk assessment tool is a tool for 
assessing risks, that is, to determine a quantitative or qualitative estimate of risk related to a 
well-defined situation and a recognised threat.

2.1. Data collection

In this phase, the data to be collected were defined and delimited. The systematic literature review 
was conducted using the eKnowledge database, which enables access to a large number of scien-
tific databases such as Scopus, Web of Science, ScienceDirect, and open access databases. Keywords 
for the search comprised a combination of “blizzard,” “climate,” “climate change,” “climate risk,” 
“climate risk assessment,” “cold spell,” “decision,” “decision support,” “extreme event,” “extreme 
weather,” “heat wave,” “heavy precipitation,” “heavy rain,” “Nordic,” “risk assessment,” “risk 
assessment method,” “storm,” “tourism” and “wind gust.” The literature review was comple-
mented by methods and frameworks with which the authors are already familiar (Figure 1).

The preliminary screening was conducted based on the titles and abstracts of the papers. 
Journal-specific screening was also simultaneously performed including journals such as 

Figure 1. The data collection process.
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Climate, Climate Services, Coastal Engineering, Geographia Napocensis, Natural Hazards, 
Ocean and Coastal Management, Science of the Total Environment, Transportation Research 
Procedia and Water Resources Management. Papers published between 2005 and 2018 were 
included in the review and only included the most recent papers. We focused on papers that 
described climate risks that were considered important in a Finnish context. Additionally, 
we concentrated on the sectors and industries that are important to the Finnish economy and 
most affected by climate change. Peer-reviewed articles, conference papers and book chapters 
were included to provide rich material for analysis. At this point, we focused on methods that 
could be easily used by regional decision-makers. Thus, methods that require expertise in 
order to use complex models were not included. Additionally, portfolio theory, real options 
and methods utilising future study methods were excluded (pure scenario methods, some 
methods with scenario components were included). After the first screening, 51 different 
papers were selected for the next stage.

In the second stage, the criteria that took into account the Finnish context were used. These 
included the next issues:

• The development of flood risk maps has not been included in the research as these kinds of 
maps are already available in Finland from the authorities. However, if there were ways of 
upgrading these kinds of maps, they were included in the further analysis.

• Methods that study the rise in sea level have not been taken into account because, in 
Finland, it is believed that the rise in ground level since the last Ice Age is still higher than 
the rise in sea level in most part of the country [1]. However, the methods that address 
storm floods and the methods that integrate the rise in sea level into more extensive meth-
ods have been taken into account.

• The methods planned for areas with scarce data have not been taken into account because 
the whole of Finland has been covered by an effective weather monitoring network since 
1880.

• Articles that only deal with aspects of resilience have been excluded.

• Methods that can be performed with minor assistance from consultancy services have been 
taken into consideration. For example, climate change projections, flooding predictions, or 
groundwater level variations are examples of data in which an expert may be required to 
facilitate the interpretation. These, in turn, are often the starting point for the many existing 
methods such as risk maps.

After the second screening, 39 papers were selected for further analysis. The papers included 
in the literature review are presented in Notes.

2.2. Descriptive analysis and data evaluation

The formal aspects of the data were assessed and categories were selected and applied to 
the collected data during the descriptive analysis and category selection. Eight categories 
of climate risk assessment and decision support methods were identified. Additionally, 
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information on the basic characteristics of the method, such as location, phenomenon or risk, 
application and time frame for analysis, was classified. These categories were used in the 
subsequent evaluation.

During the data evaluation phase, the material was thematically analysed according to the 
selected categories. The validity and reliability of the results were increased by using an itera-
tive process. When analysing the data, the authors looked for emerging classifications and 
patterns. The classifications were created based on the classifications used in the literature 
and findings from the data.

3. Decision-making in the context of climate risks

There is a myriad of methods available for supporting climate risk assessment and decision-
making. The nature of methods can vary greatly regarding data requirements, time frame 
and purpose [17]. UNFCCC [18] has identified the following approaches and methods: cost-
benefit analysis (CBA), cost-effectiveness analysis (CEA), multi-criteria decision analysis 
(MCDA), portfolio theory and real options, pathway analysis, adaptive capacity assessment, 
risk management methods, scenario-based approaches, technological assessments, normative 
policy assessments, identifying learning in individuals/organisations, participatory methods 
and social learning.

These methods are mostly complementary in nature and can be used to support a variety of 
different climate change-related decision-making situations. In this paper, we introduce a 
group of climate risk assessment and decision support methods that we consider suitable for 
a regional decision-maker.

3.1. Cost-benefit analysis

Cost-benefit analysis (CBA) can be defined as a comparison of the marginal costs of policies 
with the marginal benefits associated with the climate change effects that are prevented in 
order to identify the most economically efficient policy response [19]. It provides monetary 
valuations for every kind of impact involved and is particularly suited to supporting deci-
sions related to the feasibility of investment projects, in which the future financial effects can 
be identified and predicted [20]. It is considered a more objective method compared to its 
main competitors, MCDA and CEA [21]. However, there are issues in using CBA for climate 
risk assessment. Multiple externalities are difficult to value and do not figure in the evaluation 
of costs and benefits [20], and the inclusion of complex features such as future time, doubt, 
irreversibility and indirect benefits is difficult [22, 23].

3.2. Cost-effectiveness analysis

Scrieciu et al. [20] defined cost-effectiveness analysis (CEA) as an identification of least-cost 
options to meet a certain target or policy objective. The rationale behind CEA is that there is 
a single indicator of effectiveness. Cost curves are a classic application area of CEA. CEA has 
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been criticised for the difficulties it has in identifying consistent metrics for adaptation and the 
local- and sector-specific nature of climate impacts [23].

3.3. Multi-criteria decision analysis

In a complex decision-making situation involving multiple stakeholders (i.e. climate risk-related 
decisions), a decision-maker may have several conflicting objectives. Multi-criteria decision 
analysis (MCDA) permits the consideration of quantitative and qualitative data together using 
multiple decision criteria [18]. With MCDA, the benefits and costs are measured on a value 
scale that reflects the desirability of the options from the perspective of the decision-maker [24]. 
The decision criteria should reflect which features decision-makers find important in decision-
making [25]. Weights are given to each criterion, and the weighted sum of the different criteria 
is taken in order to gain an overall score for option, which, in turn, can be used to rank options 
[23]. The use of MCDA is appropriate when it is difficult to assign monetary value to the deci-
sion criteria. However, some of the same critique applies to MCDA as CBA and CEA [23].

3.4. Robust decision-making

In robust decision-making (RDM), the goal is to identify the full range of plausible future 
states and make decisions that are robust across a wide range of such future states as pos-
sible [20]. It starts with selecting decision options and then estimates utilities of options to 
identify the potential vulnerabilities of strategies [23]. RDM provides an analytical decision 
support framework for situations characterised by high uncertainty. Four key elements of 
RDM include: (1) assembling a high number of scenarios, (2) seeking robust strategies that 
perform sufficiently well across a broad range of futures, (3) employing adaptive strategies to 
achieve robustness and (4) designing an analysis for interactive exploration of the plausible 
futures [23]. Issues related to RDM include the complexity of the method and the need for 
advanced statistical and mathematical methods [20].

3.5. Participatory methods

Assessing climate risks often requires an approach that incorporates the perspectives of 
stakeholders in the problem and solution definition. Participatory methods cover a variety of 
approaches that support the inclusion of experts and users in the decision-making and assess-
ment process (see e.g. [23]). Participatory methods are often utilised in methods such as MCDA to 
provide weights and valuations for criteria that are difficult to otherwise quantify. As standalone 
methods, they are utilised, for example, in understanding complexity, participatory analysis and 
stakeholder engagement and mapping. It is argued that participatory methods based on the joint 
work of scientists, experts and stakeholders lead to better assessments because they combine the 
latest expert information with first-hand policy experience in the affected society [26].

3.6. Risk analysis methods

The risk analysis process is presented in the risk management standard [27]. According to this 
standard, risk analysis forms part of a broader risk assessment process focusing on the nature 
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of risk and its characteristics. Risk analysis involves a detailed consideration of uncertainties, 
risk sources, consequences, likelihoods, events, scenarios, controls and their effectiveness. In 
practice, detailed and diverse information is not always available. Even so, one main principle 
of risk analysis is to use the best available information, which is supplemented during the 
process.

Highly uncertain events can be difficult to quantify. This can be a disadvantage if, for example, 
low probability but high cost events are analysed. In such cases, a combination of methods 
may result in a better understanding.

3.7. Event tree analysis

The aim of Event tree analysis is to identify the undesirable consequences of an initial harm-
ful event. ETA focuses on identifying the failure combinations that could lead to undesirable 
outcomes [28]. Because of the tree structure, it is possible to assign probabilities to these out-
comes. This method has been used to model weather-induced event chains [28–30].

3.8. Risk index methods

Risk index methods stipulate methods that provide a numeric value (index) for the identi-
fied risks. The calculations are based on several factors that impact the risk, which are often 
categorised in order to obtain comparable values. The equations for calculation may include 
long impact chains, as in the case of the EWRI index [13]: R = f(H,V); H = f(P); V = f((ExS)/CC). 
In this chain, R = risk, H = hazard, V = vulnerability, P = probability, E = exposure, S = suscep-
tibility and CC = coping capacity.

4. Results

The analysed methods suitable for a Finnish context were categorised into different classes. One 
classification was based on the climate risk to which the method was applied (see Figure 2). The 
most common climate phenomenon was flood. Other climate risks such as storms or extreme 
weather events were also included in the flood risk examination. Two methods were applied 
to winter storm hazards. Heat wave or drought risks were examined using two methods. Eight 
methods were applied to multivariable risks such as landslide, drought, flood, sea level rise 
and erosion. In connection with seven methods, the applicable climate risks were not specified.

Another classification was the application area in which the method in question was field 
tested (see Figure 3). The most common application area comprised infrastructure in which 
planning applications in general and the identification of vulnerable and valuable assets not 
specified in more detail was also classified. Five methods were tested in the energy sector. In 
addition, water supply or water management comprised the application areas for eight meth-
ods and transportation comprised the application area for four methods. Only two methods 
focused on the tourism sector. Five methods were described without mentioning a specific 
application area.
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Most of the methods applied to medium- or long-term planning assisting strategic (5–15 years), 
infrastructure (15–70 years) or land-use planning (over 50 years). One third of the analysed 
methods were suitable for short-term operational planning (0–5 years), while only four meth-
ods were regarded as being suitable for analysing risks 70 years into the future.

Almost all methods that were hypothesised beforehand were evaluated suitable for regional 
decision-makers’ use. Only methods in which cost-effectiveness analysis (CEA) was applied 
in a suitable way compared to Finnish content criteria were not found. Various visual risk 
assessment tools, for example, risk or vulnerability maps, were identified. Visual tools were 
not previously described as a method for carrying out a climate risk assessment. Thus, to 
highlight their relevance and abundance, these tools are presented as a separate group.

Figure 2. Classification of methods according to the climate risks concerned.

Figure 3. Classification of methods according to application areas.
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4.1. Cost-benefit analysis (CBA)

Five articles contained CBA approaches. Three articles discussed flood risk assessment [31–33] 
and two discussed the adaptation of the electricity sector to climate change and extreme 
weather events [34, 35]. The methods supported infrastructure (public infrastructure, electric-
ity and the transport sector) adaptation. The methods supported a variety of decision-making 
situations and time frames from strategic planning (5–15 years) to infrastructure and land use 
(15–70+ years).

4.2. Multi-criteria decision analysis (MCDA)

MCDA was used in nine articles. Eight of the articles dealt with flooding and coastal risks (e.g. 
flooding, storms and erosion) and their effect on infrastructure and land use [24, 36–42]. Two 
of the articles also considered other events such as heat wave, drought, wildfire and wind-
storm. One article focused on energy sector adaptation [43]. All of the methods supported 
strategic, infrastructure or land use decision-making. However, three of the articles were also 
intended for operational decision-making support (0–5 years) [38, 39, 43].

4.3. Robust decision-making (RDM)

Three articles utilised the RDM approach. All of the articles considered the adaptation of 
the infrastructure sector, specifically water sector adaptation [44–46]. Factors considered in 
the papers included, for example, climate conditions, water demand, systems operation and 
cost-related uncertainties.

4.4. Participatory methods

Five articles included a participatory method approach. Three of the articles focused on spe-
cific climate impacts such as flood, storm and landslide [47–49], while two of the articles were 
more general approaches to climate risk assessment [50, 51]. The time frame of the presented 
methods varied from covering tools to obtaining information for operational planning to sup-
porting long-term infrastructure planning. Diverse methods were introduced in the papers 
to collect bottom-up information, for example, a gamified assessment method, web-based 
participatory methods and more traditional focus group meeting methods.

4.5. Vulnerability or risk assessment

Six articles were established based on vulnerability or risk assessment methods. The vulner-
ability assessment method focused on the tourism sector and studied the vulnerability of 
cross-country skiing to climate change impacts [52]. Two risk assessment methods exam-
ined storm risks in coastal areas [53, 54]: one studied risks to groundwater and related 
ecosystems [24] and one studied risk assessment methods for the road infrastructure and 
transport [55]. One method analysed future risks to hydropower plants based on climate 
scenarios [18]. The methods also utilised visual tools such as exposure [54], vulnerability 
[52] or hazard maps [53].

Tools and Methods for Supporting Regional Decision-Making in Relation to Climate Risks
http://dx.doi.org/10.5772/intechopen.80322

33



Most of the methods applied to medium- or long-term planning assisting strategic (5–15 years), 
infrastructure (15–70 years) or land-use planning (over 50 years). One third of the analysed 
methods were suitable for short-term operational planning (0–5 years), while only four meth-
ods were regarded as being suitable for analysing risks 70 years into the future.

Almost all methods that were hypothesised beforehand were evaluated suitable for regional 
decision-makers’ use. Only methods in which cost-effectiveness analysis (CEA) was applied 
in a suitable way compared to Finnish content criteria were not found. Various visual risk 
assessment tools, for example, risk or vulnerability maps, were identified. Visual tools were 
not previously described as a method for carrying out a climate risk assessment. Thus, to 
highlight their relevance and abundance, these tools are presented as a separate group.

Figure 2. Classification of methods according to the climate risks concerned.

Figure 3. Classification of methods according to application areas.

Climate Change and Global Warming32

4.1. Cost-benefit analysis (CBA)

Five articles contained CBA approaches. Three articles discussed flood risk assessment [31–33] 
and two discussed the adaptation of the electricity sector to climate change and extreme 
weather events [34, 35]. The methods supported infrastructure (public infrastructure, electric-
ity and the transport sector) adaptation. The methods supported a variety of decision-making 
situations and time frames from strategic planning (5–15 years) to infrastructure and land use 
(15–70+ years).

4.2. Multi-criteria decision analysis (MCDA)

MCDA was used in nine articles. Eight of the articles dealt with flooding and coastal risks (e.g. 
flooding, storms and erosion) and their effect on infrastructure and land use [24, 36–42]. Two 
of the articles also considered other events such as heat wave, drought, wildfire and wind-
storm. One article focused on energy sector adaptation [43]. All of the methods supported 
strategic, infrastructure or land use decision-making. However, three of the articles were also 
intended for operational decision-making support (0–5 years) [38, 39, 43].

4.3. Robust decision-making (RDM)

Three articles utilised the RDM approach. All of the articles considered the adaptation of 
the infrastructure sector, specifically water sector adaptation [44–46]. Factors considered in 
the papers included, for example, climate conditions, water demand, systems operation and 
cost-related uncertainties.

4.4. Participatory methods

Five articles included a participatory method approach. Three of the articles focused on spe-
cific climate impacts such as flood, storm and landslide [47–49], while two of the articles were 
more general approaches to climate risk assessment [50, 51]. The time frame of the presented 
methods varied from covering tools to obtaining information for operational planning to sup-
porting long-term infrastructure planning. Diverse methods were introduced in the papers 
to collect bottom-up information, for example, a gamified assessment method, web-based 
participatory methods and more traditional focus group meeting methods.

4.5. Vulnerability or risk assessment

Six articles were established based on vulnerability or risk assessment methods. The vulner-
ability assessment method focused on the tourism sector and studied the vulnerability of 
cross-country skiing to climate change impacts [52]. Two risk assessment methods exam-
ined storm risks in coastal areas [53, 54]: one studied risks to groundwater and related 
ecosystems [24] and one studied risk assessment methods for the road infrastructure and 
transport [55]. One method analysed future risks to hydropower plants based on climate 
scenarios [18]. The methods also utilised visual tools such as exposure [54], vulnerability 
[52] or hazard maps [53].
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4.6. Event tree analysis

ETA appears to be a straightforward method for modelling the direct consequences of the 
impact chains of weather events. It is recommended that the method is used in two stages: 
firstly, the risk analysis team specifies the generic event tree model including its main 
branches, and secondly, sector-specific experts are asked to complete it by providing prob-
abilities for each alternative branch [30]. ETA was utilised for flood risk management [30] and 
electricity infrastructure adaptation to snow storm effects [56].

4.7. Risk index methods

The group of risk index methods includes both index calculations and key performance indi-
cators (KPI) of harmful weather events. For example, EWRI (extreme weather risk index) is 
based on the probability of a weather event and the vulnerability of transport routes [57]. 
Also, the method that deals with KPIs assesses the risk of climate change and presents the 
results in a visual format [43]. These methods are based on mathematical risk functions.

4.8. Maps or other visual tools

Seven articles represented maps or other visual tools [13, 58–63]. Most of the methods in 
this category related to expected future changes in water resources, such as rising seawater, 
groundwater level variation, flooding or other extreme water flow events in a map format. 
Some of the maps primarily projected hydrology changes in hydrological cycle-like flood 
maps [61], and some were combinations integrating both water supply and demand scenarios 
[59]. A number of the maps were made to cover a wide area such as national-level repre-
sentations, while parts of the maps were considerably more high resolution with regard to 
a particular river basin or district [63]. There was some variation in time frames but most 
of the methods focused on strategic planning or planning of infrastructure or land use. It is 
also noticeable that methods classified in other decision-making support groups sometimes 
included visual tools. For example, flood maps were utilised as part of the process.

5. Discussion

Many different methods were identified that were suitable for regional decision-making 
related to climate change adaptation and climate risk management. Apart from cost-effective-
ness analysis (CEA), all other methods, which were previously hypothesised as being appli-
cable to decision-making, came up during the literature review. Articles concerning CEA 
were also identified, but the presented methods did not fit the inclusion criteria. With regard 
to risk assessment methods, it appears that the main focus of recent research has been on 
studying the environmental impacts of climate change. These studies provide impact models 
that primarily concern water levels, drought, precipitation, wind gusts, etc.

Veijalainen [64] has described the chain from a global climate scenario to its environmental 
impacts as demonstrating that information from the climate scenario must be converted into 
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information on hydraulic models. These models can be used for evaluating, for example, the 
return period of floods. Only then will municipal or regional authorities be able to carry out 
a risk assessment to determine what kind of adaptation methods they can select (Figure 4).

It appears that most of the studied articles use the term “risk assessment” to describe the analy-
sis and methods of converting information from a global climate scenario for environmental 
models, such as flood models, evaporation models, etc. These models are suitable for a scenario 
analysis and are used for adapting to climate change from a long-term perspective in which the 
planning period is more than 30–50 years. The results of these methods require more specific 
risk assessment to support municipal or regional decision-making in a shorter time frame.

In addition to expertise on climate change, there is a need for further information on local 
or regional vulnerability. For example, the vulnerability of infrastructure, sensitive assets or 
socio-technical systems generally has to be taken into account in some way when analysing 
regional or local level climate risks and potential impacts.

The categorisation of methods was sometimes challenging. Some of the methods could have 
been categorised into several different classes. For example, the differences between risk 
analysis and multi-criteria decision analysis methods were not always obvious. In addition, 
the applicability of the method for a specific temporal extent (operational, strategic or land-
use planning) was not obvious every time if it was not specified.

In order to find out the suitability of the methods in a Finnish context, a more detailed analysis 
should be performed. For example, the applied climate and hydrology models may be suit-
able for Finnish context, but only under case-specific circumstances. Also, the Baltic Sea is not 
included in most global climate models, even though it significantly influences the Finnish 
climate. Applications should be taken into account when adapting methods in new types 
of geographical or case areas. In Europe, climate risks, application areas and infrastructure 
are quite similar or, at least, consistent characteristics exist, and knowledge of climate and 
hydrology models, historical data, hazard events, infrastructure and current socio-technical 
systems also exist. On a general level, methods are applicable to various geographical areas 
and decision contexts.

6. Conclusions

The importance of climate change adaptation has been identified on a regional level in 
Finland. This chapter focused on methods of climate risk assessment that are suitable for 
regional decision-makers. Using a systematic literature review, 39 methods were identified 

Figure 4. Converting global climate model information into regional or municipal decision-making.
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that could support regional decision-makers. A wide range of methods were identified 
including multi-criteria methods, methods of analysing costs, the benefits of different 
options, risk assessment methods and the methods that utilise visual tools. The methods 
highlighted climate risks linked to hydrological cycles such as storm-induced risks and 
flood risks. However, the majority of the identified methods require consultancy assis-
tance. Most of the methods include, for example, climate change projections or hydrology 
models that are quite complex and require specific knowhow in order to be applied in a 
case-specific manner.
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flood risks. However, the majority of the identified methods require consultancy assis-
tance. Most of the methods include, for example, climate change projections or hydrology 
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Abstract

In climatology, there are mainly two types of models used, that is, global circulation/
climate models (GCMs) and regional climate models (RCMs). GCMs can be run for the 
whole globe, while RCMs can be run only for a part of the globe. In this chapter, we 
provided a general statistical methodology for evaluating process-based (GCM or RCM) 
climate models. To bridge observed and simulated data sets, statistical bias correction 
was implemented. A meta-analysis technique is used for selecting a model or scenarios, 
which have good performance compared to others. For model selection and ensemble 
projection, Bayesian model averaging (BMA) is used. Posterior inclusion probability 
(PIP) is used as model selection criterion. Our analysis concluded with a list of best 
models for maximum, minimum temperature, and precipitation where the rank of the 
selected models is not the same for the listed three variables. The outputs of BMA closely 
followed the pattern of observed data; however, it underestimated the variability. To 
overcome this issue, 90% prediction interval was calculated, and it showed that almost 
all the observed data are within these intervals. The results of Taylor diagram show that 
the BMA projected data are better than the individual GCMs’ outputs.

Keywords: bias correction, climate change, meta analysis, model selection, posterior 
inclusion probability

1. Introduction

This chapter is basically about statistical evaluation of climate models; however, prior to model’s 
evaluation, it is important to highlight briefly about climate models and their types. In the lit-
erature, climate models are also known as process-based models as these models work closely 
to the physical process of the climate of our planet. Broadly speaking, climate models can be 
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divided into two types, global circulation/climate model (GCM) and regional climate model 
(RCM). As the name of these models suggests, GCM can be run for the whole globe, while 
RCM can be run for a particular location of interest. Due to different uncertainties, we need to 
evaluate these models before using their outputs for further analysis. Evaluation of a climate 
model means assessing a model’s performance so as to articulate the grounds on which a model 
can be declared good enough for its anticipated use. Model’s evaluation is an important step 
in climate change assessment and impact assessment studies. It provides guide lines to choose 
the best models or scenarios for further analysis. For evaluation of climate models, we need 
observational data and historical simulated data by using climate models for the same variables 
and for the same time period. This chapter presents a combination of classical and Bayesian 
statistical approaches for the evaluation of climate models. This chapter is structured as: right 
after this brief introduction, climate models in general and GCM and RCM in particular and 
their evaluation are briefly explained, and methodology is discussed in Section 2, Section 3 is 
reserved for results and discussion, and Section 4 comprised of summary and conclusion.

1.1. Climate model

A climate model is a complex system of mathematical equations which represents the physi-
cal process among various components which contribute to the climate of our globe. To run 
a GCM, the globe is divided into a number of grid boxes with horizontal resolution (latitude 
and longitude) and vertical resolution (height or pressure). The climatology is solved in each 
grid after providing the initial conditions to the main deriving climate variables like tem-
perature, wind speed, humidity, pressure, etc. The brief details about GCMs and RCMs are 
presented in the subsequent sections, for more details about GCMs, we refer to [1].

1.2. Global climate model

GCMs are the most modern and sophisticated tools available to provide basic information 
about climate globally. These models comprise complex mathematical equations which rep-
resent the physical process of atmosphere, ocean, cryosphere, and land surface. GCMs are run 
for the whole globe, and due to the complex system, it takes long time in simulations; how-
ever, super computers can be used to make their performances more efficient. According to 
[1], a GCM is “Numerical models, representing physical processes in the atmosphere, ocean, 
cryosphere and land surface, are the most advanced tools currently available for simulating 
the response of the global climate system to increasing greenhouse gas concentrations.” The 
process of simulating climate systems by using climate models is called dynamical modeling 
or dynamical downscaling. The nesting of dynamical modeling and simulation of climate 
systems is presented in Figure 1 using GCM and RCM, while a list of some popular GCMs is 
presented in Table 1 along with some basic information about each model.

1.3. Regional climate model

RCMs are also process-based climate models and comprise complex mathematical equations 
like GCMs; however, these models can be run for a particular location of interest. As GCMs 
can be run for the whole globe, therefore, the grid size is coarser, and the information in the 

Climate Change and Global Warming44

Figure 1. The chain of dynamical downscaling, global climate modeling, and then regional climate modeling to get 
climate information at higher resolution from coarser resolution.

S. No. Name Resolution (Degree*) Institute/Center

1 CanESM2 2.7906 × 2.8125 Canadian Centre for Climate Modeling and Analysis

2 CCSM4 1.250 × 0.942 National Center for Atmospheric Research

3 CESM1-CAM5 1.250 × 0.942 National Center for Atmospheric Research

4 CMCC-CMS 1.875 × 1.865 Centro Euro-Mediterraneo per I Cambiamenti Climatici

5 CNRM-CM5 1.406 × 1.401 Centre National de Recherches Meteorologiques

6 EC-EARTH 1.1215 × 1.125 Irish Centre for High-End Computing (ICHEC), European 
Consortium

7 GFDL-ESM2G 2.500 × 2.023 Geophysical Fluid Dynamics Laboratory

8 GFDL-ESM2M 2.500 × 2.023 Geophysical Fluid Dynamics Laboratory

9 INM-CM4 2.000 × 1.500 Institute for Numerical Mathematics

10 MIROC-ESM-CHEM 2.7906 × 2.8125 National Institute for Environmental Studies, The 
University of Tokyo

11 MPI-ESM-LR 1.875 × 1.865 Max Planck Institute for Meteorology (MPI-M)

12 MPI-ESM-MR 1.875 × 1.865 Max Planck Institute for Meteorology (MPI-M)

13 NorESM1-M 2.500 × 1.895 Norwegian Climate Centre

*1 degree is approximately equal to 111.32 km.

Table 1. Details about GCMs used in this study with their resolutions and other brief information.
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(RCM). As the name of these models suggests, GCM can be run for the whole globe, while 
RCM can be run for a particular location of interest. Due to different uncertainties, we need to 
evaluate these models before using their outputs for further analysis. Evaluation of a climate 
model means assessing a model’s performance so as to articulate the grounds on which a model 
can be declared good enough for its anticipated use. Model’s evaluation is an important step 
in climate change assessment and impact assessment studies. It provides guide lines to choose 
the best models or scenarios for further analysis. For evaluation of climate models, we need 
observational data and historical simulated data by using climate models for the same variables 
and for the same time period. This chapter presents a combination of classical and Bayesian 
statistical approaches for the evaluation of climate models. This chapter is structured as: right 
after this brief introduction, climate models in general and GCM and RCM in particular and 
their evaluation are briefly explained, and methodology is discussed in Section 2, Section 3 is 
reserved for results and discussion, and Section 4 comprised of summary and conclusion.

1.1. Climate model

A climate model is a complex system of mathematical equations which represents the physi-
cal process among various components which contribute to the climate of our globe. To run 
a GCM, the globe is divided into a number of grid boxes with horizontal resolution (latitude 
and longitude) and vertical resolution (height or pressure). The climatology is solved in each 
grid after providing the initial conditions to the main deriving climate variables like tem-
perature, wind speed, humidity, pressure, etc. The brief details about GCMs and RCMs are 
presented in the subsequent sections, for more details about GCMs, we refer to [1].

1.2. Global climate model

GCMs are the most modern and sophisticated tools available to provide basic information 
about climate globally. These models comprise complex mathematical equations which rep-
resent the physical process of atmosphere, ocean, cryosphere, and land surface. GCMs are run 
for the whole globe, and due to the complex system, it takes long time in simulations; how-
ever, super computers can be used to make their performances more efficient. According to 
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or dynamical downscaling. The nesting of dynamical modeling and simulation of climate 
systems is presented in Figure 1 using GCM and RCM, while a list of some popular GCMs is 
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like GCMs; however, these models can be run for a particular location of interest. As GCMs 
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form of output of GCMs is at lower resolution. For impact assessment studies like impact of 
climate change on water resources, agriculture, urban planning, etc., we need information at 
higher resolution. Toward this end, we need to do regional climate modeling which provides 
climatic information at higher resolutions. Due to the rapid development in computational 
technology, the modern RCMs can be run with a resolution of 10 km or even higher resolution.

1.4. Evaluation of climate models

Evaluation of the process-based climate models is an important step in climate change assess-
ment and impact assessment studies. Different methods can be used for this purpose; however, 
we presented a combination of advanced statistical methods for model evaluation including 
classical and Bayesian approaches. Evaluation of process-based climate model will give guide 
lines about model or scenario selection to researchers in climate changes assessment and stud-
ies related to the impact assessment of climate change in different areas. This will help research-
ers to use specified and representative models rather than randomly selected model and to get 
realistic results. Statistical bias correction is important to reduce the gap between observed 
and model’s simulated data and considers initial step toward climate change assessment. Meta 
analysis is used for scenario analysis, which assigns higher weights on the basis of precision of 
a particular scenario. For model (GCM in our case), we used Bayesian model averaging (BMA) 
technique to choose a set GCMs performing better than others. On the basis of chosen GCMs, 
ensemble projections were calculated using BMA technique and further evaluated using Taylor 
diagram along with individual GCMs’ outputs. Further details are presented in methodology 
section about each method and examples with discussion in results and discussion section.

1.5. Objectives of this study

This study aims to present statistical methods including frequentist as well as Bayesian which 
can be used for the evaluation of process-based models with detailed examples and discus-
sion using the real world data.

2. Data and methodology

2.1. Data

Two types of data sets have been used in this research, observed and climate model’s simu-
lated data. Observational data were acquired from Pakistan Meteorological Department 
(PMD) on daily frequency for three climate variables including maximum, minimum tem-
perature, and precipitation for different locations of Pakistan. RCM’s simulated data were col-
lected from COordinated Regional climate Downscaling Experiment (CORDEX), Met. Office 
of the United Kingdom (UK), and Global Change Impact Studies Centre (GCISC), Pakistan. 
For evaluation purpose, we used data for the baseline time period, which is 1960–1990 for 
both observed and simulated data, but for calculating ensemble projections and their evalua-
tion, the baseline is considered as 1975–2005.
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2.2. Statistical bias correction

According to [2], all models are wrong but some of them are useful. Climate models pro-
vide useful information; however, there are various sources of uncertainties which have 
influence on the outputs of these models [3, 4]. To bridge the difference between observed 
and model’s simulated data, we need to utilize statistical methods. In order to carry out 
statistical bias correction, different statistical methods were developed starting from simple 
to most sophisticated ones. For detailed literature about statistical bias correction methods, 
we refer to [5, 6]. We present the methodology of latest developed methods by [7], which 
preserve trend and climate extremes in future climate model’s simulations called quantile 
delta mapping (QDM).

A four step methodology is required to implement the QDM method, starting from the cumu-
lative distribution function (CDF) of model projected series   Y  

m,f
   . We assume that f, h, m, and o 

stand for future, historical, model, and observed data, respectively. Further,  F  and  Y  represent 
CDF of the data and original data, respectively.

   F  m,f   (y (t) )  = P ( Y  m,f   (t)  ≤ y (t) ) ,  F  m,f   (t)  ∈  [0, 1]   (1)

To proceed to the second step, we need to find the relative change using the ratio of the 
inverse CDF of model predicted data applied to the CDF of model predicted data and the 
inverse CDF of historical observed data applied to model predicted data. Mathematically, this 
can be written by Eq. (2).

   ∆  m   (y (t) )  =   
  F  m,f     −1  ( F  m,f    (y (t) ) ) 

  _________________    F  m,h     −1  ( F  m,f   (y (t) ) )    =   
y (t) 
 ____________    F  m,h     −1  ( F  m,f   (y (t) ) )     (2)

The quantiles of model’s predicted data   F  
m,f

   (y (t) )   can now be bias corrected by implementing the 
inverse CDF estimated from historical observational data.

    Y ̂    o,m   (t)  =   F  o,h     −1  ( F  m,f   (y (t) ) )   (3)

Finally, the bias corrected future projections can be obtained by applying the relative changes 
to the historical bias corrected data presented in Eq. (4).

    Y ̂    m,f   (t)  =   Y ̂    o,m   (t)  .  ∆  m   (y (t) )   (4)

   Y ̂    
m,f

   (t)   is the future model’s bias corrected data which can be used now for further analysis. To 
preserve absolute changes in the data, Eqs. (2) and (4) can be applied additively rather than 
multiplicatively [7]. The multivariate counterpart of the method presented in [7] is available 
and can be found in [8]. One advantage of multivariate quantile mapping bias correction 
(presented in [8]) is that it preserves spatial dependence structures between climate vari-
ables when we are applying this method to more than one variable simultaneously. This is 
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form of output of GCMs is at lower resolution. For impact assessment studies like impact of 
climate change on water resources, agriculture, urban planning, etc., we need information at 
higher resolution. Toward this end, we need to do regional climate modeling which provides 
climatic information at higher resolutions. Due to the rapid development in computational 
technology, the modern RCMs can be run with a resolution of 10 km or even higher resolution.

1.4. Evaluation of climate models

Evaluation of the process-based climate models is an important step in climate change assess-
ment and impact assessment studies. Different methods can be used for this purpose; however, 
we presented a combination of advanced statistical methods for model evaluation including 
classical and Bayesian approaches. Evaluation of process-based climate model will give guide 
lines about model or scenario selection to researchers in climate changes assessment and stud-
ies related to the impact assessment of climate change in different areas. This will help research-
ers to use specified and representative models rather than randomly selected model and to get 
realistic results. Statistical bias correction is important to reduce the gap between observed 
and model’s simulated data and considers initial step toward climate change assessment. Meta 
analysis is used for scenario analysis, which assigns higher weights on the basis of precision of 
a particular scenario. For model (GCM in our case), we used Bayesian model averaging (BMA) 
technique to choose a set GCMs performing better than others. On the basis of chosen GCMs, 
ensemble projections were calculated using BMA technique and further evaluated using Taylor 
diagram along with individual GCMs’ outputs. Further details are presented in methodology 
section about each method and examples with discussion in results and discussion section.

1.5. Objectives of this study

This study aims to present statistical methods including frequentist as well as Bayesian which 
can be used for the evaluation of process-based models with detailed examples and discus-
sion using the real world data.

2. Data and methodology

2.1. Data

Two types of data sets have been used in this research, observed and climate model’s simu-
lated data. Observational data were acquired from Pakistan Meteorological Department 
(PMD) on daily frequency for three climate variables including maximum, minimum tem-
perature, and precipitation for different locations of Pakistan. RCM’s simulated data were col-
lected from COordinated Regional climate Downscaling Experiment (CORDEX), Met. Office 
of the United Kingdom (UK), and Global Change Impact Studies Centre (GCISC), Pakistan. 
For evaluation purpose, we used data for the baseline time period, which is 1960–1990 for 
both observed and simulated data, but for calculating ensemble projections and their evalua-
tion, the baseline is considered as 1975–2005.
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2.2. Statistical bias correction

According to [2], all models are wrong but some of them are useful. Climate models pro-
vide useful information; however, there are various sources of uncertainties which have 
influence on the outputs of these models [3, 4]. To bridge the difference between observed 
and model’s simulated data, we need to utilize statistical methods. In order to carry out 
statistical bias correction, different statistical methods were developed starting from simple 
to most sophisticated ones. For detailed literature about statistical bias correction methods, 
we refer to [5, 6]. We present the methodology of latest developed methods by [7], which 
preserve trend and climate extremes in future climate model’s simulations called quantile 
delta mapping (QDM).

A four step methodology is required to implement the QDM method, starting from the cumu-
lative distribution function (CDF) of model projected series   Y  

m,f
   . We assume that f, h, m, and o 

stand for future, historical, model, and observed data, respectively. Further,  F  and  Y  represent 
CDF of the data and original data, respectively.

   F  m,f   (y (t) )  = P ( Y  m,f   (t)  ≤ y (t) ) ,  F  m,f   (t)  ∈  [0, 1]   (1)

To proceed to the second step, we need to find the relative change using the ratio of the 
inverse CDF of model predicted data applied to the CDF of model predicted data and the 
inverse CDF of historical observed data applied to model predicted data. Mathematically, this 
can be written by Eq. (2).
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inverse CDF estimated from historical observational data.
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Finally, the bias corrected future projections can be obtained by applying the relative changes 
to the historical bias corrected data presented in Eq. (4).

    Y ̂    m,f   (t)  =   Y ̂    o,m   (t)  .  ∆  m   (y (t) )   (4)
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   (t)   is the future model’s bias corrected data which can be used now for further analysis. To 
preserve absolute changes in the data, Eqs. (2) and (4) can be applied additively rather than 
multiplicatively [7]. The multivariate counterpart of the method presented in [7] is available 
and can be found in [8]. One advantage of multivariate quantile mapping bias correction 
(presented in [8]) is that it preserves spatial dependence structures between climate vari-
ables when we are applying this method to more than one variable simultaneously. This is 

Statistical Methodology for Evaluating Process-Based Climate Models
http://dx.doi.org/10.5772/intechopen.80984

47



especially important when we are dealing with impact assessment studies like hydrological 
modeling, agricultural production, etc. under the changing climate.

2.3. Meta analysis

Scenario’s or model’s assessment is an essential part of climate change analysis as it provides 
valuable information about a particular scenario or model. Meta analysis is a statistical method 
which can be used for this purpose; however, it is also a useful technique to produce a com-
bined estimate of projections from individual model outputs or different scenarios. It gives 
weight to each study on the basis of its precision and, consequently, provides confidence in 
future projections which have higher precision. Usually, researchers prefer models, scenarios, 
studies, laboratories’ outputs, etc., which have higher weights than those with lower weights. 
In order to accomplish the evaluation of models or scenarios using meta analysis, the three 
step methodology is explained briefly in the following subsections.

2.3.1. Selection of the model

There are two basic models to perform a meta analysis: the fixed effect model (FEM) and the 
random effect model (REM) [9]. The FEM assumes that all the studies included in the meta 
analysis come from a single identical population or share a common effect (mean or average), 
while a REM assumes that the effects of the studies included in the meta analysis form a 
random sample from a population following a specified distribution. The observed effects 
in the FEM and REM are mathematically presented in Eqs. (5) and (6), respectively. Suppose 
we have k studies, and let  θ  denote the (true) intervention effect in the population, which we 
would like to estimate. Further, let   θ  

k
    denote the kth study effect, and   ζ  

k
    the random effect in 

this study;  k = 1, 2, … , K. 

   θ  k   = θ +  ε  k  ,  ε  k  ~N (0,   ѵ  k     2 )   (5)

   θ  k   = θ +  ζ  k   +  ε  k  ,  ζ  k  ~N (0,  τ   2 )   (6)

Here,   ε  
k
    describes the variation within the kth study, and the random effects   ζ  

k
    reflect the 

variations between the considered studies. FEM is a special case of REM when the variations 
between studies are equal to zero:

   ζ  1   =  ζ  2   = … =  ζ  K   = 0,  (7)

then the random effect model reduces to the fixed effect model. Model selection is mainly 
based on the nature and objectives of the study [9–11]. This is an important step because the 
remaining two steps depend on model selected. Therefore, model selection must be made 
carefully. This chapter presented both models for explanation, and in results and discussion 
section, we present an example to make clear the differences between these two models.
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2.3.2. Weighting schemes for parameter estimation

Different weighting schemes are available for the estimation of the effect size in meta analysis; 
however, it depends on the nature of the study to choose one of them [9]. We proceed with the 
so-called inverse-variance weighting technique for quantifying the effect size in our analysis. 
For details about different weighting schemes, we refer to [10]. According to [9], all the avail-
able schemes are efficient because they assign higher weights to more precise studies. In case 
of a fixed-effect model, the weights are calculated by Eq. (8).

   ω  k   =   1 ___   ѵ  k     2 
    (8)

where   𝝎𝝎  
k
    and    ѵ  

k
     2   are the weight and variance, respectively, of the kth study. In a random effect 

model, the weights are calculated by Eq. (9).

    
  ω  k     ∗  =   1 ___   ѵ  k     ∗ 

  
  

  ѵ  k     ∗  =   ѵ  k     2  +  τ   2 
   (9)

where    ω  
k
     ∗   is the weight for kth study, and    ѵ  

k
     ∗   is the combined variance of within-study and 

between-studies (  τ   2  ). As we had already discussed, the weights for estimating the effect size 
depend on the model chosen in the model specification stage.

2.3.3. Estimation of parameters

The next step is to estimate the unknown parameters of the specified model by incorporating 
the weighted least squares method given by Eq. (10).

   
 θ  c   =   

 ∑ k=1  K     W  k   .  θ  k   __________  ∑ k=1  K     W  k  
  

   
 W  k   =   1 ______ var ( θ  k  ) 

  
    (10)

The   (1 − α)  × 100%  confidence interval of the combined estimator is given by

   θ  c   ±  Z   (1−  α __ 2  )    × SE ( θ  c  )   

where   θ  
c
    is the combined size effect,  SE ( θ  

c
  )   is the standard error, and   Z  

 (1−  α __ 2  ) 
    is the   (1 −   α __ 2  )  -quantile 

of the standard normal distribution.

2.4. Model (GCM) selection, ensemble projections, and their evaluation

In this part, Bayesian model averaging (BMA) is used for two purposes, that is, model selec-
tion and producing ensemble projections by using the outputs of selected GCMs and finally 
the evaluation of models’ outputs. Table 1 lists some popular GCMs with brief details about 
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especially important when we are dealing with impact assessment studies like hydrological 
modeling, agricultural production, etc. under the changing climate.
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which can be used for this purpose; however, it is also a useful technique to produce a com-
bined estimate of projections from individual model outputs or different scenarios. It gives 
weight to each study on the basis of its precision and, consequently, provides confidence in 
future projections which have higher precision. Usually, researchers prefer models, scenarios, 
studies, laboratories’ outputs, etc., which have higher weights than those with lower weights. 
In order to accomplish the evaluation of models or scenarios using meta analysis, the three 
step methodology is explained briefly in the following subsections.

2.3.1. Selection of the model

There are two basic models to perform a meta analysis: the fixed effect model (FEM) and the 
random effect model (REM) [9]. The FEM assumes that all the studies included in the meta 
analysis come from a single identical population or share a common effect (mean or average), 
while a REM assumes that the effects of the studies included in the meta analysis form a 
random sample from a population following a specified distribution. The observed effects 
in the FEM and REM are mathematically presented in Eqs. (5) and (6), respectively. Suppose 
we have k studies, and let  θ  denote the (true) intervention effect in the population, which we 
would like to estimate. Further, let   θ  

k
    denote the kth study effect, and   ζ  
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    the random effect in 

this study;  k = 1, 2, … , K. 
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    describes the variation within the kth study, and the random effects   ζ  

k
    reflect the 

variations between the considered studies. FEM is a special case of REM when the variations 
between studies are equal to zero:

   ζ  1   =  ζ  2   = … =  ζ  K   = 0,  (7)

then the random effect model reduces to the fixed effect model. Model selection is mainly 
based on the nature and objectives of the study [9–11]. This is an important step because the 
remaining two steps depend on model selected. Therefore, model selection must be made 
carefully. This chapter presented both models for explanation, and in results and discussion 
section, we present an example to make clear the differences between these two models.
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able schemes are efficient because they assign higher weights to more precise studies. In case 
of a fixed-effect model, the weights are calculated by Eq. (8).
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2.4. Model (GCM) selection, ensemble projections, and their evaluation
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their resolution, and the institutes where each model was developed. The outputs of these 
models are used in the subsequent sections of this chapter. However, before embarking on 
this journey, it is important to discuss briefly the concept of posterior probability which is at 
the core of the Bayesian approach. Bayesian model averaging is discussed afterwards.

2.4.1. Posterior probability

Bayes’ theorem states that the posterior probability of   j   th   model,  p ( M  
j
   | D)  , is calculated as the 
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  )  , multiplied by the prior probability of the    

j   th   model, and divided by the probability of having the current observation realization,  p (D)  . 
The posterior probability is thus calculated as follows:
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In Eq. (11),  p (D)   is used as a normalizing constant given in Eq. (12), and hence the Bayes’ rule 
can be simply stated as in Eq. (13).
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represents the probability of getting the current model realization. The posterior probability 
of a model represents the probability of the model to realize the current model given observa-
tions. Different choices for the prior are available; however, the users can also implement their 
own customized priors for their analysis. In case of using a uniform prior distribution (i.e.,  
 p ( M  

j
  )  ∝ 1 /  2   k  ), assigning equal prior weight to all models then the posterior model probability 

can be expressed by Eq. (14).

   p ( M  j   | D)  ∝ p (D |  M  j  )   (14)

Eq. (14) shows that in this case the posterior probability of a model is only determined by 
the likelihood of observational data. Likelihood of a model reflects the ability to reproduce a 
given system of observed data. Different likelihood functions have been proposed to calculate 
the likelihood,  p (D |  M  

j
  ) ,  for example, see [13–15, 17]. A Gaussian likelihood proposed by [16] 

is used in this chapter.

2.4.2. GCM selection

The rapid developments in the computational technology make it practicable to run com-
plex process-based climate models for simulating complex climate systems of our planet; 
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however, the output from a single model still may have uncertainties [18]. There has been a 
number of GCMs developed to project the future global climate change and use their out-
put for impact assessment studies in different areas [1]. Due to different parameterization 
schemes of GCMs, internal atmospheric variability [19], and uncertainties in input data, dif-
ferent GCMs may produce quite different results. Therefore, it is important to consider more 
GCMs instead of relying on a single GCM. Regression models can be used to estimate the 
observed climate by using outputs from different GCMs as covariates. In a regression model 
context, the problem of uncertainty modeling has been raised by Raftery et al. [20]. In such 
models, covariate (GCM here) selection is a basic part to build a valid regression model, and 
the objective is then to find the “best” model for the response variable and a given set of pre-
dictors. The first problem to solve is which covariates should be included in the model and 
how important are they? Suppose we have a response variable  Y  and set of covariates,   X  

1
  , … ,  

X  
k
   , and E represents the expected value, then there are   2   k   different linear regression models 

expressing the relationship between the response variable and the potential predictors as 
follows:

    

 M  0   : EY =  β  0  ,  M  1   : EY =  β  0   +  β  1    X  1  , … ,  M  k   : EY =  β  0   +  β  k    X  k  

       

 M  k+1   : EY =  β  0   +  β  1    X  1   +  β  2    X  2  , … ,  M  k+l   : EY =  β  0   +  β  k−1    X  k−1   +  β  k    X  k  ; l = k (k − 1)  / 2

        
 

 M  k+l+1   : EY =  β  0   +  β  1    X  1   +  β  2    X  2   +  β  3    X  3  , … ,  M  k+l+m   : EY =  β  0   +  β  k−2    X  k−2   +  β  k−1    X  k−1   +  β  k    X  k  

     m =   k (k − 1)  (k − 2)  _________ 6      
 M   2   k−1    : EY =  β  0   +  β  1    X  1   +  β  2    X  2   + … + β  k    X  k  

  
 ,  (15)

The same procedures are used here for GCM selection, where GCM now stands for a model   
M  

j
   ; j = 1,…, m = 13; and a uniform prior was used as a prior probability distribution for GCMs 

( p (GCM)  ∝   1 __ m   ). The posterior inclusion probability (PIP) is the sum of posterior probabilities 
of each covariate (GCM) from all possible models included in BMA used as model selection 
criterion. The PIP has a range between zero and one, where a value close to one means that 
the GCM closely reproduces the observed data, while a value close to zero means that the 
corresponding GCM’s output does not agree at all with the observed data.

It has a strong and solid background in Bayesian statistics, and there is a rich body of litera-
ture on BMA and PIP. GCM selection was made along the following four steps:

1. Run BMA as presented in Eq. (15).

2. Calculate the posterior probability for each GCM included in all possible regression mod-
els in step 1.

3. Sum the posterior probabilities for each GCM from all possible models called PIP in step 2.

4. Decide about the models having higher PIPs.

As the criterion is probability; therefore, we prefer models with higher PIPs than those with 
lower PIPs. Similarly, this procedure can be used for model selection in other areas like 
hydrology, ecology, forestry, etc.
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criterion. The PIP has a range between zero and one, where a value close to one means that 
the GCM closely reproduces the observed data, while a value close to zero means that the 
corresponding GCM’s output does not agree at all with the observed data.

It has a strong and solid background in Bayesian statistics, and there is a rich body of litera-
ture on BMA and PIP. GCM selection was made along the following four steps:

1. Run BMA as presented in Eq. (15).

2. Calculate the posterior probability for each GCM included in all possible regression mod-
els in step 1.

3. Sum the posterior probabilities for each GCM from all possible models called PIP in step 2.

4. Decide about the models having higher PIPs.

As the criterion is probability; therefore, we prefer models with higher PIPs than those with 
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2.4.3. Ensemble projections

Normally, it is assumed in standard regression modeling that a single model be the true model 
to examine the response variable given a set covariates, but other probable models could give 
different outcomes for the same problem at hand. The typical approach, which means condi-
tioning on a single model supposed to be true, nevertheless, it does not take account of model 
uncertainties. One way is to compute an arithmetic ensemble mean (AEM) as a prediction as 
this could provide better results than any of the single model’s output; however, this approach 
gives no information about the uncertainty that the predictions have [21]. BMA overcomes 
this issue by estimating the regression models using all possible combinations of covariates 
given in Eq. (15) and then builds a weighted average model from all possible models. Thus, it 
provides probabilistic projections where the weights are the posterior probabilities during the 
training period, and these are directly tied to the performance of the models [20, 22–24]. The 
predictive probability density function (PPDF) of BMA of a variable of interest is the weighted 
average of PDFs of individual forecasts where the weights are the posterior model probabili-
ties [20]. The performance of BMA is considered better in different areas such as ground water 
modeling, weather forecast, hydrological predictions, and model uncertainty analysis [25–31]. 
Suppose we have a set of k covariates (different GCMs’ outputs in this study), then there are   2   k   
statistical models    M  

0
  , … ,  M  

s
   . Then, the conditional forecast PDF of the variable of interest on the 

basis of training data D (observational data) is presented in Eq. (16).

  p (y | D)  =  ∑ 
j=0

  
s
   p (y |  M  j  , D)  . p ( M  j   | D)   (16)

where  p (y |  M  
j
  )   is the forecast PDF based on model   M  

j
   , and  p ( M  

j
   | D)   is the corresponding poste-

rior probability used as a weight; consequently, it reflects how well the model fits the data 
during the training time period. As the weights are posterior probabilities presented in Eq. 
(16), therefore   ∑ 

j=0
  s   p ( M  

j
   | D)  = 1.  The posterior mean and variance of PDF in Eq. (16) can be easily 

calculated and are given in Eqs. (17) and (18), respectively [24].

  E (y | D)  =  ∑ 
j=0

  
s
   E (y |  M  j  , D)  . p ( M  j   | D)  =  ∑ 

j=0
  

s
     μ  j   .  w  j     (17)

  Var (y | D)  =  ∑ 
j=0

  
s
      ( μ  j   −  ∑ 

i=0
  

s
     w  i   .  μ  i   )    

2
  +  ∑ 

j=0
  

s
     w  j   .   σ   2   j    (18)

  Predictive variance = Between Model Variance + Within Model Variance  (19)

In Eq. (18), the predictive variance has two parts, one is the between models variance, and the 
other one is the within model variance [20]. The variance    σ   2   

j
    is associated with the   j   th   model’s 

prediction. The between model variance indicates how the individual model mean predic-
tions deviate from the ensemble prediction, with all contributions to deviations weighted by 
posterior model weights [26]. The within model variance represents the individual model 
contributions weighted by the corresponding posterior model probability. Whether to 
consider only one of them or both depends on the objectives of the study. In the example 
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discussed in results and discussion section, we are not taking into account the second term 
as the objective is the ensemble assessment of climate change as suggested by [26]. As the 
prediction mean and variance of the forecasted PDF are available now, the prediction interval 
can be constructed using Eq. (20).

   μ  pr   ±  z   (1−  α __ 2  )    .  √ 
_____

  Var  pr      (20)

Here,   μ  
pr

   ,   Var  
pr

  ,  and   z  
 (1−  α __ 2  ) 

    are ensemble mean, variance, and the   (1 −   α __ 2  )  -quantile of the standard 
normal distribution, respectively. The subscript pr with   μ  

pr
   ,   Var  

pr
    means that these statistics are 

about the predicted PDF.

2.4.4. Taylor diagram

Taylor diagrams are rather sophisticated diagrams for graphical evaluation of a system, pro-
cess or phenomenon. It was invented by [31] in 1996; however, it was published later in 2001 
to aid researchers in comparative assessment of the performance of different models. The 
diagram is used to quantify the degree of correspondence between observational and mod-
eled data sets in term of three statistics, standard deviation (SD), root mean square error 
(RMSE), and correlation coefficient (CC). We used the R software system to create the Taylor 
diagrams (a) for maximum temperature, (b) for minimum temperature, and (c) for precipita-
tion presented in Figure 6. The data on all these variables are taken from northern Pakistan.

The interpretation of Taylor diagrams is straight forward; however, sometimes it feels tricky 
and needs basic understanding of statistics. The model’s performance is considered better 
if the modeled and observed data have strong correlation, and the modeled data have low 
RMSE and have closer standard deviation to that of the observational data.

3. Results and discussion

This section provides analysis and results about the methodology presented in Section 2. Each 
section presented in methodology section is explained with examples and detailed discussion.

3.1. Statistical bias correction

Figure 2 presents the results about evaluation of statistical bias correction methods applied to 
temperature and rainfall data taken from Northern Pakistan. In Figure 2, observed represents 
observed data, Sim-baseline is model’s simulated data for the base line period (1960–1990), 
and Sim-BC stands for model’s simulated data after the application of statistical bias cor-
rection techniques. For comparison, we keep the time duration of both data sets (simulated 
and observed) same (1960–1990). It can be seen from Figure 2 that there are marked differ-
ences between observed and regional climate model’s simulated data for temperature and 
precipitation in Northern Pakistan. The left panel displays maximum temperature, while 
the right panel is about precipitation. In both parts, original simulated results deviated from 
observational data; however, after the application of statistical bias correction techniques, the 
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Figure 2. Comparison of observed, simulated, and bias corrected maximum temperature and precipitation for Northern 
Pakistan. In both parts, the red, black, and blue colors show observed, model simulated, and bias corrected data.

differences are reduced, and the pattern is followed in a better way, particularly for precipita-
tion, where we have quite a large difference between observed and simulated precipitation 
data. This example is about 30 years averaged data for each month; however, these techniques 
can be applied to data on other frequencies like daily, hourly, etc.

3.2. Meta analysis

In Figure 3, climate change scenarios were analyzed, and the same procedures can be per-
formed for model selection depending on the researcher’s objective. In Figure 3, on the left 
side under the heading, studies 1, 2, 3, and 4 represent the A2, B2, RCP4.5, and RCP8.5 sce-
narios, respectively. The former two are chosen from the fourth assessment report (AR4), 
while the latter are the two scenarios stem from the fifth assessment report (AR5) of the 
Intergovernmental Panel on Climate Change (IPCC). In this study, scenario analysis was per-
formed for the mean difference between baseline and future time period. The subheadings 
total, mean, and SD under experimental and control stand for total number of observation 
included in a particular scenario, mean value of each scenario, and standard deviation of each 
scenario, respectively. Experimental and control stand for the baseline period and future time 
period, respectively. The thick black vertical line shows no difference between the mean val-
ues of experimental and control periods. The dotted vertical line shows the combined mean 
difference. Against study 1, there is outcome effect mean difference for scenario 1, similarly 
for other scenarios. The length of the line on each box shows the width of the confidence inter-
val, and the size of the box (square shape) shows the weight assigned to a particular study. 
As the weights are assigned on the basis of precision of a scenario (in our case), therefore, 
the scenarios receiving higher weights have less variance and consequently exhibit shorter 
confidence intervals. The bigger the square box the higher the weights assigned to a par-
ticular scenario. The two diamond shapes represent combined mean differences where the 
upper one is for FEM, while the lower one is for REM. The width of the diamond shows the 

Climate Change and Global Warming54

confidence interval under the selected model, and it is obvious that the width of the diamond 
for REM is larger than that of FEM. The reason for this difference is that REM also considered 
the variation between studies (Eq. (9)), while a FEM does not consider this variation (Eq. (8)). 
Bear in mind that two R packages “metafor” and “meta” have been used for this analysis. For 
details about these packages, we refer to [11, 12], respectively.

3.3. GCM selection and ensemble projection

3.3.1. GCM selection

Figure 4 presents the output of model selection results for 13 different GCMs where the cri-
terion of model selection is PIP. To our knowledge, this technique is used for the first time in 
atmospheric sciences for the purpose of GCMs selection. The model selection procedure was 
run multiple times (six times here) with small changes in sample size; however, no significant 
changes have been noted in the end results. In Figure 4, the results are presented only for 
maximum temperature; nevertheless, the same procedures can be used for other variables. 

Figure 3. Here, studies 1, 2, 3, and 4 represent A2, B2, RCP4.5, and RCP8.5 scenarios, respectively. Meta analysis was 
conducted for mean difference between experimental and control time periods.

Figure 4. GCM selection among competing models for maximum temperature using posterior inclusion probability 
(PIP). PIPs are given on the vertical axis, and models (GCMs) are indexed on the horizontal axis. Model 1-model 6 stand 
for different runs of BMA with different sample sizes.
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Figure 2. Comparison of observed, simulated, and bias corrected maximum temperature and precipitation for Northern 
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For maximum temperature, top five selected GCMs are canESM2, CESM-CAM5, EC-EARTH, 
GFDL-ESM2G, and INM-CM4 in ascending order. It was investigated that different variables 
(minimum temperature and precipitation in our case) have different lists of top GCM; how-
ever, they shared some models in the top list. The list of top five models has maximum PIPs 
and can be used for further analysis rather than to use all GCMs.

3.3.2. Ensemble projections

Figure 5 elaborates the results of BMAs’ outputs calculated from selected GCMs compared 
with observational data sets for three key climate variables, maximum temperature, mini-
mum temperature, and precipitation for the duration of 30 years (1975–2005) considered as 
baseline period here. As BMA is a regression-based approach, it estimates the mean value 
and underestimates variation. To cope with this issue, 90% prediction intervals were cal-
culated for each variable and plotted. In Figure 5, red, blue, and deep gray colors represent 
observational, BMAs’ outputs, and 90% prediction intervals for each variable. From the 
upper panel, it is difficult to get a clear conclusion as it is for 30-year data; however, from 
the bottom panel, clear information can be inferred. We can see from parts d (maximum 
temperature) and e (minimum temperature) that BMAs’ outputs follow the pattern nicely; 
however, it does not capture well the variability in both cases. The 90% prediction intervals 
cover almost all the variation for both variables. For precipitation, we calculated upper 90% 
prediction intervals, and it can be seen that it covers the observational values; however, quite 
a few values are still outside because precipitation is a more complex phenomenon than 
the temperature. Similarly, we can calculate ensemble projections from various models or 
climate change scenarios in hydrology, agriculture, ecology, etc. to address the uncertainty 
while relying on the single model’s output.

Figure 5. The upper panel demonstrates the evaluation of BMAs’ outputs from selected GCMs for a period of 30 years 
(1975–2005) (a) maximum temperature, (b) minimum temperature, and (c) precipitation. Red, blue, and deep gray colors 
represent observed, BMA, and 90% prediction interval for each variable. The bottom panel demonstrates the same as in 
the upper panel for just 1 year.
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3.4. Taylor diagram

The green lines inside the graph (Figure 6) show RMSE between observed and modeled 
data sets, while the blue lines show standard deviation of each data set. The straight lines 
inside the graph show the correlation coefficient between modeled and observational data 
sets. The dots on the horizontal lines represent observed data in each part of Figure 6. Look 
at part (a) of Figure 6 which is about maximum temperature and the purpose is to assess 
which model’s simulated data is best as compared to other models. We calculated ensemble 
projections by using the outputs from all selected GCMs by using BMA and plotted them in 
each part of Figure 6. We can see that the BMA performance is superior to the performance 
of individual model’s output. The output of BMA has higher correlation with observed data 
than that of individual GCM’s outputs. The BMA’s result also has less standard deviation 
than individual model outputs and smaller RMSE than the individual GCMs’ outputs. The 
other parts of Figure 6 can be interpreted similarly. In the same way, other models can be 
evaluated with other variables mentioned in the above example and can help in model’s 
selection in different areas.

Figure 6. Taylor diagrams for evaluation of model and observational data for (a) maximum temperature, (b) minimum 
temperature, and (c) precipitation. Thirteen different GCMs’ outputs and BMA’s outputs are evaluated in this study for 
the Northern part of Pakistan.
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4. Summary and conclusion

This study aims to present statistical methodology for evaluating process-based climate 
models. Different techniques have been presented for this purpose including statistical bias 
correction, meta analysis, model selection, ensemble projections, and Taylor diagram. The 
application of statistical bias correction bridged regional climate model’s simulated and 
observational data. The performance of bias correction technique is better for temperature 
than precipitation; however, bias-corrected precipitation follows the observed precipita-
tion’s pattern nicely. Meta analysis can be used for different purposes like model selection, 
scenario analysis, etc. In this study, meta analysis is used for scenario analysis by consider-
ing four different scenarios two each from fourth assessment report (AR4) and fifth assess-
ment report (AR5) of the IPCC. Meta analysis shows higher confidence in RCP projections 
and assigned higher weights on the basis of their precision. GCM’s selection is of course 
important part in climate change assessment as there are many GCMs available. BMA is 
used for this purpose, and the results show that different variables have different ranks for 
different GCMs; however, they shared some GCMs in the list of best models. On the basis 
of selected GCM, ensemble projections were calculated using BMA technique. The results 
of GCMs and BMA’s outputs were then evaluated by using Taylor diagram. Evaluation 
statistics used in Taylor diagram are root mean square error, correlation coefficient, and 
standard deviation of each data set. The evaluation confirms that ensemble projections are 
better than individual GCMs’ outputs; nevertheless, we need to conduct this type of studies 
at different locations and then can make recommendations on the basis of their results.

Glossary

AEM arithmetic ensemble mean

BMA Bayesian model averaging

CC coefficient of correlation

CORDEX COordinated Regional climate Downscaling Experiment

FEM fixed effect model

GCISC Global Change Impact Studies Centre

GCM global circulation/climate model
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PDF probability density function
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Abstract

Climate change can seriously affect the Middle East region by reduced and erratic rainfall.
Formulating appropriate coping policies should account for local effects and changing
flows interconnecting spatial units. We apply statistical downscaling techniques of coarse
global circulation models to predict future rainfall patterns in the Yarmouk Basin, using a
linear regression to extrapolate these results to the entire Jordan River Basin (JRB). Using a
detailed water economy model for the JRB we predict rainfall patterns to evaluate the
impact of climate change on agriculture and groundwater recharge. For the JRB, rainfall in
2050 will be around 10% lower than present precipitation, but with substantial spatial
spreading. An overall reduction of net revenue from crop cultivation is estimated at 150
million USD, with major losses in Israel, Jordan, and the West Bank; Syrian revenues will
slightly increase. The recharge of groundwater is affected negatively, and outflow to the
Dead Sea is substantially lower, leading to further increases in salinization.
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1. Introduction

As is well-known, the current situation in the Jordan River Basin (JRB) is characterized by
water scarcity and a history of water-related conflicts. The World Resources Institute (WRI) [1]
classifies the JRB riparian countries among the most water-stressed countries in the world with
a ratio of withdrawals to supply of more than 80%. Jordan is considered the poorest country in
terms of water resources and most of its land is considered to be dry land. Except for the north-
western highlands, 90% of the country receives less than 200 mm rainfall per year with an
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uneven distribution over regions and high fluctuation from year to year [2]. The population in
the JRB region suffers from repeated water shortages which are more severe during the hot
summers. Households devote considerable efforts to ensure their daily supply of water. In
rural areas, the scarcity of water is among the main difficulties encountered by farmers and in
urban areas, tap water is sometimes of bad quality, with frequent shortages. Households are
forced to buy bottled or tank water at higher prices for their essential needs.

The severe water-related inequalities [3] are important drivers behind the regional conflicts
and have created long-term political instability in the Middle East [4]. Rivalry has persisted
over time as an imminent problem that has often been settled through force rather than
peaceful cooperation [5]. Individual, uncoordinated actions by all riparian states have resulted
in a dramatic change in water flows in the Jordan River Basin. According to United Nations
Economic and Social Commission for Western Asia (UN-ESCWA) and Bundesanstalt für
Geowissenschaften und Rohstoffe (BGR) [6], annual discharge of water into the Dead Sea
under near-natural conditions would be approximately 1300 million m3, but man-made inter-
ventions along the Jordan River and its tributaries have reduced this to 20–200 million m3 at
present. The massive reduction in water availability, particularly in the lower Jordan area, has
fueled disputes between the riparian countries. Such disputes continue to obfuscate the rela-
tionships between Israel and Lebanon and between Israel and Syria [7]. Looking at the future,
prospects for the region seem to be bleak. In the short run, the Syrian crisis with its large
regional impact poses a serious threat to livelihoods and development. In the long run, climate
change and a rapidly expanding population will continue to put more pressure on water
resources.

Climate change is projected to have large impacts on weather patterns across the globe in the
future. The Intergovernmental Panel on Climate Change (IPCC) in its 5th Assessment Report
(AR5) noted that over the period 1800–2012, the average global temperature increased by
0.85�C. Moreover, Flato et al. [8] indicated that precipitation patterns deviate more frequently
from long-term average trends in both volume and erraticism with adverse impacts on the
society [9]. Realities of climate change are underpinned by Easterling et al. [10] who related
climate change to increased drought incidence, flooding hazards, and reduced biodiversity.
This clearly justifies calls for action to mitigate deteriorative effects of climate change. In this
study, the focus is on the impact of climate change and water availability for households,
effects on recharge to the aquifers, and on economic revenue in the Jordan River Basin, which
as was argued above, is an area in the world where water scarcity is a major threat to economic
growth and political stability.

Before we come up with practical and well-informed policy solutions, two challenges need to
be addressed. First, the low resolution of global climate change models (100–500 km) ignores
in-grid variability like complex topographical features and is, therefore, of limited use for
impact studies [11]. Second, climate change effects cannot be restricted to changes in rainfall
and temperature patterns alone but require a systemic response that accounts for spatial and
temporal diversity of the natural resource base, interconnectedness of surface, and subsurface
flows and influence on availability of water in volume and quality.

The first issue is addressed by using downscaled precipitation and climate parameters of
Abdulla et al. [12] for meteorological stations in the Yarmouk Basin, covering parts of Syria

Climate Change and Global Warming66

and Jordan. The second challenge is met by using a water economy model of the JRB, which
describes the natural and controlled flows in volume and quantity for Jordan River Basin as
hydrological entity [13].

The remainder of this chapter is organized as follows. Section 2 gives a brief description of the
structure, empirical basis, and calibration of the JRB water economy model. Section 3 presents
the scenario formulation, including downscaling. Section 4 reports on the impact of climate
change and Section 5 concludes and indicates pathways for further research.

2. The Jordan River Basin (JRB) model

Theoretically, the JRB model is a special case of the general class of welfare optimization
models [13], where the innovative part is the inclusion of hydrology as central component of
the production technology. Hence, control of flows (extraction of groundwater; use of water by
humans; animals; and agriculture; transfer of water through canals; wastewater treatment and
desalinization) conforms to basic principles of microeconomics with constraints that respect
conservation. For economics, this implies that commodity balances hold; for hydrology, mass
balances for pure water as well as for pollutants dissolved in water are maintained.

In its representation of the water economy of the JRB, the model distinguishes 48 districts, and
26 (two-weekly) time steps. Water can flow within and between five different layers. These
comprise a surface layer on land for natural flows, a surface layer on land representing
anthropogenic influences on water, a river layer, a root zone, and a layer representing the
aquifer zones in the basin. Finally, next to clean water, the model can accommodate three types
of pollutants: salinity, biological oxygen demand (BOD), and nitrate. The combination of place,
time, layer, and quality defines a “cell” within the model, which acts as a source and destina-
tion of flows, representing the high level of interconnectedness of flows within the JRB.

2.1. Schematic representation of flows within the model

Figure 1 provides a schematic overview of flows within the JRB between the main layers, as
well as flows entering the basin as whole (rainfall and lateral flows from outside the basin) or
leaving the basin (evaporation, lateral flows leaving the basin). In the model, each of the layers
and connections with other layers is modeled in detail, following hydrological laws as well as
reflecting anthropogenic activity (pumping, irrigation, use by humans, livestock, industry and
municipalities, sewage, waste water treatment and reuse, and water harvesting).

2.2. Water quality

As mentioned before, the JRB water economy model represents pollution of three specific types
—salinity, nitrate, and BOD. Instead of using a set of attributes to represent water quality in each
of these three dimensions at each point in time and space, the model represents these pollutants
as flows, for which balances must hold, as for pure water. Hence, conceptually, pollutants are
represented as flows with standard concentrations: 25 g/l for Cl, 2 g/l for NO3, and 10 g/l for
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BOD. Observed concentrations are obtained by mixing the volumes of these flows with the
volume of pure water. However, such a separation of flows would not do justice to the fact that
pollutants flow with the water, and are not separable in reality. Hence, in the model application,
flows are always combined. Where water quality changes, this is explicitly represented as a
production process (water treatment) or a natural process (decreased quality through the uptake
of pollutants from the soil). Consumers, livestock, and plants (irrigation) have to take the quality
of water as it is at the location where it is offered, and this represents the channel through which
quality changes enter into the system and affect yields, quality of produce and revenue.

2.3. Schematic representation of farmer behavior

Given the overriding importance of agriculture as economic activity in the JRB, the focus in
assessing economic impact is on agriculture. In the JRB, crop cultivation is characterized by a
dual system, where irrigation-based agriculture and rain-fed agriculture both exist. Hence, in
principle, each farmer may have both types of land under cultivation. If profit maximization is
taken as point of departure, a farmer in principle controls: (1) the amount of land under
cultivation, (2) the share of the land that is irrigated, and (3) the crop(s) cultivated. In its
simplest interpretation, profit maximization would be driven by the amount of water available
for irrigation; the costs of inputs as well as irrigation water; and the output prices of different
crops, while constraints would be defined by the response of different crops to the supply of
water and other inputs.

Figure 1. Schematic overview of flows within the JRB basin.
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The water response module of the model is richer than this simple representation, but also
imposes some simplifying assumptions. To start with the latter, it is assumed that the crop
composition observed in the base year 2010 is maintained under changing water availability.
Furthermore, prices for inputs, water, and crops are assumed to remain constant, as are costs
for irrigation. Richness of the module is achieved by acknowledging the following facts of
agriculture in the JRB:

1. Whenever land is irrigated, irrigation applied is optimal for the crop under cultivation

2. Quality of land is not uniform over the JRB or even within districts

3. The highest-quality land is taken into production first; then, lesser qualities are used for
cultivation

4. Water available for irrigation may contain (high levels of) salt, BOD, or nitrate

5. There is a large gap between yields on irrigated lands and yields on rain-fed areas

6. Yields on rain-fed areas mainly respond to changes in water availability

7. The area of rain-fed land does not respond to changes in water availability

This results in a decision tree for the farmer as depicted in Figure 2. For rain-fed lands, the
farmer has no control over the response, as water availability in the root zone as well as water
quality determine the yield on the given area. For irrigated lands, the farmer controls the area
under irrigation (this block is marked purple, to indicate this is a decision variable). Yield
response for the total area under irrigation is the result of expansion of irrigated areas to
include land of lesser quality, where the optimal yield under irrigation is lower, leading to
lower average yields for the total irrigated area. As for rain-fed agriculture, salinity has a
negative impact on crop yields, and hence, also impacts on the yield response. Below, the
chapter expands on the formal description of the water response module.

Figure 2. Farmer’s response to changes in water quality and quantity.
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2.4. Specification of the simulation model

Formally, the model can be represented by the following four equations:

di ¼ Δix (1)

ej ¼ Hjx (2)

~x ¼ Rx (3)
X

i
di þ

X
j
ej þ ~x ¼ A~x þ

X
i
B0idi þ

X
j
Bjej þ b (4)

where b is the exogenous water availability (net rainfall, springs), di is water use of demand
type i, ej denotes input of project j, x represents water stock, ~x is water volume available for
natural outflow (including retention) and t represents time (two-weekly periods), while
indices h are water quality classes, s are locations (district, river segment), ℓ are soil layers, i
represents the type of water use and j the type of project. Finally, the following matrices of
coefficients are defined in the model: A; the matrix of natural flow coefficients, B0i; the matrix
of return coefficients of demand type i, Bj; the matrix of return coefficients of project j; and Δi,
a diagonal matrix with elements δi; Hj, a diagonal matrix with elements ηj; and R, a diagonal
matrix with elements r.

Eq. (4) shows for each h; s; t; ℓð Þ the balance between the destinations of the available water
stock and the origins of this stock. Destinations are on the left-hand side, consisting of human
water use, water inputs in projects and natural outflow. The latter includes retention, i.e., water
of quality h remains at the same s; ℓð Þ from t to t + 1. Origins of water availability are on the
right-hand side, consisting of natural inflows, return flows from water use, return flows from
projects, and exogenous availability from rainfall and springs.

Eqs. 1–3 specify each of the destinations as fixed fractions of the total available model stock x.
Since retention is part of the natural outflows, the fractions logically have to add to one.
Furthermore, the fractions have to reflect one important restriction, viz. that the user has to
accept the quality of the available stock x. Therefore, the fractions do not depend on index h.
More precisely, (1)–(3) can be written as:

dihstℓ ¼ δistℓ xhstℓ (5)

ejhstℓ ¼ ηjstℓ xhstℓ (6)

~xhstℓ ¼ rstℓ xhstℓ (7)

2.5. Coverage of water flows

Although the equations look relatively simple, they cover a wealth of different flows especially
due to the dimensionality of the system. We distinguish a hydrological component, anthropo-
genic activities, and actual human water use.
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The hydrological component is represented by matrix A. Element Ahs tℓ, h0s0t0ℓ0 of matrix A
denotes the share of ~xh0s0t0ℓ0 that flows in a natural way to h; s; t; ℓð Þ. Logically, the sum of these
shares should not exceed one. In this way, the model can represent flows such as run-off of
rainwater to the river system, percolation of rainwater to the root zone and further down to the
groundwater zone, downstream flows from one river segment to the other or into Lake
Tiberias, and retention of water at the same location and layer. Whenever relevant, changes in
quality are also captured in this way, for instance taking up nitrate from the soil in run-off and
percolation. If the sum of the outflow coefficients is less than one, it means that water disap-
pears from the JRB. One may think in particular of evaporation or outflow to the Dead Sea. In
the last period t ¼ Tð Þ, water disappears also via retention (becoming available next year).

In addition to these natural flows, the model has exogenous natural flows denoted as vector b.
This parameter covers both net rainfall and water from springs. Net rainfall is measured after
subtraction of immediate evaporation. It is important to be precise in this respect since imme-
diate evaporation amounts to more than 10% of gross rainfall for the JRB as a whole. Spring
water is essentially transferred from the groundwater zone to the surface zone of the district
where it is used or to the river segment that it feeds. Hence, it has negative and positive values,
summing to zero. For the first period t ¼ 1ð Þ, parameter b also covers the initial stock retained
from the previous year.

Anthropogenic activities are represented by several projects j: groundwater pumping, rainwa-
ter harvesting, river outlets (dams), surface water transfer (canals, carriers), and irrigation. The
input volumes of these projects are given by vectors ej, each with dimensions h, s, t, ℓ. The

impact of the project is measured by elements Bj
h s t ℓ, h0s0t0ℓ0 , representing output h; s; t; ℓð Þ per unit

of input h
0
; s

0
; t

0
; ℓ

0
� �

. Projects that merely transfer water have allocation shares to a different

layer or location (or period, in case of lags) for the same quality h. If water quality changes too,

there are also allocation shares to quality classes h
0 6¼ h. Just as for matrix A, the sum of the

output coefficients should not exceed one. Again, a sum strictly less than one means that water
is disappearing from the JRB (evaporation, carrier to outside). Losses and leakages of projects
are booked as output to other layers than intended, including evaporation.

Five types of water use are distinguished: household use, municipal use, industrial use, crop
water use, and livestock use. Household water is further subdivided into tap water, truck
water, roof water, and bottled water. Together, these destinations make up the set of water
use types i. The public water distribution system delivers household tap water, municipal
water, and industrial water. Eq. (1) specifies each type of water use as fraction of the available
water stock. Therefore, di indicates gross water use, before purification.

When strictly following its definition above, matrix B0i represents merely the return flows of
used water, with element B0i

h s t ℓ, h0s0t0ℓ0 denoting the return volume of h; s; t; ℓð Þ per unit of

water use h
0
; s

0
; t

0
; ℓ

0
� �

. However, since di indicates gross water use, matrix B0i covers in fact a

chain of activities: (a) water purification and distribution, (b) the actual return flow (produc-
tion of waste water), (c) sewerage (collection of waste water), and (d) treatment of waste water.
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2.4. Specification of the simulation model

Formally, the model can be represented by the following four equations:

di ¼ Δix (1)

ej ¼ Hjx (2)

~x ¼ Rx (3)
X

i
di þ

X
j
ej þ ~x ¼ A~x þ

X
i
B0idi þ

X
j
Bjej þ b (4)

where b is the exogenous water availability (net rainfall, springs), di is water use of demand
type i, ej denotes input of project j, x represents water stock, ~x is water volume available for
natural outflow (including retention) and t represents time (two-weekly periods), while
indices h are water quality classes, s are locations (district, river segment), ℓ are soil layers, i
represents the type of water use and j the type of project. Finally, the following matrices of
coefficients are defined in the model: A; the matrix of natural flow coefficients, B0i; the matrix
of return coefficients of demand type i, Bj; the matrix of return coefficients of project j; and Δi,
a diagonal matrix with elements δi; Hj, a diagonal matrix with elements ηj; and R, a diagonal
matrix with elements r.

Eq. (4) shows for each h; s; t; ℓð Þ the balance between the destinations of the available water
stock and the origins of this stock. Destinations are on the left-hand side, consisting of human
water use, water inputs in projects and natural outflow. The latter includes retention, i.e., water
of quality h remains at the same s; ℓð Þ from t to t + 1. Origins of water availability are on the
right-hand side, consisting of natural inflows, return flows from water use, return flows from
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Eqs. 1–3 specify each of the destinations as fixed fractions of the total available model stock x.
Since retention is part of the natural outflows, the fractions logically have to add to one.
Furthermore, the fractions have to reflect one important restriction, viz. that the user has to
accept the quality of the available stock x. Therefore, the fractions do not depend on index h.
More precisely, (1)–(3) can be written as:

dihstℓ ¼ δistℓ xhstℓ (5)

ejhstℓ ¼ ηjstℓ xhstℓ (6)

~xhstℓ ¼ rstℓ xhstℓ (7)

2.5. Coverage of water flows

Although the equations look relatively simple, they cover a wealth of different flows especially
due to the dimensionality of the system. We distinguish a hydrological component, anthropo-
genic activities, and actual human water use.
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The hydrological component is represented by matrix A. Element Ahs tℓ, h0s0t0ℓ0 of matrix A
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Tiberias, and retention of water at the same location and layer. Whenever relevant, changes in
quality are also captured in this way, for instance taking up nitrate from the soil in run-off and
percolation. If the sum of the outflow coefficients is less than one, it means that water disap-
pears from the JRB. One may think in particular of evaporation or outflow to the Dead Sea. In
the last period t ¼ Tð Þ, water disappears also via retention (becoming available next year).

In addition to these natural flows, the model has exogenous natural flows denoted as vector b.
This parameter covers both net rainfall and water from springs. Net rainfall is measured after
subtraction of immediate evaporation. It is important to be precise in this respect since imme-
diate evaporation amounts to more than 10% of gross rainfall for the JRB as a whole. Spring
water is essentially transferred from the groundwater zone to the surface zone of the district
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impact of the project is measured by elements Bj
h s t ℓ, h0s0t0ℓ0 , representing output h; s; t; ℓð Þ per unit

of input h
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0
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. Projects that merely transfer water have allocation shares to a different

layer or location (or period, in case of lags) for the same quality h. If water quality changes too,

there are also allocation shares to quality classes h
0 6¼ h. Just as for matrix A, the sum of the

output coefficients should not exceed one. Again, a sum strictly less than one means that water
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water, and industrial water. Eq. (1) specifies each type of water use as fraction of the available
water stock. Therefore, di indicates gross water use, before purification.
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To this, we may add even transport of raw and treated waste water. Hence, matrix B0i is a
composite of several matrices, although the number may differ across types of use i. Still, for
B0i the same condition as for A and Bj holds, viz. that the sum of its output coefficients should
not exceed one. Distribution leakages and waste water dumping are booked as output to other
layers than intended and where local quality changes result, this is also modeled as a pollution
process.

2.6. Properties of the model

Here, we summarize the main properties of the model:

i. No water creation:

• for each h; s; t; ℓð Þ, the sum of the natural outflow coefficients does not exceed one

• for each h; s; t; ℓð Þ and each project j, the sum of the project return coefficients does
not exceed one

• for each h; s; t; ℓð Þ and each type of use i, the sum of the demand return coefficients
does not exceed one

ii. Stock-driven flows: all endogenous natural flows, all project inputs, and all volumes of
water use are specified relative to the total available water stock

iii. Blending property: all users have to accept the quality of the available water stock; hence
the fixed fractions in Eqs. (5)–(7) are independent of water quality class h

iv. Exhaustive allocation of outflows: the sum of the fixed fractions of all destinations, including
those outside the JRB, is equal to one.

In model symbols the latter condition reads:
X

i
δistℓ þ

X
j
ηjstℓ þ rstℓ ¼ 1 (8)

Due to this condition, we can write Eq. (4) also fully in terms of total available stock x:

x ¼ ARxþ
X

i
B0iΔixþ

X
j
BjHjxþ b (9)

This formulation is used in the iterative calculation of the equilibrium stock levels that solve
the model, starting from an initial value, say x ¼ x0. Due to the property of “no water creation,”
Eq. (9) represents a contraction mapping. Together with non-negativity of the parameters, this
contraction property ensures convergence of the iterative calculations to a unique, non-
negative fixed point x∗. The definition of a contraction mapping and the proof of this proposi-
tion are given in Chapter 6 of Keyzer1 [14].

1
In actual applications, this result will also hold if some of the elements of b are negative, provided that these negative
values are overruled by other large positive values on the right-hand side of Eq. (6).
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2.6.1. Crop revenue

Once the equilibrium stock x∗ has been obtained, the corresponding values of di, ej, and ~x can
also be calculated, including crop water use, taken up from the root zone, distinguished by
location s, period t, and quality h. Based on the outcomes for crop water use, the impact on the
net revenue of the farmer is calculated using additional exogenous information on the crop
production structure in each district. This impact reflects both the direct impact of water on
crop yields and the reaction of the farmer to the changes in water availability and water quality.

To this end, the simulation model includes a crop module that distinguishes K different crops,
indexed k, and two land types, indexed m, viz. irrigated land (with or without protection) and
rain-fed land. Water use and crop yields per hectare are different across these two land types.
We introduce the following notation.

akms denotes harvested area of crop k on land type m in district s, per calendar year, in ha; akms is
the reference area of crop k on land type m in district s, per calendar year, in ha; wkmhs is the
water use of quality h by crop k on land type m in district s, per calendar year, in m3/ha; ykms is
the yield of crop k on land type m in district s, per calendar year, in kg/ha; ykms is the reference
yield of crop k on land type m in district s, per calendar year, in kg/ha; rkms is net revenue of
crop k on land type m in district s, per calendar year, in USD/ha; ukms are the input costs (other

than water) for crop k on land type in district s, per calendar year, in USD/ha; pfks is the farm
gate price of crop k in district s, in USD/kg; pws is the water price paid by crop farmers in district
s, in USD/m3

; and rs is total net revenue from cropping in district s, per calendar year, in USD.
The reference areas and yields refer to the observed 2010 levels.

Net revenue is calculated as follows:

rkms ¼ pfksykms � ukms � pws
X

h
wkmhs (10)

rs ¼
X

k,m
rkmsakms (11)

The relation between actual harvested area akms and reference area akms and the relation
between actual yield ykms and reference yield ykms are described by, respectively:

akms ¼ αkms akms (12)

ykms ¼ βkms γkms=γkms

� �
ykms (13)

In Eq. (12), αkms represents the area adjustment due to the changes in water availability,
expressed as factor relative to the reference area. For irrigated area, the factor depends posi-
tively on the water availability, irrespective of water quality. Depending on this volume, the
factor is larger or smaller than one. For rain-fed area, the factor is by definition equal to one,
hence no adjustment.

In Eq. (13), βkms represents the yield adjustment factor due to changes in the availability of total
water (irrespective of quality) while γkms=γkms measures the impact of changes in salinity. For
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Eq. (9) represents a contraction mapping. Together with non-negativity of the parameters, this
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The reference areas and yields refer to the observed 2010 levels.

Net revenue is calculated as follows:
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rkmsakms (11)

The relation between actual harvested area akms and reference area akms and the relation
between actual yield ykms and reference yield ykms are described by, respectively:

akms ¼ αkms akms (12)

ykms ¼ βkms γkms=γkms
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ykms (13)

In Eq. (12), αkms represents the area adjustment due to the changes in water availability,
expressed as factor relative to the reference area. For irrigated area, the factor depends posi-
tively on the water availability, irrespective of water quality. Depending on this volume, the
factor is larger or smaller than one. For rain-fed area, the factor is by definition equal to one,
hence no adjustment.

In Eq. (13), βkms represents the yield adjustment factor due to changes in the availability of total
water (irrespective of quality) while γkms=γkms measures the impact of changes in salinity. For
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irrigated area, factor βkms is determined simultaneously with factor αkms in (12), based on a
subdivision of potentially irrigable land in land suitability classes. In case of extension of
irrigated land, the factor may decline. For rain-fed area, factor βkms is directly and positively
related to water availability. Hence, for both land types, βkms can be larger than or smaller than
one.

Factor γkms measures the yield effect of salinity. It is calculated as a declining, piecewise linear
function of the salinity level. By standardizing it to the 2010 reference value γkms, the salinity
impact in (13) is also a factor that can be larger than or smaller than one, just as factor βkms.

In these equations, prices pfks and pws are exogenous, and so are reference areas akms, reference
yields ykms, and input costs ukms, whereas factors αkms, βkms, and γkms depend on water volumes
wkmhs. Merbis and Sonneveld [15] describe the specification of these factors in more detail.

3. Scenario formulation

The following steps were taken to evaluate climate change impacts. First, we organized the
daily precipitation data of the five climate change scenarios over the period 1980–2100 for 23
stations in the Yarmouk Basin in a excel spread sheet. Second, since variety of the modeled
data are difficult to compare at daily level, we aggregated precipitation at yearly level and
averaged the data of individual stations over cohorts of 20 consecutive years (2000–2020,
2021–2040, etc.) for each district. Third, we calculated relative changes over 40 (average of
2000–2020 minus 2040–2060) and 80 (average of 2000–2020 minus 2080–2100) years (Table 1).
Fourth, using a linear regression that estimated a small positive gradient for the northern
latitude [16], the predicted rainfall patterns for the Yarmouk river basin have been extrapo-
lated to the entire JRB, constituting a database for the scenario analysis of daily rainfall at
district level for the year 2050 (regression results are found in the Annex). Finally, we
selected the CanESM2 model since, here, grid of the model overlaid best with the JRB area
(in particular, better than CGCM3, see Figure 3); within CanESM2, RCP8.5 is selected as the
most pessimistic scenario on future rainfall.

Table 1. Relative changes in annual precipitation by climate change scenario.
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Following this procedure, we predict that for the whole of the JRB, rainfall in 2050 will be
around 10% lower than present precipitation, but with substantial spatial spreading (see
Figure 4), where rainfall is even predicted to increase in the eastern part of the JRB.

Figure 3. Grid overlay of CanESM2 and CGCM3 with JRB.

Figure 4. Rainfall in 2050: Predicted change relative to present conditions.
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4. Impact of climate change

Application of the JRB model using these rainfall figures leads to the conclusion that the most
important impact is an overall reduction of the net revenue from crop cultivation in the JRB as
a whole of 150 million USD, with major losses in Israel, Jordan, and the West Bank. Syrian
revenues would increase, reflecting the increase in rainfall in large parts of the country located
in the JRB (see Figure 5).

Figure 5. Impact of climate change on net revenue.

Figure 6. Impact of climate change on run-off.

Climate Change and Global Warming76

However, the rainfall shock is not fully transmitted to agricultural activity: although the reduc-
tion in rainfall is a major shock, it is partly compensated by reduced evaporation (about half the
shock), and lower river flows and hence lower extraction volumes. In addition, recharge of
groundwater is affected very negatively, and the outflow to the Dead Sea is also substantially
lower (20 million km3). Despite the drop in recharge, salinity of groundwater resources increases
only marginally (0.01% for the JRB as a whole, with a “peak” of 0.02% for Israel). Decreasing
availability of water implies a decrease in the amount of untreated waste water, as household

Figure 7. Impact of climate change on extraction.

Figure 8. Impact of climate change on groundwater stock changes.
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demand falls and less waste water is produced. This in turn implies that irrigation water contains
relatively less untreated waste water and that leakage of contaminated water to the root zone
also decreases, leading to a reduction in BOD in water used for irrigation of 5.5% on average for
the JRB. Figures 6–8 illustrate the impact on run-off to the rivers, extraction from the rivers and
Lake Tiberias and groundwater stock changes relative to the present baseline. Particularly, the
latter result is cause for concern about the future as it is clear that unchanged extraction policies
would lead to unsustainable extraction from groundwater resources in the coming decade.

5. Conclusions and way forward

Climate change is a major concern for policy makers in the Middle East who aim to protect
their constituency from adverse effects on water availability for food security and the environ-
ment. Yet, to provide a proper foundation for informed decisions on adoption or mitigation of
climate change effects, two issues have to be resolved. First, results of global circulation models
should be downscaled from their coarse (50–100 km) grids to a meaningful spatial resolution.
Second, effects of changes in rainfall should reflect the hydrological complexity of natural and
controlled surface and subsurface flows that jointly are responsible for water supply.

In this study, we addressed these two issues for the JRB by a statistical downscaling of the
climate change scenarios for precipitation from global circulation models in conjunction with
the application of a water economy model that describes the water flows in detail and, addition-
ally, reports on the impact of climate change on water availability (run-off and groundwater
recharge) and agricultural productivity in JRB.

The results reveal that there is a significant reduction in the surface run-off of an amount
greater than 160 MCM (28%) in the JRB that affects the extraction volumes out of the rivers.
Most reduction in run-off to rivers is found in Syria (42%) and Jordan (40%). There is also a
significant reduction in groundwater recharge of an amount of about 180 MCM (11%),
which seriously threatens the already overexploited groundwater stock. Accordingly, the
agricultural productivity reduces by 160 million USD, with largest effects on Jordan (23%),
the West Bank (16%), and Israel (12%). The impact of climate change on water quality is
minor; quality even improves due to lower waste water volumes that blend with fresh
water resources.

The results obtained in this study could be used as a reference for regional water resources
management in the JRB. The results also provide detailed information on spatially explicit
effects that allow local policy makers to take matters in their own hand. As such, the model
outcomes can also underpin the stakeholder discussions on distribution of water resources to
support negotiations on water transfers, within and between basins.

Further validation exercises should strengthen the reliability of results obtained by the global
climatic models (GCMs). Incorporation of local knowledge onwater management that transcends
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academic disciplines with practical solutions and on the ground reality further strengthens the
water economy model’s representation and its utility as decision support tool.

A. Appendix

See Figures a1–a10.

Figure a2. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP2.6, time
lapse 80 years.

Figure a1. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP2.6, time
lapse 40 years.
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greater than 160 MCM (28%) in the JRB that affects the extraction volumes out of the rivers.
Most reduction in run-off to rivers is found in Syria (42%) and Jordan (40%). There is also a
significant reduction in groundwater recharge of an amount of about 180 MCM (11%),
which seriously threatens the already overexploited groundwater stock. Accordingly, the
agricultural productivity reduces by 160 million USD, with largest effects on Jordan (23%),
the West Bank (16%), and Israel (12%). The impact of climate change on water quality is
minor; quality even improves due to lower waste water volumes that blend with fresh
water resources.
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Further validation exercises should strengthen the reliability of results obtained by the global
climatic models (GCMs). Incorporation of local knowledge onwater management that transcends
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academic disciplines with practical solutions and on the ground reality further strengthens the
water economy model’s representation and its utility as decision support tool.

A. Appendix

See Figures a1–a10.

Figure a2. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP2.6, time
lapse 80 years.

Figure a1. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP2.6, time
lapse 40 years.
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Figure a3. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP4.5, time
lapse 40 years.

Figure a4. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP4.5, time
lapse 80 years.

Figure a5. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP8.5, time
lapse 40 years.
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Figure a6. Relative future changes in precipiation against South-North gradient. Scenario: CanESM2 GCM, RCP8.5, time
lapse 80 years.

Figure a7. Relative future changes in precipiation against South-North gradient. Scenario: CGCM3 GCM, A1B, time lapse
40 years.

Figure a8. Relative future changes in precipiation against South-North gradient. Scenario: CGCM3 GCM, A1B, time lapse
80 years.
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Category 5 (C5) Super Typhoon Bopha, the world’s worst storm of 2012, formed abnormally 
close to the West Pacific Equator, and Bopha’s Mindanao landfall has the record equatorial 
proximity for C5 storms. Bopha generated a debris flow that buried 500 ha of New Bataan 
municipality and killed 566 people. New Bataan, established in 1968, had never experienced 
super typhoons and debris flows. We describe the respective histories of New Bataan and 
Super Typhoon Bopha; debris flows; and how population growth and unwise settlement 
practices contribute to Philippine “natural” disasters. The historical record of Mindanao trop-
ical cyclones yields clues regarding how climate change may be exacerbating near-equatorial 
vulnerability to typhoons. Existing models of future typhoon behavior do not apply well 
to Mindanao because they evaluate only the tropical cyclones that occur during the main 
June–October typhoon season, and most Mindanao tropical cyclones occur in the off season. 
The models also ignore tropical depressions, the most frequent—and commonly lethal—
Mindanao cyclones. Including these in annual tallies of Mindanao cyclones up to early 2018 
reveals a pronounced and accelerating increase since 1990. Mindanao is susceptible to other 
natural hazards, including other consequences of climate change and volcanic activity.
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1. Introduction

On 4 November, 2012, Super Typhoon Bopha generated a massive debris flow that devastated 
barangay (village) Andap in the Mindanao municipality of New Bataan and killed hundreds of 
people. In early 2013, we were designated as a field disaster-analysis team by Project NOAH 
(Nationwide Operational Assessment of Hazards), the disaster-assessment program of the 
University of the Philippines in Diliman, Quezon City.

Prior to our field work, we gathered high-resolution optical satellite imagery for mapping 
out the extent of the debris flow deposits and commissioned a Light Detection and Ranging 
(LiDAR) survey to generate detailed topographic maps of the area. In the field, we analyzed 
and plotted the new deposits on our new maps. They were clearly left by a debris flow, and 
we determined its velocity when it hit Andap from scarring on impacted trees. Old deposits 
were left in the area by debris flows that occurred long before New Bataan was established. 
Eyewitnesses recounted the Bopha event for us in detail, and long-time residents informed 
us that similar events had never happened before. We analyzed and reconstructed the event 
from all these gathered data.

An initial report we published in 2016 [1] described the Super Typhoon, the Mayo River 
debris flow, and the detailed geologic reasons for it. We also discussed how and reviewed 
how population growth and inadequate geological analysis of settlement sites contribute to 
Philippine “natural” disasters. Our report discussed how climate change may be bringing 
more frequent major typhoons and debris flows they trigger to Mindanao and to other vul-
nerable subequatorial areas. We did so by examining the sparse record of tropical cyclones 
that made landfall on Mindanao since 1945, associated records of the Pacific El Niño-Southern 
Oscillation (ENSO), and all western North Pacific tropical cyclones from 1945 to 2015.

Here, we update that evaluation with additional data from 2016 through February 2018. A 
positive outgrowth of this research is Project NOAH’s new program that has identified more 
than a thousand Philippine alluvial fans and associated communities that might experience 
debris flows. This program already helped to mitigate debris flows on Luzon and Mindoro 
islands. We conclude by exploring possible protective measures for climate-related hazards 
that threaten Mindanao and other subequatorial areas.

2. Prolog to disaster: geomorphologic setting and history of New 
Bataan

Southeastern Mindanao is a rugged coastal range (Figure 1). About 35 km west of the coast, 
and 3 km upstream of Andap, the Mayo River drains a rugged, 36.5 km2 watershed on the 
western slopes of the coastal range. In the Mayo watershed, many slopes are steeper than 35° 
and total relief is about 2320 m. Flowing northward, the Mayo River debouches through a nar-
row gorge to join the Kalyawan River, which flows northward along the Compostela Valley, 
as do other Agusan River southern tributaries.
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A site 8 km below the Mayo-Kalyawan junction in the eastern Compostela Valley called 
“Cabinuangan” because of its many huge Binuang (Octomeles sumatrana) trees began to be 
logged in the early 1950s [2]. As the loggers rapidly expanded their road networks, immigrant 
farmers from Luzon and the Visayan Islands followed closely behind, planting the cleared 
land mainly to coconuts, but also to rice, corn, bananas, coffee, cacao, abaca, and bamboo.

The Philippine government divided the public lands of Compostela Valley into formal 
municipal areas beginning in 1966. One covering 55,315 ha in Cabinuangan was named New 

Figure 1. Physical setting of the Andap disaster. Gray area enclosed by dashes is the Mayo River watershed. All steep 
slopes are contoured at 50-m intervals. Below 700-m elevations, the contour interval is 20 m to better define the gentler 
valley surfaces. New deposits of “true” debris flows are shown in solid black; associated hyperconcentrated-flow deposits 
are shaded in gray. Note that the topographic contour lines from the Mayo Bridge to Andap are convex northward, 
defining the surface of an alluvial fan just upstream from Andap. The trace of the Mati Fault is only generalized; it has 
numerous associated fractures in a broad zone along its length.

Super Typhoon Bopha and the Mayo River Debris-Flow Disaster, Mindanao, Philippines…
http://dx.doi.org/10.5772/intechopen.81669

87



1. Introduction

On 4 November, 2012, Super Typhoon Bopha generated a massive debris flow that devastated 
barangay (village) Andap in the Mindanao municipality of New Bataan and killed hundreds of 
people. In early 2013, we were designated as a field disaster-analysis team by Project NOAH 
(Nationwide Operational Assessment of Hazards), the disaster-assessment program of the 
University of the Philippines in Diliman, Quezon City.

Prior to our field work, we gathered high-resolution optical satellite imagery for mapping 
out the extent of the debris flow deposits and commissioned a Light Detection and Ranging 
(LiDAR) survey to generate detailed topographic maps of the area. In the field, we analyzed 
and plotted the new deposits on our new maps. They were clearly left by a debris flow, and 
we determined its velocity when it hit Andap from scarring on impacted trees. Old deposits 
were left in the area by debris flows that occurred long before New Bataan was established. 
Eyewitnesses recounted the Bopha event for us in detail, and long-time residents informed 
us that similar events had never happened before. We analyzed and reconstructed the event 
from all these gathered data.

An initial report we published in 2016 [1] described the Super Typhoon, the Mayo River 
debris flow, and the detailed geologic reasons for it. We also discussed how and reviewed 
how population growth and inadequate geological analysis of settlement sites contribute to 
Philippine “natural” disasters. Our report discussed how climate change may be bringing 
more frequent major typhoons and debris flows they trigger to Mindanao and to other vul-
nerable subequatorial areas. We did so by examining the sparse record of tropical cyclones 
that made landfall on Mindanao since 1945, associated records of the Pacific El Niño-Southern 
Oscillation (ENSO), and all western North Pacific tropical cyclones from 1945 to 2015.

Here, we update that evaluation with additional data from 2016 through February 2018. A 
positive outgrowth of this research is Project NOAH’s new program that has identified more 
than a thousand Philippine alluvial fans and associated communities that might experience 
debris flows. This program already helped to mitigate debris flows on Luzon and Mindoro 
islands. We conclude by exploring possible protective measures for climate-related hazards 
that threaten Mindanao and other subequatorial areas.

2. Prolog to disaster: geomorphologic setting and history of New 
Bataan

Southeastern Mindanao is a rugged coastal range (Figure 1). About 35 km west of the coast, 
and 3 km upstream of Andap, the Mayo River drains a rugged, 36.5 km2 watershed on the 
western slopes of the coastal range. In the Mayo watershed, many slopes are steeper than 35° 
and total relief is about 2320 m. Flowing northward, the Mayo River debouches through a nar-
row gorge to join the Kalyawan River, which flows northward along the Compostela Valley, 
as do other Agusan River southern tributaries.

Climate Change and Global Warming86

A site 8 km below the Mayo-Kalyawan junction in the eastern Compostela Valley called 
“Cabinuangan” because of its many huge Binuang (Octomeles sumatrana) trees began to be 
logged in the early 1950s [2]. As the loggers rapidly expanded their road networks, immigrant 
farmers from Luzon and the Visayan Islands followed closely behind, planting the cleared 
land mainly to coconuts, but also to rice, corn, bananas, coffee, cacao, abaca, and bamboo.

The Philippine government divided the public lands of Compostela Valley into formal 
municipal areas beginning in 1966. One covering 55,315 ha in Cabinuangan was named New 

Figure 1. Physical setting of the Andap disaster. Gray area enclosed by dashes is the Mayo River watershed. All steep 
slopes are contoured at 50-m intervals. Below 700-m elevations, the contour interval is 20 m to better define the gentler 
valley surfaces. New deposits of “true” debris flows are shown in solid black; associated hyperconcentrated-flow deposits 
are shaded in gray. Note that the topographic contour lines from the Mayo Bridge to Andap are convex northward, 
defining the surface of an alluvial fan just upstream from Andap. The trace of the Mati Fault is only generalized; it has 
numerous associated fractures in a broad zone along its length.

Super Typhoon Bopha and the Mayo River Debris-Flow Disaster, Mindanao, Philippines…
http://dx.doi.org/10.5772/intechopen.81669

87



Bataan in 1968 because Luz Banzon-Magsaysay, a native of the Luzon province of Bataan 
and President Magsaysay’s widow, had espoused its establishment. New Bataan was sub-
divided into 16 barangays (villages) comprising farm lots. A 154-ha area at the center of New 
Bataan was designated the town site and given the barangay name of “Cabinuangan.” In 1970, 
2 years after its founding, the population of New Bataan was 19,978 [3]; by 1 May, 2010, it had 
increased 238% to 47,470, including 10,390 in Cabinuangan and 7550 in Andap [4].

The town planners made a nice design for Cabinuangan, its streets fanning out geometrically 
from its central core of government and social buildings (Figure 2A). Unfortunately, the plan-
ners knew little about natural hazards. Even government authorities did not know that the 
Kalyawan River had been a conduit for ancient debris flows; as late as 2012, the official hazard 
map of New Bataan [5] evaluated only landslide and flood risks. This lack of geomorphologic 
knowledge was fatal during Bopha (Figure 2B).

Barangay Andap was established at the head of Compostela Valley on high ground 3 km 
upstream of Cabinuangan. That site was not recognized as an alluvial fan, a landform built 
up by successive debris flows. Our field work documented that the fan was built up by char-
acteristically reverse-graded, matrix-supported debris-flow deposits of unknown but ancient 
age (Figure 3).

2.1. Debris flows

Among the world’s most destructive natural phenomena, debris flows are fast-moving slur-
ries of water and rock fragments, soil, and mud [6–9]. Many debris flows (Table 1) [10] are 
associated with volcanoes [11, 12]; many others are not, including the Mayo River event. All 
that is required to generate a debris flow is an abundance of loose rock debris and soil and 
a sudden large influx of water. They can be triggered by sudden downpours such as com-
monly delivered by tropical cyclones, by reservoir collapses [13], or by landslides dislodged 
by earthquakes into streams.

Figure 2. New Bataan. A= Andap, Google image of Cabinuangan (the central district of New Bataan) before the debris 
flow. B= Southward facing three-dimensional terrain diagram of Andap and Cabinuanga after the Mayo River disaster. 
Red areas are boulder-rich “true debris flow; orange areas are deposits of more dilute “ hyperconcentrated” flows.
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The lethality and capacity for damage of a debris flow is not determined by its size alone. If 
its path is sparsely populated, such as at Mount St. Helens, or if the people in harm’s way are 
familiar with the hazard, such as at Pinatubo Volcano, even large debris flows may not inflict 
casualties.

Rain on mountain slopes that falls strongly and lasts long enough will dislodge soil and loose 
rock into landslides. These may coalesce into debris flows, which are slurries of sediment 
and water that look and behave like concrete pouring out of a delivery truck. By weight, the 
water rarely exceeds 25%; only 10% may be enough to provide mobility. Gravel and boulders 
constitute more than half of the solids, and sand typically makes up about 40%. Silt and clay 
normally constitute less than 10% and remain suspended in the water [21, 22]. Students of 
debris flows frequently say “In stream floods, the water carries the sediment; in debris flows, 
the sediment carries the water.”

While a debris flow is contained in a mountain channel, it carries large boulders with remark-
able ease. In part, this is because of the high buoyancy of the dense slurry. Additionally, 
boulders in the flow repeatedly bounce away from the channel floor and sides up into the 
“central plug” of the flow near the surface, where friction with the channel is minimal and the 

Figure 3. Debris-flow deposits in the New Bataan area. (A) Boulder in ancient reverse-graded debris-flow deposit. Well-
established trees indicate an age of some decades prior to the settlement of the town. (B) Old debris-flow deposits 
underlying New Bataan—Andap high-way. Boulders and cobbles are separated from each other by a matrix of finer-
grained sediment, as they were while still flowing. For scale, the concrete is 15-cm thick. The coarse sediments atop the 
highway are new debris-flow deposits from Typhoon Bopha. (C) Boulder-rich deposits of debris flows that destroyed 
much of the barangay, at the site of the destroyed Mayo River bridge.
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flow is fastest, enabling them to migrate quickly to the front of the flow. There, they become 
part of a moving dam of boulders, logs, and tree debris being pushed along by the flowing 
mass contained behind it.

The moving frontal dam ponds the main flow body, which is richer in sand, silt, and clay 
and progressively becomes more dilute toward the rear, undergoing transitions into what 
are called hyperconcentrated flows, somewhat confusingly because they carry much more 
sediment than do normal streams. In hyperconcentrated flows, sand, silt, and clay typically 
comprise up to 75% by weight. Such flows look like normal, turbid flood waters, but their 
velocities are much greater, typically 2–3 m/s [23]. They are too dilute to transport boulders 
and can transport gravel only by pushing and rolling it on the channel floor. To the rear, 
hyperconcentrated flows are succeeded by even more dilute, turbid flood water. In the litera-
ture, somewhat confusingly, “debris flow” sometimes refers to only a true debris-flow phase. 
Sometimes, however, the term means an entire hydrologic event consisting of debris-flow, 
hyperconcentrated, and normal stream-flow phases, as we do here in reference to the Mayo 
River debris flow.

When a debris flow emerges from the mountains, it spreads out, and the increased basal 
friction slows it down. Some of its sediment load drops out and adds volume to an alluvial 
fan, a cone-shaped feature that topographic maps show as contour lines that are convex in 
the downstream direction, as seen in Figure 1. Even after the debris flow spreads out, large 
boulders (Figure 3) continue to be transported by combined flotation, push, drag, and rolling. 
The hyperconcentrated and normal-flood phases may extend many kilometers beyond the 

Location Date Trigger Volume, 106 m3 Deaths

Rios Barrancas and Colorado, Argentina [14] 1914 Failure of ancient landslide 
dam

2000 estimated ?

Bucao River, Pinatubo Volcano, Philippines 
[13]

10 July, 
2002

Caldera lake breach <<160 0

Bucao River, Pinatubo Volcano, Philippines 
[15]

5–6 Oct, 
1993

Typhoon Flo (Kadiang) 
rains

110 0

Kolka Glacier, North Ossetia, Russia [16] 2002 Large glacial detachment ~100 125

Nevados Huarascan, Peru [17] 1970 Pyroclastic flows melted 
snow and ice

100 (flow 
volume)

18,000

Nevado del Ruiz, Colombia [14] 13 Nov, 
1985

Pyroclastic flows melted 
snow and ice

40 23,000

Mayo River, Mindanao, Philippines [1] 4 Dec, 
2012

Typhoon Bopha (Pablo) 
rainfall

25–30 566

Cordillera de la Costa, Vargas, Valenzuela [18] Dec 1999 Heavy rain 19 30,000

Mayon Volcano, Philippines [19] 30 Nov, 
2006

Typhoon Durian (Reming) 
rains

19 1226

Pine Creek—Muddy River, Mount St. 
Helens, Washington, USA [20]

18 May, 
1980

Pyroclastic surge melted 
snow & ice

14 0

Table 1. The global record of the 10 largest debris flows, ranked by decreasing volume. Modified and updated from [10].

Climate Change and Global Warming90

alluvial fan. Debris flows vary in volume by many orders of magnitude (Table 1), the most 
frequent ones being only a 1000–100,000 m3 and the largest more than a 100,000,000 m3 [10].

An important distinguishing characteristic of true debris-flow deposits is “reverse grading”: 
boulders tend to be smaller at the base and increase in size upwards. Large boulders commonly 
jut out at the top of a deposit, as observed at New Bataan (Figure 3A). In addition to the buoyancy 
they experience from the dense slurry, the best mechanism advanced to explain reverse grading is 
kinetic sieving [7, 11, 24–26]. While flowing, shear at the base of a debris flow continuously causes 
temporary void spaces of different sizes to open, and particles of equivalent sizes migrate into 
them. Smaller voids form and are filled by smaller solid particles more frequently, and so larger 
boulders migrate up toward the top of the flow. Another characteristic of debris-flow deposits 
that distinguish them from the deposits left by normal streams, in which particles grade upward 
from coarse to fine, is “matrix support” (Figure 3B). A mixture of the finer sediment that consti-
tuted the bulk of the flow separates the larger rock fragments from each other. A useful guide 
for distinguishing the effects of debris flows from those of floods was published by Pierson [27].

3. Super Typhoon Bopha

On 23 November, 2012, a large area of convection began forming at 0.6°N latitude, 158°E 
longitude [28] (Figure 4A). Two days later, while still unusually close to the equator at 03.6°N, 
157°E, it was categorized as a tropical depression. It was upgraded to Tropical Storm Bopha 
three days later on 26 November, while at 04.4°N, 155.8°E, a latitude where the Coriolis effect 
was too weak to quickly cause it to rotate. Only four days later, on 30 November, while Bopha 
was still at 3.8°N, 145.2°E, it did grow into a Category 1 typhoon.

Bopha then rapidly gained in intensity. On 1 December, while at 5.8°N, 138.8°E, it had inten-
sified into a C4 Super Typhoon. On 2 December, wind speeds were 259 km/h, those of a 
C5 Super Typhoon. Notably, this happened while Bopha was at 7.4°N, 128.9°E, closer to the 
equator than any Category 5 tropical cyclone ever had before. On 3 December, as Bopha inter-
acted with Palau Island, it weakened temporarily into a C3 typhoon before reintensifying 
back to C5. On 2 December, Bopha entered the Philippine area of responsibility at 8 a.m. local 
time and was assigned the local name of Pablo.

Bopha crossed the eastern Mindanao coast at about 7.7°N on 4 December at 0445H, the global 
record proximity to the equator for all C5 tropical cyclones (Figure 4B). Average wind speeds 
and gusts were 185 and 210 km/h, respectively. Many fisher folk at sea were lost, and many 
coastal dwellers were drowned.

Once onshore, Bopha weakened rapidly as it expended much of its energy in wreaking great 
havoc. Numerous deaths and severe injuries were attributed to flying trees and debris [29]; 
however, by far, the greatest cause of death and destruction was the Mayo River debris flow 
that the typhoon rains generated (Figure 4C).

Bopha passed through Mindanao, entered the Sulu Sea, and crossed Palawan Island to enter 
the West Philippine Sea. There, it reversed course and approached northern Luzon but dis-
sipated before reaching it.
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alluvial fan. Debris flows vary in volume by many orders of magnitude (Table 1), the most 
frequent ones being only a 1000–100,000 m3 and the largest more than a 100,000,000 m3 [10].
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that distinguish them from the deposits left by normal streams, in which particles grade upward 
from coarse to fine, is “matrix support” (Figure 3B). A mixture of the finer sediment that consti-
tuted the bulk of the flow separates the larger rock fragments from each other. A useful guide 
for distinguishing the effects of debris flows from those of floods was published by Pierson [27].
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On 23 November, 2012, a large area of convection began forming at 0.6°N latitude, 158°E 
longitude [28] (Figure 4A). Two days later, while still unusually close to the equator at 03.6°N, 
157°E, it was categorized as a tropical depression. It was upgraded to Tropical Storm Bopha 
three days later on 26 November, while at 04.4°N, 155.8°E, a latitude where the Coriolis effect 
was too weak to quickly cause it to rotate. Only four days later, on 30 November, while Bopha 
was still at 3.8°N, 145.2°E, it did grow into a Category 1 typhoon.
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acted with Palau Island, it weakened temporarily into a C3 typhoon before reintensifying 
back to C5. On 2 December, Bopha entered the Philippine area of responsibility at 8 a.m. local 
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The United Nations Office for the Coordination of Humanitarian Affairs (UNOCHA) [30] 
reported that 1146 Filipinos were killed by Bopha; 834 were still missing, and 925,412 were 
rendered homeless. It totally or partially destroyed more than 233,000 and caused 1.04 billion 
U.S. dollars of damage to buildings, crops, and infrastructure. Bopha was the most costly 
typhoon in Philippine history up to that time—only to be superseded less than a year later 
in November 2013 when Super Typhoon Haiyan generated the storm-surge that destroyed 
Tacloban City and devastated widespread areas in the central Philippines.

4. The Mayo River debris flow

The available rain gauge data for Bopha were gathered at Maragusan municipality, 17 km 
south of Andap (Figure 5). Even at that distance, given the Bopha’s huge size, these data 
are good proxies for the rainfall that caused the debris flow. They show that the Mayo River 

Figure 4. Typhoon Bopha (Pablo). (A) Track and development of the Super Typhoon. New Bataan, Andap, and the 
Maragusan rain gauge lie beneath the Category 3 icon following the Mindanao landfall. (B) Bopha nearing landfall 
(modified from [28]). (C) Tropical Rainfall Measurement Mission (TRMM) image from which NASA [28] estimated that 
Bopha delivered over 240 mm of rainfall near the coast.
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watershed received 120 mm of rain from midnight on 4 December until the flow occurred at 
6:30 that morning. It fell as intensely as 43 mm/h, and 4.4 million m3 were accumulated. These 
values greatly exceeded the debris-flow initiation thresholds at the Philippine volcanoes 
Mayon and Pinatubo [31, 32] and Taiwan [33, 34].

After the debris flow began, it was sustained by another 24 mm of torrential rain that fell 
until 7 a.m., delivering an additional 900,000 m3 of water. The rainstorm peak in intensity, 
52 mm/h, happened at 6:45 a.m. A half-kilometer downstream of the Mayo Bridge (Figure 1), 
the Mamada River discharges into the Kalyawan River; the storm runoff from its 17.7 km2 
watershed, along with the discharge from other Kalyawan tributaries, diluted the debris flow 
into hyperconcentrated flows that extended 2 km beyond Cabinuangan (Figure 2B).

Several geological factors contributed to make the debris flow possible. The Mati Fault in 
Figure 1 is a major splay of the Philippine Fault zone, so the rocks of the Mayo watershed 
have undergone extensive fracturing, making abundant rock debris and facilitating its weath-
ering into soils. Mining and logging has denuded the watershed slopes, facilitating land-
slides. Bopha’s winds uprooted trees on the slopes, exposing soils to storm runoff. Soils are 
rich in clay, which increases the debris-flow mobility and runout distance [35]. Furthermore, 
the 2012 debris flow swelled as it easily incorporated the old debris-flow deposits that lay 
abundantly along its path (Figure 3B).

Figure 5. The rainfall that triggered and sustained the Mayo debris flow. Histogram measures the rain that fell during 
successive 15-minute intervals; 120 mm had accumulated by the time the debris flow hit Andap. Another 24 mm of peak 
rainfall sustained the flow until 0700H before the storm began to wane.
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At about 6:30 a.m., Andap resident Eva Penserga watched in horror as a sturdy concrete bridge 
1.5 km upstream of Andap was obliterated by the 16-m high front of a full-fledged debris flow 
emerging from the Mayo River gorge. A truck on the bridge carrying 30 construction workers 
was carried away. Several minutes later, surviving Andap residents watched for 5–10 minutes 
as the debris flow passed through the village.

Tragically, alerts radioed by the government before the catastrophe had urged people to 
avoid floods at the Andap community center because it stood on high ground. About 200 of 
them joined the local inhabitants there; 566 people were swept away, 7.5% of the population 
counted in Andap by the 2010 census.

We calculated a maximum debris-flow velocity of 60 km/h from amateur videos and the 
length of the debris-flow deposit. Nothing could withstand the main flow, but along its east-
ern edge, 70 m upstream from the obliterated Andap community center, slower velocities are 
documented by damage to trees that still survived (Figure 6). When a flow of water or debris 
encounters and rides up an obstruction, the height to which it rises is a measure of its velocity 
[36]. If all of the kinetic energy of the flow was converted to potential energy as it rose up 
against the trees, the 1.8 m run-up height h recorded by the highest damage indicates a veloc-
ity v of 5.8 m/s, or 21 km/h, from v = (2gh)1/2. This is only a minimal value, because the formula 
takes neither channel roughness nor internal friction into account.

Our satellite imagery, the maps of Bopha after the disaster that we made with LiDAR data, 
and our field measurements yield a volume of the Andap debris-flow deposit of 25–30 million 

Figure 6. Data used to reconstruct the velocity of the debris flow that destroyed Andap. The woman is pointing at the flow 
level before run-up. Remnants of Andap are in the background; the yellow sign commemorates all the victims by name.
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m3. This ranks it seventh among the largest debris flows of the world (Table 1). The width of 
the deposit is 0.2–1 km wide. The deposits with the greatest thickness of 9 m, in the 500 ha 
Andap area, includes boulders 16 m in size (Figure 3C). Thicknesses decrease downstream 
to about 0.25 m, and the sediments diminish in size into pebbly, laminated hyperconcen-
trated-flow sands that cover a 2000 ha area which extends 8 km north of Cabinuangan. In this 
area, abundant tree trunks and other forest debris (Figure 7) that contained many cadavers 
accumulated in creeks. To impart a sense of the maximal damage, the debris flow wreaked 
upstream of Cabinuangan, and Figure 8 presents before and after aerial coverage of the Mayo 
Bridge and Andap areas.

Figure 7. Hyperconcentrated flows left large tangles of lumber and tree debris with many cadavers at numerous 
Cabinuangan (central New Bataan) sites.

Figure 8. Upstream impacts of the debris flow. (A) Google image of the Mayo River and Mayo Bridge before the debris 
flow. (B) Post-Bopha air photo of the same area. The large boulder in Figure 3C is where the temporary road crosses the 
stream. (C) Air photo of Andap before Bopha. (D) Same area after the debris flow.
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At about 6:30 a.m., Andap resident Eva Penserga watched in horror as a sturdy concrete bridge 
1.5 km upstream of Andap was obliterated by the 16-m high front of a full-fledged debris flow 
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ity v of 5.8 m/s, or 21 km/h, from v = (2gh)1/2. This is only a minimal value, because the formula 
takes neither channel roughness nor internal friction into account.

Our satellite imagery, the maps of Bopha after the disaster that we made with LiDAR data, 
and our field measurements yield a volume of the Andap debris-flow deposit of 25–30 million 
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5. The role of Philippine population growth

The global increase in death and damage from natural calamities can be ascribed in part to 
anthropogenic climate change, but another important reason is the expansion of growing 
populations into high-risk areas [37]. Landslide disasters are also increasing in developed 
European and North American nations [35–39], but the trend is especially pronounced in 
places visited by tropical cyclones [40, 41]. Nowhere is this better exemplified than in 
Mindanao and by the Andap catastrophe.

The founding of the newer Mindanao settlements including New Bataan was largely driven 
by rapid population growth [42]. In 1950, the average Filipino farmer cultivated one hectare; 
this was cut in half by the early 1980s. When New Bataan was settled in 1968, the Philippine 
population was 36.4 million and was growing 2.98% a year. By July 2018, it had almost tripled, 
to 106.6 million [43]. A congressional bill filed in 2003 was meant to provide contraception to 
the poor. The Philippines is predominantly Roman Catholic, and only after strenuous cleri-
cal opposition was the bill finally passed in December 2012—coincidentally, the month that 
Bopha arrived. It must be said that, for all his failings, Rodrigo Duterte is the first Philippine 
President to take population growth seriously, beginning with his providing contraception 
to the poor of Davao City when he was its Mayor. Still, the annual growth rate has dropped 
to 1.72%, but that equates to two million more Filipinos annually. Virtually no areas free of 
hazards are available to house them.

The Philippine coastal areas, which provide housing and sustenance for two-thirds of the 
population, are fully developed and increasingly crowded. Metro Manila, the most populated 
and fastest-growing area, is extracting so much that it is subsiding several centimeters to more 
than a decimeter annually, losing area to the sea and becoming ever less able to accommodate 
more people because of worsening floods and tidal incursions [44]. Other rapidly growing 
Philippine coastal cities including Davao City southwest of Andap (Figure 4B) are probably 
experiencing the same problems.

Real-estate interests are taking advantage of the urgent need for living space by seeking to 
reclaim 38,272 ha of Philippine coastal areas, including 26,234 ha that comprise virtually the 
entire near-shore zone of Manila Bay [45]. This, even though rapid subsidence increasingly 
subjects coastal Metro Manila to storm surges, and the metropolis is overdue for a major 
earthquake, enhanced ground shaking and liquefaction that would disproportionately dam-
age reclaimed land. Inexorably, other people are seeking living space inland, where natural 
hazards abound, especially landslides and debris flows. Davao City is a 100-km southwest 
of Andap (Figure 4B). Before leaving to assume the Presidency, Mayor Rodrigo Duterte 
approved a 200-ha reclamation project for the city [46]. No geological feasibility studies were 
conducted. The city shares a similar geographic setting with Tacloban City, at the head of a 
bay. In 2013, a huge storm surge generated by Typhoon Haiyan was funneled up the bay to 
obliterate much of Tacloban. Davao City is close to segments of the Philippine Fault; offshore 
earthquakes could similarly funnel tsunamis up to Davao.
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6. Will climate change bring more frequent typhoons to Mindanao?

6.1. The historical record of tropical cyclone landfalls in Mindanao

The alluvial fan on which Andap was built, and the ancient debris-flow deposits under New 
Bataan testify that such flows occurred many times before Super Typhoon Bopha. The young-
est of these left the deposits underlying the highway in Figure 3B; the sizes of some trees 
rooted in old deposits (Figure 3A) indicate that one event occurred decades or even a century 
before New Bataan was settled in 1968.

Do these old debris-flow deposits and the Andap disaster merely represent the most recent 
rare and essentially random Super Typhoons, or will Mindanao and other low-latitude 
regions suffer from such catastrophes more frequently as the climate changes? Most clima-
tologists [47–52] equate climate change with fewer but more intense tropical cyclones due to 
rising sea-surface temperatures and atmospheric water vapor. But this says nothing about 
whether typhoons will hit Mindanao more frequently in the future, even though their history 
since 1945 suggests as much (Figure 9A).

Figure 9. Historical record of Mindanao typhoons. (A) The record from 1945 to February 2018. Cyclone categories: TD 
= tropical depression; TS = tropical storm; C1–C5 are categories increasing in strength; their respective sustained wind 
speeds are given in Figure 4A. Each typhoon is dated as YY.MM.DD. Number over each TD and TS is the month of 
occurrence, from 1 January to 12 December. In the insert, asterisked TDs caused fatalities. (B) The record of all El Niño 
and La Niña events since 1945. From [58, 59].
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The literature regarding the frequency of West Pacific typhoons yields little insight pertinent 
to Mindanao. Two reports [53, 54] exemplify the problem; the significant multi-year fluctua-
tions they reported are not manifested in Mindanao. Neither study included tropical depres-
sions among their data because these are harder to define and are more ephemeral, and thus 
they ignored most of the Mindanao occurrences. Landfalls are easy to locate; however, tropi-
cal depressions can be lethal on Mindanao. For example, 5 of the 13 that came after Bopha 
(Figure 9A insert) caused fatalities. In addition to ignoring tropical depressions, the data set 
utilized by reference [54], which is entitled “Inactive Period of Western North Pacific Tropical 
Cyclone Activity in 1998 –2011,” was limited to tropical cyclones of the June -October main 
typhoon season. Of the 45 that made landfall on Mindanao since 1945, only 5 came in that 
season: Typhoons Kate in October 1970 and Ike in September 1984, and 3 of the 11 tropical 
depressions. For Mindanao, unlike for the northwest Pacific as a whole, 1998–2011 was not at 
all a slack cyclone period.

Until 1990, tropical cyclones rarely and sporadically made landfall on Mindanao because 
it was in the ephemeral southern fringe of the northwest Pacific typhoon track. Since the 
U.S. Navy Joint Typhoon Warning System began to archive northwest Pacific tropical cyclones 
in 1945, only 34 visited Mindanao by February 2012 [55]. After Bopha, another 13 had arrived 
by February 2018 (Figure 9A). These 47 landfalls are incontrovertible, and our search for what 
the future might hold begins with them.

During 30 of the 45 years from 1945 to 1990, including the 8 years from 1956 to 1963, not 
one tropical depression visited Mindanao. Most of the rare Mindanao tropical cyclones 
were weak: six tropical depressions and eight tropical storms. Since 1955, five typhoons 
did make landfall on Mindanao before Bopha, although Louise and Ike barely crossed 
northernmost Mindanao. In 1970, C4 Kate passed 45 km south of New Bataan, which expe-
rienced heavy rain and floods but not much wind. Only five tropical cyclones of all catego-
ries arrived during the northwest Pacific peak typhoon season of June through October, 
although these included Kate in October 1970 and Ike in September 1984. A total of 36 
came during the off season: 18 in March through June and 18 during November through 
January.

In the period from 1945 to 1989, Mindanao tropical cyclones occurred only every 2.5 years on 
average. Then, from 1990 to 2017, they began arriving roughly once a year. It is also trouble-
some that Mindanao has recently begun to suffer lethal cyclones in consecutive years. In 
December 2011, a year before Bopha, Tropical Storm Washi killed 1268 people in Cagayan 
de Oro City, on the northern Mindanao coast 180 kilometers from New Bataan [56, 57]. Two 
months earlier, a tropical depression arrived in Mindanao, making 2011 only the fifth year 
since 1945 for the island to receive two tropical cyclones. In 2014, Mindanao experienced 
Tropical Depression Lingling and Tropical Storm Jangmi. Last, in the 5 years since Bopha, 2 
tropical storms and 11 tropical depressions have visited Mindanao—so frequently that they 
had to be plotted as an insert in Figure 9A.

The increasing frequency of Mindanao storms since 1990, although alarming, cannot be 
ascribed simply to the climate change from global warming. We must consider whether these 
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changes are tied to multi-annual and multi-decadal fluctuations in western North Pacific sea-
surface temperatures.

6.2. El Niño-Southern Oscillation (ENSO) and typhoon frequency

ENSO is the complex result of ocean-atmosphere interactions that are best expressed by 
fluctuating sea-surface temperatures in the central and eastern equatorial Pacific (Figure 9B), 
from warmer during El Niño to cooler during La Niña periods [58, 59]. During an El Niño, 
atmospheric pressures are high over the western Pacific and low in the eastern Pacific, and 
the situation reverses during a La Niña. Both phases occur every 3–5 years; typically, El Niño 
episodes last 9 months to a year and La Niñas as long as 3 years [60].

Tropical cyclones tend to form farther east, are more widely dispersed, and curve northward 
during El Niño episodes, thus are rarer in the Philippines. During La Niñas, their tendency 
is to start farther west, remain below 23°N, and take more westward courses, and so they 
make more frequent Philippine landfalls, most during a main September–November season 
[48, 51, 61–63]. Except for their tendency to arrive later than November, all the typhoons 
before Bopha that made Mindanao landfalls since 1945 fit that pattern by occurring during 
La Niñas (Figure 9). Bopha came either during a weak La Niña [64] or a weak El Niño [65]. 
From 1945 to 2018, the weaker storms and depressions that visited Mindanao showed no 
marked preference between El Niño and La Niña episodes, although they tended to occur 
during La Niñas from 1945 to 1975 and 1996 to 2012 and during El Niños from 1979 to 1995 
and 2013 to 2018.

A major analysis [66] has predicted that global warming will increase the historical average 
frequency of extreme La Niñas from one every 23 years to one every 13 years. Three effects of 
global warming are blamed: first, the western North Pacific region of insular seas and islands 
that includes the Philippines is expected to warm more quickly than the central Pacific; sec-
ond, the temperature gradients in the surface waters of the tropics will increase; and last, 
extreme El Niños, which will occur more frequently, are usually followed by extreme Niñas 
[67]. Given the tendency of typhoons to make landfalls on the Philippines more frequently 
during La Niñas, the country including Mindanao should expect greater future storminess.

Another cycle of sea-surface temperature, the Pacific Decadal Oscillation (PDO), is so-called 
because its periods last for two or three decades [68, 69]. This cyclicity is most distinctly 
expressed in the northern Pacific but is not clearly manifested in the tropics, although one 
study [70] attributes an interdecadal variation in May-June rainfall over southern China 
to a complex interplay between the PDO and the ENSO. The PDO does not correlate with 
Mindanao landfalls, or even with the frequency of all northwest Pacific typhoons.

6.3. Other expected behaviors of future typhoons

Seven prominent climate scientists who reviewed [52] the great body of research on how 
climate change might be affecting tropical-cyclone activity explain that its many conflicting 
results arise from great variations in cyclone frequencies and intensities, as well as serious 
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lacks in the quantity and quality of the records. The authors are not sure that the observed 
changes exceed the variability due to natural causes, but predict that by 2100 the averaged fre-
quencies of all tropical cyclones will decrease 6–34%, They also believe, however, that intensities 
will increase 2–11% by century’s end because, although the frequency of all tropical cyclones 
is expected to decrease, the most intense ones will become more frequent. Importantly, the 
review predicts a 20% increase of rainfall within 100 kilometers of storm centers, which would 
generate larger debris flows. This increase is ascribed [71] to anthropogenic warming, which 
weakens the summertime winds that carry the tropical cyclones along. Already, their transla-
tion speeds decreased globally by 10% from 1949 to 2016. This slowing enhances the amount 
of time they have to take up water vapor from the ocean and deliver rain when their centers 
reach land.

In short, the record of increasingly frequent landfalls on Mindanao may or may not indicate 
that more frequent typhoon disasters will happen there in the future, although recent reports 
[66, 67] strongly imply as much. Low-latitude areas, however, are given short shrift by most 
meteorological and climatologic analyses. We urgently need to understand how anthropo-
genic global warming is changing tropical-cyclone behavior in subequatorial regions because 
so many people live in them.

7. A new Philippine catalog of alluvial fans and their associated 
debris-flow hazards

Following our study of the Andap disaster, Project NOAH used high-resolution digital terrain 
models to identify and catalog all Philippine alluvial fans, by analyzing geomorphic features, 
slopes, gradients, and stream networks nationwide. The catalog is accessible online for free 
in the NOAH portal [72].

More than 1200 alluvial fans were identified, and communities that might be affected by their 
debris flows are being educated about the hazard. In October 2015, Typhoon Koppu (Lando) 
generated devastating debris flows on alluvial fans in Nueva Ecija province, but the vulner-
able communities were warned and evacuated, and so no one was killed [73]. Later that year, 
Typhoon Melor (Nona) also triggering massive debris flows in Mindoro Island, burying or 
sweeping away houses and infrastructure in several communities situated on alluvial fans. 
Again, timely warnings and evacuations prevented the loss of life [74].

8. Other climate-related hazards in the Philippines and Mindanao

Future fluctuations between extreme El Niños and La Niñas pose other threats. Philippine 
rainfall is modulated by ENSO; El Niños bring droughts, and La Niñas cause excessive rain-
fall [75, 76]. Rock debris accumulates on slopes during a protracted El Niño drought; the 
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succeeding La Niña episode brings heavy downpours that mobilize the accumulated material 
into landslides and debris flows. Another serious hazard associates with ENSO is forest fires: 
rainy La Niña episodes promote strong vegetation growth that a succeeding El Niño drought 
dries out and renders inflammable.

Mindanao has 21 active and potentially active volcanoes [77]. They are tourist attractions, 
producing geothermal energy, some are actively mined, and many support large agricul-
tural populations. These volcanoes still lack thorough study and monitoring instrumenta-
tion, and similar to the situation at Pinatubo Volcano on Luzon Island before its catastrophic 
1991 eruption, their populations are unfamiliar with eruptions and lahars. Any major erup-
tion will eventually be followed by a large typhoon and lahars. The larger Mindanao volca-
noes, being structurally and mechanically weak [78], do not need to erupt to undergo debris 
flows. All that is needed to trigger them would be exceptionally strong rainstorms in their 
vicinities.

9. Conclusions

Bopha formed, became Category 5 Super Typhoon, and made landfall closer to the equator 
than any C5 tropical cyclone ever had before. More than 120 mm of rain fell on the Mayo River 
watershed in only 7 hours. A catastrophic debris flow it generated devastated Barangy Andap 
and killed 566 of its inhabitants. We measured its deposit as a dry volume of 30 million m3, 
making it the seventh largest globally.

Debris flows are remarkably poorly understood in the Philippines. This is especially true in 
Mindanao because it is located in the southern fringe of the typhoon track of the northwest 
Pacific and has rarely experienced typhoons and the debris flows they generate. This lack of 
experience is a main cause of the loss of life in Andap.

New Bataan and Andap were established in 1968 by people who did not understand the 
nature of the ancient debris-flow deposits on which they were building and the hazard that 
produced them. This was still the case when Bopha approached: government authorities 
broadcast the fatal advice for people to avoid flooding on the high ground at Andap, which 
was sitting on the Mayo River alluvial fan. The lack of understanding about debris flows 
persisted after the disaster; government scientists assigned to explain the tragedy and select 
relocation sites for the displaced people called it a “flash flood” [78].

New Bataan and Andap were settled in the late 1960s because of rapid population growth. 
The population continues to explode and has to occupy areas vulnerable to natural hazards. 
The lesson of Andap and numerous other recent disasters is that new settlements must not be 
established before the hazards that threaten them have been properly evaluated. But this is a 
daunting requirement, because few, if any, safe sites remain unoccupied.

Whether or not Mindanao will experience more frequent typhoons and debris flows is 
an urgent question that is very difficult to answer. In 1945, Western North Pacific tropical 
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broadcast the fatal advice for people to avoid flooding on the high ground at Andap, which 
was sitting on the Mayo River alluvial fan. The lack of understanding about debris flows 
persisted after the disaster; government scientists assigned to explain the tragedy and select 
relocation sites for the displaced people called it a “flash flood” [78].

New Bataan and Andap were settled in the late 1960s because of rapid population growth. 
The population continues to explode and has to occupy areas vulnerable to natural hazards. 
The lesson of Andap and numerous other recent disasters is that new settlements must not be 
established before the hazards that threaten them have been properly evaluated. But this is a 
daunting requirement, because few, if any, safe sites remain unoccupied.

Whether or not Mindanao will experience more frequent typhoons and debris flows is 
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cyclones began to be archived accurately; by 1990, the frequency of Mindanao landfalls had 
doubled. Learning whether this is caused by anthropogenic global warming is complicated 
by deficiencies in the quantity and quality of the archived data and by the irregularities in the 
ENSO climatic rhythms. For Mindanao, the problem is especially difficult because most of its 
tropical cyclones do not arrive in the main typhoon season of July through October, and most 
are only tropical depressions, which most climatologists and meteorologists do not include 
as data for their models.

Philippine typhoons occur most frequently during La Niña episodes, and from July to 
October, in Mindanao, however, they arrive during the off season from November to June. 
Extreme El Niños and La Niñas are expected to succeed each other more frequently. This is an 
excellent example of how Earth systems, which are kept in balance by numerous interacting 
phenomena, oscillate vigorously when they are disturbed. Global warming is a continuing 
and accelerating disturbance that prevents returns to equilibria. Mindanao and the entire 
Philippine nation urgently need to prepare their populations for more frequent hazards, 
including floods, storm surges, landslides, debris flows, and forest fires.

A developing country like the Philippines has limited resources for hazard-mitigation mea-
sures. Philippine society is intensely focused on the family, and so the best and least expensive 
governmental approach is to provide every family with good, easily-accessible information, 
so it can develop its own emergency plans.

Project NOAH’s mandate tasks are to evaluate the nation’s numerous natural hazards,  
to educate each community about the hazards that threaten it, and to advise them how to 
respond when a threat materializes. Our study of the Mayo debris flow motivated us to 
identify more than 1200 Philippine alluvial fans and to prepare the communities that its 
debris flows may affect. This work has already helped to save lives from major debris flows 
in 2015.
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1. Introduction

Human activities have already had a discernible impact on the Earth’s climate leading to 
growing evidence of observable impacts of climate change on physical and biological systems 
[1, 2]. Due to their limited adaptive capacities in technology and affluence as well as high 
natural resource-dependent livelihoods, it is the least developing countries that are particu-
larly vulnerable to climate change impacts [3, 4]. At recent times, however, other countries in 
the mid- to high-latitudes have also experienced significantly higher rates of recent warming, 
and, in the northern hemisphere, such regions have also experienced an increase in heavy 
precipitation events [2, 5].

In no doubt, agriculture provides the world population of 7 billion with the food that we all 
eat every day. In addition, 1.4 billion people work in agriculture and more than 2.5 billion 
people sustain their livelihoods on agriculture [6–8]. Irrespective of all these, intensive agri-
cultural practices have impacted global climate change. It is not only just the actual farming 
that made intensive agriculture so detrimental, but also land-use changes for its investment—
say, deforestation which releases CO2 as well as increases the surface albedo thereby enhance 
atmospheric warming [8]. For instance, continuing deforestation, mainly in tropical regions, 
is currently thought to be responsible for annual emissions of 1.1–1.7 billion tonnes of carbon 
per year [8].

Agricultural productions need to be increased to accommodate a growing population with 
reduced emissions of the greenhouse gases (GHGs): carbon dioxide, methane and nitrous 
oxide [9]. On the other hand, it is becoming apparent that climate change was adversely 
affected and will continue to affect socio-economic sectors including water resources, agri-
culture, forestry, fisheries, human settlements, ecological systems and human health in many 
parts of the world. Developing countries are taking the lion’s share of these adverse impacts 
of climate change and are the most vulnerable [5, 10] due to their low affluence and adaptive 
capacity to rebuild from climatic shocks. As described by Tol [11], one cannot have cheap 
energy, beef, mutton, dairy or rice without carbon dioxide emissions. However, employing 
sustainable practices of agriculture, like organic agriculture, have huge potential to help in the 
fight against climate change as they can sequester as much as 7000 pounds of carbon dioxide 
per acre per year [12, 13]. Rising temperatures and changing rainfall patterns had affected the 
kinds of crops that could have grown in a particular place, with effects unevenly distributed 
across the world [14]. Climate change was not only affected agriculture but also affected many 
aspects of human society and the natural world [2]. For instance, climate change had already 
transformed and will continue to transform ecosystems on an unexpected scale [2, 13–16].

“The linkage from causes to human impact of climate change [17] would surpass through 
four processes. First, increased emission of GHG has caused climate change; second, climate 
change has brought significant effects on rising sea surface temperature, sea level, ocean acidi-
fication, change in local rainfall and river run off patterns, high species extinction rate, loss 
of biodiversity and ecosystem services; third, the effects in return has brought about physical 
changes such as melting glacier, shore retreat, salinization, desertification, extreme events, 
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melting ice sheets, dieback of forests and drying up of streams; fourth, those physical changes 
has imposed human impacts including reduction in crop yield and enhancing hunger, human 
disease, income loss in agriculture, fisheries and tourism, scarcity of water both in quantity 
and quality, voluntary and involuntary displacement, risk of instability and armed conflicts” 
[2, 17].

This chapter is framed on the following points:

1. Is agriculture, particularly unsustainable one, the cause of climate change? If so, what 
looks like its historical and projected contributions to climate change?

2. What are the return impacts of climate change on agriculture?

3. If agriculture and climate change have a reciprocal effect to each other, then what was their 
combined effects on global ecosystems?

4. If the global ecosystems are affected, then how the human wellbeing is affected altogether?

5. If the human wellbeing is affected, then what measure and actions should the global com-
munity would take to curb these problems?

2. Contribution of agriculture to greenhouse gases

2.1. Historical contribution

Agriculture is one of the contributors of greenhouse gases to climate change because agri-
cultural activities are responsible for large-scale emissions of GHGs. Agriculture contributes 
to climate change by anthropogenic emissions of greenhouse gases and by the conversion of 
non-agricultural land such as forests to agricultural land [2].

The emission of GHGs from anthropogenic activities such as industrial process, land-use 
change and agriculture are the main drivers of climate change [2]. Agriculture’s contribution 
to this was huge which took 14% of CO2, 47% of CH4 and 84% of N2O of the global share of 
GHGs emission [18]. These are the most potent GHGs that are emitted from unsustainable 
agricultural practices. As compared to fossil fuels, the effect of land-use conversion on rising 
surface temperatures is an underestimated component of global warming [19]. Nonetheless, 
agriculture through tropical land use alone, mainly deforestation, contributed some 25% of 
CO2 [8] from the total agriculture, forestry and other land-use (AFOLU) emissions. Fertilizer 
use in agriculture is another main human-made source of N2O [8, 20]. The IPCC [15] definition 
of agriculture included cropland management, grazing land management/pasture improve-
ment, management of agricultural organic soils, restoration of degraded lands, livestock man-
agement, manure/biosolid management and bioenergy production. These practices can result 
in the emissions of GHGs which in turn impacting agricultural development by contributing 
to climate change by the emissions of CH4 from enteric fermentation and rice production, N2O 
from soils, N2O and CH4 from manure management and biomass burning, and CO2 emissions 
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of agriculture included cropland management, grazing land management/pasture improve-
ment, management of agricultural organic soils, restoration of degraded lands, livestock man-
agement, manure/biosolid management and bioenergy production. These practices can result 
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to climate change by the emissions of CH4 from enteric fermentation and rice production, N2O 
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and removals in agricultural soils. The GHGs allow the penetration of incoming solar radia-
tion but absorb the outgoing long-wave radiation from the Earth’s surface and reradiate the 
absorbed radiation back to the surface of the Earth and by doing so they have caused global 
warming and climate change [2, 15].

Agricultural anthropogenic activities have increased and will continue to increase the con-
centration of GHGs in the atmosphere. As shown in Table 1, decadal average agriculture 
emissions grew, from 4.6 to 5.1 (4.8 ± 0.3) Gt CO2 e year_1 in the 1990s to 5.0–5.5 (5.1 ± 0.3) Gt 
CO2e year_1 in the 2000s, reaching 5.4 ± 0.3 Gt CO2e year_1 in 2010 [20, 21].

2.2. Projected contribution

Agriculture is the main contributor of non-CO2 GHGs such as CH4 and N2O which have a 
greater global warming potential than CO2 (Figure 1). The EPA [21] studies showed that non-
CO2 emission from agriculture has increased from observed trend and continues to increase 
to their projections, that is, from observed emission of 5621.8 Mt. CO2e in 1990 to projected 
emission of 6945 Mt. CO2e in 2030 for the global estimate (Table 2). As the case in point for 
Ethiopia for example, the trend is an increase from 62.7 Mt. CO2e to 133.9 Mt. CO2e for the 
same period. Another report for Ethiopia’s agricultural emission [22, 23] showed similar situ-
ation of increase from observed 127 Mt. CO2e in 2010 to projected 275 Mt. CO2 in 2030.

As outlined by Hristov et al. [24], livestock emissions took the lion’s share of global non-CO2 
emissions through its land use and land-use change 2500 Mt. CO2e, manure management 
2200 Mt. CO2e, animal production 1900 Mt. CO2e, feed production (excluding carbon released 
from soil) 400 Mt. CO2e and processing and international transport 30 Mt. CO2e. Over the 
period 2001–2011, annual global emissions from enteric fermentation have increased by 11%, 
from 1858 Mt. CO2e to 2071 Mt. CO2e. These are projected to increase by 19% and 32% in 2030 
and 2050, respectively, reaching more than 2500 Mt. CO2e in 2080. Over the same period, 
annual emissions from manure management have increased about 10%, from 329 Mt. CO2e 

Year Agriculture’s non-CO2 emissions (MtCO2e) Total non-CO2 emissions (MtCO2e) Agriculture (%)

1990 5621.8 9771.2 57.5

1995 5501.8 9668.7 56.9

2000 5423.8 9896.5 54.8

2005 5798.5 10,780.7 53.8

2010 5998.8 11,387.3 52.7

2015 6271.2 12,166.0 51.5

Note: the calculation includes all non-CO2 sources from energy, industrial process, agriculture and waste with few 
exceptions of CH4 from hydroelectric reservoirs and abandoned coal mines, N2O from industrial wastewater and F-GHG 
emissions from the manufacture of electrical equipment.

Table 1. Observed global total non-CO2 emissions from all sources and from the agriculture sector [21].
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to 362 Mt. CO2e and are projected to increase by 6% and 47% in 2030 and 2050, respectively, 
reaching more than 452 Mt. CO2e in 2080 [8].

Several global studies suggested that at least until 2050 land-use change for crop produc-
tion and livestock husbandry will be the dominant driver of terrestrial biodiversity loss in 
human-dominated regions [25–30]. Conversely, climate change is likely to dominate where 
human interventions are limited, such as in the tundra, boreal, cool conifer forests, deserts 
and savanna biomes. The effects of land-use change, particularly because of agriculture, on 
species through landscape fragmentation at the regional scale may further exacerbate impacts 
from climate change [2, 15].

Year Agriculture’s non-CO2 emissions (MtCO2e) Total non-CO2 emissions (MtCO2e) Agriculture (%)

2020 6484.8 13,121.9 49.4

2025 6709.5 14,269.4 47.0

2030 6945.0 15,433.8 45.0

Note: for what the calculation includes see note under Table 1.

Table 2. Projected global total non-CO2 emissions from all sources and from the agriculture sector [21].

Figure 1. Reciprocate effects of agriculture and climate change on each other and the consequent impacts on ecology 
and human wellbeing (the red arrows show a direct and/or indirect impact (cause) on the other by which the one with 
positive sign showing causes for climate change; the vertical yellow arrow with negative sign shows the negative return 
impact of climate change on agriculture and the curved yellow arrows show that those decline in ecosystems and human 
wellbeing also have their own impacts on the climate system either directly or indirectly-developed based on IPCC [2, 15].
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3. Impacts of climate change on agriculture

Long-term fluctuations in weather patterns could have extreme impacts on agricultural 
production, slashing crop yields and forcing farmers to adopt new agricultural practices in 
response to altered conditions [31, 32]. As emphasized by Melillo et al. [33], some effects of 
climate change on agriculture include: loss of biodiversity in fragile environments/tropical 
forests, increased frequency of weather extremes (storms/floods/droughts), loss of fertile soil 
in coastal lands caused by rising sea levels, longer growing seasons in cool areas, more unpre-
dictable farming conditions in tropical areas, and increase in incidence of pests and vector-
borne diseases in livestock and dramatic changes in distribution and quantities of fish and 
sea foods. Climate is the primary determinant of agricultural productivity by which climate 
change is expected to influence crop and livestock production, hydrologic balances, input 
supplies and other components of agricultural systems [34, 35]. Climate change has posed 
a significant impact on crop production and livestock rearing. Studies showed that global 
wheat production is estimated to fall by 6% for each degree Celsius of further temperature 
increase and become more variable over space and time [36].

Agriculture is a victim of climate change (Table 3) because it is estimated that higher tem-
peratures could reduce crop yield by 10–20% in sub-Saharan Africa by 2050. In return, agri-
cultural development is one of the causes of climate change because it is responsible for 
10–12% of human-generated GHGs emissions each year and much more (30%) if humans 
take into account the clearance of forests to make way for crops and livestock [37, 38]. 
Specific climate-related impacts also have national or regional level impacts on agricul-
ture. Bearing in mind that one of the indictors of global climate change is an increase in 
global temperature and one of the first requirements for hurricanes (among other things 
such as pressure difference in the wind current) to be crated is warming of the ocean water 
more than 80°F, and it is possible to correlate that climate change aggravates hurricanes 
to happen frequently [39–41]. For example, Hurricane Mitch which hit Central American 
countries such as Honduras, Nicaragua, Belize, Costa Rica, El Salvador, Guatemala and 
Panama has brought the most severe damage on the export and subsistence agricultural 
sectors with an estimated 70% of total damage or US$1.7 billion. It has brought in 58% corn 
lost, 24% sorghum, 14% rice, 6% beans, 85% bananas, 60% sugarcane, 28% African Palm and 
18% coffee [6, 19, 42, 43].

A study by IFPRI [44] showed climate change is supposed to have reduction in net crop rev-
enue by (−28% to −79%), (−7% to −32%), (−12% to −17%), (−11% to −12%) and (−4% to −7%) 
in Central Africa, West Africa, southern Africa, East Africa and North Africa, respectively. 
In Ethiopia, the study by Deressa [45] showed that a unit increase in temperature during 
summer and winter would reduce net revenue per hectare by US$177.62 and 464.71, respec-
tively, whereas the marginal impact of increasing precipitation during spring would increase 
net revenue per hectare by US$225.09. In another similar case for example, the 2008–2011 
droughts in Kenya caused a total of USD 10.7 billion in damages and losses in agriculture 
sector and subsectors [46]. As Brown et al. [4] dictated, by being affecting agricultural produc-
tion and productivity, climate change is very likely to affect global, regional and local food 
security by disrupting food availability, decreasing access to food and making food utiliza-
tion more difficult.
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Regions Impacts of climate change on agriculture

Asia and Pacific • Freshwater availability in Central, South, East and Southeast Asia is likely to decrease.

• Temperature increases will lead to a substantial increase in demand for irrigation water 
for sustained productivity in arid, semiarid Asia and South and East Asia.

• Land suitable for crop cultivation is expected to increase in East and Central Asia, but 
decrease in other areas, especially in South Asia.

• Crop yields could increase in East and Southeast Asia, while they could decrease in 
Central and South Asia even considering the fertilization effects of CO2.

• There will likely be a northward shift of agricultural zones.

• Heat stress and limited pasture availability would limit the expansion of livestock 
numbers.

Europe and Central 
Asia

• Countries in the more temperate and polar regions are likely to benefit.

• Countries in midlatitudes will benefit at first but will begin to be affected negatively if 
temperatures rise by more than 2.5°C.

• The combination of temperature increase and increasing CO2 concentration will 
result in slightly positive agricultural development in southeastern Europe, while the 
Mediterranean area and southwest Balkans will suffer.

• Central Asia, dependent on irrigation and with high interannual variations in yields, can 
be affected by climate extremes and decrease in water availability.

• Cattle and small livestock could suffer from increasing heat stress and spread of diseases.

Near East • Maize yields in North Africa would suffer first with rising temperatures, followed by 
Western Asia and the Middle East.

• Water availability would decrease in most of the region, although it may slightly increase 
in some areas, such as most of Sudan, Somalia and southern Egypt.

• Temperature increase may lead to increased pasture production in midlatitudes, with 
increases in livestock production.

• Warmer winters may benefit livestock, while greater summer heat stress can have nega-
tive effects.

Africa • The number of extremely dry and wet years is expected to increase in sub-Saharan Africa 
during this century.

• Drying is expected in the Mediterranean area and in much of southern Africa.

• Rainfall may increase in east and west Africa.

• Some areas, such as the Ethiopian highlands, could benefit from a longer growing 
season.

• Rangeland degradation and more frequent droughts may lead to reduced forage 
productivity and quality, particularly in the Sahel and southern Africa.

Latin America and 
Caribbean

• In temperate zones, such as southeastern South America, yield of certain crops such as 
soybean and wheat will increase.

• As a result of increased thermal stress and drier soils, productivity in tropical and 
subtropical regions is expected to decline.

• In arid zones, such as central and northern Chile and northeastern Brazil, the salinization 
and desertification of agricultural land will possibly increase.

• Rain fed agriculture in semiarid zones will face increasing risks of losing crops.

• In temperate areas, pasture productivity may increase benefiting livestock production.

Source: FAO [47].

Table 3. Selected possible regionalized impacts of climate change on agriculture.
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• Rainfall may increase in east and west Africa.

• Some areas, such as the Ethiopian highlands, could benefit from a longer growing 
season.

• Rangeland degradation and more frequent droughts may lead to reduced forage 
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Latin America and 
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• In temperate zones, such as southeastern South America, yield of certain crops such as 
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• In temperate areas, pasture productivity may increase benefiting livestock production.
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Table 3. Selected possible regionalized impacts of climate change on agriculture.
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4. Impacts of climate change and agriculture on ecosystems

As already indicated in Section 2 of this chapter, agriculture is one of the contributors of 
greenhouse gases to climate change so does has a contribution to any impact of climate change 
on global ecosystem. It also affects global ecology through its land-use changes particularly 
in tropical forest ecosystem change by deforestation for agriculture [28]. Several studies [31, 
48–53] showed that the impacts of climate change on global ecosystems are apparent, and 
future change is likely to be dramatic. By the mid of the twenty-first century, scientific evi-
dence indicated the likelihood of global temperature rising between 3 and 4°C above the 

ΔT Impacts on terrestrial and aquatic ecosystems References

1.6 Bioclimatic envelopes eventually exceeded leading to:

• transformation of 10% of global ecosystems;

• loss of 47% wooded tundra, 23% cool conifer forest, 21% scrubland, 15% grassland/steppe, 
14% savanna, 13% tundra and 12% temperate deciduous forest; and

• ecosystems variously lose 2–47% areal extent.

[54]

2.4 63 of 165 rivers studied lose more than 10% of their fish species [57]

2.5 Sink service of terrestrial biosphere saturates and begins turning into a net carbon source [58, 59]

2.7 Bioclimatic envelopes exceeded leading to:

• eventual transformation of 16% of global ecosystems;

• loss of 58% wooded tundra, 31% cool conifer forest, 25% scrubland, 20% grassland/steppe, 
21% tundra, 21% temperate deciduous forest and 19% savanna; and

• ecosystems variously lose 5–66% of their areal extent.

[54]

3.0 66 of 165 rivers studied lose more than 10% of their fish species [57]

3.1 Extinction of remaining coral reef ecosystems (overgrown by algae) [60]

3.3 Reduced growth in warm-water aragonitic corals by 20–60%

and 5% decrease in global phytoplankton productivity

[60–62]

3.4 6–22% loss of coastal wetlands, large loss of migratory bird habitat particularly in the USA, 
Baltic and Mediterranean

[63, 64]

3.5 Predicted extinction of 15–40% endemic species in global biodiversity hotspots (case “narrow 
biome specificity”)

[65]

3.7 Bioclimatic envelopes exceeded leading to:

• eventual transformation of 22% of global ecosystems;

• loss of 68% wooded tundra, 44% cool conifer forest, 34% scrubland, 28% grassland/steppe, 
27% savanna, 38% tundra and 26% temperate deciduous forest; and

• ecosystems variously lose 7–74% areal extent.

[54]

Source: IPCC [2, 15].

Table 4. Projected impacts of climate change on global ecosystems as reported in the literature for different levels of 
global mean annual temperature rise, ∆T (°C), relative to preindustrial (PI) climate.

Climate Change and Global Warming116

preindustrial level [2]. As described in Table 4, the projected impact will lead to serious con-
sequences for humans and ecosystems due to dangerous sea level rise, unprecedented heat 
waves, severe drought and major floods in many parts of the world [15].

If global mean temperature (GMT) change is more than 3°C, very few ecosystems can adapt 
while most of regional and global ecosystems will be at risk [54]. Climate change could have 
a profound impact on biodiversity directly through changes in temperature and precipitation 
and indirectly in the ways it might affect land use and nutrient cycles, ocean acidification and 
the prospects for invasion of alien species into new habitats [9]. Climate change leads narrow 
bioclimatic envelope (Figure 2)—the range of climatic conditions within which a species can 
survive and grow [55]. In other words, when the global mean temperature change increases 
beyond 3.5°C, most of the species have very few suitable area for their survival and will 
become extinct [54].

Climate change is happening on a global scale, but the ecological impacts are often local and 
vary from place to place [2, 15]. These impacts can include expansion of species into new 
areas, intermingling of formerly nonoverlapping species and even species extinctions. Two 
important types of ecological impacts of climate change have been observed. First, shifts in 
species’ ranges (the locations in which they can survive and reproduce) and second, shifts 
in phenology (the timing of biological activities that take place seasonally). Other ecologi-
cal impacts of climate change include changes in growth rates, in the relative abundance of 
species, in processes like water and nutrient cycling, and in the risk of disturbance from fire 
and invasive species. If a level of global warming occurs in the range from 3.6 to 5.4°F—some-
where in the low-to-mid projected range—it is estimated that about 20–30% of studied species 
could risk extinction in the next hundred years. Given that there are approximately 1.7 million 
identified species on the globe, this ratio would suggest that some 3–6 hundred thousand 
species could be committed to extinction [13].

Figure 2. Schematic representation of change in bioclimatic envelope of a species with respect to climate change 
developed based on Malcolm and Pitelka [56].
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4. Impacts of climate change and agriculture on ecosystems
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5. Impacts of climate change on human livelihoods

Several hundred million people are seriously affected by climate change today, with several 
hundred thousand annual deaths [26, 46, 66]. Some human impacts of climate change [15] 
includes: hundreds of millions of people exposed to increased water stress; complex, local-
ized negative impacts on small holders, subsistence farmers and fishers; millions more people 
could experience coastal flooding each year; increasing burden from malnutrition, diarrheal, 
cardio-respiratory and infectious diseases; and increased morbidity and mortality from heat 
waves, floods and droughts. The World Health Organization’s [67] global burden of disease 
study showed that long-term consequences of climate change affected over 325 million people 
in 2004. By the year 2030, the lives of 660 million people are expected to be seriously affected 
(increase of 103%) either by natural disasters caused by climate change or through gradual 
environmental degradation (Figure 3). In addition to what has been described in Table 5, 
human impacts of climate change include scarcity of freshwater resources, weather-related 
disasters, food insecurity due to agricultural loss, migration and displacement due to loss of 
settlements which can be exemplified by the following extreme events.

• Flooding in Pakistan severely affected crops and livestock, where the crops were either 
partially or completely submerged and the livestock suffered from a lack of fodder avail-
ability. A total country wide loss of US$1840 million was expected to have occurred in the 
agricultural sector [68].

• Flooding and drought combined in Mozambique adversely affected the livelihood of the 
rural farmers. In the year 2007 alone, Mozambique experienced a total economic loss and 
damage of $71,000 from severe flooding. Crop cultivation, livestock rearing and fishing 
were the most prominent sources of income for rural livelihood and are the most affected 
by climate-related risks [69].

• The main sources of livelihood in the flood prone regions of Kenya are crop cultivation, 
livestock rearing and other non-agricultural activities such as fishing, small-scale trade and 
manual labor. Flooding and drought in these low-lying areas had increased severely and 
caused approximate monetary loss of about US$0.5 billion per year which is equivalent to 
2% of the country’s GDP. This cost is expected to rise and eventually claim 3% of Kenya’s 
GDP by 2030 [70].

• In severely drought prone regions of Gambia, the varying level of rainfall, shorter duration 
of the rainy season along with rising temperatures had resulted in severe calamity for its 
community that was mostly reliant on agriculture for their livelihoods. The residual dam-
ages from climate change in Gambia ranged between US$123 million and US$130 million 
per year in the near term and estimated to range from US$955 million to US$1.0 billion for 
the period 2070–2099 [71].

• Ninety percent of Burkina Faso’s population is engaged in agriculture and livestock sectors 
which are very sensitive to climate variability. The range of average crop production loss 
due to drought was reported to be between US$577 and US$636 per household, whereas 
the range of average livestock loss was found to be between US$1922 and 8759 per herder 
in the region [69].
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6. Recommendations for action

• Basing the IPCC reports as the fundamental principle, “countries should act now, act 
together and act differently - do better actions beyond the ‘paper’ - on the stabilization of 
greenhouse gases concentrations in the atmosphere at a level that would prevent danger-
ous anthropogenic interference with the climate system within a time frame sufficient to 
allow ecosystems to adapt naturally to climate change,” to ensure that food production is 
not threatened and to enable economic development to proceed in a sustainable manner so 
as to calm down the impacts of climate change;

• Countries shall promote sustainable forms of agriculture in light of climate change in order 
to promote sustainable agricultural development which sustainably increases productivity 
and resilience, reduces/removes greenhouse gases emissions and enhances achievement of 
national food security and development goals in order to minimize the effects of agricul-
ture to climate change and vice versa;

Figure 3. The impact of climate change due to gradual environmental degradation (GED) and climate-related disasters 
(CRD)-[67].

Year Climate change-
related disaster

Country People 
killed

Economic loss

2007 Cyclone Sidr Bangladesh 3400 $1.6 Billion

2008 Cyclone Nargis Myanmar 150,000 $4.0 Billion

2005 Hurricane Katrina USA 1800 $100 Billion

2009 Cyclone Aila Bangladesh 190 $170 Million

2013 Typhoon Haiyan Philippines 7986 $10 Billion

1973 Drought Ethiopia 100,000 $76 Million

2011 Cyclone Yasi Australia 1 $3.6 Billion

1998 Hurricane Mitch Honduras, Nicaragua, Belize, Costa Rica, El 
Salvador, Guatemala, Panama

11,000 $ 5 Billion

2005 Hurricane Wilma Mexico, USA, Bahamas, Cuba, Haiti, Jamaica 63 $ 29.4 Billion

Table 5. Few examples of the impacts of climate change on human livelihoods [17, 66].
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• Climate change abatement requires environmental conservation and global partnership 
that related to two of the Millennium Development Goals (MDGs): ensure environmental 
sustainability and develop a global partnership for development which are reconciled with 
the Sustainable Development Goals (SDGS);

• To meet developmental success by overcoming the challenges of climate change to agri-
culture, it requires a comprehensive approach of technical, institutional and financial 
innovations, so that both adaptation and mitigation strategies are consistent with efforts 
to safeguard food security, maintain ecosystem services, provide carbon sequestration and 
reduce emission in agricultural landscapes;

• Productive and ecologically sustainable agriculture with strongly reduced greenhouse 
gases emissions is fundamental so as to reduce trade-offs among agricultural development 
to fulfill food security, climate change and ecosystem degradation;

• Reports and studies of observational evidence from all continents and most oceans showed 
that many natural systems are being affected by regional climate changes, particularly 
temperature increases. To curb these climate change impacts, there is a need of human 
solutions for human causes: the world should invest in minimizing the amount of climate 
change that occurs and in adapting to the changes that cannot be avoided.
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Abstract

Fossil energy is the product of a series of complex chemical reactions inside the earth 
under high temperature and pressure. Where there is fossil energy, there must be a huge 
heat reservoir. The vast majority of coal, oil and gas are found in sedimentary basins with 
abundant geothermal resources. There is no “sea of oil” or “sea of gas” in the Earth’s crust. 
Oil, natural gas, shale gas, etc. exist underground in rock pores, cracks, caves, faults, sand 
grains where like a huge “capillary network”. Some cracks and faults reach deep into the 
entire crust. Oil, natural gas and shale gas seal off these pores, cracks, faults and sand 
layers, effectively preventing excessive leakage of heat from the ground. The enormous 
pressure of oil, gas and shale gas in the Earth’s crust counteracts the thermal pressure in 
the Earth’s interior, reaching a dynamic equilibrium. Once the oil, gas and shale gas is out 
of the ground, due to the loss of heat insulation and heat insulation material, the heat will 
eventually reach the surface from the Earth’s interior, causing the Earth’s crust “fever”. 
A large number of water vapor, carbon dioxide, methane, etc. Greenhouse gas from the 
crust into the atmosphere and ocean, destroyed the energy balance of the atmosphere. 
This article aims to find out the real causes of climate change. By collecting materials from 
published academic documents, it is clarified that the man-made damage to the Earth’s 
crust heat insulation seal is the truth of climate change. Therefore, the following conclu-
sions are drawn: the thermal insulation of the Earth’s crust is damaged by mining fossil 
energy (coal, oil, natural gas, shale gas, oil shale, gas hydrate, etc.), too much heat from 
the Earth’s interior is pouring into the Earth’s surface, causing the Earth’s crust tempera-
ture and sea temperature to rise, trigger climate change and ecological disasters. Large 
amounts of water vapor have entered space, resulting rainfall and snow in some areas to 
exceed historical limits several times. Global soil and oceans degradation year by year.
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1. Real culprit in climate change today

At present, the ecological and geological disasters, climate change, extreme meteorological 
disasters, etc., and fossil energy, mining, crustal heat insulation layer destruction, the terres-
trial heat flow increased, leading to the Earth’s crust and ocean temperature caused climate 
change tend to be ignored.

Although the cause of climate change opinions vary, I have been committed to the research of 
climate change, finally come to conclusion is industrial mining fossil fuels (coal, oil, natural 
gas, oil shale, natural gas hydrate, etc.), destroyed the Earth’s crust inside insulation, exces-
sive heat from the interior of the earth to the surface, this is the main cause of climate change. 
Atmospheric events are becoming more extreme as CO2, CH4 and other gases stored in the 
Earth’s crust are released into the atmosphere due to heat in the Earth’s crust and an increase 
in the temperature of its underground surface. The Earth’s crust and underlying surfaces 
are being heated in irregular ways! It is for this reason, not only the ecological environment 
rapidly deteriorating, and because of excessive heat into the atmosphere and ocean, increas-
ingly frequent extreme weather events occur, constantly refresh historical extremum. Fossil 
energy is the product of a series of complex chemical reactions under the long-term high 
temperature and pressure in the earth. Therefore, where there is fossil energy, there are a 
large number of thermal resources. But does not exist in the crust “oil sea” or “gas sea”, 
rock pores, fissures, karst cave, fault and thick sandstone exist in oil and natural gas fossil, 
formed a huge “capillary network”. Although the fossil energy constitute only a small part 
of the Earth’s surface, exploiting the maximum depth of only 5000 m, but the fossil energy 
and gas seam sealed effectively to rock pore, fracture and karst cave, fault and coal, prevent 
the excessive leakage of terrestrial heat flow. The enormous pressure of oil, gas and shale 
gas in the Earth’s crust counteracts the heat pressure in the Earth’s interior and achieves a 
dynamic equilibrium. Once the oil, gas and shale gas have been mined, the Earth’s interior 
heat flow because of lost the thermal insulation layer, eventually to travel to the surface, caus-
ing the Earth’s crust “fever”, cause the ecological and geological disasters. A large amount of 
extremely dispersed heat forces gases from the Earth’s crust, such as water vapor, CO2 and 
CH4, into the atmosphere and ocean, damaging the energy balance of the atmosphere and 
causing climate change and meteorological disasters. With the increase of ocean temperature, 
air humidity increases, the recorded the strongest typhoon, hurricanes and tropical cyclones, 
and recorded the strongest local rainfall, snow, drought, heat and cold. These are expected 
to become more frequent as the weather becomes more extreme and violent. Even if humans 
stop emitting greenhouse gases, global change will still continue for a long time because of 
this reason. The ground is a big tree, the underground the capillary roots has a football field 
yet. The same is true even though fossil fuels account for 1% of the total Earth’s surface area, 
but exist in rock pores, cracks, karst caves, faults and grits through the crust, forming a huge 
“capillary network” far more than 1%.

The arctic is sparsely populated, artificial GHGs emissions are almost non-existent, the con-
centration of CO2 in the atmosphere is very low. But the region is rich in oil and gas, and the 
massive mining of the surrounding countries (Russia, Alaska, Norway, Canada, Denmark, 
etc.) has accelerated the melting of arctic sea ice, which is a living example.
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Although the oil/gas extracted rock pores are filled with water, the thermal insulation layer 
is destroyed, and the geothermal energy travels up in all directions. Moreover, the thermal 
insulation effect of oil and gas is far greater than that of water. Pandora’s box once opened, 
will never be closed again.

2. Root cause of climate change is Earth’s solid part

It is generally accepted in the meteorological community that climate change that occurs 
for longer than 3 months is not caused by factors within the atmosphere but outside of the 
atmosphere.

Tang et al. [1, 2] suggested that “The fundamental cause of climate change is the solid part of 
the earth,” and atmospheric change is a responsive (or adaptive) state. The authors propose a 
“geocentric theory of climate change”. Ground temperature is a measurement of the physical 
quantity of surface thermal energy. The change of ground temperature is more conservative 
than the change of temperature, which is caused by hysteresis. The change of ground tem-
perature as part of the ground surface system, can cause the change of many physical quanti-
ties in the atmosphere and ocean, this shows that the solid circulation in various thermal 
processes are involved in the process of climate change [3]. Ground temperature and sea tem-
perature a direct representation of surface heat. The heat source of the Earth’s temperature 
ocean temperature are solar radiation and heat diffusion within the crust. According to the 
influence of heat source on the crust, the crust surface can be divided into variable tempera-
ture zone, stable temperature zone and increasing temperature zone. The variable temperate 
zone is the area of the earth that is thinner under the action of solar radiation. As the solar 
radiation energy cycle changes, changes in day and night temperatures can be observed in 
this region, as well as periodic changes over the course of a century or more each year. The 
annual temperature variation decreases with depth in accordance with a certain rule. Most 
of the world’s plains, hilly areas of variable temperature zone thickness most of 15–20 m [4]. 
Solar radiation affects only the Earth’s surface temperature, while heat diffusion in the Earth’s 
crust affects both the deep surface temperature and the ocean temperature. Years of satellite 
observations have shown that changes in the sun’s constant, about one in a thousand, are not 
enough to cause changes in the Earth’s climate. How much warming is caused by the dou-
bling of greenhouse gases (CO2, CH4, N2O, etc.)? Tang [5] has used ancient historical data for 
rough estimation, the preliminary result is: doubled greenhouse gases cause warming ≤1°C, 
this indicates the 1.5–4.5°C/2 × CO2 simulation results obtained by various numerical models 
at home and abroad, at least without the support of ancient historical data. High temperature 
flow from the mantle is not only an important condition for the evolution of organic matter, 
but also a major factor in climate change [6]. The Earth’s interior is constantly losing heat to 
the Earth’s surface, in some places (such as near the crater or certain fault zones) in some cases 
(after an earthquake, for example) large values can be reached, it is called a “ground tempera-
ture sudden rise” or “geothermic anomaly” [7]. According to the monthly earth temperature 
data of Chinese stations from 1954 to 1985, a total of 70 stations were counted in the process 
of “ground temperature sudden rise”, 53 “ground temperature sudden rise” were caused by 
“geothermal anomalies”.
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Research has shown that forced change of underlying surface is one of the most important 
causes of climate anomalies [8]. It is a well-known fact that tropical ocean temperature 
anomalies represented by El Niño events can cause global climate responses. The nature of 
climate change lies in its non-adiabatic nature [9]. Therefore, the abnormal heat condition of 
the underlying surface is an important cause of climate change. Alternating cold and warm 
atmospheric temperatures have certain similarities with ground temperature, and they have 
corresponding cold and warm centers. The change of ground temperature is synchronous 
with the change of atmospheric temperature, the difference is that the temperature changes 
in a small time scale more frequently than the earth temperature, and the earth temperature 
changes more energy in a larger time scale than the air temperature. The Earth’s interior 
influences atmospheric processes by constantly sending matter and energy to the atmosphere, 
ultimately causing climate change [10].

To address climate change, a “pathogenesis” study of climate change must be performed 
because an accurate understanding of the pathogenesis of climate change is vital to under-
stand current and future climate change.

2.1. Heat flow changes before and after fossil energy exploitation

Coal, oil, natural gas, shale gas and other fossil fuels are sensitive to temperature, pressure 
and other geological environmental factors. A series of physical, chemical, structural and 
structural changes of coal, oil and natural gas are inevitably caused by various tectonic events 
during geological evolution. Therefore, in the geological records of deep and shallow strata, 
it is necessary to include evidence related to the Earth’s crust insulation seal failure and the 
surface heating caused by large-scale fossil fuel mining.

Li et al. [11] ground temperature changes observed in Huainan mining area, found that 
geothermal gradient of Huainan area (2.80–3.80°C/hm) is significantly higher than the old 
section (1.10–1.82°C/hm); the average geothermal gradient (3.42°C/hm) Pansan mining area 
west wing is higher than the east wing (3.14°C/hm), the east and west wings showed posi-
tive anomalies. In the old mining areas, the long-term mining activities have caused a lot 
of cracks in the rock strata, which makes cold water at the top infiltration, it cools the rock. 
In addition, the drainage system of the mine formed a cold water circulation system, which 
improved the cooling effect of the rock formation. After analyzing the abnormal causes, Li 
believes that the heat source causing the geothermal abnormality in Huainan mining area is 
mostly from within the earth, he made it clear that the thermal conductivity of coal is much 
lower than that of other sedimentary rocks. Therefore, in coal seam, especially in thick coal 
seam, high geothermal gradient will appear. The coal-bearing strata with more coal seams 
have more obvious thermal barrier effect on the whole than the depositional cover without 
coal. He and Wei [12] made an analysis of 30 boreholes and ground temperature test data of 
deep exploration and construction in Panzhihua coal mine, the general trend is that the high 
temperature area increases with depth, believed that its heat source comes from the residual 
heat of magma. Britain’s deepest coal mine, in Lancashire, is about 1300 m deep. Verma mea-
sured original geothermal values of 26 of the 5 southern coal mines, geothermal gradient is 
26.2°C/hm at a depth of 1220 m, the average original ground temperature is 45.7°C. Fourteen 
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data points of coal seam in middle coal seam were measured, found due to the dense of coal 
seam, high thermal resistance, geothermal gradient of only 18.7°C/hm, thus get a lower ther-
mal conductivity [13].

Xu et al. [14] the paleogeothermal study of Dagang Oilfield shows that the paleogeothermal 
effect in the oil and gas accumulation process of Dagang Oilfield produced obvious changes 
in the early stage that flattened at a later stage over time, this indicates that the paleogeo-
thermal change is controlled by regional structure, and the peak area of paleogeothermal 
is consistent with the area with strong tectonic activity and frequent hydrothermal activity. 
Therefore, paleogeothermal change is closely related to regional tectonic environment and 
thermodynamic conditions. The period of paleogeothermal change is the period of intense 
crustal and structural movements, and also the peak of oil generation and oil and gas migra-
tion and accumulation. The heat flow statistics also show that the ground heat flow value of 
geological unit decreases with the increase of time in the last stage of tectonic thermal events 
[15]. According to Zhang et al. [16–19] research results, in the southern North China Basin 
groups of whole geothermal gradient between 13.0 and 39.9°C/km, average of 25.3°C/km. 
The ground heat flow value is between 30 and 89.6 mW/m2, and the average is 53.7 mW/m2. 
Compared with other geological units in mainland China, heat flow value is higher than that 
cryogenic basin of Tarim basin (44°C/hm) and Junggar basin (42.3°C/hm) in western China, 
and lower than that high temperature basin of the Bohai bay basin (69°C/hm) and Songliao 
basin (70°C/hm) in eastern China. From these data we can clearly see that unexploited oil 
and gas fields (Tarim Basin and Junggar Basin) have low heat flow value, large scale and 
longtime exploitation of oil and gas fields (Bohai Bay Basin, Dagang Oilfield, Songliao Basin, 
Daqing Oilfield, Jilin Oilfield and Liaohe Oilfield) with high heat flow value, oil and gas fields 
(Southern North China Basin–Southern North China Oil Field) between the two groups heat 
flow value is middle. On the basis of previous work, Qiu [20] according to a large number of 
rock thermal conductivity and thermal generation data, used heat conduction theory to cal-
culate the deep temperature, analyzed the temperature distribution in the deep (below 4 km).  
The statistical average heat flow value from these heat flows get the Qaidam basin was 
52.6 ± 9.6°C/hm. However, the heat flow value of the local wellhead is more than 70 mW/m2, 
which is a thermal anomaly area of the basin. This is due to the large amount of oil production 
caused by the reduction of the heat insulation seal in the Earth’s crust, increase in the earth 
heat flow.

Oil-bearing basins are rich in oil, gas, geothermal and other resources. Jiang et al. [21] used 
authigenic illite crystallinity and the chemical composition of authigenic chlorite to analyze 
the Jiyang depression Cenozoic ancient geothermal gradient. The results showed that the 
Jiyang depression Cenozoic ancient geothermal gradient is 37.2–38.2°C/hm. Gong et al. [22] 
using 703 drilling temperature measurement in Jiyang depression that nowadays the average 
geothermal gradient is 35.5°C/km, it is concluded that the paleogeothermal gradient is larger 
than the present geothermal gradient. Jiyang depression Zhanhua east block is located in 
Dongying estuary area, exploration proves that this area is a dual oil and gas accumulation 
area rich in oil and gas resources, with various oil and gas types. Based on Ro data of regional 
drilling temperature and vitrinite reflectance, Chen et al. [23] used the multi-stage thermal 
evolution model of lithosphere and basin scale, the present geothermal field in this area was 
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Research has shown that forced change of underlying surface is one of the most important 
causes of climate anomalies [8]. It is a well-known fact that tropical ocean temperature 
anomalies represented by El Niño events can cause global climate responses. The nature of 
climate change lies in its non-adiabatic nature [9]. Therefore, the abnormal heat condition of 
the underlying surface is an important cause of climate change. Alternating cold and warm 
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data points of coal seam in middle coal seam were measured, found due to the dense of coal 
seam, high thermal resistance, geothermal gradient of only 18.7°C/hm, thus get a lower ther-
mal conductivity [13].
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culate the deep temperature, analyzed the temperature distribution in the deep (below 4 km).  
The statistical average heat flow value from these heat flows get the Qaidam basin was 
52.6 ± 9.6°C/hm. However, the heat flow value of the local wellhead is more than 70 mW/m2, 
which is a thermal anomaly area of the basin. This is due to the large amount of oil production 
caused by the reduction of the heat insulation seal in the Earth’s crust, increase in the earth 
heat flow.
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authigenic illite crystallinity and the chemical composition of authigenic chlorite to analyze 
the Jiyang depression Cenozoic ancient geothermal gradient. The results showed that the 
Jiyang depression Cenozoic ancient geothermal gradient is 37.2–38.2°C/hm. Gong et al. [22] 
using 703 drilling temperature measurement in Jiyang depression that nowadays the average 
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analyzed and its thermal history was restored. The results are shown that (1) nowadays the 
geothermal gradient is 35.8°C/km, Gudao and Kendong areas geothermal gradient is higher, 
more than 37°C/km; (2) the early paleocene terrestrial heat flow value is 83.6°C/km, equiva-
lent to the calorific value of a modern active rift. Since paleocene, the basin has shown a trend 
of gradual cooling. Although there have been two warming, the warming rate has finally 
decreased. The current terrestrial heat flow value is 63°C/km, the heat flow value is close to 
the global average; (3) the main source rocks in this area have undergone continuous heating 
and are now in the “oil generation window”, in depth, there is a large hydrocarbon accumula-
tion space, and the thermal evolution background is favorable for hydrocarbon generation. It 
can be seen that the formation of oil and gas effectively blocked the heat flow (Table 1).

2.2. Deep geotemperature and deep sea temperature both rise

Du et al. [24] analyzed the variation trend of the deep ground temperature of Lasa, indicat-
ing that the average ground temperature of Lasa has a significant upward trend in the past 
45 years, the tendency to rate is 0.58–0.69°C/10a. Compared with the average increase rate 
of atmospheric temperature over the same period, geothermal temperature is growing even 
faster. In addition, geothermal observations from seasonal permafrost and weather stations in 
the permafrost regions of the former Soviet union show that the average annual geothermal 
temperature at most weather stations has increased over the past century [25]. In the Swiss 
Alps, the temperature of the permafrost layer below the surface has been increasing at a rate of 
0.5–1.0°C/10a since 1980 [26]. The permafrost temperature measurement results, acquired in a 
north–south direction across Alaska, showed that the upper limit of the permafrost tempera-
tures has increased by 0.5–1.5°C from the late 1980s to 1996 [27]. The Qinghai-Tibet Plateau 
permafrost temperature in the 1960–1990s increased by 0.2–0.3°C [28]. Qinghai-Tibet Railway 
in north and south of ground temperature linear heating rate is larger, especially in the south 
of the Qinghai-Tibet railway warming rate averaged 0.56°C/10a [29]. The permafrost ground 

The Earth’s crust component Thermal conductivity (W/m K)

Coal 0.21

Petroleum 0.14

Natural gas 0.052

Oil shale 0.08

Shale gas 0.049

Combustible ice 0.121

Sedimentary rock 3.41

Granite 3.49

Basalt 2.17

Table 1. Thermal conductivity of various rocks and fossil fuels.
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temperature in China’s Daxinanling Amur region has increased 0.8°C from the 1970s to 1990s [30].  
The ground temperature has increased 0.3–0.6°C in the Heilongjiang upper valley region 
from 1958 to 1990 [31]. Observations based on the Qinghai-Tibet highway and Railway geo-
thermal features and degradation mode by Jin et al. and Li et al. [32, 33], showed permafrost 
degradation, ground temperature increases, the summer’s biggest melt depth deepening, 
winter freezing depth decreases, and permafrost thickness thinning, or disappear completely 
in some areas. At present, the downward melting rate of frozen soil in Qinghai-Tibet Railway 
is about 6–25 cm a−1, while the upward melting rate reaches 12–30 cm a−1. The annual average 
temperature and ground temperature warming rate are 0.33 and 0.37°C/10a, respectively. In 
general, ground temperature rises faster than air temperature.

According to a report in the British NEW SCIENTIST on 12 Dec 1994, climate warming is 
not consistent with climate change expectations based on the accumulation of greenhouse 
gases in the atmosphere on earth. Researchers believe the southwest Pacific is a valuable 
reference for monitoring climate change because it has fewer cities and less air pollution. 
New Zealand’s National Institute of Water and Atmospheric Research has provided first-
hand information on the warming of the Indian Ocean. The Antarctic Climate and Ecosystem 
Cooperative Research Centre (Australia Tasmania Hobart) of Nathan Bindoff to early and 
mid-1960s records of ships across the Indian Ocean temperature data and research ship 1987 
Darwin recorded data are compared, and he calculated in latitude 32° south 250–1500 m 
in the depths of the ocean temperature rose about 0.5°C. Bindoff believes that temperature 
changes in the deep ocean are an important indicator of global climate change. He suggests 
that when measuring temperatures deep in the ocean, seasonal fluctuations are small. Thus, 
measurements of the deep ocean can provide more accurate results and fewer observations 
than measurements of sea level. The Indian Ocean has proved to be the third ocean in which 
deep water is warming. Bindoff published similar results in 1992 and showed that tempera-
tures in the southwest Pacific increased at almost the same rate. Gregorlo Parrilla and his team 
at the Spanish institute of oceanography found that the north Atlantic was also warming [34].

Professor Pollack [35] after analyzing more than 60 geothermal data in South Africa found 
that, in the past 100 years in the area ground temperature increased by 0.3–0.8°C, an aver-
age of 0.55°C, completely consistent with the results of global change research. International 
famous geothermal scientists and members of the National Academy of Sciences Arthur 
H. Lachenbruch research of a lot of temperature data from northern Alaska drilling (inside 
the Arctic Circle) and came to the conclusion that this area has increased 2–4°C temperature 
over the past century [36]. After studying more than 30 borehole temperature measurements 
from Cuba, vice chairman of the international heat flow committee and that year director 
of the Institute of Physics of the Czechoslovak Academy of Sciences, Dr. Čermák pointed 
out that, Cuba region increased temperatures 2–3°C in the past 200–300 years [37]. Professor 
Mareschal from the Université du Québec, Canada and Dr. Jessop from the Geological Survey 
Institute of Canada [38] based on a large amount of temperature measurement data in central 
and eastern Canada, reported temperature increase 1–2°C in the past 100–200 years, and most 
of the temperature changes inferred from ground temperature data are consistent with the 
observation results of meteorological stations.
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temperature in China’s Daxinanling Amur region has increased 0.8°C from the 1970s to 1990s [30].  
The ground temperature has increased 0.3–0.6°C in the Heilongjiang upper valley region 
from 1958 to 1990 [31]. Observations based on the Qinghai-Tibet highway and Railway geo-
thermal features and degradation mode by Jin et al. and Li et al. [32, 33], showed permafrost 
degradation, ground temperature increases, the summer’s biggest melt depth deepening, 
winter freezing depth decreases, and permafrost thickness thinning, or disappear completely 
in some areas. At present, the downward melting rate of frozen soil in Qinghai-Tibet Railway 
is about 6–25 cm a−1, while the upward melting rate reaches 12–30 cm a−1. The annual average 
temperature and ground temperature warming rate are 0.33 and 0.37°C/10a, respectively. In 
general, ground temperature rises faster than air temperature.

According to a report in the British NEW SCIENTIST on 12 Dec 1994, climate warming is 
not consistent with climate change expectations based on the accumulation of greenhouse 
gases in the atmosphere on earth. Researchers believe the southwest Pacific is a valuable 
reference for monitoring climate change because it has fewer cities and less air pollution. 
New Zealand’s National Institute of Water and Atmospheric Research has provided first-
hand information on the warming of the Indian Ocean. The Antarctic Climate and Ecosystem 
Cooperative Research Centre (Australia Tasmania Hobart) of Nathan Bindoff to early and 
mid-1960s records of ships across the Indian Ocean temperature data and research ship 1987 
Darwin recorded data are compared, and he calculated in latitude 32° south 250–1500 m 
in the depths of the ocean temperature rose about 0.5°C. Bindoff believes that temperature 
changes in the deep ocean are an important indicator of global climate change. He suggests 
that when measuring temperatures deep in the ocean, seasonal fluctuations are small. Thus, 
measurements of the deep ocean can provide more accurate results and fewer observations 
than measurements of sea level. The Indian Ocean has proved to be the third ocean in which 
deep water is warming. Bindoff published similar results in 1992 and showed that tempera-
tures in the southwest Pacific increased at almost the same rate. Gregorlo Parrilla and his team 
at the Spanish institute of oceanography found that the north Atlantic was also warming [34].

Professor Pollack [35] after analyzing more than 60 geothermal data in South Africa found 
that, in the past 100 years in the area ground temperature increased by 0.3–0.8°C, an aver-
age of 0.55°C, completely consistent with the results of global change research. International 
famous geothermal scientists and members of the National Academy of Sciences Arthur 
H. Lachenbruch research of a lot of temperature data from northern Alaska drilling (inside 
the Arctic Circle) and came to the conclusion that this area has increased 2–4°C temperature 
over the past century [36]. After studying more than 30 borehole temperature measurements 
from Cuba, vice chairman of the international heat flow committee and that year director 
of the Institute of Physics of the Czechoslovak Academy of Sciences, Dr. Čermák pointed 
out that, Cuba region increased temperatures 2–3°C in the past 200–300 years [37]. Professor 
Mareschal from the Université du Québec, Canada and Dr. Jessop from the Geological Survey 
Institute of Canada [38] based on a large amount of temperature measurement data in central 
and eastern Canada, reported temperature increase 1–2°C in the past 100–200 years, and most 
of the temperature changes inferred from ground temperature data are consistent with the 
observation results of meteorological stations.
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3. Energy mining causing all kinds of disasters

In the space of just 3 years from 1998 to 2000, four curves representing temperature changes in 
the northern hemisphere or the world over the last 1000 years have been published internation-
ally. Why extend the study to 1000 years, and why build a temperature curve in the northern 
hemisphere or around the world? There are two main reasons: first, long enough sequences 
to show whether warming in the twentieth century was abnormal and thus whether it was 
the result of human activity. Second, determine whether Medieval Warm Period (MWP) and 
Little Ice Age (LIA) really exist in the last millennium from the northern hemisphere or global 
scale. Because both events occurred before human activity could have a significant impact, 
most authors attribute them to natural climate change. If natural change is also global, and the 
magnitude of change is close to, or even greater than, the warming of the twentieth century, 
it suggests that the warming of the twentieth century may also be caused by natural causes. 
Wang et al. [39] synthetically analyzed four temperature sequences established by Mann et al., 
Jones et al., Crowley et al., and Briffa that represent the average temperature of the northern 
hemisphere or the global in the last 1000 years, and using the 30 sites information for nearly 
1000 years of global average temperature sequence (W), and USES the energy balance model 
for nearly 1000 years of the simulation results of temperature change (S), compared with the 
simulation results on the various temperature sequence, the conclusion is that Little Ice Age 
is relatively obvious, and Medieval Warm Period is not as consistent as that of Little Ice Age. 
Calculate the centennial average in 1925, 1950, 1975 and 2000, the 1000 average anomaly at 
0.50°C or so, the centenary average is significantly higher than the average for any century 
from the eleventh to the twelfth century. It is clear that climate change over the past century or 
so has not been caused by natural causes. Analysis of the insulation sealing function of fossil 
energy, overexploitation, depth of surface temperature increase of the surface heat flux and 
ocean temperature rise, it can explain the relationship between environmental change and 
various abnormal disasters in recent 100 years. For example, long-term continuous rise of the 
Earth’s surface temperature in the deep and shallow layers changes the mechanical structure 
of the Earth’s crust, soft change of soil and rock cohesion, landslides, debris flow and other 
geological disasters will occur frequently. The increase of ground temperature causes harmful 
substances in rocks to dissolve into groundwater, some areas will face water quality induced 
water shortage.

Scientists observed that in the last 50 years nearly 40 offshore areas around the world have 
become dead seas, and the main reasons are pollution and climate warming. A study by sci-
entists from China’s state oceanic administration confirmed that sea levels along the Pacific 
west coast are expected to accelerate rise in the future, it will rise by 10–40 cm in 2030 and 
40–90 cm in 2100.

Underlying surface and sea water temperature rise, not only led type on glaciers and per-
mafrost to melt or even disappear, will also make the water acid is higher and higher, the 
survival of Marine life is more and more difficult, Marine biological extinction, and global 
warming is getting worse. Lake water temperature rises, lake water eutrophication aggra-
vates, blue algae, red tide frequently appears, water quality deteriorates. Ground temperature 
rise, snow mountains melt, and snow line rises, droughts and floods occur frequently and 
land and ocean degradation aggravate.
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Higher sea temperatures in the deep and shallow layers allow water in the ocean to evaporate 
more rapidly, increase rainfall in flood-prone areas. The winter became warmer and the stock 
of snow decreased. Melting snow water no longer trickles down mountains for months, but 
flows directly into rivers. More and more rivers are turning into seasonal rivers, while a once-
in-a-century flood are now occurring every year. Too much heat enters the atmosphere from 
the earth’s interior, causes the subtropical high and cold air intensity to increase. It’s bound to 
make summer hotter and much colder in winter. The frequent of ENSO and La-Niña not only 
cause the abnormal climate, but also causes the extreme rain and drought due to the disorder 
of precipitation. The world’s climate will gradually become polarized from summer to winter, 
from rainy to dry season.

According to statistics, the number of natural disasters worldwide has more than tripled in 
the past 20 years. The global average of 120 natural disasters per year in the early 1980s has 
risen to about 500 now. Climate change and various environmental and geological disasters 
have been reported (Table 2) [40–45].

The increase of underlying surface temperature causes the distribution of tropical plants to 
move northward. The invasion of harmful species will have a significant impact on the dis-
tribution of plants in the north. Rising temperatures have led to a decline in sperm counts 
in male animals, the degeneration of male genetic material in plants and the mass extinc-
tion of animal and plant populations. The ground temperature, water temperature, ocean 
temperature and atmospheric temperature rise, have made local tropical pests and diseases, 
such as the south of schistosomiasis, malaria and cockroaches carry diseases) mass migra-
tion north, the distribution of threat to human health. Frequent warm winters have caused 
changes in the biological habits of nature, such as hibernation. Due to the heavy use of highly 
toxic pesticides, the propagation of pests and the multiplication of environmental toxicity will 
exacerbate environmental degradation.

4. Even if human stop GHGs, change continue for 1000 years

Is the earth a giant fireball with high temperature and pressure inside? Do fossil fuels such 
as coal, oil and gas provide efficient, long-lasting thermal insulation to the crust? Are hard 
crustal rock layers insulated? The Mawangdui Han Dynasty Tomb in Changsha and the 
Ming Dynasty Ding Tomb in Beijing both have inadvertently conducted objective, long-term 

Time Coal Oil Gas ENSO frequency of occurrence

1649–1879 Closely related to submarine volcanic eruption.

1880–1980 1500 (1500) 517 (517) 30 (30) Happen once between 2 and 7 years, duration is about 1 year.

1981–2005 1125 (2625) 440 (957) 20 (50) The interval of occurrence is about 3 years and the duration is about 
15 months, several El Nino events that have occurred since the 1990s 
have taken only about half a year apart, the longest interval is less than 
2 years, lasted 3 years.

Table 2. Exploitation quantity of global coal, crude oil and natural gas vs ENSO frequency of occurrence output (add 
up) (unit: billion ton, trillion m2).
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water shortage.
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“scientific experiments” on the thermal insulation of charcoal, grease and rock, there is a 
sharp contrast. Mawangdui Han Dynasty Tomb did not use stone materials, but the tomb 
was sealed with charcoal and white paste mud containing grease, after more than 2100 years, 
all the articles in the tomb, including coffins and bodies, including silks and grain, are well 
preserved [46, 47]. By contrast, in the Ming Dynasty Ding Tomb, the six hardest layers of 
white marble and striped stone were used to build tombs and coffins, but the owners were not 
preserved. In less than 400 years the body of the Wanli Emperor had all rotted away, leaving 
only a dry skeleton [48, 49]. Therefore, no matter how thick it is, no matter how hard the rock 
is, it is impossible to resist the normal earth heat flow, let alone the increased heat flow. This 
fully shows that coal and oil have high efficiency and lasting thermal insulation. If the com-
bination of white plaster and charcoal can seal the Mawangdui Han Dynasty Tomb perfectly, 
then the combination of oil, gas and coal can seal the Earth’s crust perfectly.

Since the industrial revolution in Britain, the massive exploitation of countless coal mines, 
oil fields and gas fields has caused tens of millions of parts to be superimposed into a whole 
effect. Global changes caused by “heating” of the Earth’s crust and underlying surfaces are 
already evident.

The relationship between atmospheric CO2 concentration and climate has been challenged 
by the fact that recent temperature increases have been much lower than scientists predicted 
for CO2 concentration increases. The theory of the greenhouse effect of climate change is per-
plexed by a large number of climate and natural anomalies [50–53]. In fact, most of the CO2 
entering the air is absorbed by the sea water and gradually becomes carbonate deposited 
on the seabed, forming rocks, or move to land through the shells, bones and dust of aquatic 
creatures. Carbonate absorbs CO2 from the air and becomes bicarbonate, which is dissolved 
in water and eventually returned to the ocean [54]. With the continuous absorption of heat 
from the underlying surface and sea water, the temperature increase rate of the ground and 
sea temperature will be significantly greater than the average temperature increase of the 
atmosphere [55]. At some point, it might even happen the global average temperature will 
stop rising.

Research by Amanda Scott of NOAA and others shows that global warming is irreversible 
and accelerating. Even if humans stop emitting greenhouse gases, warming will continue for 
1000 years. This conclusion refutes the theory of greenhouse effect of climate change, suggest-
ing that there are other reasons for global warming.

Upward melting of glaciers and frozen soils [32, 56] (upward, bottom up melting) and deep 
sea temperatures and ground temperatures are increasing are far greater than the magnitude 
of increase of the average atmospheric temperature for the same period [34, 53, 57–58], and 
these are things that the theory of greenhouse effect cannot explain.

To sum up, there is the following evidence to support that the Earth’s crust heat insulation 
seal damage caused by fossil energy exploitation is the main cause of global change: (a) Global 
warming is not consistent with climate change as predicted by the buildup of greenhouse 
gases in the Earth’s atmosphere. (b) Global warming is irreversible and accelerating, even if 
humans stop emitting greenhouse gases, warming will continue for 1000 years. (c) Scientists 
have shown that high heat flow from the mantle is not only an important factor in the evo-
lution of organic matter, but also a major factor in climate change. (d) The Earth’s interior 
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influences atmospheric processes by constantly sending matter and energy to the atmosphere, 
ultimately causing climate change. (e) The formation of fossil energy in the Earth’s crust effec-
tively blocked the Earth’s heat flow. (f) According to scientific observation, after the exploita-
tion of fossil energy, the earth heat flow can reach a very large value, and the phenomenon 
of “ground temperature sudden rise” occurs. The earth and sea temperatures in the deep 
and shallow layers have increased significantly. (g) The excavation of the Mawangdui Han 
Dynasty Tomb indicates that the sealed with charcoal and white paste mud containing grease 
can effectively block the earth heat flow for more than 2100 years, and the Ming Dynasty Ding 
Tomb, built from six layers of extremely hard rock, has no thermal insulation. (h) The fossil 
energy in the crust has obvious thermal resistance [59].

We have every reason to believe that, once the human society attention to this problem, there 
must be many scientists in the process of their practice to find out more and more due to the 
endless exploitation of the human mass on the fossil energy of the Earth’s crust insulated 
sealing damage, increase the ground temperature, SST caused cause ecological geological 
disaster, climate change, and a series of direct or indirect evidence of meteorological disasters.
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“scientific experiments” on the thermal insulation of charcoal, grease and rock, there is a 
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atmosphere [55]. At some point, it might even happen the global average temperature will 
stop rising.

Research by Amanda Scott of NOAA and others shows that global warming is irreversible 
and accelerating. Even if humans stop emitting greenhouse gases, warming will continue for 
1000 years. This conclusion refutes the theory of greenhouse effect of climate change, suggest-
ing that there are other reasons for global warming.

Upward melting of glaciers and frozen soils [32, 56] (upward, bottom up melting) and deep 
sea temperatures and ground temperatures are increasing are far greater than the magnitude 
of increase of the average atmospheric temperature for the same period [34, 53, 57–58], and 
these are things that the theory of greenhouse effect cannot explain.

To sum up, there is the following evidence to support that the Earth’s crust heat insulation 
seal damage caused by fossil energy exploitation is the main cause of global change: (a) Global 
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ultimately causing climate change. (e) The formation of fossil energy in the Earth’s crust effec-
tively blocked the Earth’s heat flow. (f) According to scientific observation, after the exploita-
tion of fossil energy, the earth heat flow can reach a very large value, and the phenomenon 
of “ground temperature sudden rise” occurs. The earth and sea temperatures in the deep 
and shallow layers have increased significantly. (g) The excavation of the Mawangdui Han 
Dynasty Tomb indicates that the sealed with charcoal and white paste mud containing grease 
can effectively block the earth heat flow for more than 2100 years, and the Ming Dynasty Ding 
Tomb, built from six layers of extremely hard rock, has no thermal insulation. (h) The fossil 
energy in the crust has obvious thermal resistance [59].

We have every reason to believe that, once the human society attention to this problem, there 
must be many scientists in the process of their practice to find out more and more due to the 
endless exploitation of the human mass on the fossil energy of the Earth’s crust insulated 
sealing damage, increase the ground temperature, SST caused cause ecological geological 
disaster, climate change, and a series of direct or indirect evidence of meteorological disasters.
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Abstract

Climate extremity phenomena are increasing with the global climate change. Cold 
wave is one of these climate extremities affecting the health of people, especially 
vulnerable groups. Nepal is also experiencing the impacts of global warming on its 
temperature patterns. The climate data of more than four decades have shown an 
increasing trend of annual temperatures across Nepal. However, the change in tem-
peratures is found varying greatly among its three broad physiographic regions: Tarai, 
hill, and mountains, as well as among four distinct seasons: winter, pre-monsoon, 
monsoon, and post-monsoon during a year. Further, since the last two decades Nepal 
has experienced climatic extremities such as heat wave, cold wave, precipitation con-
centration, prolonged dryness affecting livelihood of the people and demographic fea-
tures like mortality, morbidity, etc. This study intends to deal with the impact of cold 
extremity on the death of vulnerable people such as children and elderly in the Tarai 
region. It draws on meteorological data for four decades since 1974. The magnitude of 
mortality rate of those vulnerable people is analyzed from 1974 to 2013, and predic-
tion of mortality rate is made with respect to decrease in temperature or intensity of 
cold wave.

Keywords: cold wave, temperature change, vulnerable people, number of death,  
Tarai region, Nepal

1. Introduction

The evidences of impacts of climate change across the world are that there has been 
an increase in climate extremity phenomena such as cold wave, heat wave, extreme 
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depressions, intense precipitation, rising number of warm days and nights, and decreas-
ing number of cold days and nights. AR4 and AR5 IPCC have predicted an increase in 
frequency and intensity of warm spells or heat waves in the end of twenty-first century, 
affecting to increase vector-borne diseases, water-borne diseases, reduce cold-related 
mortality, and diminish food production and labor productivity at different levels over 
most land areas of the earth [1, 2]. As a matter of fact, there is large number of studies 
on health effects of heat waves [3, 4]. Some of the studies argue that the contribution of 
rising in minimum temperatures has decreased in number of deaths associated with cold 
spells [5, 6]. On the other hand, there are few studies dealing with cold spells and health 
impacts. For instance, some studies indicated that the effects of extreme cold tempera-
tures are generally more prolonged than heat wave without mortality displacement [3, 
7]. However, most of the existing studies on health effects of cold spells are found to be 
associated with the temperate climate regions in developed countries, while there are very 
few such studies carried out in tropical or subtropical regions of developing countries [3, 
8–11].

Nepal has experienced global warming and its impacts on forming climate extremities, ill-
health of the people, change in agricultural production patterns, etc. over the past recent 
decades. Cold wave is one of the climate extremities due to global warming in Nepal. The 
studies of National Agriculture Research Council (NARC) have indicated negative impacts 
of cold wave on agricultural productivity in Nepal [12]. Other studies have shown the health 
of the inhabitants being affected due to cold wave in the Tarai region of Nepal in the last two 
decades [13–16]. The present chapter intends to analyze the climate change patterns and the 
climate extremities such as cold wave and its impacts on the vulnerable populations in the 
Tarai region of Nepal.

2. Methodology

The vulnerable population is defined in terms of age group such as children below 5 years of 
age, pregnant women, and elderly population above 65 years of age [17]. The three subsets 
of under-five children, such as neonates <1 months, infant <1 year and <5 years, of which 
neonates is the most vulnerable and it is followed by other subsets [18].

The climate prevailing in Nepal can be divided into four seasons, based on rainfall and 
temperature conditions. They are rainy summer or Monsoon (June–September with rainy, 
hot, and humid weather), winter (December–February with coldest and driest weather), 
pre-monsoon (March–May with hot weather and thunderstorms) and post-monsoon 
(October–November with cool and pleasant weather). The climate data including monthly 
minimum and maximum temperatures for all individual years from 1974 to 2014 by the 
physiographic regions, such as mountain, hill, and Tarai have been acquired from all 
67 weather stations from the Department of Hydrology and Meteorology, Kathmandu, 
and Nepal [19]. These data have been used for describing climate change patterns for all 
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physiographic regions across the country in general and for analyzing seasonal trends 
of climate and climatic extremities for the Tarai region in particular. The prediction of 
trends of temperatures by year has been carried out for two distinct slots: 1974–2014 and 
2000–2014.

Data on daily death of the vulnerable population groups due to cold wave during the winter 
season from 1974 to 2013 for all districts of the Tarai region were obtained from available 
sources [18–22]. The contribution of seasonal temperature change, mainly, cold wave to the 
deaths of the vulnerable groups, and the mortality rate have been analyzed by using multiple 
regression analysis.

The multiple linear regression analysis has been used to develop a model for predicting 
mortality from the climatic variables at different time lags. This relationship is given by the 
equation [23]:

  Y = 𝛽𝛽o + β1X1 + β2X2…… ..𝛽𝛽kXk + ε  (1)

where βk is coefficients, Xi is the predictor, Y is mortality (predicted), βo is a constant and 𝜀𝜀 is  
random error.

The perception about the death due to cold spell or wave and status of vulnerable popula-
tion groups were carried out by informal talking among 25 respondents selected randomly: 5 
each from different walks of life such as the local communities, government personnel, public 
health personnel, female community health volunteers and school teachers.

3. Findings

3.1. Brief introduction to physiography, climate, and population of Nepal

3.1.1. Physiography

Geographically, Nepal can be divided into three broad physiographic regions, namely moun-
tain, hill, and Tarai from north to south (Figure 1). The altitudes of these three regions range 
from 8848 m above sea level (masl) in the north to 60 masl in the south over an average north-
south span of 193 km [24]. Tarai refers to plain topography in Nepal.

The Tarai is the smallest physiographic region, sharing 23% of the country’s total area, but 
it has the largest population with over 50% of the nation’s total population of 26.6 million 
(Table 1). Population has increased consistently in this region during the past decades. In 
1971, the Tarai’s population had shared nearly 38% of the country’s total population that 
increased to over 50% in 2011 [17]. The rapid growth of the Tarai population is considered due 
to natural cause and other causes including internal migration of population from the hills 
and international migration from adjoining Indian states [17, 21].
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Table 2 exhibits that the combined populations of the vulnerable groups (under-five chil-
dren, pregnant women, and elderly) account for about 17% of the Tarai’s total population. 
For Nepal, the life expectancy at birth of Nepalese population is 66.51 years, whereas the 
death rate is 6.75 deaths/1000 population and infant mortality rate is 32 deaths/1000 live 
births [18].

3.1.2. Climate

Nepal lies within the subtropical climatic zone over the globe [19]. The climate is largely influ-
enced by the Monsoon system, but there is also an influence of the cyclonic system originating 
from the Mediterranean Sea during the winter season. Owing to rise of altitude of mountains 
considerably from the south to the north, Nepal possesses diverse climate types ranging from 

Figure 1. Physiographic regions of Nepal.

Ecological regions Approximate elevation (m) Area Number of 
districts

Population (2011)

km2 % In 
million

%

Mountain >4870 51,817 35.2 16 1.78 6.7

Hill 300–4870 61,345 41.7 39 11.39 43.0

Tarai <300 34,019 23.1 20 13.32 50.3

Total 147,181 100 75 26.49 100

Source: [17].

Table 1. Broad physiographic regions and their features.
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sub-tropical in the Tarai region to the arctic in the high Himalayas. Likewise, the annual pre-
cipitation also ranges from over 5000 mm in the Western and Eastern midland mountains to 
below 150 mm in the northern areas beyond high Himalayas, with an annual mean precipita-
tion of 1858 mm [19, 25].

In Nepal, the annual trends of temperature patterns vary remarkably among four different 
seasons: summer monsoon, post-monsoon, winter and pre-monsoon, and those three phys-
iographic regions (Table 3). The annual maximum and minimum temperature trends for the 
country as a whole are 0.056 and 0.002°C/year, respectively [19]. Table 3 shows a negative 
trend of maximum temperature in contrast to the positive trend of minimum temperature 
during the winter season in the Tarai region [19].

The mean annual maximum temperature for the Tarai region is 30.4 at 95% confidence interval 
(CI) of 36–30 and mean annual minimum temperature is 18.3 at 95% CI of 16–25. During the 
winter season, the mean minimum temperature in the Tarai region remains at 9.8°C with 95% 
CI of 9.5–10.1°C and mean maximum temperature is 23.2 with 95% CI of 22.7–23.7°C. While 
analysis of temperature trends by year is performed, a conspicuous distinction is found 
between two slots of years, such as 1974–2014 and 2000–2014 (Table 4). During the second 
slot of years: 2000–2014, negative trends are found in the annual mean minimum temperature, 
as well as in both mean maximum and minimum temperatures in the winter season in the 
Tarai region, but found a positive trend in the annual mean maximum temperature in this slot 
of years. Conversely, positive trends are found in all three temperature conditions during the 
first slot of years: 1974–2014 except in the winter maximum temperature, which shows nega-
tive trend. Thus, the analysis of two slots of periods of years shows a decreasing temperature 
scenario, particularly during the winter season in the Tarai region.

3.2. Cold wave impacts on Tarai people

Cold waves generally occur in the Tarai region from mid-November to mid-February. On 
average, the duration of cold waves is found to be 8 days. In 2003, the duration of cold waves 
remained to be up to 60 days. However, the duration of cold waves prevailing in the Tarai has 
risen since 2004, compared to that in 2000 (Figure 2).

Record of hourly average temperature data shows that the peak cold temperature appears 
to remain from December to January, where minimum temperature goes below 5°C for few 
hours during night (Figure 3).

Vulnerable groups Total population % of vulnerable population

Under-five population 1,380,169 10.3

Expected pregnancies 350,497 2.6

Elderly population 534,018 4.0

Total 2,264,684 16.9

Source: [17, 21].

Table 2. Distribution of population of vulnerable groups in Tarai region, Nepal.
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There are altogether 30 different types of disaster events being recorded in Nepal [20]. Of 
these events so far recorded, cold wave is the most crucial one. It is as large and serious as 
damage of crops due to disaster (Table 5). The effect of the cold wave is found across the 
country (see also Figure 7), or primarily in the high mountain region, where there is cold in 
most of the year, which is, however, not so significant because there exists very thinly scat-
tered population, which mostly have been adapted to the cold climate. But it is crucially very 
significant in the Tarai region of Nepal, as it possesses largest population size and its poverty 
level is comparably large [17].

Figure 4 exhibits yearly trend of deaths of people due to cold wave, which is found to be 
increased exponentially at 13% per year. It is found that the number of deaths due to cold 
wave has speedily increased, particularly from the year 2000 onwards.

The magnitude of deaths of people due to cold wave in the Tarai is comparably large in 
the country, as shown in Figure 5. The total deaths from cold wave from 1974 to 2013 were 
recorded at 822. Of these total deaths, 89% took place in the Tarai region, followed by 9 and 
2% in the Hill and the Mountain regions, respectively [20, 22].

Temperature conditions (°C/year) 1974–2014 2000–2014

Annual maximum 0.021 0.031

Annual minimum 0.018 −0.040

Winter maximum −0.016 −0.062

Winter minimum 0.024 −0,024

Source: [19].

Table 4. Trends of maximum and minimum temperature trends in the Tarai region.

Physiographic regions Temperature trends °C per year (1974–2014)

Winter Pre-monsoon Monsoon Post-monsoon Annual

Maximum temperature

Tarai −0.004 0.018 0.036 0.028 0.021

Hill 0.046 0.049 0.055 0.052 0.052

Mountain 0.101 0.076 0.072 0.085 0.086

Minimum temperature

Tarai 0.025 0.015 0.015 0.013 0.018

Hill 0.004 0.004 0.014 0.006 0.010

Mountain −0.056 −0.021 0.013 −0.025 −0.015

Table 3. Seasonal temperature trends by physiographic regions, Nepal.
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The distribution of average number of deaths due to cold wave by district across the country 
is found to be varied remarkably. Figure 5 shows that the number of deaths due to cold wave 
in the Tarai region were higher in its central and eastern districts than other parts [20].

Further, the deaths of people due to cold wave in the Tarai region are found to have taken place 
in 4 months (Figure 6). The distribution of the deaths is that: it has reached peak in January, 
with 71.5% and followed it by December (22.0%), February (3.8%), and November (2.4%).

Figure 7 shows 2 years, 2004 and 2013, having the largest number of deaths due to cold wave 
in the Tarai. Though there is a fluctuation in the number of deaths due to cold wave, gradual 
rising of number of deaths is found since the year 2000 and more elevated trend of number 
of deaths since 2009.

Figure 2. Trend of duration of cold waves in Tarai region, 2000–2013.

Figure 3. Distribution of average hourly temperature by winter months, Tarai region.
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3.3. Age-specific vulnerable people

The number of deaths due to cold wave is found varied remarkably among the age groups 
of vulnerable people. Of the total deaths, about 60% were children below the age of 5 years, 
while the 35% elderly population occupied 35% and others the rest 5%.

3.4. Perception of the people

3.4.1. Cause of death

The perception survey indicated that the deaths of the people in the Tarai were mainly due 
to severe cold, as poor people (children and elderly) with inadequate living conditions (lack 
of warm cloths and poor house-huts) could not combat with the impacts of severe cold wave. 
The deaths are found due to diseases like pneumonia, ARI, influenza, COPD, asthma, fever, 
and hypothermia.

Description Cold wave % of cold wave among the total impacts due to disaster

Deaths of human beings 822 2.5

Injured due to cold wave 83 0.1

Indirectly affected—morbidity 2405 0.0

Economic losses (US$) 834,650,000 2.1

Damages of crops (Ha) 26906.5 2.6

Death of cattle 732 0.1

Source: [20].

Table 5. Impacts of cold wave in Tarai region (1974–2014).

Figure 4. Death trend due to cold wave during the years 1974–2013.
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3.4.2. Adaptation

Undoubtedly, impact of cold wave is severe among the local communities, whose economic 
status is poor, and also daily wage laborers are affected the most, as their wage works are hin-
dered due to cold wave. Normally, they use fuelwood to combat the cold wave but that is not 
adequate to manipulate the room temperature to bring to the normal standard. In response 
to this, the Government of Nepal is found distributing fire wood to the local inhabitants of 
certain pocket areas, and warm clothes to the new born baby and mother in the hospital dur-
ing delivery.

3.5. Mortality prediction

The prediction of number of deaths of people due to cold wave has been carried out by using 
multiple linear regression, based on the data of three variables such as minimum temperature, 

Figure 5. Spatial distribution of deaths due to cold wave by district in Nepal (1974–2013).

Figure 6. Total number of deaths in Tarai region from 1974 to 2013.
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maximum temperature and rainfall from 1974 to 2014. A significant regression equation was 
found at [F(3, 38) = 4.258, p < 0.05)], with an R2 of 0.252. The prediction of the number of 
deaths by employing the multiple linear regression is found equal to 814.84 + 20.07 (minimum 
temperature) − 40.70 (maximum temperature) − 0.561 (rainfall), where minimum tempera-
ture and maximum temperature are measured with degree centigrade (°C) and rainfall in 
millimeter (mm). Number of deaths of people is found to be decreased by 20 with an increase 
of 1° minimum temperature. On the other hand, the number of deaths is calculated at 54 
people with a decrease of 1°C of temperature and 0.56 deaths with each millimeter decrease 
in rainfall.

The multiple regression tool has been used to predict the number of deaths from 2000 to 
2013 considering the same three variables and the significant regression equation was found  
[F[3, 11] = 1.483, p < 0.05)], with an R2 of 0.29. Prediction of the number of deaths based on the 
multiple linear regression is equal to 980.45 − 32.442 (minimum temperature) − 25.695 (maxi-
mum temperature) − 0.066 (ml), where temperature conditions are measured with degree 
centigrade (°C) and rainfall is measured in millimeter (mm). The number of deaths is calcu-
lated to increase at 32, with a decrease of each degree in minimum temperature. Similarly, 26 
people are expected to die with decrease of 1° temperature and 0.066 deaths will occur with a 
decrease of each millimeter of rainfall.

4. Discussions

As other countries across the world, Nepal has also experienced increasing trend in aver-
age annual temperature as well as in minimum and maximum temperature conditions [26]. 
But however, since the last two decades, Nepal’s Tarai region has got a decreasing trend of 
minimum temperature in winter season, unlike other regions [19]. While attempts have been 
made to analyze the temperature trend, two slots of year duration such as 1974–2014 and 
2000–2014 were found as distinctive. In contrast to the trend of temperature conditions during 

Figure 7. Mortality per month/year due to cold wave in Tarai region.
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1974–2014, the analysis shows negative trends of minimum and maximum temperature con-
ditions in the winter season during 2000–2014 years, indicating increase in the number of 
cold days in the Tarai. Globally, the annual numbers of warm nights and cold nights have 
increased and decreased by about 25 and 20 days, respectively, since 1951 [27]. In Nepal, the 
annual numbers of cool days and cool nights have decreased by about 5 and 9 days, respec-
tively from 1971 to 2006, but however, during the same time period, the warm days have 
increased by about 16 days and warm nights have increased by only about 7 days [28]. It is 
interesting to note here that the decreasing trend of cool days and increasing trend of warm 
days are clearly seen at higher elevations in Nepal [28].

Death of people due to cold wave is increasing in the Tarai due to increasing duration of cold 
wave. Tarai region also suffers death of people from heat wave, as it is the hottest region of 
Nepal. However, the number of deaths due to cold wave is larger than that due to hot wave in 
the Tarai. The study of MoHA found that the number of deaths in the Tarai due to heat wave 
from May to August was 45 during the years 1974–2013, which was, however, quite low as 
compared to the 822 deaths due to cold wave from November to February during the same 
year duration [20]. The impact of heat wave was mostly on the elderly people, while that of 
cold wave was on children.

Death of people in the Tarai is found not only due to cold wave but also because of lack of 
facilities in living places or public hospitals [19, 26, 29]. For instance, during the severe cold 
months, the average indoor room temperature was found so low than the normal standard 
[13, 15]. Even in the hospitals, there was seldom provision of room heating system, resulted 
into death of neonatal and under-five children due to hypothermia and acute respiratory 
problem [15]. Further, there has been an increasing trend of mortality and morbidity due 
to respiratory diseases like ARI, COPD and cardiovascular diseases as a result of decreased 
temperature or cold wave in the Tarai region of Nepal [16]. The same study has predicted that 
there will be decrease in number of death of people by 2.68% due to ARI as per 1°C rise in 
minimum temperature. A study carried out in Sarlahi district of Tarai region found out that 
about 92% of new born babies born in winter suffered from the hypothermia [30]. Overall, 
only 10.7% of neonates have received optimum thermal care as per the WHO guidelines [15].

In addition to the deaths of people, there are other adverse impacts of cold wave in the Tarai 
region. Running schools and daily life and livelihoods of people usually are severely inter-
rupted by the cold waves, especially, the vulnerable people like children, elderly and preg-
nant with low-income groups, and homeless people and daily waged people are affected the 
most. It is found that cold wave is a risk factor for diseases like respiratory, cardiovascular, 
viral influenza and Rotavirus infection [16]. Further, during the onset of cold wave, there 
would be poor visibility leading to increasing trend of road injuries and interruptions in 
aviation industry, which ultimately hinder livelihood. Outbreaks of avian influenza have a 
highly seasonal pattern, with nearly all outbreaks occurring in January and February [31]. In 
mid-winter, especially, the Tarai region can experience cold waves, which often cause crop 
damage that may lead to famine [20, 32].

Undoubtedly, impact of cold wave is severe on the community, whose economic status is 
poor, and daily wage laborers are also affected the most, as their activities are hindered due 
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to cold wave. As they are poor, they burn locally available fuelwood or straw, which are 
also available in small quantity, to combat the cold wave, but this is found not adequate 
to manipulate the room temperature to bring to the normal standard. Government’s effort 
in this case is very crucial. The government agencies used to distribute fire wood in some 
pocket areas and warm clothes to the new born baby and delivered mother in the hospitals. 
Until now, these mere efforts so far undertaken by the government to address the adverse 
impacts of cold wave seem inadequate. As health is directly and indirectly affected by climate 
change via various pathways, there should be a priority focus on health in national adaptation 
sustainable plans for the medium- and long-term needs of all sectors, such as multisectoral 
preparedness plans [25, 26].

5. Conclusion and recommendation

It is evident that the average minimum temperature trend during the winter months is declin-
ing in the Tarai region of Nepal. The predictions of minimum and maximum temperature trend 
with regard to number of deaths have been made with different scenarios, that is, increasing or 
decreasing of 1°C affecting the change in number of death of people by using the modest model 
of multiple linear regression. Number of deaths due to cold wave in the Tarai has increased 
over the past two decades due to increasing duration of cold waves in the winter months. 
Adverse impacts are seen more on vulnerable groups of population such as under-five children 
and elderly. These are no doubt, the impacts due to global or regional warming, change in 
land uses, rapid urbanization, etc. It is urgently essential that the adaptation strategy and plans 
should be designed and implemented to address the increasing trend of cold wave in the Tarai 
region and other regions based on the findings and recommendations of the rigorous studies.
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1. Introduction

Natural disasters such as cyclones, earthquakes, floods, tsunamis, storm surges and heat-
waves have distressed the lives of the people around the world. The Asia-Pacific region is 
the most highly exposed to disasters in the world, with the highest overall disaster-related 
deaths, representing 75% of global mortality for the years between 1970 and 2011 [1]. Changes 
in the climate, sea level rise and the intensity of climatic disasters like tropical cyclones1, 

1 According to [2] small countries are more vulnerable to windstorms than other countries which can lead to a decline 
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droughts and floods have an extremely negative impact on economies, communities, house-
holds, people and physical assets [3, 4]. Developing countries are especially vulnerable to 
these impacts due to their underlying limited natural endowments, economic constraints and 
limited adaptive capacity [5]. Small Island Developing States (SIDS) are especially vulnerable 
to large-scale economic and environmental disasters, whereby their geography and size make 
them highly exposed and vulnerable, with less capacity to respond [6].

In the Pacific region, climate-related disaster risk has been increasing in the past decades, 
most likely because of increased exposure of people and economic assets. Within the Pacific 
SIDS, the smaller island states2 like of Tuvalu and Kiribati consist of low-lying3 stretches of 
atoll islands that are most vulnerable countries to climate change, sea level rise and climatic 
disasters4, particularly to destructive cyclones with associated storm surges that can easily 
flood large parts of the islands. By United Nations (UN) standards, smaller island states are 
mostly categorised as least developed countries (LDCs). Their vulnerability, exposure and 
economic status slow their graduation from being LDCs. We focus on Tuvalu and Kiribati 
as they are low-lying atolls and sovereign states within the Smaller Pacific Island States. In 
Tuvalu, natural disasters such as cyclones with associated storm surges often flood some 
islands, inflicting significant damage on the livelihoods and physical assets of the population, 
while imposing adverse effects on the economy and ecosystems.

The cyclone of 1972 is the worst event ever experienced by Tuvalu.5 However, there have been 
other noticeable strong storms in the recent past. A more recent event, in 2015, was a distant 
cyclone (about 1000 km away) called Tropical Cyclone Pam (TC Pam), affecting the islands of 
Tuvalu with estimated damage and losses of 10% of GDP [9]. The changes in weather patterns 
and the threat of rising sea levels due to climate change further aggravate these threats.

This inquiry reviews the growing body of the recent literature on disaster risk and associated 
components influencing it. We aim to understand the concepts of disaster risk in order to rec-
ognise its challenges, opportunities and implications for SIDS, particularly low-lying islands 
like Tuvalu. Through this, we can acquire ideas of what is needed to improve disaster risk 
management (DRM) and ways to advocate for and strengthen disaster risk reduction (DRR) 
efforts. Reviewing the literature on disaster risk will also situate this research in its broader 
context, in order to provide direction for future research in this growing field, with the focus 
on small island states.

2 Smaller island states classified under the Pacific Islands Forum comprise Cook Islands, Federated States of Micronesia, 
Kiribati, Marshall Islands, Nauru, Niue, Palau and Tuvalu.
3 Ref. [7] stated that the whole land in Tuvalu lies below 5 m.
4 Vulnerable to natural disasters in per capita terms.
5 Ref. [8] stated that ‘In October 1972, cyclone “Bebe” hit Tuvalu, killing several people destroying millions of dollars 
worth of property. The capital atoll of Funafuti was engulfed by waves from both the ocean and lagoon side, with a huge 
19 km long, 30–40 m wide and 4 m high embankment (called a “storm ridge”) being formed as a consequence of the 
waves moving huge quantities of sediments. The storm damaged houses, infrastructure, boats, coconut trees, the reef 
flats and caused extensive scouring of the islets in the atoll.’ (See http://www.janeresture.com/hurribebe/hurricanebebe2.
htm for full details of the impact of cyclone Bebe on Funafuti Island, including documented stories from seven people 
who experienced the devastation of the event).
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2. Disaster risk

Natural disasters affect people worldwide, causing losses and damages. Climate change and 
its influence on the frequency and intensity of natural disasters have been part of the emer-
gence of the new branch of economic research on the economics of disasters.

Ref. [10] defined disaster as ‘a serious disruption of the functioning of a community or a 
society involving widespread human, material, economic or environmental losses and 
impacts, which exceeds the ability of the affected community or society to cope using its 
own resources’. Here, disasters are being described in relation to exposure, vulnerability 
and coping mechanisms. The definition of disaster risk reflects on the meaning of disasters; 
disaster risk is not only the likelihood of a disastrous event but also often associated with 
mechanisms that inflate the impacts of such events. Particularly, disaster risk is a function 
of three interlinked components: hazard, exposure and vulnerability [11]. By definition, [10] 
refers to disaster risk as ‘the potential disaster losses, in lives, health, status, livelihoods, assets 
and services, which could occur to a particular community or a society over some specified 
future time period’.

Refs. [12, 13] elaborate on the framework of the ‘dual-faced’ character of nature that presents 
a set of possible opportunities and possible hazards, emphasising that disasters are not solely 
driven by the natural environment but also influenced by human activities, that is, they are 
the product of political, social and economic environments. They also introduced a concep-
tual framework that defines and explains the relationship between risks, hazards and vulner-
ability. This pressure and release (PAR) framework illustrates that the intersection of hazard, 
vulnerability and coping and recovering capacities correspond to disaster risk. Moreover, [13] 
advanced the framework of ‘progression and vulnerability’ comprising of root causes, dynamic 
pressures and fragile livelihoods and unsafe locations.6 This framework reflects the fact that 
limited access to resources that allow for risk reduction impedes coping and recovery mecha-
nisms for hazards. Nevertheless, disaster risk and its underlying components (hazard, expo-
sure and vulnerability) are changing in relation to the changes in the environment and political, 
economic and social aspects of society [11].

2.1. Hazard

Hazard is widely recognised as an extreme natural event or process [13], a potential harmful 
event or process [4], or a hazardous phenomenon [14]. In the past, natural hazards and their 
characteristics were the main focus of discourses relating to disasters.

In addition to naturally occurring hazards, the evolution of the way we look at disasters has 
unfolded new components of disaster risk and extended its scope. [10] refers to hazard as ‘a 
dangerous phenomenon, substance, human activity or condition that may cause loss of life, 

6 ‘Root causes’ in this context centres around existing social, economic (e.g. distribution of resources, wealth and power) 
and political structures. ‘Dynamic pressures’ concerns with societal deficiencies (relating to economic opportunities) 
and lack of macro forces. Unsafe conditions are specifically associated with the situation facing vulnerable people in a 
given time and place.
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injury or other health impacts, property damage, loss of livelihoods and services, social and 
economic disruption or environmental damage’. Recently, [11] defined hazard as the likeli-
hood and intensity of a potentially destructive natural phenomenon, such as ground shaking 
induced by an earthquake or extreme winds associated with a cyclone.

Generally, hazard is interpreted as an influence that can adversely affect a system’s valued 
attributes. Ref. [15] noted that there has been a paradigm shift in the development literature 
on hazards and disasters, from assessing hazard to analysing vulnerability and building com-
munity resilience.

2.2. Exposure

Ref. [11] defined exposure as the location, attributes and value of people and assets (such as 
buildings, agricultural land and infrastructure) exposed to the hazard. Ref. [4] broadly refers 
to exposure as the external environment that determines the shocks to which a system is 
subject. Ref. [16] postulated that exposure is the ‘degree, duration, and/or extent in which the 
system is in contact with, or subject to, the perturbation’. Ref. [17] described exposure more 
discretely by referring to it as ‘the likelihood that an individual in a given location is exposed 
to a given type of climate-related hazard event over a certain period of time’. They also esti-
mated population exposure to climate-related hazards (e.g. cyclones, droughts and floods) 
using gridded datasets, with which they calculated the population exposure by the relative 
hazard frequency in a certain area weighted by the population density frequency. As a result, 
they ranked countries by population exposure to these extreme events.

Ref. [14] refers to exposure as the location of people, production, infrastructure, housing and 
other tangible human assets in hazard-prone areas. Ref. [10] defined exposure as ‘people, prop-
erty, systems, or other elements present hazard zones that are thereby subject to potential losses’. 
The poor are exposed to disasters [18], and, further, poor people are often, but not always, more 
exposed to hazards [19]. Ref. [20] developed an exposure model for hazard risk assessment from 
a Country Disaster Risk Profile (CDRP) which complements vulnerability and hazard models.

2.3. Vulnerability

Ref. [21] posited that the scientific use of ‘vulnerability’ has its roots in geography and natural 
hazard research but has become a central concept in many other research contexts. Vulnerability 
is defined as the potential extent to which physical, social, economic and environmental assets 
may become damaged or disrupted when exposed to a hazard event [11]. Vulnerability is a 
complex term with no consensus on its meaning, though it tends to include various factors 
that have the potential to be damaged or harmed by a hazard event. For instance, on a physi-
cal scale, it refers to physical vulnerability when looking at the level of damage sustained by 
built structures due to a hazard event. On the social level, it refers to ‘social vulnerability’ 
(also known as ‘socio-economic vulnerability’ or ‘socio-economic resilience’) where damage 
relates to livelihood and other social factors that influence a community’s ability to respond 
to, cope with and recover from a disaster [11]. Social vulnerability can affect the number of 
casualties, the loss or disruption sustained and a community’s subsequent recovery time. 
Similarly, [10] defined vulnerability as ‘the characteristics and circumstances of a community, 
system or asset that make it susceptible to the damaging effects of a hazard’.
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Vulnerability is often seen as a potential for weakening the capacity of an individual or group 
to face, cope, resist, respond to and recover from the impacts of natural and anthropogenic 
hazards. Ref. [22] comprehensively outlined the analysed vulnerability framework and its 
components—exposure, sensitivity and resilience—which are linked to dynamic factors 
beyond the system. The degree of vulnerability and capacity to respond to and recover from 
disasters are often determined by physical, economic, social and political factors. Through 
this, vulnerability is often connected to poverty. To better respond to these disasters, there is 
a need for reducing hazard impact (through preparedness, mitigation, prediction, etc.), build-
ing and strengthening capacities to resist and cope with hazards and attempting to reduce 
sources of vulnerability (e.g. through poverty reduction, good governance, equality, acces-
sibility to resources and livelihoods).

Ref. [23] argued that the extent of disaster risk depends on natural hazards and vulnerability. 
They also support the argument that there is a higher level of vulnerability in the urban areas 
due to higher population density. As poorer households tend to reside in riskier urban areas 
[24], they are more likely to face rising costs and relatively higher losses and damages during 
disasters. Normally, the poor are more affected due to economic and social attributes [12]. 
At the macro-level, [23] further illustrates the notion of the ‘inverted U’ relationship between 
economic development and disaster vulnerability, indicating that middle-income countries 
are specifically vulnerable to natural disasters. Ref. [25] strengthened the link between 
poverty and disaster for Bangladesh arguing that the poor are not only more vulnerable 
to natural events but also have less ability to access resources due to factors such as social 
and political identity, kinship, social networks, financial capacity, political connections and 
rivalry. They argued that the dynamics of livelihoods, local power, resilience and cyclones are 
interconnected.

Ref. [26] examined climate justice for SIDS like the Caribbean islands and argued that factors 
driving vulnerability pointed to centuries of economic neglect and political marginalisation 
that are strongly related to communities’ socio-economic characteristics, geographic locations, 
heavy reliance on land-based resources and the capacity to adapt to climate change. Refs. [26, 27] 
stressed that vulnerability to negative impacts of climate change is partly a function of different 
coping and adapting capabilities of various groups of people in developing countries. Ref. [26] 
further argued that vulnerability to climatic impacts is inherently developmental as differentiated 
levels of exposure and sensitivity to natural hazards are partly created by social and economic 
inequalities, as well as accessibility of land-based resources, assets and government support. Ref. 
[27] strengthened the notion that vulnerability and capacities to cope with natural hazards differ 
due to differential accessibility to resources (e.g. natural, physical, human, social and political).

On the other hand, economic vulnerability is well documented in the literature from both con-
ceptual and empirical viewpoints. Most studies in this stream point to the small island states 
as highly vulnerable to exogenous shocks due to their high degrees of economic openness and 
export concentration [28]. SIDS are most vulnerable to disaster risks due to increasing inten-
sity of cyclones and sea level rise. Ref. [29] recognised the vulnerability of SIDS to disasters 
and the lack of economic resilience arising from the relative inability of these countries to face 
forces of scales out of their capacity to deal with independently. Ref. [30] emphasised that 
measuring risks and vulnerability is imperative in promoting disaster resilience in hazard-
prone areas.
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sity of cyclones and sea level rise. Ref. [29] recognised the vulnerability of SIDS to disasters 
and the lack of economic resilience arising from the relative inability of these countries to face 
forces of scales out of their capacity to deal with independently. Ref. [30] emphasised that 
measuring risks and vulnerability is imperative in promoting disaster resilience in hazard-
prone areas.
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2.4. Resilience

Refs. [16, 31–33] all believed that the literature on resilience emerged from the ecology disci-
pline, as an offspring of an influential paper by [34] called ‘Resilience and stability of ecologi-
cal systems’. [15] outlined the various definitions of community resilience. Ref. [35] argued 
that definitions reflect on the nature of a system (e.g. ecological, economic, social or political). 
For instance, the literature and different organisations have their own definitions for disas-
ter resilience. Ref. [33] proposed a framework called the Disaster Resilience of Place (DROP) 
model and emphasised that there is more to articulate about the relationship between vulner-
ability, resilience and adaptive capacity. They distinguish ‘vulnerability’ as the characteristic 
that creates the potential for harm and ‘resilience’ as the ability to respond to and recover 
from disasters. Similarly, although [28] argued that risk is determined by the two elements, 
namely, exposure and coping ability, they associate exposure to vulnerability and coping 
ability to resilience.

Many terms were used to describe the various efforts to reduce risk, namely, preparedness, 
public awareness, prevention, adaptation, resistance, mitigation, response and so on. Ref. [10] 
refers to resilience as ‘the ability of a system, community or society exposed to hazards to 
resist, absorb, accommodate to and recover from the effects of a hazard in timely and efficient 
manner, including through the preservation and restoration of its essential basic structures 
and functions’. With the increasing global threat of climate change and associated disasters, 
measuring resilience has increased in popularity with efforts attempting to build resilience 
to climate change and disasters. Consequently, many papers have emerged with definitions, 
concepts and indicators for measuring resilience. These concepts are often complexly inter-
related. Other studies by [36] identified economic indicators of resilience based on impact, 
outcome, output and input.

Furthermore, [37, 38] compared ‘economic vulnerability’ and ‘economic resilience’ to explain 
the phenomenon known as the ‘Singapore Paradox’.7 This is a phenomenon based on the fact 
that even though the small island state of Singapore is highly exposed to exogenous shocks, 
still they achieved and attained high levels of economic growth and GDP per capita.8 The 
importance of economic resilience to disasters was highlighted by [36] as an enabler of many 
broader development goals.

Building resilience requires a clear concept of ‘resilience’ itself. Reflecting on the complications 
of civil society and the thinking behind disasters in relation to society, it is not surprising that 
various disciplines have diverse definitions of ‘resilience’. However, there are commonalities 
apparent in these definitions, and this is fundamental in establishing a resilience paradigm. 
With more clarity and consensus on the definitions, disaster resilience can be more achievable 
with less confusion. Consequently, an evolution in defining ‘resilience’ has steadily enhanced 
the way we conceptualise disaster resilience.

7 See [39] for more discussion on ‘economic vulnerability’ and ‘economic resilience’.
8 This case can be explained by its ability to face external shocks through building resilience. Unlike other isolated small 
island states like Tuvalu and Kiribati, Singapore has geographical advantages (port, location is heavily populated in 
the region) as a trade centre, with the presence of multinational companies on its shores. Therefore, Singapore has the 
potential to build economic resilience.
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On a more practical level, [40] employed a resilience index measured as a ratio of prepared-
ness (capacity to overcome a disaster) to vulnerability (exposure towards a disaster). Ref. [18] 
revealed the 3D resilience framework, whereby resilience arises as a result of the three capaci-
ties, namely, absorptive, adaptive and transformative capacities. On the other hand, [41] mod-
elled infrastructure resilience by quantifying resilience as a function of absorptive, adaptive 
and restorative capacities. They refer ‘absorptive’ as the capacity of a system to absorb or 
withstand the impact of disruptive events and minimise the consequences, ‘adaptive’ as the 
capacity of a system to adapt and overcome a disruption, and ‘restorative’ as the capacity of a 
system to repair and restore from a disruption.

3. Measurements of disaster risk

In the economic community, there are available econometric methods to measure disaster risk 
(or disaster impact). Most use time series, cross section and panel data to identify the relation-
ship of explanatory variables on disaster risk (or disaster impact). Ref. [42] showed how the 
impacts of disasters can be measured by referring to a model of the form:   Y  

it
   = α + β  X  

it
   + γ  DIS  

it
   +  ε  

it
    

where   Y  
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the error term. They also show other extended models using other estimation methodologies.

Other studies like [43, 44] suggested that disaster risk is a function of hazard, vulnerability 
and capacity. However, discourse surrounding the definition of ‘resilience’ compared to 
‘capacity’ has resulted in diverse perspectives and formulations of disaster risk. Following 
definitions from [10, 44] modified the formula proposed by [43] arguing that disaster 
risk should be a function of natural hazards, vulnerability, exposure and resilience. They 
argued that this modification better reflects on the underlying purpose of disaster risk 
reduction (DRR) in reducing vulnerability and exposure to hazard while building resil-
ience for potential impacts. Measuring of disaster risk in this manner has become popular 
with the increasing intensity of disasters and associated costs (loss and damage) over time, 
which has in turn generated the emerging focus of research in this area followed by exten-
sions in definitions and concepts. Ref. [45] breaks down the effects of disasters into direct 
damages (affected assets) and indirect losses (affected flow of goods and services).9 These 
developments, extensions and interactions (capturing resilience, adaptability, responses 
and other factors) are useful in identifying areas in need of building resilience for disas-
ters. This has made measuring and building of resilience an essential tool for reducing 
disaster risk.

The conceptual framework for risk under the PAR framework [12] discussed earlier outlines 
an equation of the form where  Risk = Hazard × Vulnerability . Nevertheless, an extension was for-
mulated based on the [46] expressing the crucial role of natural hazards, exposure and vul-
nerability in measuring disaster risk. This widely used formulation within the disaster risk 

9 See [42] for more discussion on natural disasters and the economy.
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On a more practical level, [40] employed a resilience index measured as a ratio of prepared-
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withstand the impact of disruptive events and minimise the consequences, ‘adaptive’ as the 
capacity of a system to adapt and overcome a disruption, and ‘restorative’ as the capacity of a 
system to repair and restore from a disruption.

3. Measurements of disaster risk

In the economic community, there are available econometric methods to measure disaster risk 
(or disaster impact). Most use time series, cross section and panel data to identify the relation-
ship of explanatory variables on disaster risk (or disaster impact). Ref. [42] showed how the 
impacts of disasters can be measured by referring to a model of the form:   Y  

it
   = α + β  X  

it
   + γ  DIS  

it
   +  ε  

it
    

where   Y  
it
    denotes disaster impact of interest,   DIS  

it
    is a measure of the immediate impact of disas-

ter on country  i  at time  t ,   X  
it
    is the typical vector of control variables affecting   Y  

it
   , and   Y  

i,t−1
   , and   ε  

it
    is 

the error term. They also show other extended models using other estimation methodologies.

Other studies like [43, 44] suggested that disaster risk is a function of hazard, vulnerability 
and capacity. However, discourse surrounding the definition of ‘resilience’ compared to 
‘capacity’ has resulted in diverse perspectives and formulations of disaster risk. Following 
definitions from [10, 44] modified the formula proposed by [43] arguing that disaster 
risk should be a function of natural hazards, vulnerability, exposure and resilience. They 
argued that this modification better reflects on the underlying purpose of disaster risk 
reduction (DRR) in reducing vulnerability and exposure to hazard while building resil-
ience for potential impacts. Measuring of disaster risk in this manner has become popular 
with the increasing intensity of disasters and associated costs (loss and damage) over time, 
which has in turn generated the emerging focus of research in this area followed by exten-
sions in definitions and concepts. Ref. [45] breaks down the effects of disasters into direct 
damages (affected assets) and indirect losses (affected flow of goods and services).9 These 
developments, extensions and interactions (capturing resilience, adaptability, responses 
and other factors) are useful in identifying areas in need of building resilience for disas-
ters. This has made measuring and building of resilience an essential tool for reducing 
disaster risk.

The conceptual framework for risk under the PAR framework [12] discussed earlier outlines 
an equation of the form where  Risk = Hazard × Vulnerability . Nevertheless, an extension was for-
mulated based on the [46] expressing the crucial role of natural hazards, exposure and vul-
nerability in measuring disaster risk. This widely used formulation within the disaster risk 

9 See [42] for more discussion on natural disasters and the economy.
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community is simply expressed as  Risk = Hazard × Exposure × Vulnerability . They translate disaster risk 
as the multiplicative function of hazard, vulnerability and exposure. Typically, it is expressed 
as   Y  
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    for panel data, where the depen-

dent variable   Y  
it
    is typically represented by direct impact on either people (losses or lost lives) 

or assets (e.g. direct damage costs) as a result of a disaster on unit  i  at time  t , while the explana-
tory variables of   Hazard  

it
   ,   Exposure  

it
    and   Vulnerability  

it
    are vectors of characteristics and measures that 

represent them. Recently, [47] extended the risk framework to capture both risks to assets and 
well-being by including a measure of socio-economic resilience in his risk assessment.

4. Policy implications

Ref. [5] stressed that people previously affected by natural disasters are more risk averse than 
those unaffected. For small and low-lying islands like Tuvalu, preparedness for tsunamis is a 
complex problem as there are no high grounds worthy to be safe zones. The option of reset-
tling or moving to safer places is almost impossible in Tuvalu, because of limited lands and 
economic and legal constraints. Most of the people live close to the coasts, not by choice but by 
the limited lands available.10 For Tuvalu, it is much safer in the outer islands than in the capital 
island Funafuti (urban) since the elevation is a little higher, there is more land area, and they 
are less populated. But, most economic opportunities are in Funafuti.

Transferring financial risk through insurance does not exist in Tuvalu, but this is recognised as 
a financial resilience tool to extreme climatic events like cyclones [48]. Ref. [49] points out the 
importance of having better institutions in a country in lowering human and economic losses 
from natural disasters. He also postulates on the non-linear relationship between economic 
development and economic disaster losses. Social networks at the local level are vital for 
 community resilience and recovery from disasters [50–52]. Often, community resilience is a 
foremost response to disaster impacts [53] and also acts as informal insurance after disasters [54].  
For small islands like Tuvalu, where almost everyone knows their neighbours (relatives and 
friends) and people on their islands, local social networks and communities are central to 
disaster response and recovery efforts.

It is commonly agreed that climate change will displace millions of people worldwide. 
However, low-lying islands in the Asia-Pacific are at the forefront of both disasters and envi-
ronmental change. Migration is the last option when security and the lives of the people are 
at high risk. Despite this global problem, there are no provisions under international laws to 
protect those who will be forced to migrate due to environmental causes. Ref. [55] distinguish 
‘economic migration’ from ‘distress migration’ based on household resources, capabilities 
and decisions. ‘Migration with dignity’ is a concept often advocated by some Pacific leaders 
[56, 57].

Migration is seen as a survival strategy for people experiencing environmental problems, 
but not the only available strategy [58]. Ref. [59] outlines three options: stay and do nothing 

10 With overall land area of 25 km2 and a population of 10,000 people.
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and accept the costs, stay and mitigate the changes, or leave the affected areas. In relation to 
ecological conditions, migration decisions are complex and linked to multiple vulnerabilities; 
therefore, relocation can be the only sustainable option as an adaptation strategy [60].

5. Applicability of the disaster risk model on SIDS

The components of disaster risk—hazard, exposure and vulnerability—interact to determine 
very high risk in most SIDS. Increases in the levels of these components will increase total 
risk and lead to greater damages and losses associated with disasters. Understanding and 
quantifying these risks in order to measure and propose risk reduction options are therefore 
of vital importance.

The two types of extreme events that often devastate the livelihoods of the people in SIDS 
are tropical cyclones and droughts. Throughout the last decade, SIDS in the Pacific has expe-
rienced some of the most severe disasters in its history. To our knowledge, these were some 
of the few declared disasters by the government of Tuvalu since TC Bebe in 1972.11 Further, 
the intensity of disaster events has been increasing, as observed in the recent TC Pam, which 
caused devastation even though it was a distant cyclone to low-lying islands like Tuvalu 
and Kiribati. Likewise, these islands experienced one of the longest droughts in 2011. These 
extreme events were evaluated to be national disasters for Tuvalu that forced the government 
to declare states of emergencies.

For these small and low-lying islands, exposure at the household level can relate to the dis-
tance of the household from the coast and its elevation, as these are likely to be some of the 
determining factors of disaster risk given the size of the islands and low ground elevation. 
While these small and low-lying islands are considered very exposed to hazards because of 
their geographical setting, some islands may be more vulnerable and exposed because of 
combinations of other factors. For instance, apart from distance to the coast and elevation, 
some islands have lagoons and islets that can serve as shields during strong winds, while 
others have none. The width of the island is another factor: for instance, the capital island 
Funafuti is no more than 900 m in width, with an average of 347 m on average in land width 
for residential areas. The impact of a cyclone depends mostly on its distance from the islands 
and its trajectory, but the above are some of the extra characteristics and challenges facing 
small and low-lying islands that need to be included in defining exposure to disasters.

A vulnerability index for the natural environment called the Environmental Vulnerability 
Index (EVI) was developed by the South Pacific Applied Geoscience Commission (SOPAC) 
and the United Nations Environmental Programme (see [61]), whereby most of the atoll 
islands including Tuvalu were classified as extremely vulnerable countries (see [62]). Most 
low-lying Pacific Islands are least developed country (LDC), and as such, they have always 
been vulnerable to climatic disasters, mainly due to their geographical settings and economic 

11 TC Bebe track passed over Tuvalu, specifically between the islands of Funafuti and Nukulaelae, based on the tropical 
cyclone map by the Australian Severe Weather at http://www.australiasevereweather.com/tropical_cyclones/1972_1973/
jtwc/tropical_cyclone_bebe.htm.
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and accept the costs, stay and mitigate the changes, or leave the affected areas. In relation to 
ecological conditions, migration decisions are complex and linked to multiple vulnerabilities; 
therefore, relocation can be the only sustainable option as an adaptation strategy [60].

5. Applicability of the disaster risk model on SIDS

The components of disaster risk—hazard, exposure and vulnerability—interact to determine 
very high risk in most SIDS. Increases in the levels of these components will increase total 
risk and lead to greater damages and losses associated with disasters. Understanding and 
quantifying these risks in order to measure and propose risk reduction options are therefore 
of vital importance.

The two types of extreme events that often devastate the livelihoods of the people in SIDS 
are tropical cyclones and droughts. Throughout the last decade, SIDS in the Pacific has expe-
rienced some of the most severe disasters in its history. To our knowledge, these were some 
of the few declared disasters by the government of Tuvalu since TC Bebe in 1972.11 Further, 
the intensity of disaster events has been increasing, as observed in the recent TC Pam, which 
caused devastation even though it was a distant cyclone to low-lying islands like Tuvalu 
and Kiribati. Likewise, these islands experienced one of the longest droughts in 2011. These 
extreme events were evaluated to be national disasters for Tuvalu that forced the government 
to declare states of emergencies.

For these small and low-lying islands, exposure at the household level can relate to the dis-
tance of the household from the coast and its elevation, as these are likely to be some of the 
determining factors of disaster risk given the size of the islands and low ground elevation. 
While these small and low-lying islands are considered very exposed to hazards because of 
their geographical setting, some islands may be more vulnerable and exposed because of 
combinations of other factors. For instance, apart from distance to the coast and elevation, 
some islands have lagoons and islets that can serve as shields during strong winds, while 
others have none. The width of the island is another factor: for instance, the capital island 
Funafuti is no more than 900 m in width, with an average of 347 m on average in land width 
for residential areas. The impact of a cyclone depends mostly on its distance from the islands 
and its trajectory, but the above are some of the extra characteristics and challenges facing 
small and low-lying islands that need to be included in defining exposure to disasters.

A vulnerability index for the natural environment called the Environmental Vulnerability 
Index (EVI) was developed by the South Pacific Applied Geoscience Commission (SOPAC) 
and the United Nations Environmental Programme (see [61]), whereby most of the atoll 
islands including Tuvalu were classified as extremely vulnerable countries (see [62]). Most 
low-lying Pacific Islands are least developed country (LDC), and as such, they have always 
been vulnerable to climatic disasters, mainly due to their geographical settings and economic 
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characteristics. Population density on the capital islands, for instance, Funafuti of Tuvalu 
where the population density is 2220 people per square kilometre, is another issue.12 The 
constant increasing population density in hazardous areas [49] is evident on Funafuti with 
the population distribution of 42.5% (in 1991), 47% (in 2002) and 57.2% (in 2012).13 However, 
socio-economic characteristics such as access to resources, communications and transportation 
(particularly for those in the outer islands) make some people more vulnerable than others.

Ref. [64] measured the burden of disasters on PICs using two global datasets [Emergency 
Events Database (EMDAT) and the Disaster Inventory System website (desinventar.net)] 
and concluded that these commonly used datasets immensely underestimate the burden of 
disasters on the PICs, particularly atoll nations [65]. He also compared the burden of disasters 
between PICs and the Caribbean islands to find that the burden of disasters is far more signifi-
cant in the Pacific and also identified Tuvalu as the most exposed country in per capita terms. 
In per capita terms, the Pacific Islands face the highest disaster risk globally [65].

With increasing occurrences of cyclones in the Pacific region, Tuvalu has to strengthen DRM, 
response and coordination efforts and reduce disaster risk (e.g. prevention, preparedness and 
early warning systems). Here, we need to understand first the hazards and the exposure and 
vulnerability of people and assets to those hazards. Being able to identify exposure and vul-
nerability and quantify the current risks and potential impacts of hazards is crucial in making 
decisions for prevention.

6. Conclusion

The conceptual framework of disaster risk discussed is an essential stepping stone for more 
research, thus contributing to more knowledge about disaster risk and DRM in SIDS. Firstly, 
there is a need to examine the vulnerability and exposure of Tuvalu to climatic disasters at the 
household level. As such, using the available household data, geographic and topographic 
information are crucial in assessing exposure differentials between households. Here, we can 
also construct hardship profiles, hardship and exposure maps for households and islands to 
determine who are more likely to reside in highly exposed areas to disasters. With geo-coded 
locations linked to household surveys, we can employ spatial regression models.

Secondly, to truly examine the impact of disasters on Tuvalu, we need to conduct a household 
survey to quantify the impacts of a disaster following the conceptual framework of disaster 
risk and its associated components of hazard, exposure and vulnerability. We can also extend 
this conceptual framework to include responsiveness to disasters as an additional compo-
nent of disaster risk. Through this, we can estimate loss and damage costs and construct 

12 Author’s calculations based on the Tuvalu Census 2012 in [63]. For comparison purposes, [7] stated that Tuvalu is 
‘relatively highly densely populated at 437 people per sq km compared with an estimated 337 for India (1997), although 
Bangladesh one of the most densely populated countries in the planet has an estimated density of around 883 people 
per sq km’.
13 See [63]. In absolute values, population on Funafuti in 1991, 2002 and 2012 were 3839, 4492 and 6194, respectively.
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hypothetical policy scenarios for disaster risk reduction policies. Given the geographical set-
tings of low-lying atoll islands, it is imperative to assess the impact of distant cyclones and its 
associated storm surge that often lead to flooding in the islands.

Last but not least, SIDS often face financial difficulties imposed by climate and disaster risks, 
especially for quick response and recovery. The fact that some SIDS do not have an insurance 
mechanism and often rely on aid for disasters stimulates our interest in developing a poten-
tial financial instrument for disaster risk management. Although there are other potential 
financial instruments, one option is to use their sovereign wealth funds (SWF) to contribute 
into a disaster fund that can then be used as a buffer for ex-post disaster risk management. 
We can quantify appropriate financial levels of support for expected disasters by calculating 
expected average annual loss (AAL). Moreover, we can assess the long-term sustainability of 
the SWF by forecasting its expected performance and therefore determine the feasibility of 
contributing to a disaster fund.
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