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Preface

The importance of atmospheric turbulence has increased in recent years in relation to differ‐
ent topics, such as understanding the turbulence layer for communications. Laser beam
propagation can create a large number of optical link applications which can lead to the cre‐
ation of such free-space optical (FSO) communications.

The fluctuations in the index of refraction of the atmosphere result in many optical effects
long known to astronomers. Some of these multiple effects—such as twinkling, quivering,
tremor disc, dancing, wandering, breathing, image distortion, and boiling—still require
complete description and modelization. While previous applications have focused on the
characterization of  atmospheric turbulence limiting the laser propagation, the advent of
free-space-enabled communications requires novel methods for secure and robust links in
response to a growing need for high-speed and “free from electromagnetic interference”
communication systems. Links between satellites, ground stations, unmanned aerial vehi‐
cles, high buildings in the city for local and metropolitan area networks, and other nomadic
communication partners are of practical interest.

In many cases, this has also led to the development of other related areas of research, such
as underwater optical propagation. An important characteristic of this area of atmospheric
turbulence is that it has been explored by multiple communities such as astronomy, optical
metrology, and environmental analysis. In many cases, these communities tend to have
some overlap, but are largely disjointed and carry on their research independently.

One of the goals of this book is to bring together researchers of different communities in
order to maximize the cross-disciplinary understanding of this area. Another aspect of the
subject of atmospheric turbulence is that there seems to be a distinct set of researchers work‐
ing on newer aspects of atmospheric turbulence in the context of emerging research into, for
example, urban atmospheric layers, urban metrology, probing the atmosphere, and measur‐
ing fluid flow.

This book is also an attempt to discuss both the current and modern aspects of FSO commu‐
nication in a unified way. Chapters are devoted to various techniques to enhance FSO com‐
munication system performance. Other chapters are concerned with atmospheric turbulence
measurements.

In addition, the book also demonstrates different aspects of FSO communications in the con‐
text of modern applications in information networks. Many new results, such as turbulent
flows in industrial applications and atmospheric phenomena, have also been explored for
the first time in this book.
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Each chapter in the book is structured as a comprehensive survey which discusses the key
models and results for the particular area. In addition the future trends and research direc‐
tions are presented in each chapter. It is hoped that this book will provide a comprehensive
understanding of the area for students, professors, and researchers.

I would like to acknowledge all the colleagues who assisted me in the making of this book
with their fruitful discussions.

Régis Barillé
Laboratory MOLTECH-Anjou

University of Angers, France
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1. Introduction

This book presents some of the last results concerning the atmospheric turbulence and all its 
effect on the propagation of light beam. This domain of research covers some related applica-
tions to optical communications and the understanding of new optical effects due to atmo-
spheric conditions.

The process of optical beam propagation through random media has been studied for many 
years and has followed the development of the laser technology. The term random medium 
or turbulent medium means that the index of refraction of the medium exhibits random spa-
tial variations with dimensions larger than the optical wavelength of the propagating opti-
cal beam. Fluctuations in the refractive index in air, i.e., air density, are caused mainly by 
temperature variations affecting the wave front of a light beam. Atmospheric refractions can 
cause spatial and temporal (intensity) variations in propagating beams. The fluctuations in 
the index of refraction of the earth’s atmosphere result in many optical effects well-known to 
astronomers. Some of these effects are twinkling (variation of image brightness), quivering 
(displacement of image from normal position), smearing of the diffraction image, wander-
ing (continuous movement of a star image about a mean point), wandering (slow oscillatory 
motions of the image for a period of approximately 1 minute and angular excursions of a few 
seconds of arc), pulsation (fairly rapid change of size of the image), image distortion, and 
boiling (time-varying nonuniform illumination in a larger spot image) [1, 2].

The first studies concerning the propagation of unlimited plane waves and spherical waves
through random media led to the classical books published in the early 1960s by Tatarskii, Wave
Propagation in a Turbulent Medium, and LA Chernov, Wave Propagation in a Random Medium. VI
Tatarskii predicted based on his theory considering weak fluctuations that the correlation width
of the irradiance fluctuations is on the order of the first Fresnel zone L/k where L is the distance

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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to the source and k is the wave number. Their results concerning optical scintillation were only 
limited to weak fluctuations. However, in the case of high turbulence, saturation effects of 
optical waves occur and were first experimentally demonstrated later by ME Gracheva and AS 
Gurvich in 1965. The publication of this work stimulated a lot of theoretical and experimental 
studies related to irradiance fluctuations under conditions of strong turbulence. So, the base 
for the development of studies concerning turbulence effects on laser beam in atmospheric 
turbulence was set down. Later in the aim to better improvements of the theoretical bases of the 
saturation phenomenon, several qualitative models describing the underlying physics associ-
ated with amplitude or irradiance fluctuations were developed in the mid-1970s. A generaliza-
tion of the Tatarskii’s physical optics model was published where the loss of spatial coherence 
of the wave as it propagates into the strong fluctuation regime was included.

Until now, there are no easy solutions to deal the problem of irradiance fluctuations that applies 
to all conditions of optical turbulence for the propagation of electromagnetic waves. This prob-
lem recently gains importance since free space optical communications (FSO) is now common 
for point-to-point communications not only between fixed locations on land but also for com-
munication between moving platforms like vehicles on land, on the surface of the sea, in air, 
and in space [3]. Free space communications imply that it is not practical or impossible to use 
optical fiber technology to connect the points that need to communicate or exchange data. Since 
the beginning of the twenty-first century, there is a growing interest in increasing the capacity of 
free space telecommunication systems to eventually the pending bandwidth limitation. The cur-
rent development of new protocols in free-space optical communication requires the knowledge 
of light beam propagation in a turbulent medium and the possibility to change the laser beam 
parameters (beam shape, coherence, etc.). FSO is a technology that uses the visible and infrared 
light propagating through the atmospheric medium to transmit information. However, the con-
stitution of the atmosphere involves turbulence, particularly aerosols (fog, smoke, and dust) have 
similar particle size distributions compared with optical wavelengths in FSO. In another domain 
of activities atmospheric turbulence induces spatial and temporal changes during the light propa-
gation and in transmitted signals acquired by the receptors. In turn, these effects can significantly 
degrade (blur, shimmer, and distort) optical data. This can also potentially result in scattering 
and absorption of visible and IR optical beams. Even in clear outdoor conditions, wireless optical 
links experience fluctuations in both the intensity and the phase of an optical wave propagation.

These conditions lead to degradation of the FSO link performances and its availability for a 
large development in particular in an urban environment where the conditions of propagation 
are not clearly understood. Moreover, in some cases, the atmospheric parameters can impact 
the beam propagation and give insights of the turbulence phenomena involved. For all these 
reasons, it is important continuing to develop studies on light beam in atmospheric turbulence.
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Abstract

Free-space optical (FSO) communication is a line of sight (LOS) technology and has
significant advantages and attractive applications. Recently, spectrum slicing wavelength
division multiplexing (SS-WDM)-based FSO systems provide improved link range, high
capacity, and efficiency. In this chapter, the SS-WDM-based FSO system is proposed with
four channels to increase the performance of communication under various wind speed
and heights of the buildings. But, atmospheric turbulence fading, scintillation, and
pointing errors (PE) are the main impairments affecting the performance of FSO commu-
nication systems. Predominantly, the turbulence variation due to wind velocity, refractive
index, and height of buildings has been majorly focused and analyzed for Vellore weather
conditions. A case study has been experimented on how the height of buildings and the
atmosphere around VIT, Vellore campus, affect the transmission of light in free space. The
bit error rate of the proposed system is analyzed with distance, received power for various
wind speed and different heights of the buildings.

Keywords: free space optics, spectrum slicing wavelength division multiplexing
(SS-WDM), bit error rate, atmospheric turbulence

1. Introduction

Free space optics (FSO) is an emerging and promising technology for next-generation wireless
communication applications like short-range indoor wireless communication, back-haul for
wireless cellular networks, last mile access, high-definition television (HDTV) transmission,
and laser communications in space. In comparison with traditional radio frequency communi-
cations, the attractive features in the FSO communications include license-free operation,
simple deployment, high data rate, and high transmission security [1].
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However, the performance of FSO communication systems is extremely dependent of the
atmospheric weather conditions. When the atmospheric channel conditions are poor, then a
transmitted light signal is affected by scattering, absorption, and turbulence. The inhomogene-
ity in the temperature, pressure, and wind speed over the channel varies the refractive index of
the atmosphere and it creates the optical signal intensity fluctuation. The negative impacts of
turbulence include scintillations, phase-front distortions, beam spreading, and beam wander
[2, 3]. Another significant problem with FSO links is that they are relying on the pointing
performance. Errors in tracking systems, mechanical misalignment, and vibrations of the
transmitter beam due to building sway phenomena lead to further performance degradation
as a result of pointing errors (PE) [4].

The effects of atmospheric turbulence can be mitigated by performing aperture averaging or
employing diversity at the receiver. Introducing multiple apertures at the transmitter/or the
receiver provides the multiple-input multiple-output (MIMO) FSO systems potentially have to
enhance performance of the system. The various forms of diversity schemes are temporal,
spatial, and wavelength [5]. Relay-assisted communication is the alternate way to reduce the
effects of turbulences [6]. In order to overcome this issue, certain techniques like SS-WDM
were implemented. It offers high spectral efficiency and a wide coverage area which facilitates
more number of users. It is a scalable network which marks its specialty in the optical net-
working communication area [7].

Spectrum slicing technique is used to modulate the optical signals. The desired spectrum is
being sliced differently in order to modulate the optical signals accordingly and analyze the
spectrum with the respective parameters [8]. Parallel transmission of slicing from a single
broadband noise source has highest potential for creating a multichannel system. Spectrum
slicing has a higher potential for future fiber to home access network which can further be
incorporated in any optical system where low power consumption is preferred [9].

2. System model

The transmitter section comprises pseudo-random bit sequence (PRBS) generator, NRZ pulse
generator, followed by Mach-Zehnder modulator (MZM) and a continuous wave laser,
whereas the receiver consists an APD photodiode and a low-pass Bessel filter. Performance of
the communication link is inspected using BER analyzer. PRBS generates information signal in
the form of binary pulses, i.e., 1010101 and so on which are transformed to electrical signal
thereby directing toward NRZ pulse generator. The conversion of binary pulses to electrical
signals occurs (Figure 1). The WDM FSO link optimizing in this study was used and modified
as details given in [10].

The output of NRZ pulse generator is given to MZM whose other input end receives input
from a continuous wave laser. It converts the electrical signal to an optical signal. The signal is
now boosted using an optical amplifier directly without converting to an electrical signal. The
signal heads through the FSO channel in the form of narrow-beam electromagnetic wave which
is received by a photodetector, converting optical to its corresponding electrical signal. Further,
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a low-pass Bessel filter suppresses the noise which is a dominant part of the signal. Desired
output is achieved at the receiver which is visualized and inspected using BER analyzer [10].

3. Channel model

The atmospheric attenuation and turbulence are the major challenges in FSO communication
system.

3.1. Atmospheric attenuation

The atmospheric attenuation loss modeled by Beers-Lambert law is given as [11]:

hl ¼ e�σL (1)

where σ denotes a wavelength and weather-dependent attenuation coefficient and L is the
propagation distance.

3.2. Atmospheric turbulence

The atmospheric turbulence is classified as weak, moderate, strong, and saturated regimes
based on the variation of refractive index and inhomogeneity. The different mathematical
models are developed to represent the turbulence regimes like log-normal, negative exponen-
tial, and gamma-gamma and M-distribution to represent weak, strong, weak-to-strong, and
generalized turbulences, respectively [12–14]. The atmospheric turbulence models describe the
probability density function statistics of the irradiance fluctuation.

3.2.1. Lognormal

In this model, the statistics of the irradiance fluctuations obeys the log-normal distribution.
This model is characterized by a single scattering event and is best suited for weak turbulence
regime. The PDF can be given as [15, 16]:
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I is the Rytov varience, I be the field irradiance in turbulent medium while the

intensity in free-space (no turbulence) is represented as I0, and E I½ � is the mean log intensity.

3.2.2. Negative exponential

In this model, the number of independent scattering is very high and it can support for
saturation regime. Therefore, the irradiance fluctuation follows the Rayleigh distribution
entailing negative exponential statistics for the irradiance. The negative exponential PDF can
be given as [15, 16]:

f Ið Þ ¼ 1
I0
exp � I

I0

� �
, I0 > 0 (3)

where E I½ � ¼ I0 is the mean received irradiance.

3.2.3. Gamma-gamma

The atmospheric turbulence is modeled by gamma-gamma distribution with scintillation
parameters α and β, which are indicated as functions of the Rytov variance and a geometry
factor. The PDF of the gamma-gamma channel model is given by [11]:
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where α and β are the effective number of large- and small-scale turbulent eddies, Γ ∙ð Þ is the
gamma function, and K α�βð Þ is the modified Bessel function of the second kind of order

(α� β). The effective number of large- and small-scale turbulent eddies α and β for a spherical
wave is given by [11]:
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where d ¼
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q
, k ¼ 2π=λ, is the optical wave number with λ being the operational wave-

length, L is the length of the optical link, and D is the receiver’s aperture diameter. The parameter
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δ2n is the Rytov variance and is given as: δ2n ¼ 0:5C2
nk

7=6L11=6 and the C2
n represents the refractive

index structure parameter. This model is valid for all turbulence regimes fromweak to strong and
the gamma-gamma distribution approaches negative exponential distribution when it approa-
ches saturation regime [17, 18].

3.2.4. M-distribution

The transmitted signal is scattered due to natural turbulences such as rain, fog, smoke, smog,
and heavy dust particles in the atmospheric channel (AC). The combined effects of fading due
to atmospheric turbulence and misalignment are considered and the combined unconditional
probability density function (PDF) for M-distribution has been derived in [19]. As derived in
[19], the PDF of the irradiance h is given by:
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where μ ¼ 2b0 1� rð Þ is a large-scale scattering parameter, β is the quantity of fading parame-
ter, A0 is the fraction of the collected power at r = 0 (radial distance), Ω0 ¼ Ωþ 2rb0þ
2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2rb0Ω

p
cos ϕA � ϕB
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be the average power. The amount of scattering power coupled to the

LOS component is denoted by the parameter r and its range from 0 to 1. The parameters
ϕAandϕB are the deterministic phases of the LOS and the coupled-to-LOS component. The
parameters g, A and ak are defined as [19]
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where σs is the pointing error displacement standard deviation at the receiver, wzeq be the

equivalent beam radius and can be calculated by using the relations v ¼ ffiffiffiffi
π

p
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ffiffiffi
2

p
wz, wzeq ¼

w2
z
ffiffiffiffi
π

p
erf vð Þ=2ve�v2 , where wz is the beam waist at distance z, a is the radius of a circular

detection aperturture. The gamma-gamma, K-distribution, and negative exponential model
are obtained by the values of the parameter r ¼ 1;Ω0 ¼ 1ð Þ, r ¼ 0;Ω ¼ 0 or β ¼ 1

� �
, and

r ¼ 0;Ω ¼ 0 or α ! ∞ð Þ, respectively.

3.3. Wind speed-induced turbulence

Wind control is a standout among the most essential wellsprings of feasible vitality which is
sustained on a little and additionally extensive scale. It is the most noticeable factor which
weakens the optical signal which propagates over free space [20]. The optical signal blurs as
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the climatic visibility diminishes because of the turbulence which relates the refractive record
nonhomogeneity parameter of the particles introduced in the air. In Ref. [21], the authors
experimented the FSO link which is located at Milesovka hill situated 70 km north to Prague.
It is been seen that flag lessening is conversely relative to meteorological visibility. The visibil-
ity at the transmitter and receiver sites is interfered by the wind speed which can be mathe-
matically modeled using 3D vector where refractive index and rain rate are continuously
recorded which estimate quantitative impact on attenuation.

Atmospheric turbulence brings about irregular change of the refractive index of the light
propagation path. This refractive index change is the immediate final result of arbitrary
discrepancies in atmospheric temperature from point to point [22]. These random temperature
fluctuations are a function of the atmospheric pressure, altitude, and wind speed.

Wind is also persuading the received power of the FSO link signal. Wind, especially wind
turbulences, causes hurdle changes of the atmosphere refractive index which is redistributing
the optical beam of the FSO link. In order to investigate the wind influence on the FSO link
attenuation, we selected important wind parameters influencing the FSO link attenuation due
to this optical energy redistribution.

Therefore, the temperature and wind speeds are measured and the attenuation due to wind
turbulence is calculated. Based on the calculated attenuation, the BER versus received power
and distance is analyzed for various heights of buildings and minimum, maximum wind
speeds.

The relative humidity, minimum, and maximum temperature variation during April 2017 at
Vellore 12.92�N/79.13�E, 267 m is shown in Figure 2. The minimum and maximum tempera-
ture obtained in the month of April 2017 is 21 and 43

�
C. Figure 3 illustrates the speed and

direction of wind during April 2017 at Vellore, India. The direction of wind is represented
using angles 0, 90, 270, and 360

�
for South, West, North, and East, respectively. The minimum

and maximum speed of wind recorded in the month of April 2017 is 2.5 and 26 km/h.

The atmospheric turbulence because of wind speed introduces radical fluctuations in refractive
index that affects the propagation FSO signal [23]. In order to analyze the influence of wind on

Figure 2. Temperature and relative humidity during April 2017 at Vellore, India [23].
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FSO system, the turbulent energy, direction, and velocity of the wind have to be considered.
The turbulent energy of the wind at every direction can be calculated as:

Et ¼ 1
2N

X
x� xð Þ2 þ y� yð Þ2 þ z� zð Þ2

h i
(11)

where x, y, z are the given wind speeds in a particular direction, x, y, z are the cumulative wind
speed in any one direction, N be the number of samples, and Et is the turbulent energy. The
turbulent energy represents wind velocity standard deviation. The attenuation caused by the
turbulence can be calculated by a regressive formula which is as follows:

A ¼ 70� 73e�0:2867Et (12)

4. Results and discussion

The BER of the proposed system is analyzed with respect to transmission distance and
received power over various wind speeds and different heights of buildings. The results are
compared with and without spectrum slicing-based WDM FSO system. It shows the impor-
tance of spectrum slicing in WDM-based FSO systems.

This imparts that wind speed in any direction can be correlated to FSO link attenuation. Since
the wind speed affects the propagation of the signal, the height of the buildings also obstructs
the signal transmission. The analysis on how the heights of buildings play a significant role is
deeply inspected in VIT University, Vellore, Tamil Nadu, India. The wind speed velocities have
been captured during the month of April 2017. The current status of the wind has viewed from
meteorological media which gives the flow of wind in every direction. This assists in calculat-
ing the exact direction of wind and has been analyzed using Eqs. (11) and (12) respectively. The
attenuation values have been calculated for maximum and minimum values of the wind
speed. The buildings in VIT for which it has been experimented are Technology Tower (TT),
Silver Jubilee Tower (SJT), GDN, and Rajeswari Tower, which have the range of heights from
10 to 50 m. The graphs have been plotted in order to analyze the effect of turbulence on the
FSO link with building heights of 10 and 80 m. In Vellore region, July to September is the
monsoon season. So, we have considered the rain data from July to September.

Figure 3. Wind speed and direction during April 2017 at Vellore, India [23].
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The BER in terms of transmission distance for four-channel SS-WDM FSO system is illustrated
in Figure 4. The error rate performance is analyzed with respect to various building heights,
minimum and maximum wind speed. From the figure, it is observed that at a height of 10 m,
the BER of 10�10 is achieved at 9 km distance under minimum wind speed. But, for the same
height the same BER can be achieved only at the link range of 2 km under maximum wind
speed. That is, the wind speed decreases the link range about 7 km from the analysis. At 80 m
height, the minimum BER of 10�13 is achieved at 7 and 1 km over minimum and maximum
wind speed, respectively. It is inferred that at both heights, the speed of wind decreases the link
range of an FSO system.

The BER versus received power shown in Figure 5 is the received power analysis done in
Vellore, Tamil Nadu, India. It shows how the received power of an FSO link is affected by
building heights at various wind velocities. As we expected that the received power increases,
the BER decreases. From the figure, it is observed that at a height of 10 m, near the received
power of �70 dBm under influence of minimum wind speed, the BER recorded is 10�9. Near
the received power of �72 dBm, spectrum slicing gives a qualitatively better BER value of 10�6

when the building height is 80 m for maximum wind speed.

In forest area due to high evapotranspiration, that is, the water from the plants, trees, and land
surface are transferred to the atmosphere in the form of gas, optical signal fading will be high.
Because, the phase changed water contents (gas) use to absorb the energy and cool the land
surface and the end result is a high level of turbulence compared with urban areas. Wind
direction can be imagined as a horizontal flow of numerous rotating eddies, that is, turbulent
vortices of various sizes, with each eddy having horizontal and vertical components [24] is
shown in Figure 6. Since the turbulence level is high, the transmitted optical signal scintillation
will be more with the effects of high BER.

Figure 4. BER in terms of distance for Vellore weather conditions affected by wind velocity and building heights.
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Figure 7 demonstrates the BER versus distance plot for forests under the effect of wind speed
at various heights of 15, 33, and 97 m for four-channel system model. At 15 m height, it is
noticed that in case of SS-WDM-FSO, BER value is 10�10 at a distance of 210 km. In case of
WDM-FSO, the BER is 10�8 at the same distance. For a forest height of 33 m, it is seen that a
BER value of 10�6 is achieved at a distance of 10 km, when no spectrum slicing is done on the
system, whereas for the same distance, BER value of nearly 10�7 is obtained when the FSO
channel is subjected to slicing. So, it can be said that slicing the channel does give a consider-
able amount of change in BER values. For forest with tree heights around 97 m under influence
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Figure 6. Rotation of turbulent eddies with respect to horizontal wind flow.
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of wind, it is observed that the BER value of 10�10 is obtained at an FSO link length of 10.4 km
and 10�8 at the same distance with and without slicing, respectively. This shows that a low
BER value is obtained in case of spectrum slicing.

5. Conclusion

In this chapter, the SS-WDM FSO system is proposed and the importance of spectrum slicing
on WDM FSO systems is analyzed in terms of average BER. Effect of wind velocity as well as
turbulent energy on various building in VIT University has been deeply studied and results
have been plotted. The performance of the SS-WDM-FSO system is analyzed for various
building heights, wind speeds in terms of distance and received power. It has been observed
that the wind speed and height of buildings decreases the link range of FSO system. It also
affects the BER performance of the system. Also observed is that the spectrum slicing reduced
the number of components and losses. It improves the spectrum efficiency of the system, and it
is compact and cost effective.

Figure 7. BER in terms of distance for forests under influence of wind speeds at various heights of 15, 33, and 97 m for
four-channel model.
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Abstract

Using a recently proposed model for the refractive index fluctuations in oceanic turbu-
lence, optical beam propagation through seawater is explored. The model provides an
accurate depiction of the ocean through the inclusion of both temperature and salinity
fluctuations to the refractive index. Several important statistical characteristics are
explored including spatial coherence radius, angle-of-arrival fluctuations, and beam wan-
der. Theoretical values of these parameters are found based on weak fluctuation theory
using the Rytov method. The results presented serve as a foundation for the study of
optical beam propagation in oceanic turbulence, which may provide an important sup-
port for further researches in applications for underwater communicating, imaging, and
sensing systems.

Keywords: oceanic turbulence, laser beam, spatial coherence radius, angle-of-arrival
fluctuations, beam wander

1. Introduction

The study of optical wave propagation through randommedia is a perpetually important topic
for its many applications in the atmosphere and the ocean. Random fluctuations in the index of
refraction cause beam spreading (beyond that due to pure diffraction), loss of spatial coher-
ence, random wandering of the instantaneous beam center, and random fluctuations in the
irradiance and phase [1]. The index of refraction fluctuations, generally referred to as optical
turbulence, is one of the most significant quantities in optical wave propagation. For different
random media, there are some differentiations among the index of refraction fluctuations. The
index of refraction of atmosphere is primarily caused by fluctuating temperature. The
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refraction index in seawater is induced not only by temperature fluctuations but also by
fluctuations of salinity. Changes in the optical signal due to absorption or scattering by mole-
cules or particles are not considered here. Under the assumption of a statistically homoge-
neous and isotropic ocean, the power spectrum of oceanic turbulence is determined by
fluctuations of refraction index.

With the development of underwater optical communications, imaging, sensor, and laser
radar, it is indispensable to investigate the propagation behavior of laser beams through water
medium. Knowledge of beam spreading is extremely important in a free space optics (FSO)
communications link because it determines the loss of power at the receiver. The spatial
coherence radius defines the effective receiver aperture size in a heterodyne detection system
[1]. To the coherence degradation of laser beams, the spatial coherence radius can also be
described as the strength of oceanic turbulence. Angle-of-arrival (AOA) fluctuations of an
optical wave in the plane of the receiver aperture are associated with image jitter (dancing) in
the focal plane of an imaging system [1] so that it plays a critical role in beam wave propaga-
tion applications such as imaging, lasercom, and other related areas. Movement of the short-
term beam instantaneous center (or “hot spot”) is commonly called beam wander [1]. Beam
wander is an important propagation characteristic of laser beams, which determines their
utility for practical applications, such as laser communication [2, 3] and global quantum
communication [4].

In this chapter, Section 2 describes a brief introduction of oceanic turbulence including the
power spectrum and several significant oceanic parameters. The spatial coherence radius of a
plane wave and a spherical wave propagating through oceanic turbulence has been investi-
gated in Section 3, which are valid in both weak and strong fluctuations. Section 4 describes
the angle-of-arrival fluctuations for plane- and spherical-wave models of oceanic turbulence.
Based on the oceanic power spectrum, the beam wander effect with analytical and numerical
methods in weak fluctuation theory is shown in Section 5. These results may provide an inroad
for understanding laser beam propagation through oceanic turbulence, and the theoretical
findings may provide an important support for further researches in applications for under-
water communicating, imaging, and sensing systems.

2. Nature of oceanic turbulence

Turbulence is a random, three-dimensional motion with the velocity and vorticity irregularly
distributed in time and space [5]. In general, turbulence is accepted to be an energetic, rota-
tional, and eddying state of motion that results in the dispersion of material and the transfer of
momentum, heat, and solutes at rates far higher than those of molecular processes alone [6]. It
is characterized by an energy transfer from large to small scales where the dissipation of
kinetic energy is taking place [5]. Oceanic motions are constrained to flow along density
surfaces by the Earth’s rotation and the density stratification. In the upper ocean, microscale
turbulence is generated by surface winds, air-sea cooling, or evaporation. In the ocean interior,
microscale turbulence develops when internal waves develop strong shears and overturn and
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break, much like surface gravity waves [7]. These breaking events play a fundamental role in
the ocean circulation, because they mix the densest waters at the ocean bottom with the lighter
waters above, thereby allowing the densest waters to come back to the surface [7]. Much of the
turbulence induced in benthic boundary layers is driven by external processes resulting from
the fluxes of buoyancy and momentum through the nearby boundary, such as a tidally driven
current, geothermal heat flux, and so on [6]. They are driven by sources of energy outside the
benthic boundary layer itself [6].

2.1. Power spectrum of oceanic turbulence

Since the power spectrum of oceanic turbulence proposed in 2000 [8], there has been remark-
able interest in the study of propagation characteristics using laser beams in seawater. The
power spectrum of oceanic turbulence has been simplified for homogeneous and isotropic
water media [9], which is applicable for isothermal water [10]. When the eddy thermal diffu-
sivity and the diffusion of salt are assumed to be equal, the power spectrum for homogeneous
and isotropic oceanic water is given by the expression [11].

Φn κð Þ ¼ 0:388� 10�8ε�1=3κ�11=3 1þ 2:35 κηð Þ2=3
h iχT

w2 w2e�ATδ þ e�ASδ � 2we�ATSδ
� �

, (1)

where ε is the rate of dissipation of kinetic energy per unit mass of fluid ranging from about
10�10m2=s3 in the abyssal ocean to 10�1m2=s3 in the most actively turbulent regions. χT is the
rate of dissipation of mean-squared temperature and has the range 10�4K2=s–10�10K2=s, w
defines the ratio of temperature and salinity contributions to the refractive index spectrum,
which varies in the interval [�5, 0], with �5 and 0 corresponding to dominating temperature-
induced and salinity-induced optical turbulences, respectively [11]. In addition, η is the Kol-
mogorov microscale (inner scale), and AT ¼ 1:863� 10�2, AS ¼ 1:9� 10�4, ATS ¼ 9:41� 10�3,

δ ¼ 8:284 κηð Þ4=3 þ 12:978 κηð Þ2 [11].

2.2. Oceanic parameters

In this section, the abovementioned important parameters should be presented in detail that
will benefit to more accurately comprehend the oceanic turbulence. In particular, the four
significant parameters, such as the rate of dissipation of kinetic energy per unit mass of fluid,
the rate of dissipation of mean-squared temperature, the Kolmogorov microscale, and the ratio
of temperature and salinity contributions to the refractive index spectrum, will be mainly
involved in the following subsections.

2.2.1. The rate of dissipation of kinetic energy per unit mass

The rate of dissipation of the kinetic energy of the turbulent motion per unit mass of fluid
through viscosity to heat is usually denoted by ε, which can be expressed as [6].

ε ¼ v=2ð Þ < sijsij > (2)
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power spectrum of oceanic turbulence has been simplified for homogeneous and isotropic
water media [9], which is applicable for isothermal water [10]. When the eddy thermal diffu-
sivity and the diffusion of salt are assumed to be equal, the power spectrum for homogeneous
and isotropic oceanic water is given by the expression [11].

Φn κð Þ ¼ 0:388� 10�8ε�1=3κ�11=3 1þ 2:35 κηð Þ2=3
h iχT

w2 w2e�ATδ þ e�ASδ � 2we�ATSδ
� �

, (1)

where ε is the rate of dissipation of kinetic energy per unit mass of fluid ranging from about
10�10m2=s3 in the abyssal ocean to 10�1m2=s3 in the most actively turbulent regions. χT is the
rate of dissipation of mean-squared temperature and has the range 10�4K2=s–10�10K2=s, w
defines the ratio of temperature and salinity contributions to the refractive index spectrum,
which varies in the interval [�5, 0], with �5 and 0 corresponding to dominating temperature-
induced and salinity-induced optical turbulences, respectively [11]. In addition, η is the Kol-
mogorov microscale (inner scale), and AT ¼ 1:863� 10�2, AS ¼ 1:9� 10�4, ATS ¼ 9:41� 10�3,

δ ¼ 8:284 κηð Þ4=3 þ 12:978 κηð Þ2 [11].

2.2. Oceanic parameters

In this section, the abovementioned important parameters should be presented in detail that
will benefit to more accurately comprehend the oceanic turbulence. In particular, the four
significant parameters, such as the rate of dissipation of kinetic energy per unit mass of fluid,
the rate of dissipation of mean-squared temperature, the Kolmogorov microscale, and the ratio
of temperature and salinity contributions to the refractive index spectrum, will be mainly
involved in the following subsections.

2.2.1. The rate of dissipation of kinetic energy per unit mass

The rate of dissipation of the kinetic energy of the turbulent motion per unit mass of fluid
through viscosity to heat is usually denoted by ε, which can be expressed as [6].

ε ¼ v=2ð Þ < sijsij > (2)
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where v is the kinematic viscosity, the tensor sij is given by sij ¼ ∂ui=∂xj þ ∂uj=∂xi
� �

, i; j ¼ð
1; 2; 3Þ, the velocity is written as u

!¼ u1 i
! þu2 j

! þu3 k
!
, here i

!
; j
!
; k
!� �

is the unit vector of a

Cartesian coordinate system.

Recorded u1 ¼ p, u2 ¼ q, u3 ¼ u, x1 ¼ x, x2 ¼ y and x3 ¼ z in this section, for isotropic turbu-
lence, the mean-squared gradients of velocity are equal (i.e., ∂u1=∂x1 ¼ ∂u2=∂x2 ¼ ∂u3=∂x3),
and which can be written as ∂u=∂z in vertical direction so that Eq. (2) reduces to the much
simpler one [6].

ε ¼ 15=2ð Þv ∂u=∂zð Þ2
D E

(3)

2.2.2. The rate of dissipation of mean-squared temperature

The effect of turbulence on the fluid temperature field can be described as the rate of dissipa-
tion of mean-squared temperature [6],

χT ¼ 2κT < ∂T0=∂xð Þ2 þ ∂T0=∂yð Þ2 þ ∂T0=∂zð Þ2 > (4)

where κT is the eddy diffusion coefficients of heat, ∂T0=∂x, ∂T0=∂y and ∂T0=∂z are the mean-
squared gradients of temperature in three orthogonal coordinates.

In isotropic turbulence when the mean-squared gradients of temperature are the same in all
directions, so that the rate of dissipation of mean-squared temperature becomes [6].

χT ¼ 6κT < ∂T0=∂zð Þ2 > (5)

It is noted that the rate of dissipation of mean-squared salinity, χS, is defined similarly, but is
harder to determine accurately because of problems in measuring salinity changes over small
distances [6].

2.2.3. Kolmogorov microscale

The turbulent flow contains eddies of various sizes, and the energy is transferred from larger
eddies to smaller eddies until it is drained out by viscous dissipation. Kolmogorov’s hypothe-
sis asserts that for large Reynolds numbers (i.e., inertial subrange), the small-scale structure of
turbulence is statistically steady, isotropic, and locally homogeneous, and independent of the
detailed structure of the large-scale components of turbulence [12]. Kolmogorov microscale is
the smallest scale in turbulent flow. At the Kolmogorov scale, viscosity dominates and the
turbulent kinetic energy is dissipated into heat. The length scale of the turbulent motions at
which viscous dissipation becomes important must depend on factors that provide measures
of the turbulent motion and of its viscous dissipation [6]. Kolmogorov length scale [13].

η ¼ v3=ε
� �1=4

(6)

where a range of η from about 6 � 10�5 m in very turbulent regions to 0.01 m in the abyssal
ocean [6].
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2.2.4. The ratio of temperature and salinity contributions to the refractive index spectrum

The parameter w is the ratio of temperature and salinity contributions to the refractive index
spectrum given by

w ¼ α ∂T=∂zð Þ
β ∂S=∂zð Þ (7)

where α ¼ 2:6� 10�4liter=deg, β ¼ 1:75� 10�4liter=gram, ∂T=∂z and ∂S=∂z are, respectively,
the gradients of mean temperature and salinity between the top and bottom boundaries of
domain on the vertical coordinate [8].

3. Spatial coherence radius

When one coherent optical wave propagates through a randommedium, various eddies impress
a spatial phase fluctuation on the wave front with an imprint of the scale size [1]. The accumu-
lation of such fluctuations on the phase leads to a reduction in the “smoothness” of the wave
front [1]. Hence, turbulent eddies further away experience a smoothness of the wave front only
on the order of the transverse spatial coherence radius, which Andrews and Phillips denote by r0
[1]. After a wave propagates a sufficient distance, only those turbulent eddies on the order of r0
or less are effective in producing further spreading and amplitude fluctuations on the wave [1].
Except for predicting random medium-induced beam spreading through the mean irradiance,
the mutual coherence function (MCF) is also used to predict the spatial coherence radius of the
wave at the receiver pupil plane. Obtained from the MCF, the spatial coherence radii of plane
wave and spherical wave are, respectively, deduced in this section.

3.1. Plane wave

Under Rytov approximation, the wave structure function (WSF) of a plane wave propagating
through isotropic and homogeneous turbulence is defined by [1].

Dpl r; Lð Þ ¼ 8π2k2L
ð∞
0

1� J0 κrð Þ½ �Φn κð Þκdκ, (8)

where k is the optical wave number related to the wavelength λ by k ¼ 2π=λ, L is the path
length, κ is the magnitude of spatial wave number, r is the separation distance between two
points on the phase front transverse to the axis of propagation and J0 •ð Þ is the zero-order
Bessel function.

By expanding the zero-order Bessel function in power series, the WSF is written in the form

Dpl r; Lð Þ ¼ A
X∞
n¼1

�1ð Þn�1r2n

n!ð Þ222n
ð∞

0

κ2n�8
3 1þ gκ

2
3

h i
w2e�aκ

4
3�bκ2 þ e�cκ

4
3�dκ2 � 2we�eκ

4
3�fκ2

� �
dκ, (9)

where the power spectrum given by Eq. (1) is used and the order of summation and integration
is interchanged. In addition, a ¼ 8:284ATη4=3, b ¼ 12:978ATη2, c ¼ 8:284ASη4=3, d ¼ 12:978ASη2,
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where v is the kinematic viscosity, the tensor sij is given by sij ¼ ∂ui=∂xj þ ∂uj=∂xi
� �
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1; 2; 3Þ, the velocity is written as u

!¼ u1 i
! þu2 j

! þu3 k
!
, here i

!
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!
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is the unit vector of a

Cartesian coordinate system.
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lence, the mean-squared gradients of velocity are equal (i.e., ∂u1=∂x1 ¼ ∂u2=∂x2 ¼ ∂u3=∂x3),
and which can be written as ∂u=∂z in vertical direction so that Eq. (2) reduces to the much
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D E

(3)

2.2.2. The rate of dissipation of mean-squared temperature

The effect of turbulence on the fluid temperature field can be described as the rate of dissipa-
tion of mean-squared temperature [6],

χT ¼ 2κT < ∂T0=∂xð Þ2 þ ∂T0=∂yð Þ2 þ ∂T0=∂zð Þ2 > (4)

where κT is the eddy diffusion coefficients of heat, ∂T0=∂x, ∂T0=∂y and ∂T0=∂z are the mean-
squared gradients of temperature in three orthogonal coordinates.

In isotropic turbulence when the mean-squared gradients of temperature are the same in all
directions, so that the rate of dissipation of mean-squared temperature becomes [6].

χT ¼ 6κT < ∂T0=∂zð Þ2 > (5)

It is noted that the rate of dissipation of mean-squared salinity, χS, is defined similarly, but is
harder to determine accurately because of problems in measuring salinity changes over small
distances [6].

2.2.3. Kolmogorov microscale

The turbulent flow contains eddies of various sizes, and the energy is transferred from larger
eddies to smaller eddies until it is drained out by viscous dissipation. Kolmogorov’s hypothe-
sis asserts that for large Reynolds numbers (i.e., inertial subrange), the small-scale structure of
turbulence is statistically steady, isotropic, and locally homogeneous, and independent of the
detailed structure of the large-scale components of turbulence [12]. Kolmogorov microscale is
the smallest scale in turbulent flow. At the Kolmogorov scale, viscosity dominates and the
turbulent kinetic energy is dissipated into heat. The length scale of the turbulent motions at
which viscous dissipation becomes important must depend on factors that provide measures
of the turbulent motion and of its viscous dissipation [6]. Kolmogorov length scale [13].

η ¼ v3=ε
� �1=4

(6)

where a range of η from about 6 � 10�5 m in very turbulent regions to 0.01 m in the abyssal
ocean [6].
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2.2.4. The ratio of temperature and salinity contributions to the refractive index spectrum

The parameter w is the ratio of temperature and salinity contributions to the refractive index
spectrum given by

w ¼ α ∂T=∂zð Þ
β ∂S=∂zð Þ (7)

where α ¼ 2:6� 10�4liter=deg, β ¼ 1:75� 10�4liter=gram, ∂T=∂z and ∂S=∂z are, respectively,
the gradients of mean temperature and salinity between the top and bottom boundaries of
domain on the vertical coordinate [8].

3. Spatial coherence radius

When one coherent optical wave propagates through a randommedium, various eddies impress
a spatial phase fluctuation on the wave front with an imprint of the scale size [1]. The accumu-
lation of such fluctuations on the phase leads to a reduction in the “smoothness” of the wave
front [1]. Hence, turbulent eddies further away experience a smoothness of the wave front only
on the order of the transverse spatial coherence radius, which Andrews and Phillips denote by r0
[1]. After a wave propagates a sufficient distance, only those turbulent eddies on the order of r0
or less are effective in producing further spreading and amplitude fluctuations on the wave [1].
Except for predicting random medium-induced beam spreading through the mean irradiance,
the mutual coherence function (MCF) is also used to predict the spatial coherence radius of the
wave at the receiver pupil plane. Obtained from the MCF, the spatial coherence radii of plane
wave and spherical wave are, respectively, deduced in this section.

3.1. Plane wave

Under Rytov approximation, the wave structure function (WSF) of a plane wave propagating
through isotropic and homogeneous turbulence is defined by [1].

Dpl r; Lð Þ ¼ 8π2k2L
ð∞
0

1� J0 κrð Þ½ �Φn κð Þκdκ, (8)

where k is the optical wave number related to the wavelength λ by k ¼ 2π=λ, L is the path
length, κ is the magnitude of spatial wave number, r is the separation distance between two
points on the phase front transverse to the axis of propagation and J0 •ð Þ is the zero-order
Bessel function.

By expanding the zero-order Bessel function in power series, the WSF is written in the form

Dpl r; Lð Þ ¼ A
X∞
n¼1

�1ð Þn�1r2n

n!ð Þ222n
ð∞

0

κ2n�8
3 1þ gκ

2
3

h i
w2e�aκ

4
3�bκ2 þ e�cκ

4
3�dκ2 � 2we�eκ

4
3�fκ2

� �
dκ, (9)

where the power spectrum given by Eq. (1) is used and the order of summation and integration
is interchanged. In addition, a ¼ 8:284ATη4=3, b ¼ 12:978ATη2, c ¼ 8:284ASη4=3, d ¼ 12:978ASη2,
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e ¼ 8:284ATSη4=3, f ¼ 12:978ATSη2, g ¼ 2:35η2=3 and A ¼ 8π2k2 0:388� 10�8� �
ε�1=3χT=w2 are

taken in Eq. (9).

Based on the properties of hypergeometric function and Pochhammer symbol [14], after very
tedious calculations [10], the WSF of a plane wave in certain asymptotic regimes is

Dpl r; Lð Þ ≈
3:063� 10�7k2Lε�1=3 χT

w2 r
2 16:958w2 � 44:175wþ 118:923
� �

, r≪ ηð Þ

3:063� 10�7k2Lε�1=3 χT

w2 r
5=3 1:116w2 � 2:235wþ 1:119
� �

, r≫ ηð Þ
:

8><
>:

(10)

The separation distance at which the modulus of the complex degree of coherence (DOC) falls
to 1=e defines the spatial coherence radius r0, that is, D r0; Lð Þ ¼ 2. Based on the expressions
given in Eq. (10), the plane-wave spatial coherence radius can be expressed as

r0pl ≈
3:063� 10�7k2Lε�1=3 χT

2w2 16:958w2 � 44:175wþ 118:923
� �� ��1=2

, r0 ≪ ηð Þ
3:063� 10�7k2Lε�1=3 χT

2w2 1:116w2 � 2:235wþ 1:119
� �� ��3=5

, r0 ≫ ηð Þ
:

8<
: (11)

3.2. Spherical wave

Under Rytov approximation, the WSF of a spherical wave is defined by [1].

Dsp r; Lð Þ ¼ 8π2k2L
ð1
0

ð∞
0

1� J0 κξrð Þ½ �Φn κð Þκdκdξ, (12)

Similarly, the WSF of a spherical wave is derived in [10].

Dsp r; Lð Þ ≈
3:063� 10�7k2Lε�1=3 χT

w2 r
2 5:623w2 � 14:725wþ 39:641
� �

, r≪ ηð Þ

3:063� 10�7k2Lε�1=3 χT

w2 r
5=3 0:419w2 � 0:838wþ 0:419
� �

, r≫ ηð Þ
,

8><
>:

(13)

and the spherical-wave spatial coherence radius as [10].

r0sp ≈
3:603� 10�7k2Lε�1=3 χT

2w2 5:623w2 � 14:725wþ 39:641
� �� ��1=2

, r0 ≪ ηð Þ
3:603� 10�7k2Lε�1=3 χT

2w2 0:419w2 � 0:838wþ 0:419
� �� ��3=5

, r0 ≫ ηð Þ
:

8<
: (14)

3.3. Discussions

Based on the formula of Eqs. (10), (11), (13), and (14), the WSF of both a plane wave and a
spherical wave can be written as

D r; Lð Þ ¼ 2 r=r0ð Þ2, r≪ ηð Þ
2 r=r0ð Þ5=3, r≫ ηð Þ

:

(
(15)

Equation (15) indicates that the spatial coherence radius is the only parameter characterizing
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the WSF, and under Rytov approximation, the Kolmogorov five-thirds power law of wave
structure function is valid for oceanic turbulence in the inertial range if the power spectrum of
oceanic turbulence proposed by Nikishov is adopted.

According to Ref. [1], under Rytov approximation, the definitions of wave structure function of
a plane wave and a spherical wave are given by Eqs. (8) and (12), respectively. It is known that
the expression for wave structure function depends on the mutual coherence function. Rytov
approximation is limited to weak fluctuations. However, for the special cases of a plane wave
and a spherical wave, it has been shown that mutual coherence function derived by strong
fluctuation theories is the same as that derived by Rytov approximation [1]. Only a plane-
wave and a spherical-wave case are considered in this section. Thus, the results of the wave
structure function and the spatial coherence radius obtained are valid in both weak and strong
fluctuations.

4. Angle-of-arrival fluctuations

Angle-of-arrival (AOA) fluctuations play an important role in a diverse range of fields includ-
ing atmospheric turbulence [15, 16], free space optical communication [17], ground-based
astronomical observations [18], and so on.

Angle-of-arrival fluctuations of an optical wave in the plane of the receiver aperture are
associated with image dancing in the focal plane of an imaging system. Fluctuations in the
AOA can be described in terms of the phase structure function [1]. In order to understand it
easily, let ΔS denote the total phase shift across a collecting lens of diameter 2WG and Δl the
corresponding optical path difference. These quantities are related to [1]

kΔl ¼ ΔS, (16)

Under the geometrical optics method, the AOA is defined by [19].

βa ¼
Δl

2WG
¼ ΔS

2kWG
, (17)

Based on the homogeneous and isotropic oceanic turbulence, the mean βa
� � ¼ 0 will be satis-

fied. The variance of AOA can be expressed as [1].

βa
2� � ¼

ΔSð Þ2
D E

2kWGð Þ2 ¼
DS 2WG; Lð Þ

2kWGð Þ2 , (18)

where DS r; Lð Þ is the phase structure function with the radial distance r ¼ 2WG.

4.1. Angle-of-arrival fluctuations of plane wave

The phase structure function associated with an unbounded plane wave is given by [1].
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The separation distance at which the modulus of the complex degree of coherence (DOC) falls
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3.2. Spherical wave

Under Rytov approximation, the WSF of a spherical wave is defined by [1].
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0
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3.3. Discussions

Based on the formula of Eqs. (10), (11), (13), and (14), the WSF of both a plane wave and a
spherical wave can be written as
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:
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Equation (15) indicates that the spatial coherence radius is the only parameter characterizing
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the WSF, and under Rytov approximation, the Kolmogorov five-thirds power law of wave
structure function is valid for oceanic turbulence in the inertial range if the power spectrum of
oceanic turbulence proposed by Nikishov is adopted.

According to Ref. [1], under Rytov approximation, the definitions of wave structure function of
a plane wave and a spherical wave are given by Eqs. (8) and (12), respectively. It is known that
the expression for wave structure function depends on the mutual coherence function. Rytov
approximation is limited to weak fluctuations. However, for the special cases of a plane wave
and a spherical wave, it has been shown that mutual coherence function derived by strong
fluctuation theories is the same as that derived by Rytov approximation [1]. Only a plane-
wave and a spherical-wave case are considered in this section. Thus, the results of the wave
structure function and the spatial coherence radius obtained are valid in both weak and strong
fluctuations.

4. Angle-of-arrival fluctuations

Angle-of-arrival (AOA) fluctuations play an important role in a diverse range of fields includ-
ing atmospheric turbulence [15, 16], free space optical communication [17], ground-based
astronomical observations [18], and so on.

Angle-of-arrival fluctuations of an optical wave in the plane of the receiver aperture are
associated with image dancing in the focal plane of an imaging system. Fluctuations in the
AOA can be described in terms of the phase structure function [1]. In order to understand it
easily, let ΔS denote the total phase shift across a collecting lens of diameter 2WG and Δl the
corresponding optical path difference. These quantities are related to [1]

kΔl ¼ ΔS, (16)

Under the geometrical optics method, the AOA is defined by [19].

βa ¼
Δl

2WG
¼ ΔS

2kWG
, (17)

Based on the homogeneous and isotropic oceanic turbulence, the mean βa
� � ¼ 0 will be satis-

fied. The variance of AOA can be expressed as [1].

βa
2� � ¼

ΔSð Þ2
D E

2kWGð Þ2 ¼
DS 2WG; Lð Þ

2kWGð Þ2 , (18)

where DS r; Lð Þ is the phase structure function with the radial distance r ¼ 2WG.

4.1. Angle-of-arrival fluctuations of plane wave

The phase structure function associated with an unbounded plane wave is given by [1].
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DS-pl r; Lð Þ ¼ 4π2k2L
ð1
0

ð∞
0
κΦn κð Þ 1� J0 κrð Þ½ � 1þ cos

Lκ2ξ
k

� �� �
dκdξ, (19)

where the normalized distance variable ξ ¼ 1� z=L.

Based on Eqs. (18) and (19), the AOA fluctuations for a plane wave can be expressed as [1].

β2a
� �

pl ¼
DS-pl 2WG; Lð Þ

2kWGð Þ2 , (20)

the variance of AOA in the r≫ η case is presented in this section; therefore, r≫ L=kð Þ1=2 and
the geometrical optics approximation Lκ2=k≪ 1 is satisfied.

By using cos Lκ2ξ=k
� �

≈ 1� L2κ4ξ2=2k2 and after very tedious calculations [20], the phase
structure function of a plane wave in the inertial range as,

DS-pl r; Lð Þ ≈ ε�1=3 χT=w2
� �

r5=3½3:063� 10�7k2L 1:116w2 � 2:235wþ 1:119
� �

� L3 1:841w2 � 40:341wþ 2077
� ��, r≫ ηð Þ (21)

Substituting Eq. (21) into Eq. (20), the analytical expression of AOA fluctuations for a plane
wave is

β2a
� �

pl ≈ ε
�1=3 χT=w2

� �
2WGð Þ�1=3½3:063� 10�7k2L 1:116w2 � 2:235wþ 1:119

� �

� L3 1:841w2 � 40:341wþ 2077
� ��, 2WG ≫ ηð Þ

(22)

To clarify the physical explanation, we introduce the plane-wave spatial coherence radius r0pl
(see Ref. [10] in the inertial range) in Eqs. (21) and (22), and the simplified expressions of phase
structure function and AOA fluctuations for plane waves can be expressed as

DS-pl r; Lð Þ ≈C1
r

r0pl

 !5=3

, r≫ ηð Þ (23)

β2a
� �

pl ≈ 2C1k�2 2WGð Þ�1=3r0pl
�5=3, 2WG ≫ ηð Þ (24)

where C1 ¼ 2 1� L2 1:84w2 � 40:341wþ 2077
� �

=3:063� 10�7k2 1:116w2 � 2:235wþ 1:119
� �� �

.

4.2. Angle-of-arrival fluctuations of a spherical wave

In the case of a spherical wave, the phase structure function is defined by [1].

DS-sp r; Lð Þ ¼ 4π2k2L
ð1
0

ð∞
0
κΦn κð Þ 1� J0 κrð Þ½ � 1þ cos

Lκ2ξ 1� ξð Þ
k

� �� �
dκdξ, (25)

Based on Eq. (25), the AOA fluctuations for a spherical wave can be written as [1].
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β2a
� �

sp ¼ DS-sp 2WG; Lð Þ
2kWGð Þ2 , (26)

Similarly, the phase structure function of a spherical wave is expressed as

DS-sp r; Lð Þ ≈ ε�1=3 χT=w2
� �

r5=3½3:063� 10�7k2L 0:4196w2 � 2:235wþ 0:419
� �

� L3 0:184w2 � 4:034wþ 207:7
� ��, r≫ ηð Þ (27)

and the analytical expression of AOA fluctuations for a spherical wave is

β2a
� �

sp ≈ ε
�1=3 χT=w2

� �
2WGð Þ�1=3½3:063� 10�7k2L 0:4196w2 � 2:235wþ 0:419

� �

� L3 0:184w2 � 4:034wþ 207:7
� ��, 2WG ≫ ηð Þ:

(28)

Substituting the spherical-wave spatial coherence radius r0sp (see Ref. [10]) in Eqs. (27) and

(28), phase structure function and AOA fluctuations for the spherical wave are

DS-sp r; Lð Þ ≈C2
r

r0sp

 !5=3

, r≫ ηð Þ (29)

β2a
� �

sp ≈ 2C2k�2 2WGð Þ�1=3r0sp
�5=3, 2WG ≫ ηð Þ (30)

where C2 ¼ 2 1� L2 0:184w2 � 4:034wþ 207:7
� �

=3:063� 10�7k2 0:419w2 � 0:838wþ 0:419
� �� �

.

4.3. Discussions

As mentioned in Section 1, the spatial coherence radius plays an important role in a hetero-
dyne detection system. To the best of our knowledge, it is interesting to research the relation
between AOA fluctuations and the spatial coherence radius, because spatial coherence radius
r0 represents the coherence degradation of laser beams propagating through ocean induced by
the strength of turbulence. Both for plane-wave and for spherical-wave models, it is shown
that AOA is inversely proportional to five-thirds order of spatial coherence radius in the
inertial range. Besides, the difference of AOA fluctuations between an atmospheric turbulence
and an oceanic turbulence is that the constant Ci i ¼ 1; 2ð Þ occurs in the analytical expressions
of AOA fluctuations in the latter one. Due to the constant Ci related to wavelength, propaga-
tion distance, and oceanic parameters, changes of oceanic parameter on constant Ci are inves-
tigated at fixed wavelength and propagation path [20]. To illustrate this case, w ¼ �1
(i.e., C1 ¼ 1:966, C2 ¼ 1:991) is chosen in the theoretical calculations, and it is clear that con-
stant Ci approximates to 2 both for plane and for spherical waves; thus, Eqs. (24) and (30) are
consistent with the expressions of AOA fluctuations in atmospheric turbulence. In Ref. [20],
changes of AOA fluctuations versus r0 (i.e., r0pl in a plane-wave case and r0sp for a spherical-

wave model, respectively) are illustrated in Figure 1. Both for a plane wave and for a spherical
wave, AOA fluctuations decrease as r0 increases. It is clear that AOA fluctuations have a
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DS-pl r; Lð Þ ¼ 4π2k2L
ð1
0

ð∞
0
κΦn κð Þ 1� J0 κrð Þ½ � 1þ cos

Lκ2ξ
k

� �� �
dκdξ, (19)

where the normalized distance variable ξ ¼ 1� z=L.

Based on Eqs. (18) and (19), the AOA fluctuations for a plane wave can be expressed as [1].

β2a
� �

pl ¼
DS-pl 2WG; Lð Þ

2kWGð Þ2 , (20)

the variance of AOA in the r≫ η case is presented in this section; therefore, r≫ L=kð Þ1=2 and
the geometrical optics approximation Lκ2=k≪ 1 is satisfied.

By using cos Lκ2ξ=k
� �

≈ 1� L2κ4ξ2=2k2 and after very tedious calculations [20], the phase
structure function of a plane wave in the inertial range as,

DS-pl r; Lð Þ ≈ ε�1=3 χT=w2
� �

r5=3½3:063� 10�7k2L 1:116w2 � 2:235wþ 1:119
� �

� L3 1:841w2 � 40:341wþ 2077
� ��, r≫ ηð Þ (21)

Substituting Eq. (21) into Eq. (20), the analytical expression of AOA fluctuations for a plane
wave is

β2a
� �

pl ≈ ε
�1=3 χT=w2

� �
2WGð Þ�1=3½3:063� 10�7k2L 1:116w2 � 2:235wþ 1:119

� �

� L3 1:841w2 � 40:341wþ 2077
� ��, 2WG ≫ ηð Þ

(22)

To clarify the physical explanation, we introduce the plane-wave spatial coherence radius r0pl
(see Ref. [10] in the inertial range) in Eqs. (21) and (22), and the simplified expressions of phase
structure function and AOA fluctuations for plane waves can be expressed as

DS-pl r; Lð Þ ≈C1
r

r0pl

 !5=3

, r≫ ηð Þ (23)

β2a
� �

pl ≈ 2C1k�2 2WGð Þ�1=3r0pl
�5=3, 2WG ≫ ηð Þ (24)

where C1 ¼ 2 1� L2 1:84w2 � 40:341wþ 2077
� �

=3:063� 10�7k2 1:116w2 � 2:235wþ 1:119
� �� �

.

4.2. Angle-of-arrival fluctuations of a spherical wave

In the case of a spherical wave, the phase structure function is defined by [1].

DS-sp r; Lð Þ ¼ 4π2k2L
ð1
0

ð∞
0
κΦn κð Þ 1� J0 κrð Þ½ � 1þ cos

Lκ2ξ 1� ξð Þ
k

� �� �
dκdξ, (25)

Based on Eq. (25), the AOA fluctuations for a spherical wave can be written as [1].
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� �
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� �

� L3 0:184w2 � 4:034wþ 207:7
� ��, r≫ ηð Þ (27)

and the analytical expression of AOA fluctuations for a spherical wave is
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� �
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� �

� L3 0:184w2 � 4:034wþ 207:7
� ��, 2WG ≫ ηð Þ:

(28)

Substituting the spherical-wave spatial coherence radius r0sp (see Ref. [10]) in Eqs. (27) and

(28), phase structure function and AOA fluctuations for the spherical wave are
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r
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 !5=3

, r≫ ηð Þ (29)
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� �
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� �

=3:063� 10�7k2 0:419w2 � 0:838wþ 0:419
� �� �

.

4.3. Discussions

As mentioned in Section 1, the spatial coherence radius plays an important role in a hetero-
dyne detection system. To the best of our knowledge, it is interesting to research the relation
between AOA fluctuations and the spatial coherence radius, because spatial coherence radius
r0 represents the coherence degradation of laser beams propagating through ocean induced by
the strength of turbulence. Both for plane-wave and for spherical-wave models, it is shown
that AOA is inversely proportional to five-thirds order of spatial coherence radius in the
inertial range. Besides, the difference of AOA fluctuations between an atmospheric turbulence
and an oceanic turbulence is that the constant Ci i ¼ 1; 2ð Þ occurs in the analytical expressions
of AOA fluctuations in the latter one. Due to the constant Ci related to wavelength, propaga-
tion distance, and oceanic parameters, changes of oceanic parameter on constant Ci are inves-
tigated at fixed wavelength and propagation path [20]. To illustrate this case, w ¼ �1
(i.e., C1 ¼ 1:966, C2 ¼ 1:991) is chosen in the theoretical calculations, and it is clear that con-
stant Ci approximates to 2 both for plane and for spherical waves; thus, Eqs. (24) and (30) are
consistent with the expressions of AOA fluctuations in atmospheric turbulence. In Ref. [20],
changes of AOA fluctuations versus r0 (i.e., r0pl in a plane-wave case and r0sp for a spherical-

wave model, respectively) are illustrated in Figure 1. Both for a plane wave and for a spherical
wave, AOA fluctuations decrease as r0 increases. It is clear that AOA fluctuations have a
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smaller value when the larger spatial coherence radius is obtained, and the AOA fluctuations
of a spherical wave are larger than that of a plane wave at the fixed r0. In terms of the
influences of spatial coherence radius, the AOA fluctuations of plane and spherical waves in
oceanic turbulence have the similar behavior to that of atmospheric turbulence.

5. Beam wander

Movement of the short-term beam instantaneous center (or “hot spot”) is commonly called
beam wander [1]. This phenomenon can be characterized statistically by the variance of the hot
spot displacement along an axis or by the variance of the magnitude of the hot spot displace-
ment [1]. An estimate of the short-term beam radius is obtained by removing beam wander
effects from the long-term beam radius [1]. It is much convenient to use the geometrical optics
approximation method in the turbulent area. Beam wander is an important characteristic of
laser beams, which determines their utility for practical applications, such as ground-to-satel-
lite laser communication [2, 3] and global quantum communication [4].

5.1. A general model

The far-field angular spread of a free-space propagating beam of diameter 2W0 is of order
λ=2W0. In the presence of optical turbulence, a finite optical beam will experience random
deflections as it propagates, causing further spreading of the beam by large-scale inhomoge-
neities of the turbulence [1]. Over short time periods, the beam profile at the receiver moves off

Figure 1. Changes of AOA fluctuations for oceanic turbulence versus r0 in two models [20].
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the bore sight and can become highly skewed from Gaussian so that the instantaneous center
of the beam is randomly displaced [1]. According to Ref. [1], W2TLS describes the beam
wander or the variance of the instantaneous center of the beam in the receiver plane (z ¼ L).

Based on the introduction of a general model [1], beam wander can be expressed as

r2c
� � ¼ W2TLS

¼ 4π2k2W2
ðL

0

ð∞

0

κΦn κð ÞHLS κ; zð Þ 1� exp �ΛLκ2ξ2=k
� �� �

dκdz,
(31)

where bracket < > denotes an ensemble average, W is the beam radius in the free space at
receiver, Λ represents Fresnel ration of beam at receiver, and HLS κ; zð Þ is the large-scale filter
function, respectively.

The large-scale filter function is [1].

HLS κ; ξð Þ ¼ exp �κ2W2
0 Θ0 þΘ0ξ
� �2 þΛ2

0 1� ξð Þ2
h in o

, (32)

where Θ0 ¼ 1�Θ0. W0, Θ0 and Λ0 are the beam radius, the beam curvature parameter, and
Fresnel ration of beam at transmitter, respectively [1].

Because beam wander is caused mostly by a large-scale turbulence near the transmitter, the
last term can be dropped in Eq. (32) and the geometrical optics approximation is [1].

1� exp �ΛLκ2ξ2=k
� � ¼ ΛLκ2ξ2=k, Lκ2=k≪ 1: (33)

Substituting from Eqs. (1), (32), and (33) into Eq. (31), (31) leads to

r2c
� � ¼ 0:388� 10�8 � 4π2kW2LΛε�1=3 χT=w2

� �

�
ð1

0

ð∞

0

κ�2=3 1þ 2:35 κηð Þ2=3
h i

w2exp �ATδð Þ þ exp �ASδð Þ � 2wexp �ATSδð Þ� �

exp �κ2W2
0 Θ0 þΘ0ξ
� �2h i

ξ2dκdξ

,
(34)

Equation (34) is applicable for collimated, divergent, or focused Gaussian-beam waves, and it
can represent our general expression for the variance of beam wander displacement under
weak irradiance fluctuations.

5.2. Special cases

In this section, two special cases (i.e., collimated beam and focused beam) are analyzed.

For collimated beam (Θ0 ¼ 1), the beam wander can be simplified as
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smaller value when the larger spatial coherence radius is obtained, and the AOA fluctuations
of a spherical wave are larger than that of a plane wave at the fixed r0. In terms of the
influences of spatial coherence radius, the AOA fluctuations of plane and spherical waves in
oceanic turbulence have the similar behavior to that of atmospheric turbulence.

5. Beam wander

Movement of the short-term beam instantaneous center (or “hot spot”) is commonly called
beam wander [1]. This phenomenon can be characterized statistically by the variance of the hot
spot displacement along an axis or by the variance of the magnitude of the hot spot displace-
ment [1]. An estimate of the short-term beam radius is obtained by removing beam wander
effects from the long-term beam radius [1]. It is much convenient to use the geometrical optics
approximation method in the turbulent area. Beam wander is an important characteristic of
laser beams, which determines their utility for practical applications, such as ground-to-satel-
lite laser communication [2, 3] and global quantum communication [4].

5.1. A general model

The far-field angular spread of a free-space propagating beam of diameter 2W0 is of order
λ=2W0. In the presence of optical turbulence, a finite optical beam will experience random
deflections as it propagates, causing further spreading of the beam by large-scale inhomoge-
neities of the turbulence [1]. Over short time periods, the beam profile at the receiver moves off

Figure 1. Changes of AOA fluctuations for oceanic turbulence versus r0 in two models [20].
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the bore sight and can become highly skewed from Gaussian so that the instantaneous center
of the beam is randomly displaced [1]. According to Ref. [1], W2TLS describes the beam
wander or the variance of the instantaneous center of the beam in the receiver plane (z ¼ L).

Based on the introduction of a general model [1], beam wander can be expressed as

r2c
� � ¼ W2TLS

¼ 4π2k2W2
ðL

0

ð∞

0

κΦn κð ÞHLS κ; zð Þ 1� exp �ΛLκ2ξ2=k
� �� �

dκdz,
(31)

where bracket < > denotes an ensemble average, W is the beam radius in the free space at
receiver, Λ represents Fresnel ration of beam at receiver, and HLS κ; zð Þ is the large-scale filter
function, respectively.

The large-scale filter function is [1].

HLS κ; ξð Þ ¼ exp �κ2W2
0 Θ0 þΘ0ξ
� �2 þΛ2

0 1� ξð Þ2
h in o

, (32)

where Θ0 ¼ 1�Θ0. W0, Θ0 and Λ0 are the beam radius, the beam curvature parameter, and
Fresnel ration of beam at transmitter, respectively [1].

Because beam wander is caused mostly by a large-scale turbulence near the transmitter, the
last term can be dropped in Eq. (32) and the geometrical optics approximation is [1].

1� exp �ΛLκ2ξ2=k
� � ¼ ΛLκ2ξ2=k, Lκ2=k≪ 1: (33)

Substituting from Eqs. (1), (32), and (33) into Eq. (31), (31) leads to

r2c
� � ¼ 0:388� 10�8 � 4π2kW2LΛε�1=3 χT=w2

� �

�
ð1

0

ð∞

0

κ�2=3 1þ 2:35 κηð Þ2=3
h i

w2exp �ATδð Þ þ exp �ASδð Þ � 2wexp �ATSδð Þ� �

exp �κ2W2
0 Θ0 þΘ0ξ
� �2h i

ξ2dκdξ

,
(34)

Equation (34) is applicable for collimated, divergent, or focused Gaussian-beam waves, and it
can represent our general expression for the variance of beam wander displacement under
weak irradiance fluctuations.

5.2. Special cases

In this section, two special cases (i.e., collimated beam and focused beam) are analyzed.

For collimated beam (Θ0 ¼ 1), the beam wander can be simplified as
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r2c
� �

coll ¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w
2� �

αw2 � 2βwþ γ
� �

, (35)

where

α ¼ 37:9244η4A2
T W2

0 þ 12:978ATη2
� ��11=6 þ 15:2043η8=3A2

T W2
0 þ 12:978ATη2

� ��3=2

� 9:03014η8=3AT W2
0 þ 12:978ATη2

� ��7=6 � 4:67544η4=3AT W2
0 þ 12:978ATη2

� ��5=6

þ 2:08263η4=3 W2
0 þ 12:978ATη2

� ��1=2 þ 2:78316 W2
0 þ 12:978ATη2

� ��1=6
:

(36)

and β, γ can be obtained from Eq. (36) if AT is replaced by ATS, AS, respectively.

For focused beam (Θ0 ¼ 0), the beam wander is expressed as

r2c
� �

focu ¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w
2� �

α0w2 � 2β0wþ γ0� �
, (37)

where

α0 ¼
ð1

0

37:9244η4A2
T W2

0ξ
2 þ 12:978ATη2

� ��11=6 þ 15:2043η8=3A2
T W2

0ξ
2 þ 12:978ATη2

� ��3=2

� 9:03014η8=3AT W2
0ξ

2 þ 12:978ATη2
� ��7=6 � 4:67544η4=3AT W2

0ξ
2 þ 12:978ATη2

� ��5=6

þ 2:08263η4=3 W2
0ξ

2 þ 12:978ATη2
� ��1=2 þ 2:78316 W2

0ξ
2 þ 12:978ATη2

� ��1=6
ξ2dξ:

(38)

and β0, γ0 can be obtained from Eq. (38) when AT is replaced by ATS, AS, respectively.

To atmospheric turbulence, the focused beam case leads to a greater beam wander variance for
the same size beam at the transmitter as that for the collimated beam [1]. However, because of
the complexity of oceanic power spectrum, the analytical expressions of collimated beam and
focused beam are also less concise than those of atmospheric turbulence. Therefore, it is not
simple to distinguish whose variance of beam wander is the larger one directly. In Section 5.4,
numerical calculations are used to discuss the abovementioned property of different beams.

5.3. Dimensionless quantity BW

In order to obtain influences of beam wander on laser beam propagation through oceanic
turbulence, the relation between beam wander and the turbulence-induced beam spot size is
investigated in detail by using theoretical and numerical methods. Using the dimensionless

quantity BW ¼ r2c
� �

=W2 1þ Tð Þ, where T ¼ 4π2k2L
Ð1
0

Ð∞
0
κΦn κð Þ 1� e�ΛLκ2ξ2=k

� �
dκdξ [1]. Based

on Ref. [21], the quantity in oceanic turbulence can be expressed as T ¼ 0:517� 10�8π2

kL2Λε�1=3χT 67:832w2 � 176:699wþ 475:692
� �

=w2. For the dimensionless quantity, BW is more

informative than merely r2c
� �

about the practical significance of the beam wander. The quantity

BW can be used to investigate the proportion of beam wander r2c
� �

to the turbulence-induced

beam spot size W2 1þ Tð Þ [1]. In Figure 2, the dimensionless quantity BW as a function of the
three oceanic parameters is plotted. It is shown that the larger value of BW is related to smaller
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log ε, larger logχT, and salinity-induced dominant. The beam wander of collimated beam has
less influence on turbulence-induced beam spot size compared to that of focused beam.
Furthermore, beam wander plays an unignorable role in turbulence-induced beam spot size
because all the values of BW are larger than 0.034 (or 3.4%) shown in Figure 2. The beam
wander effect cannot be ignored on laser beam propagating through ocean.

5.4. Definition of relative beam wander

To obtain the difference of beam wander among various beam types, the relative beam wander
r2c
� �

R based on focused and collimated beam is defined, which can be expressed as

r2c
� �

R ¼ r2c
� �

focu � r2c
� �

coll

¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w2
� �

α0 � αð Þw2 � 2 β0 � β
� �

wþ γ0 � γð Þ� �
:

(39)

It is clear that the increment r2c
� �0

R ¼ r2c
� �

focu � r2c
� �

arbi or r2c
� �0

R ¼ r2c
� �

arbi � r2c
� �

coll of arbitrary

beam type (i.e., 0 < Θ0 < 1) is smaller than that of Eq. (39). Choosing the same turbulent

Figure 2. Dimensionless quantity BW for collimated and focused beam versus (a) log ε, (b) logχT and (c) w [22].
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r2c
� �

coll ¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w
2� �

αw2 � 2βwþ γ
� �

, (35)

where

α ¼ 37:9244η4A2
T W2

0 þ 12:978ATη2
� ��11=6 þ 15:2043η8=3A2

T W2
0 þ 12:978ATη2

� ��3=2

� 9:03014η8=3AT W2
0 þ 12:978ATη2

� ��7=6 � 4:67544η4=3AT W2
0 þ 12:978ATη2

� ��5=6

þ 2:08263η4=3 W2
0 þ 12:978ATη2

� ��1=2 þ 2:78316 W2
0 þ 12:978ATη2

� ��1=6
:

(36)

and β, γ can be obtained from Eq. (36) if AT is replaced by ATS, AS, respectively.

For focused beam (Θ0 ¼ 0), the beam wander is expressed as

r2c
� �

focu ¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w
2� �

α0w2 � 2β0wþ γ0� �
, (37)

where

α0 ¼
ð1

0

37:9244η4A2
T W2

0ξ
2 þ 12:978ATη2

� ��11=6 þ 15:2043η8=3A2
T W2

0ξ
2 þ 12:978ATη2

� ��3=2

� 9:03014η8=3AT W2
0ξ

2 þ 12:978ATη2
� ��7=6 � 4:67544η4=3AT W2

0ξ
2 þ 12:978ATη2

� ��5=6

þ 2:08263η4=3 W2
0ξ

2 þ 12:978ATη2
� ��1=2 þ 2:78316 W2

0ξ
2 þ 12:978ATη2

� ��1=6
ξ2dξ:

(38)

and β0, γ0 can be obtained from Eq. (38) when AT is replaced by ATS, AS, respectively.

To atmospheric turbulence, the focused beam case leads to a greater beam wander variance for
the same size beam at the transmitter as that for the collimated beam [1]. However, because of
the complexity of oceanic power spectrum, the analytical expressions of collimated beam and
focused beam are also less concise than those of atmospheric turbulence. Therefore, it is not
simple to distinguish whose variance of beam wander is the larger one directly. In Section 5.4,
numerical calculations are used to discuss the abovementioned property of different beams.

5.3. Dimensionless quantity BW

In order to obtain influences of beam wander on laser beam propagation through oceanic
turbulence, the relation between beam wander and the turbulence-induced beam spot size is
investigated in detail by using theoretical and numerical methods. Using the dimensionless

quantity BW ¼ r2c
� �

=W2 1þ Tð Þ, where T ¼ 4π2k2L
Ð1
0

Ð∞
0
κΦn κð Þ 1� e�ΛLκ2ξ2=k

� �
dκdξ [1]. Based

on Ref. [21], the quantity in oceanic turbulence can be expressed as T ¼ 0:517� 10�8π2

kL2Λε�1=3χT 67:832w2 � 176:699wþ 475:692
� �

=w2. For the dimensionless quantity, BW is more

informative than merely r2c
� �

about the practical significance of the beam wander. The quantity

BW can be used to investigate the proportion of beam wander r2c
� �

to the turbulence-induced

beam spot size W2 1þ Tð Þ [1]. In Figure 2, the dimensionless quantity BW as a function of the
three oceanic parameters is plotted. It is shown that the larger value of BW is related to smaller
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log ε, larger logχT, and salinity-induced dominant. The beam wander of collimated beam has
less influence on turbulence-induced beam spot size compared to that of focused beam.
Furthermore, beam wander plays an unignorable role in turbulence-induced beam spot size
because all the values of BW are larger than 0.034 (or 3.4%) shown in Figure 2. The beam
wander effect cannot be ignored on laser beam propagating through ocean.

5.4. Definition of relative beam wander

To obtain the difference of beam wander among various beam types, the relative beam wander
r2c
� �

R based on focused and collimated beam is defined, which can be expressed as

r2c
� �

R ¼ r2c
� �

focu � r2c
� �

coll

¼ 0:517� 10�8 � π2kW2LΛε�1=3 χT=w2
� �

α0 � αð Þw2 � 2 β0 � β
� �

wþ γ0 � γð Þ� �
:

(39)

It is clear that the increment r2c
� �0

R ¼ r2c
� �

focu � r2c
� �

arbi or r2c
� �0

R ¼ r2c
� �

arbi � r2c
� �

coll of arbitrary

beam type (i.e., 0 < Θ0 < 1) is smaller than that of Eq. (39). Choosing the same turbulent

Figure 2. Dimensionless quantity BW for collimated and focused beam versus (a) log ε, (b) logχT and (c) w [22].
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strength and beam radius (i.e., ε ¼ 10�5m2=s3, χT ¼ 10�7K2=s, w ¼ �3 and W0 ¼ 0:05m)
shown in Figure 3, the value of r2c

� �
R= r2c
� �

focu is equal to 0.124. For arbitrary beam, it is clear

that the ratio of r2c
� �0

R= r2c
� �

focu is smaller than 0.124. The extension to arbitrary oceanic param-

eters and beam radius is straightforward.

From Section 5.3, it is impossible to avoid the beam wander effect for laser propagation;
therefore, achieving small beam wander is imperative. In this section, the relative beam wan-
der describes the increment of beam wander between focused and collimated beam, and this
quantity benefits us to select how to obtain small value of beam wander. Based on Eq. (39), it is
feasible to obtain small beam wander as long as the arbitrary beam type is under Θ0 ! 1
condition. Figure 3 shows that the larger beam radius leads to a smaller value of beam wander.
In the practical applications, it is an effective feasible solution to achieve a small beam wander
effect when beam curvature parameter at transmitter Θ0 is approximate to 1 and beam radius
is appropriately large. It is also meaningful to select favorable beam parameters which are less
sensitive to turbulence in laser propagation applications.

Figure 3. Relative beam wander with various beam radii versus (a) log ε, (b) logχT and (c) w [22].
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6. Conclusions

In summary, this chapter has used the same idea to convert atmospheric turbulence concerning
beam wave propagation to corresponding oceanic turbulence. The general characteristics of an
optical wave propagating through the ocean are greatly affected by small fluctuations in the
refractive index that are the direct consequence of small temperature and salinity fluctuations
transported by the turbulent motion of the ocean. Therefore, the propagation process of one
optical wave suffers beam spreading, loss of spatial coherence, angle-of-arrival fluctuations,
beam wander, and so on. In this chapter, three important statistical quantities including spatial
coherence radius, angle-of-arrival fluctuations, and beam wander have been investigated.

The analytical formulae for the wave structure function and the spatial coherence radius of a
plane wave and a spherical wave propagating through oceanic turbulence have been derived
in Section 3, which are valid in both weak and strong fluctuations. It has been shown that
under Rytov approximation, the Kolmogorov five-thirds power law of wave structure function
is also valid for the oceanic turbulence in the inertial range if the power spectrum of oceanic
turbulence proposed by Nikishov is adopted. These results are of considerable theoretical and
practical interest for operations in communication, imaging, and sensing systems involving
turbulent underwater channels.

Furthermore, spatial coherence radius can be described as the coherence degradation of laser
beams propagating through ocean induced by the strength of turbulence; thus, the relation
between angle-of-arrival fluctuations and the spatial coherence radius has been researched.
Both for a plane wave and for a spherical wave, it is shown that the angle-of-arrival fluctua-
tions are inversely proportional to five-thirds order of spatial coherence radius in the inertial
range. In terms of the influences of spatial coherence radius, the angle-of-arrival fluctuations of
plane and spherical waves in oceanic turbulence have the similar behavior to that of atmo-
spheric turbulence.

In addition, based on the oceanic power spectrum, the beam wander effect has been studied
with analytical and numerical methods in weak fluctuation theory, and the analytical expres-
sions for beam wander of collimated and focused beam in oceanic turbulence have also been
derived. For the dimensionless quantity, BW , the relation between beam wander and the
turbulence-induced beam spot size has been investigated. It is shown that the beam wander
of collimated beam has less influence on turbulence-induced beam spot size compared to that
of focused beam. Particularly, according to the definition of the relative beam wander, it is
shown that the relative beam wander is small when the value of beam curvature parameter at
transmitter Θ0 is close to 1 (i.e., Θ0 ! 1) and beam radius W0 is properly large.

In this chapter, the classical treatments of optical wave propagation have been concerned with
part of special cases, such as uniform plane wave, spherical wave, collimated beam, and
focused beam. The results presented serve as a foundation for the study of optical beam
propagation in oceanic turbulence, which may provide an essential support for further
researches in applications for underwater communicating, imaging, and sensing systems.
Thus, these simple optical wave models are useful in describing certain aspects of wave
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effect when beam curvature parameter at transmitter Θ0 is approximate to 1 and beam radius
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sensitive to turbulence in laser propagation applications.

Figure 3. Relative beam wander with various beam radii versus (a) log ε, (b) logχT and (c) w [22].
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is also valid for the oceanic turbulence in the inertial range if the power spectrum of oceanic
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with analytical and numerical methods in weak fluctuation theory, and the analytical expres-
sions for beam wander of collimated and focused beam in oceanic turbulence have also been
derived. For the dimensionless quantity, BW , the relation between beam wander and the
turbulence-induced beam spot size has been investigated. It is shown that the beam wander
of collimated beam has less influence on turbulence-induced beam spot size compared to that
of focused beam. Particularly, according to the definition of the relative beam wander, it is
shown that the relative beam wander is small when the value of beam curvature parameter at
transmitter Θ0 is close to 1 (i.e., Θ0 ! 1) and beam radius W0 is properly large.

In this chapter, the classical treatments of optical wave propagation have been concerned with
part of special cases, such as uniform plane wave, spherical wave, collimated beam, and
focused beam. The results presented serve as a foundation for the study of optical beam
propagation in oceanic turbulence, which may provide an essential support for further
researches in applications for underwater communicating, imaging, and sensing systems.
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propagation in oceanic turbulence. However, due to inherent infinite extent, these models are
not adequate in describing laser beams when finite size of the transmitted wave and high-
order Gaussian wave should be taken into account in the near future.
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Abstract

Turbulence stands as one of the most complicated and attractive physical phenomena. The 
accumulated knowledge has shown turbulent flow to be composed of islands of vortices 
and uniform-momentum regions, which are coherent in both time and space. Research has 
been concentrated on these structures, their generation, evolution, and interaction with 
the mean flow. Different theories and conceptual models were proposed with the aim 
of controlling the boundary layer flow and improving numerical simulations. Here, we 
review the different classes of turbulence coherent structures and the presumable genera-
tion mechanisms for each. The conceptual models describing the generation of turbulence 
coherent structures are generally classified under two categories, namely, the bottom-up 
mechanisms and the top-down mechanisms. The first assumes turbulence to be generated 
near the surface by some sort of instabilities, whereas the second assigns an active role to the 
large outer layer structures, perhaps the turbulent bulges. Both categories of models coexist 
in the flow with the first dominating turbulence generation at low Reynolds number and 
the second at high Reynolds number, such as the case in the atmospheric boundary layer.

Keywords: boundary layer, turbulence, coherent structures, generation, ejection, sweep

1. Introduction

Turbulent flow is the most common flow in industrial applications and atmospheric phenom-
ena. The random motion inherent in the flow contributes the largest share of fluid mixing 
and interaction with solid surfaces (e.g. friction, heating, and pollutant dispersion). Natural 
ventilation in modern cities, flow-induced vibrations of large civil structures, performance 
of windmills, etc. keep the topic ever interesting. Hundreds of researches have been devoted 
to the subject aiming at characterizing this randomness. The main objectives are (1) to set an 
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exact solution (or at least a mathematical model) to the turbulent flow problem and (2) to 
control it, for example, modify vortices and thereby reduce the drag on surfaces.

The random appearance of turbulent flow is violated by many well-established evidences. 
For instance, compared to a random signal, the turbulent velocity signal displays non-zero 
trends in both the energy spectrum (Figure 1) and autocorrelation (Figure 2) analyses. These 
examples, among many others, reveal the existence of organized motions within the irregu-
lar background. These organized motions are termed turbulence coherent structures (TCSs). 
Thus, TCSs are either vortices or uniform-momentum regions within the turbulent flow; 
these structures maintain their coherence over remarkable extents in time and space. The 
TCSs play a prominent role in the transport and mixing processes within the turbulent flow. 

Figure 2. Autocorrelation function of turbulent flow compared to a random signal.

Figure 1. Energy spectrum of turbulent flow compared to a random signal.
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Accordingly, few friction-reduction schemes target manipulating the TCSs. Furthermore, few 
researches attribute large parts of the loading on windmills to the TCSs. It follows that the 
understanding of TCSs is inevitable in solving and controlling turbulent flows.

In this chapter, we focus on the basic kinds of TCSs and their presumable generation mecha-
nisms. We start with the hairpin vortex, which is the elementary building block of TCSs. We 
characterize the hairpin vortex and detail its popular bursting theory of generation. Afterwards, 
we discuss the vortex packets and superstructures, which form the turbulent/non-turbulent 
interface bulges and contribute around half the turbulent kinetic energy and turbulent trans-
port. Finally, we review the theories of TCS generation in high-Reynolds number flows.

2. The hairpin vortex

The first conceptual model for TCSs was proposed by Theodorsen [1]. From his observations, 
he noticed the turbulence vortex to take a hairpin or horseshoe shape with the legs aligned 
streamwise and the head located downstream and curved up, Figure 3. Theodorsen applied a 
vorticity-based version of Navier-Stokes equations to the proposed model vortex. He hypoth-
esized the head to be inclined at an angle 45° to the mean flow direction since it subjects the 
hairpin to the maximum stretching from the mean flow and hence achieves the maximum tur-
bulence production. The legs (streamwise vortices) induce upward flow on the head, which 
causes it to be lifted up. The vortex is then subjected to stretching by the mean flow since 
the head lies in a higher-velocity region than the legs (shear effect), see Figure 4. This shear 
causes the vortex to extend in length and compress in diameter. Consequently, the vorticity 
intensifies, that is, rotation becomes faster and hence more lifting force is generated and the 
head moves up further. This sequence is resisted only by the shear stress which, although 
lengthening the vortex, exerts a restoring moment on the head to return it to the zero-shear 
horizontal position. The inclination angle of the vortex will depend on the balance between 
the two conflicting effects. The hairpin vortex model was first verified experimentally by 
Head and Bandyopadhyay [2] through a smoke visualization experiment. They measured the 

Figure 3. Illustration of the hairpin vortex model; vortex head lifting by induction from the legs.
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exact solution (or at least a mathematical model) to the turbulent flow problem and (2) to 
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Thus, TCSs are either vortices or uniform-momentum regions within the turbulent flow; 
these structures maintain their coherence over remarkable extents in time and space. The 
TCSs play a prominent role in the transport and mixing processes within the turbulent flow. 

Figure 2. Autocorrelation function of turbulent flow compared to a random signal.

Figure 1. Energy spectrum of turbulent flow compared to a random signal.
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angle and found it to fall well between 40 and 50°. As justified by Head and Bandyopadhyay, 
the angle of principal stress in the pure shear flow is 45°. Brief reviews of Theodorsen’s paper 
are found in [2–4].

Long before the first documented visualization of the hairpin vortices, Theodorsen’s model 
was confirmed, partly, by the correlation analysis of Townsend [5] and Grant [6] which was 
developed in [7]. Townsend depicted the dominant TCSs as randomly located couples of 
counter-rotating vortices aligned in the streamwise direction. These vortices (eddies) are of 
cone-like structure with the vertex upstream and the base downstream. An eddy size scales 
with its distance from the wall; hence his model is named the attached eddy model. The attached 
eddies can be thought of as headless hairpin vortices. In addition to Townsend, Willmarth, 
and Tu [8] conducted pressure-velocity correlation analysis that demonstrated the turbulence 
coherent structure as a transverse row of inclined triangular tubular vortices.

The symmetric structure of the hairpin vortex is the exception rather than the rule [3, 9–13]. 
The turbulence-inherent perturbations of the background flow cause the generated hairpin 
to be born distorted, for example, one-legged. Zhou et al. [14] examined the conditions to 
synthesize hairpin vortices by utilizing direct numerical simulation (DNS). They found the 
asymmetric hairpins to form more readily in rapid succession and at smaller streamwise 
separation. In the same article, Zhou et al. explained how the induction of the hairpin legs 
could cause the head to deform into an Ω-shaped structure. Thus, the transverse vortex 
can exist in many forms; cane, hairpin, horseshoe, or Ω -shaped vortices and deformed 
versions.

With or without the legs being attached to the wall, a hairpin vortex persistently rises across 
the boundary layer. The vortex envelope expands in the wall-normal and spanwise directions. 
The vortex core enlarges and weakens due to shear relaxation in the outer layer. Along the way 
up, hairpin-hairpin merging occurs to form larger and stronger vortices [15]. The hairpins align 
streamwise in groups (packets) to form the bulges at the edge of the turbulent boundary layer 
[2, 16–18], see Figure 5. Ultimately, under excessive stretching, the hairpin legs get very close 

Figure 4. Hairpin vortex stretching.
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and cancel each other i.e. the vortex dies [18]. However, the vortex dies anyway after a while 
by viscous diffusion. The debris from the dead eddies is convected away from the wall and 
undergoes stretching and distortion by live eddies to form isotropic fine-scale eddies surround-
ing the attached eddies [15]. Lozano-Durán and Jiménez [19] performed a DNS to inspect the 
evolution of coherent structures. They argue the tendency of eddies to remain small and die 
shortly; few eddies only attach to the wall and expand self-similarly across the logarithmic layer. 
These hold-on for lifetimes, which are proportional to their distances from the wall. These eddies 
are responsible for the vast majority of momentum transport. The hairpin vortices transport the 
low-momentum fluid from the wall layer to the outer layer. The hairpins are the main elements 
responsible also for vortex regeneration and hence the self-sustenance of flow turbulence [20, 21].

3. From eddies to turbulence

The coordinate system is defined by  x ,  y,  and  z  as the streamwise, spanwise, and wall-normal 
directions and the velocity components are given by  u ,  v , and  w , respectively. The time-mean 
and fluctuating components are referred to by capital letters and (‘) signs. The stirring effect 
of the vortices is illustrated in Figure 6. The rotation of the hairpin vortices, either the head or 
legs, disturbs the fluid in two ways. The low-speed fluid ( −  u   ′  ) from the bottom layers is pumped 
upward ( + w   ′  ), an event named second-quadrant or Q2 event, whereas the high-speed fluid ( + u   ′  )  
from the top layers is pumped downward ( −  w   ′  ), an event named fourth-quadrant or Q4 event. 
Experiments held by [22] have proven the Reynolds’ turbulent stresses    ̄  u′w′    to be formed up of 

Figure 5. Hairpin vortices may reach the end of the TBL to compose the turbulent/non-turbulent interface bulges.

Figure 6. Q2 and Q4 events.
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shortly; few eddies only attach to the wall and expand self-similarly across the logarithmic layer. 
These hold-on for lifetimes, which are proportional to their distances from the wall. These eddies 
are responsible for the vast majority of momentum transport. The hairpin vortices transport the 
low-momentum fluid from the wall layer to the outer layer. The hairpins are the main elements 
responsible also for vortex regeneration and hence the self-sustenance of flow turbulence [20, 21].

3. From eddies to turbulence

The coordinate system is defined by  x ,  y,  and  z  as the streamwise, spanwise, and wall-normal 
directions and the velocity components are given by  u ,  v , and  w , respectively. The time-mean 
and fluctuating components are referred to by capital letters and (‘) signs. The stirring effect 
of the vortices is illustrated in Figure 6. The rotation of the hairpin vortices, either the head or 
legs, disturbs the fluid in two ways. The low-speed fluid ( −  u   ′  ) from the bottom layers is pumped 
upward ( + w   ′  ), an event named second-quadrant or Q2 event, whereas the high-speed fluid ( + u   ′  )  
from the top layers is pumped downward ( −  w   ′  ), an event named fourth-quadrant or Q4 event. 
Experiments held by [22] have proven the Reynolds’ turbulent stresses    ̄  u′w′    to be formed up of 
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mainly Q2 and Q4 events. That means, the Q2 and Q4 fluctuations are more probable than Q1 
and Q3 ones [3]. The turbulent kinetic energy is defined as  k =   1 __ 2   (  ̄ ¯  u  ′   2  + v  ′   2  + w  ′   2   )  . The literature, espe-
cially of numerical analysis, defines the production of the turbulent kinetic energy as    ̄  u′w′     ∂ U ___ ∂ z    [23]. 
Hence, it can be said that hairpin vortices by their stirring action are the turbulence producers i.e. 
they cause the fluctuations read by the hotwire probe or pressure transducer. Some researchers 
like to make a shortcut by identifying vortex generation as turbulence production.

4. Generation of the hairpin vortex

The generation of hairpin vortices is attributed mainly to what is called the bursting process 
[3, 10], which occurs in the buffer layer. Before proceeding with the bursting process, it is 
better to introduce the low-speed streak, which is the key element in the bursting process. The 
low-speed streaks are long, narrow, uniform-momentum regions aligned quasi-streamwise, 
see Figure 7. They exist exclusively in the inner layer (below   z   + ~10 ) and move downstream at 
speeds lower than the mean flow speed (where   z   +  =    u   ∗  z ____ ν   ,  ν  is the kinematic viscosity, and   u   ∗   is 
the friction velocity). The streaks were first observed by Francis Hama [24] and concurrently 
by Ferrell et al. [25] in tube flow by injecting dye through a slot in the wall in the first experi-
ment and by flushing a flow of colored water by a clear fluid in the second experiment.

The streaks can extend in length to 1000 viscous (wall) units [26, 27] (one viscous unit  =    u   ∗  ___ ν   ) 
and in width to 20 viscous units [28]. The transverse spacing between streaks depends on the 
turbulent Reynolds number,   Re  

τ
   =   δ  u   ∗  ____ ν   , or momentum-thickness Reynolds numbers,   Re  

θ
   =   

θ  U  
∞
  
 ____ ν   , 

[29] (where  θ  is the momentum thickness). The streak transverse spacing is equal to    λ  
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   = 2000  [30] and widens to    λ  
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     +  = 100 . This value was found to provide the maximum energy amplification of a per-
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less than    λ  
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     +  = 100  cannot sustain turbulence [36].

Figure 7. Low-speed streaks.
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5. The bursting process

The bursting process as described by Kline et al. [37] and Kim et al. [29], with updates from 
later observations, passes through three stages:

1. Streak-lifting: The streak moves downstream and migrates gradually from the wall. The streak 
becomes thinner as it drifts outward. After a certain critical distance, the streak is lifted up 
rapidly away from the wall. This streak transports the low-momentum fluid near the wall to 
the upper layers, which causes an inflection in the streamwise instantaneous velocity profile. 
A spanwise shear layer is formed atop the streak upstream or downstream the crest. The shear 
layer (vorticity layer) is a circulating area of fluid of elliptic or generally non-circular shape. The 
shear layer rolls up in a circular form to generate a spanwise vortex (circular shear layer). The 
vortex is then stretched and lifted by the mean shear to form a streamwise and/or a hairpin 
vortex. Thus, streamwise and/or spanwise vortices propagate downstream the inflection point.

2. Oscillation: When the streak reaches a height of   z   +  = 8 − 12 , it starts to oscillate. The oscil-
lations are three-dimensional, that is, can be seen in both  x − z  and  x − y  planes and tend to 
be regular and organized.

3. Break-up: After a certain number of oscillations (3–10) the motion turns to be random and 
violent. This ends up with the streak broken-up and disappeared.

It follows then a quiescent period before the cycle is repeated. An illustration of the bursting 
process is shown in Figure 8. The oscillations of the streak are actually due to the formation and 
stretching of the born vortices. The concluding violent motion is imputed to the vortex stretch-
ing under the combined effect of turbulent background and successive-ascent through higher-
faster-layers [38]. Smith and Metzler [32] discovered that the streak does not break down after 
the bursting process. It rather persists owing to the reinforcement by the legs of the new hairpins.

Corino and Brodkey [39] complemented the picture with a sweep at the onset of the burst 
sequence and multiple ejections of low-momentum fluid followed by a sweep at the end of 
process. An ejection is a Q2 event, while a sweep is a Q4 event. The sweep at the onset of the 
burst may be responsible for lifting the streak. As elucidated by Grass [40], the sweep (inrush) 
stream triggers the bursting process, while the ejection stream is a consequence of the burst-
ing process and can extend across the entire boundary layer. On the other hand, Nakagawa 
and Nezu [41] and Smith [42] suggested the final ejections and sweep to be invoked by the 
generated hairpin vortices. The inward side of the vortex entrains low-momentum fluid from 
the streak and pumps it upward. The vortex navigation over the streak appears like multiple 
rapid ejections, whereas the outboard side entrains high-momentum fluid from the upper lay-
ers and pumps it toward the lateral extremes of the streak. Since the vortex is already inclined 
to the flow direction, the ejection and sweep appear as Q2 and Q4 events, see Figure 9.

Smith [42] considered each burst to be responsible for generating 2–5 vortices. Kline et al. [37] 
also estimated the frequency of bursts and found it to match with the dominant frequency 
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becomes thinner as it drifts outward. After a certain critical distance, the streak is lifted up 
rapidly away from the wall. This streak transports the low-momentum fluid near the wall to 
the upper layers, which causes an inflection in the streamwise instantaneous velocity profile. 
A spanwise shear layer is formed atop the streak upstream or downstream the crest. The shear 
layer (vorticity layer) is a circulating area of fluid of elliptic or generally non-circular shape. The 
shear layer rolls up in a circular form to generate a spanwise vortex (circular shear layer). The 
vortex is then stretched and lifted by the mean shear to form a streamwise and/or a hairpin 
vortex. Thus, streamwise and/or spanwise vortices propagate downstream the inflection point.

2. Oscillation: When the streak reaches a height of   z   +  = 8 − 12 , it starts to oscillate. The oscil-
lations are three-dimensional, that is, can be seen in both  x − z  and  x − y  planes and tend to 
be regular and organized.

3. Break-up: After a certain number of oscillations (3–10) the motion turns to be random and 
violent. This ends up with the streak broken-up and disappeared.

It follows then a quiescent period before the cycle is repeated. An illustration of the bursting 
process is shown in Figure 8. The oscillations of the streak are actually due to the formation and 
stretching of the born vortices. The concluding violent motion is imputed to the vortex stretch-
ing under the combined effect of turbulent background and successive-ascent through higher-
faster-layers [38]. Smith and Metzler [32] discovered that the streak does not break down after 
the bursting process. It rather persists owing to the reinforcement by the legs of the new hairpins.

Corino and Brodkey [39] complemented the picture with a sweep at the onset of the burst 
sequence and multiple ejections of low-momentum fluid followed by a sweep at the end of 
process. An ejection is a Q2 event, while a sweep is a Q4 event. The sweep at the onset of the 
burst may be responsible for lifting the streak. As elucidated by Grass [40], the sweep (inrush) 
stream triggers the bursting process, while the ejection stream is a consequence of the burst-
ing process and can extend across the entire boundary layer. On the other hand, Nakagawa 
and Nezu [41] and Smith [42] suggested the final ejections and sweep to be invoked by the 
generated hairpin vortices. The inward side of the vortex entrains low-momentum fluid from 
the streak and pumps it upward. The vortex navigation over the streak appears like multiple 
rapid ejections, whereas the outboard side entrains high-momentum fluid from the upper lay-
ers and pumps it toward the lateral extremes of the streak. Since the vortex is already inclined 
to the flow direction, the ejection and sweep appear as Q2 and Q4 events, see Figure 9.

Smith [42] considered each burst to be responsible for generating 2–5 vortices. Kline et al. [37] 
also estimated the frequency of bursts and found it to match with the dominant frequency 
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in the wall-pressure spectrum analysis held by Black [43]. Kim et al. [29] found that most/all 
occurrences of turbulent stresses ( −   ̄  u′w′   ) take place not only in the near-wall region but entirely 
during the bursting process, which opts the bursting to be the main turbulence producer. This 
harmonizes with the early predictions of Runstadler et al. [44]. Kline et al. [37] anticipated the 
death of turbulence (flow relaminarization) when suppressing the bursting process and fetched 
many examples in this context:

Figure 9. Ejection and sweep events caused by a hairpin vortex.

Figure 8. The bursting process as described by Kim et al. [29]. (a) Low-speed streak moving downstream and gradually 
lifting away from the wall. (b) Streak-lifting: the streak is lifted rapidly. (c) Oscillation: the streak starts an organized 3-D 
oscillation. (d) Break-up: random, violent oscillations that end with the streak broken up into small motions.
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• Relaminarizing turbulent boundary layer flow by applying a favorable pressure gradient; 
the pressure gradient hinders the lift-up process (a conclusion of the same paper [37] and 
other later, more comprehensive researches [45, 46]).

• Relaminarizing turbulent flow in a tube by rotating the tube about its axis; the centrifugal 
force affixes the streaks to the tube wall [47].

• Relaminarizing turbulent flow in a 2-D channel by rotating the channel about an axis fixed 
at one of the narrow walls and perpendicular to the mean flow direction; the Coriolis force 
suppresses turbulence at one wall and strengthens it at the other wall [48].

6. Streak generation

The streaks are created by streamwise vortices occupying the wall region [28, 49, 50]. Each 
streamwise vortex pumps the fast fluid from upper layers in one  y  direction and the slow fluid 
from wall-vicinity in the second direction. This action packs a body of high streamwise veloc-
ity at one side of the vortex and another of low streamwise velocity at the other side. These 
are termed the high-speed and low-speed streaks, see Figure 10.

For dye injected (or hydrogen bubbles generated) near the wall, the pumping action of the 
vortices accumulates the dye together with the wall-adjacent fluid in the low-speed streak. 
This is why the low-speed streaks appear in flow visualization experiments. It has been 
recorded that a streak can exist by its own [51], that is, the streamwise vortices form the streak 
and leave it behind. The streamwise vortices can be the legs of hairpin vortices. This means 
the streaks generate the hairpin vortices which in turn generate new streaks. This closes the 
turbulence self-sustenance cycle. The streak-hairpin-streamwise vortex mechanism is only 
one presumable mechanism for turbulence generation/maintenance among few others.

Robinson [10] and Schwartz [52] believed the low-speed streak to be lifted up or kinked by 
flow-induction from a streamwise vortex. Offen and Kline [53, 54] and Smith [42] have a 
somehow longer explanation. The vortical remnant from an upstream burst forms a traveling 

Figure 10. High- and low-speed streak generation by streamwise counter-rotating vortices.
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• Relaminarizing turbulent boundary layer flow by applying a favorable pressure gradient; 
the pressure gradient hinders the lift-up process (a conclusion of the same paper [37] and 
other later, more comprehensive researches [45, 46]).

• Relaminarizing turbulent flow in a tube by rotating the tube about its axis; the centrifugal 
force affixes the streaks to the tube wall [47].

• Relaminarizing turbulent flow in a 2-D channel by rotating the channel about an axis fixed 
at one of the narrow walls and perpendicular to the mean flow direction; the Coriolis force 
suppresses turbulence at one wall and strengthens it at the other wall [48].

6. Streak generation

The streaks are created by streamwise vortices occupying the wall region [28, 49, 50]. Each 
streamwise vortex pumps the fast fluid from upper layers in one  y  direction and the slow fluid 
from wall-vicinity in the second direction. This action packs a body of high streamwise veloc-
ity at one side of the vortex and another of low streamwise velocity at the other side. These 
are termed the high-speed and low-speed streaks, see Figure 10.

For dye injected (or hydrogen bubbles generated) near the wall, the pumping action of the 
vortices accumulates the dye together with the wall-adjacent fluid in the low-speed streak. 
This is why the low-speed streaks appear in flow visualization experiments. It has been 
recorded that a streak can exist by its own [51], that is, the streamwise vortices form the streak 
and leave it behind. The streamwise vortices can be the legs of hairpin vortices. This means 
the streaks generate the hairpin vortices which in turn generate new streaks. This closes the 
turbulence self-sustenance cycle. The streak-hairpin-streamwise vortex mechanism is only 
one presumable mechanism for turbulence generation/maintenance among few others.

Robinson [10] and Schwartz [52] believed the low-speed streak to be lifted up or kinked by 
flow-induction from a streamwise vortex. Offen and Kline [53, 54] and Smith [42] have a 
somehow longer explanation. The vortical remnant from an upstream burst forms a traveling 

Figure 10. High- and low-speed streak generation by streamwise counter-rotating vortices.
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pressure disturbance (instability). This traveling disturbance if passed over a low-speed 
streak impresses a local adverse pressure gradient upon a portion of it. This decelerates a part 
of the streak and hence lifts it up.

7. Generation of streamwise vortices

The streamwise, quasi-streamwise, vortices or rolls are the main turbulence producers in the 
viscous sublayer and responsible for low-speed streak formation. They are generated by dif-
ferent mechanisms:

1. They can be simply the legs of hairpin vortices. The legs of a hairpin vortex are quasi-
streamwise and are usually attached to the wall i.e. lie in the sublayer. They range in length 
between 100 and 200 wall units [14]. There are two theories to interpret how these rela-
tively short legs can produce the long streaks (   ∆  x     + ~1,000 ). First, they sweep downstream 
along the wall, pack the streak and leave it behind in the long trails [55]. Second, many legs 
coalesce together and create the streak [21, 42, 56].

2. The streamwise vortices can be regenerated by other streamwise vortices [4, 14, 57, 58]. 
The shear (velocity gradient,    ∂ U ___ ∂ z   ) causes the quasi-streamwise vortices to be stretched and 
lifted, that is, the upstream side is attached and the downstream side is detached from the 
wall ( ~ 9   °   inclination angle). Besides, the flow induced by other neighboring vortices tilts 
them in the spanwise direction ( ± 4   °  ). The wall-normal detachment motion and spanwise 
tilt motion provoke high vorticity in the wall-normal direction. This wall-normal vorticity is 
then affected by the shear that stretches it and turns it in the streamwise direction. A child 
vortex is then born on the downwash side (flow toward the wall) at either the upstream or the 
downstream ends of the parent vortex. The direction of rotation of the child vortex is oppo-
site to that of the parent vortex. The flow induced by the parent tilts the child in spanwise 
direction. The legs of a hairpin vortex can produce two pairs of streamwise vortices, inboard 
and outboard the hairpin [59]. Finally, we get a corrugated line of quasi-streamwise vortices.

3. The streamwise vortices can be generated during the bursting process [60]. Although the 
interaction between the low-speed streak and the mean flow produces a spanwise shear 
(vorticity) layer, this can turn in the streamwise direction to form a streamwise vortex. 
Depending on the presence of the streamwise vortex that lifts the streak, different types 
of vortices can be generated. If one lifting streamwise vortex is present at one side of the 
streak, the new vortex extends over it downstream such that the direction of rotation of 
the new vortex is opposing the old one, while if no streamwise vortices are present beside 
the streak, then the new vortex evolves in an arch vortex, see Figure 11.

4. The streamwise vortices, and even the spanwise vortices, can be produced by some low-
speed streak instability [10, 50, 55, 61, 62]. An instability (waviness) in the spanwise direction 
can be excited by the asymmetric flanking-vortices. The waviness generates a streamwise 
vorticity layer. Once the waviness grows enough, it produces a strong velocity gradient 
in the streamwise direction,    ∂ u ___ ∂ x   . This gradient is responsible for stretching the aforemen-
tioned layer and collapsing (compressing) it into a streamwise vortex (circular vorticity 
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layer). Schoppa and Hussain [61] proposed three possible processes for vortex generation 
by streak instability—namely Process A: regeneration within gaps between consequent 
vortices; Process B: regeneration from an existing spanwise (arch) vortex, whose spanwise 
profile, excites streak instability to produce a pair of new streamwise vortices; and Process 
C: regeneration at trailing ends of low-speed streaks. Since the spawned vortices travel 
faster than the streak, they totally advect the streak leaving it behind and a new set of 
vortices are spawned.

5. Finally, streamwise vortices may generate from existing streamwise vorticity layers [63]. 
These vorticity layers were observed to evidence near the edge of the viscous sublayer. 
One layer tends to roll up into a compact streamwise core either due to the mutual induc-
tion with its image vorticity layer [50, 64] or by ejection from a parent, opposite signed, 
vortex [65]. The two mechanisms are illustrated in Figures 12 and 13, respectively.

Figure 11. Generation of a streamwise vortex during the bursting process. (a) Lifted low-speed streak, (b) presence of the 
lifting streamwise vortex at one side of the streak, and (c) absence of the lifting vortex and generation of an arch vortex.

Figure 12. Roll-up of a streamwise shear layer by mutual induction with its image.
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pressure disturbance (instability). This traveling disturbance if passed over a low-speed 
streak impresses a local adverse pressure gradient upon a portion of it. This decelerates a part 
of the streak and hence lifts it up.

7. Generation of streamwise vortices

The streamwise, quasi-streamwise, vortices or rolls are the main turbulence producers in the 
viscous sublayer and responsible for low-speed streak formation. They are generated by dif-
ferent mechanisms:

1. They can be simply the legs of hairpin vortices. The legs of a hairpin vortex are quasi-
streamwise and are usually attached to the wall i.e. lie in the sublayer. They range in length 
between 100 and 200 wall units [14]. There are two theories to interpret how these rela-
tively short legs can produce the long streaks (   ∆  x     + ~1,000 ). First, they sweep downstream 
along the wall, pack the streak and leave it behind in the long trails [55]. Second, many legs 
coalesce together and create the streak [21, 42, 56].

2. The streamwise vortices can be regenerated by other streamwise vortices [4, 14, 57, 58]. 
The shear (velocity gradient,    ∂ U ___ ∂ z   ) causes the quasi-streamwise vortices to be stretched and 
lifted, that is, the upstream side is attached and the downstream side is detached from the 
wall ( ~ 9   °   inclination angle). Besides, the flow induced by other neighboring vortices tilts 
them in the spanwise direction ( ± 4   °  ). The wall-normal detachment motion and spanwise 
tilt motion provoke high vorticity in the wall-normal direction. This wall-normal vorticity is 
then affected by the shear that stretches it and turns it in the streamwise direction. A child 
vortex is then born on the downwash side (flow toward the wall) at either the upstream or the 
downstream ends of the parent vortex. The direction of rotation of the child vortex is oppo-
site to that of the parent vortex. The flow induced by the parent tilts the child in spanwise 
direction. The legs of a hairpin vortex can produce two pairs of streamwise vortices, inboard 
and outboard the hairpin [59]. Finally, we get a corrugated line of quasi-streamwise vortices.

3. The streamwise vortices can be generated during the bursting process [60]. Although the 
interaction between the low-speed streak and the mean flow produces a spanwise shear 
(vorticity) layer, this can turn in the streamwise direction to form a streamwise vortex. 
Depending on the presence of the streamwise vortex that lifts the streak, different types 
of vortices can be generated. If one lifting streamwise vortex is present at one side of the 
streak, the new vortex extends over it downstream such that the direction of rotation of 
the new vortex is opposing the old one, while if no streamwise vortices are present beside 
the streak, then the new vortex evolves in an arch vortex, see Figure 11.

4. The streamwise vortices, and even the spanwise vortices, can be produced by some low-
speed streak instability [10, 50, 55, 61, 62]. An instability (waviness) in the spanwise direction 
can be excited by the asymmetric flanking-vortices. The waviness generates a streamwise 
vorticity layer. Once the waviness grows enough, it produces a strong velocity gradient 
in the streamwise direction,    ∂ u ___ ∂ x   . This gradient is responsible for stretching the aforemen-
tioned layer and collapsing (compressing) it into a streamwise vortex (circular vorticity 
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layer). Schoppa and Hussain [61] proposed three possible processes for vortex generation 
by streak instability—namely Process A: regeneration within gaps between consequent 
vortices; Process B: regeneration from an existing spanwise (arch) vortex, whose spanwise 
profile, excites streak instability to produce a pair of new streamwise vortices; and Process 
C: regeneration at trailing ends of low-speed streaks. Since the spawned vortices travel 
faster than the streak, they totally advect the streak leaving it behind and a new set of 
vortices are spawned.

5. Finally, streamwise vortices may generate from existing streamwise vorticity layers [63]. 
These vorticity layers were observed to evidence near the edge of the viscous sublayer. 
One layer tends to roll up into a compact streamwise core either due to the mutual induc-
tion with its image vorticity layer [50, 64] or by ejection from a parent, opposite signed, 
vortex [65]. The two mechanisms are illustrated in Figures 12 and 13, respectively.

Figure 11. Generation of a streamwise vortex during the bursting process. (a) Lifted low-speed streak, (b) presence of the 
lifting streamwise vortex at one side of the streak, and (c) absence of the lifting vortex and generation of an arch vortex.

Figure 12. Roll-up of a streamwise shear layer by mutual induction with its image.
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Either theory of the streamwise vortices implies that they are the main occupants of the viscous 
sublayer, whereas the outer layer is dominated by transverse vortices (heads of the hairpins). 
Bearing in mind their extended lengths compared to the spanwise (arch) vortices, the stream-
wise vortices are the main contributors to Reynolds stress in the sublayer [9, 27, 60, 66–71].

8. Turbulence sustenance by instability

In the foregoing discussion, the bursting process, and hence vortex generation, was almost 
totally undertaken by other coherent structures. This is termed the parent-offspring mechanism 
for turbulence production. On the contrary, a broad team of researchers designates a role in 
the vortex regeneration process to flow instabilities. The instabilities are supposed to take 
many forms and play different roles in turbulence generation [50, 72–74].

According to Swearingen and Blackwelder [75], instabilities motivate the generation of 
streamwise vortices and then trigger the generation of the hairpin vortices. Taylor-Görtler 
instabilities prevail near the wall due to streamline curvature, either as an inherent property 
of the TBL profile [73] or a result of the passage of a large-scale disturbance [36]. These can 
produce a system of streamwise vortices. The streamwise vortices in turn pump the fluid to 
build the low- and high-speed streaks. Consequently, two inflectional velocity profiles are 
formed ( U (z)   and  U (y)  ). From Rayleigh’s criterion which has been upgraded by Fjørtoft’s theo-
rem, these inflectional profiles are inherently unstable [40, 55]. Thus, a secondary instability is 
generated which causes the streak lift-up, giving birth to new horseshoe vortices. Recall that 
the streak oscillations were interpreted by Kline et al. [37] as Kelvin-Helmholtz instabilities 
due to the growth and roll-up of the shear layer formed above the streak.

9. Large-scale motions (LSMs, vortex packets)

A vortex packet or large-scale motion is a bundle of hairpin vortices comprising 2–10 vortices 
aligned streamwise and traveling together. The inboard inductions of the hairpins against the 
mainstream combine together to form a relatively large region of uniform low momentum. The 
length of the packet ranges within 2–3 δ . The recognition of vortex packets dates back to the early 

Figure 13. Roll-up of a streamwise shear layer by ejection from a parent vortex.
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hairpin vortex visualizations [76]. According to Smith [42], the arrangement of the hairpins in 
packets is a natural consequence of their production as groups (2–5 vortices) in the bursting pro-
cess. Zhou et al. [14] conducted a DNS to study the mechanism of generation of vortex packets. 
The simulation started with a pair of counter-rotating streamwise vortices which evolved into a 
hairpin. If this primary hairpin is strong enough, its induced flow interacts with the mean flow 
or induced flow from another hairpin to deliver secondary, tertiary, and downstream vortices. 
This vortex spawning complies with the findings of Doligalski et al. [77]. The final tent-like 
shape of the packet is very similar to the early hypothesis of Head and Bandyopadhyay [76].

The primary vortex and its offspring flock together as a packet. Adrian and his team [21, 78] further 
extended their vortex packet paradigm through experimentally studying the vortex packet behavior 
in the outer layer. The inboard induction of the packet hairpins against the main stream causes 
the packet to travel at a speed slower than the mean flow ( ~0.8  U  

∞
   ). As the hairpin ages, it expands 

in size and hence the induction is attenuated. Thus, the upstream parent hairpin moves faster 
than the downstream offspring; the packet stretches in the streamwise direction. Progressively, 
the overall induction of the packet hairpins is weakened. In addition, the hairpins move to higher 
faster fluid layers. Consequently, older packets move faster than younger packets and may over-
run them. Packets can also merge with adjacent packets either streamwise or spanwise to form 
larger, stronger ones [79]. A vortex packet can extend to the edge of the boundary layer to form 
at least part of the turbulent bulges [3, 80]. Surprisingly, the description of the turbulent bulges 
introduced by Kovasznay et al. [81] agrees with that of the vortex packets. Moreover, Brown 
and Thomas [73] conducted correlation analysis across 75% of the TBL. They recognized large 
structures of length  2 δ  and 18° inclination angle. From their PIV analysis, Ganapathisubramani 
et al. [82] confirmed the existence of the hairpin vortex packets. They could identify packets as 
long as  2 δ . The packets hold more than 25% of Reynolds stress although occupying less than 4% 
of the total area. However, Ganapathisubramani et al. expected the packets to break down out-
side the logarithmic layer. While the angle of inclination of the hairpin vortex fluctuates around 
45°, the packet as a whole leans against the wall at an angle of 10.5–13° [21, 78]. The LSMs are 
accompanied on either side with somehow shorter high-speed structures [13].

The vortex packet paradigm [21] assumes some kind of interaction between the large and 
small vortex packets. The larger packets move at higher speeds than the smaller ones such 
that they overtake them. As such, the smaller packets are liable to be enclosed in the uniform 
momentum zones of larger packets. As a consequence, the velocity vectors of the small scales 
undergo modulation by the larger ones. A modulating role for the large scales on the near-
wall streaks was proven by Toh and Itano [83]. The modulation comprises the three velocity 
components [84] and extends to the frequency [85]. However, Hutchins [86] seizes the modu-
lation to the near-wall region and interprets the similarity in amplitude between the scales 
outside it as a mere matter of preferential arrangement.

10. Very large scale motions (VLSMs, superstructures)

From their power spectral analysis of the streamwise velocity signal in channel and pipe flows, 
Jiménez [87] and Kim and Adrian [80] discovered a bimodal trend for the premultiplied spec-
trum. The two spectrum peaks correspond to wavelengths of 2–3  δ  and 12–20  δ . The former was 
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Either theory of the streamwise vortices implies that they are the main occupants of the viscous 
sublayer, whereas the outer layer is dominated by transverse vortices (heads of the hairpins). 
Bearing in mind their extended lengths compared to the spanwise (arch) vortices, the stream-
wise vortices are the main contributors to Reynolds stress in the sublayer [9, 27, 60, 66–71].

8. Turbulence sustenance by instability

In the foregoing discussion, the bursting process, and hence vortex generation, was almost 
totally undertaken by other coherent structures. This is termed the parent-offspring mechanism 
for turbulence production. On the contrary, a broad team of researchers designates a role in 
the vortex regeneration process to flow instabilities. The instabilities are supposed to take 
many forms and play different roles in turbulence generation [50, 72–74].

According to Swearingen and Blackwelder [75], instabilities motivate the generation of 
streamwise vortices and then trigger the generation of the hairpin vortices. Taylor-Görtler 
instabilities prevail near the wall due to streamline curvature, either as an inherent property 
of the TBL profile [73] or a result of the passage of a large-scale disturbance [36]. These can 
produce a system of streamwise vortices. The streamwise vortices in turn pump the fluid to 
build the low- and high-speed streaks. Consequently, two inflectional velocity profiles are 
formed ( U (z)   and  U (y)  ). From Rayleigh’s criterion which has been upgraded by Fjørtoft’s theo-
rem, these inflectional profiles are inherently unstable [40, 55]. Thus, a secondary instability is 
generated which causes the streak lift-up, giving birth to new horseshoe vortices. Recall that 
the streak oscillations were interpreted by Kline et al. [37] as Kelvin-Helmholtz instabilities 
due to the growth and roll-up of the shear layer formed above the streak.

9. Large-scale motions (LSMs, vortex packets)

A vortex packet or large-scale motion is a bundle of hairpin vortices comprising 2–10 vortices 
aligned streamwise and traveling together. The inboard inductions of the hairpins against the 
mainstream combine together to form a relatively large region of uniform low momentum. The 
length of the packet ranges within 2–3 δ . The recognition of vortex packets dates back to the early 

Figure 13. Roll-up of a streamwise shear layer by ejection from a parent vortex.
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hairpin vortex visualizations [76]. According to Smith [42], the arrangement of the hairpins in 
packets is a natural consequence of their production as groups (2–5 vortices) in the bursting pro-
cess. Zhou et al. [14] conducted a DNS to study the mechanism of generation of vortex packets. 
The simulation started with a pair of counter-rotating streamwise vortices which evolved into a 
hairpin. If this primary hairpin is strong enough, its induced flow interacts with the mean flow 
or induced flow from another hairpin to deliver secondary, tertiary, and downstream vortices. 
This vortex spawning complies with the findings of Doligalski et al. [77]. The final tent-like 
shape of the packet is very similar to the early hypothesis of Head and Bandyopadhyay [76].

The primary vortex and its offspring flock together as a packet. Adrian and his team [21, 78] further 
extended their vortex packet paradigm through experimentally studying the vortex packet behavior 
in the outer layer. The inboard induction of the packet hairpins against the main stream causes 
the packet to travel at a speed slower than the mean flow ( ~0.8  U  

∞
   ). As the hairpin ages, it expands 

in size and hence the induction is attenuated. Thus, the upstream parent hairpin moves faster 
than the downstream offspring; the packet stretches in the streamwise direction. Progressively, 
the overall induction of the packet hairpins is weakened. In addition, the hairpins move to higher 
faster fluid layers. Consequently, older packets move faster than younger packets and may over-
run them. Packets can also merge with adjacent packets either streamwise or spanwise to form 
larger, stronger ones [79]. A vortex packet can extend to the edge of the boundary layer to form 
at least part of the turbulent bulges [3, 80]. Surprisingly, the description of the turbulent bulges 
introduced by Kovasznay et al. [81] agrees with that of the vortex packets. Moreover, Brown 
and Thomas [73] conducted correlation analysis across 75% of the TBL. They recognized large 
structures of length  2 δ  and 18° inclination angle. From their PIV analysis, Ganapathisubramani 
et al. [82] confirmed the existence of the hairpin vortex packets. They could identify packets as 
long as  2 δ . The packets hold more than 25% of Reynolds stress although occupying less than 4% 
of the total area. However, Ganapathisubramani et al. expected the packets to break down out-
side the logarithmic layer. While the angle of inclination of the hairpin vortex fluctuates around 
45°, the packet as a whole leans against the wall at an angle of 10.5–13° [21, 78]. The LSMs are 
accompanied on either side with somehow shorter high-speed structures [13].

The vortex packet paradigm [21] assumes some kind of interaction between the large and 
small vortex packets. The larger packets move at higher speeds than the smaller ones such 
that they overtake them. As such, the smaller packets are liable to be enclosed in the uniform 
momentum zones of larger packets. As a consequence, the velocity vectors of the small scales 
undergo modulation by the larger ones. A modulating role for the large scales on the near-
wall streaks was proven by Toh and Itano [83]. The modulation comprises the three velocity 
components [84] and extends to the frequency [85]. However, Hutchins [86] seizes the modu-
lation to the near-wall region and interprets the similarity in amplitude between the scales 
outside it as a mere matter of preferential arrangement.

10. Very large scale motions (VLSMs, superstructures)

From their power spectral analysis of the streamwise velocity signal in channel and pipe flows, 
Jiménez [87] and Kim and Adrian [80] discovered a bimodal trend for the premultiplied spec-
trum. The two spectrum peaks correspond to wavelengths of 2–3  δ  and 12–20  δ . The former was 
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attributed to vortex packets (or turbulent bulges) whereas the latter was attributed to a turbulence 
coherent structure that extends very long streamwise. It was therefore named the very large scale 
motion (VLSM) or superstructure. Kim and Adrian conjectured that hairpins align in groups to 
form long LSMs, and LSMs in turn align coherently to form superstructures, see Figure 14. This 
hierarchical structure has been proven by Baltzer et al. [88] and received approbation from other 
authors [79, 89]. Nevertheless, Bailey et al. [90] found a disparity between the transverse (azi-
muthal) scales of both LSMs and superstructures that suggests the latter to be formed either by 
alignment of the biggest LSMs or separately from flow instabilities. Moreover, Hwang and Cossu 
[91–93] found from large eddy simulations (LESs) that the superstructures self-sustain even when 
the small-scale structures in the buffer and logarithmic layers are artificially quenched.

Superstructures were recorded over the lower half of the turbulent boundary layer, including the 
logarithmic region [89]. The superstructures contribute 50% to the turbulent kinetic energy and 
more than 50% to the Reynolds shear stress [94, 95]. Dennis and Nickels [89] conducted experi-
mental (3D PIV + Talyor’s hypothesis) tests on boundary layer flow from which they estimated the 
length of superstructures to be limited to 7  δ . However, superstructures as large as 30  δ  were found 
in pipe flow by DNS held by Lee and Sung [96] and by hotwire measurements held by Monty et al. 
[97]. The large difference between the two turbulent flows is caused by the free surface in case of 
TBL where entrainment occurs of large plumes from the free stream into the TBL. This entrain-
ment breaks down the long coherent structures. Hutchins and Marusic [98] provided direct evi-
dence of the superstructures in the logarithmic and lower wake regions of the turbulent boundary 
layer and atmospheric surface layer through velocity contours obtained from a rack of hotwires 
and sonic anemometers. Moreover, they found the superstructures to meander extremely along 
their length. The low-speed superstructures are usually twinned with high-speed structures of 
comparable lengths, probably induced by hairpin vortex legs [89]. The superstructure resembles 
an outer-layer counterpart of the low-speed streak [33]. The first is 12–20  δ  long and 3–4  δ  spanwise 
spaced, whereas the second is 1000 wall-units long and 100 wall-units spanwise spaced. Carlotti 
[99] differentiates between the two structures based on spectral analysis; the superstructures pro-
duce a “-1” power slope and the low-speed streaks produce a “-2” power slope.

Figure 14. A VLSM turns out from agglomeration of several vortex packets aligned in the streamwise direction.
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The newly discovered coherent structures (LSM and VLSMs) have been used to develop the 
old attached eddy model of Townsend [7]. Perry and co-authors [15, 18] devised a model to 
predict turbulence statistics by applying the attached eddy hypotheses to a forest of hairpin vor-
tices of sizes proportional to their height from the wall. The model has been further polished by 
Marusic [100] who found the vortex packet to best resemble the attached eddies and prescribe 
turbulence statistics. Exactly the same was deduced by Dennis and Nickels [13]. Del Álamo 
et al. [101] inferred that the logarithmic region is populated with two classes of clusters; small 
detached vortex packets and tall attached packets. Hwang and Cossu [91–93] displayed that 
the energy-containing motions at a given spanwise length scale can self-sustain themselves by 
extracting energy directly from the mean flow even with the absence of any larger or smaller 
structures. They found the sizes of these energy-containing motions to be proportional to 
their distances from the wall, which makes them good candidates to be Townsend’s attached 
eddies. However, they anticipated each of these eddies to be composed of two elements, a 
long streaky structure and a vortical structure. In the sublayer, these are the low-speed streak 
and the quasi-streamwise vortices flanking it and in the logarithmic and wake layers, these 
are the superstructures and the vortex packets aligning along them.

11. Generation of mechanical coherent structures in the ABL

The outer layer flow has generally been neutralized in the discussion about coherent structure 
generation. It was assumed that the structures are pure products of surface-instability interac-
tions. This bottom-up model is convincing at low   Re  

τ
    where the inner layer resembles a consider-

able portion of the whole boundary layer depth. Nevertheless, as   Re  
τ
    increases, the inner and 

outer scales separate. For instance, the atmospheric boundary layer (ABL) can extend in height 
up to 1000 m but its inner layer is no more than few centimeters. It follows that, the bottom-up 
mechanism presupposes that a vortex packet of 5-cm size is to enlarge persistently tens of meters 
within a high   Re  

τ
    turbulent flow field until reaching the turbulent/non-turbulent interface.

Many authors [16, 17, 38, 40, 54, 73, 102, 103] recorded that the structures within the outer layer 
can trigger the bursting process, top-down models. Based on the synchronization between the 
bursting process and the passage of turbulent bulges in the turbulent/non-turbulent interface, 
Blackwelder and coworkers [28, 104, 105] conjectured that either the bursting phenomenon 
controls the outer flow field by developing the large-scale bulges, or else the outer field drives 
the bursts. Falco [106] observed the bulges at the turbulent/non-turbulent interface. He found 
the bulges to encompass typical eddies. These are ring or hairpin eddies found in almost all tur-
bulent flows; wakes, jets, grid-generated turbulence; turbulent boundary layers, etc. In their 
proposed Overall Production Module, Falco, Klewicki, and Pan [107] hypothesized the burst-
ing process to be triggered by a typical eddy moving toward the wall. The typical eddy when 
passing over a pair of low-speed streaks provokes the generation of two spanwise vortices 
within the streak pair, a primary vortex and a pocket vortex. The pocket in between opens up 
by self-induction and a sweep stream is created. Secondary hairpin vortices form across each 
streak. They are then twisted and rotated back toward the wall into the center of the pocket. 
This model largely coincides with the observations of Haidari and Smith [108].
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attributed to vortex packets (or turbulent bulges) whereas the latter was attributed to a turbulence 
coherent structure that extends very long streamwise. It was therefore named the very large scale 
motion (VLSM) or superstructure. Kim and Adrian conjectured that hairpins align in groups to 
form long LSMs, and LSMs in turn align coherently to form superstructures, see Figure 14. This 
hierarchical structure has been proven by Baltzer et al. [88] and received approbation from other 
authors [79, 89]. Nevertheless, Bailey et al. [90] found a disparity between the transverse (azi-
muthal) scales of both LSMs and superstructures that suggests the latter to be formed either by 
alignment of the biggest LSMs or separately from flow instabilities. Moreover, Hwang and Cossu 
[91–93] found from large eddy simulations (LESs) that the superstructures self-sustain even when 
the small-scale structures in the buffer and logarithmic layers are artificially quenched.

Superstructures were recorded over the lower half of the turbulent boundary layer, including the 
logarithmic region [89]. The superstructures contribute 50% to the turbulent kinetic energy and 
more than 50% to the Reynolds shear stress [94, 95]. Dennis and Nickels [89] conducted experi-
mental (3D PIV + Talyor’s hypothesis) tests on boundary layer flow from which they estimated the 
length of superstructures to be limited to 7  δ . However, superstructures as large as 30  δ  were found 
in pipe flow by DNS held by Lee and Sung [96] and by hotwire measurements held by Monty et al. 
[97]. The large difference between the two turbulent flows is caused by the free surface in case of 
TBL where entrainment occurs of large plumes from the free stream into the TBL. This entrain-
ment breaks down the long coherent structures. Hutchins and Marusic [98] provided direct evi-
dence of the superstructures in the logarithmic and lower wake regions of the turbulent boundary 
layer and atmospheric surface layer through velocity contours obtained from a rack of hotwires 
and sonic anemometers. Moreover, they found the superstructures to meander extremely along 
their length. The low-speed superstructures are usually twinned with high-speed structures of 
comparable lengths, probably induced by hairpin vortex legs [89]. The superstructure resembles 
an outer-layer counterpart of the low-speed streak [33]. The first is 12–20  δ  long and 3–4  δ  spanwise 
spaced, whereas the second is 1000 wall-units long and 100 wall-units spanwise spaced. Carlotti 
[99] differentiates between the two structures based on spectral analysis; the superstructures pro-
duce a “-1” power slope and the low-speed streaks produce a “-2” power slope.

Figure 14. A VLSM turns out from agglomeration of several vortex packets aligned in the streamwise direction.
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The newly discovered coherent structures (LSM and VLSMs) have been used to develop the 
old attached eddy model of Townsend [7]. Perry and co-authors [15, 18] devised a model to 
predict turbulence statistics by applying the attached eddy hypotheses to a forest of hairpin vor-
tices of sizes proportional to their height from the wall. The model has been further polished by 
Marusic [100] who found the vortex packet to best resemble the attached eddies and prescribe 
turbulence statistics. Exactly the same was deduced by Dennis and Nickels [13]. Del Álamo 
et al. [101] inferred that the logarithmic region is populated with two classes of clusters; small 
detached vortex packets and tall attached packets. Hwang and Cossu [91–93] displayed that 
the energy-containing motions at a given spanwise length scale can self-sustain themselves by 
extracting energy directly from the mean flow even with the absence of any larger or smaller 
structures. They found the sizes of these energy-containing motions to be proportional to 
their distances from the wall, which makes them good candidates to be Townsend’s attached 
eddies. However, they anticipated each of these eddies to be composed of two elements, a 
long streaky structure and a vortical structure. In the sublayer, these are the low-speed streak 
and the quasi-streamwise vortices flanking it and in the logarithmic and wake layers, these 
are the superstructures and the vortex packets aligning along them.

11. Generation of mechanical coherent structures in the ABL

The outer layer flow has generally been neutralized in the discussion about coherent structure 
generation. It was assumed that the structures are pure products of surface-instability interac-
tions. This bottom-up model is convincing at low   Re  

τ
    where the inner layer resembles a consider-

able portion of the whole boundary layer depth. Nevertheless, as   Re  
τ
    increases, the inner and 

outer scales separate. For instance, the atmospheric boundary layer (ABL) can extend in height 
up to 1000 m but its inner layer is no more than few centimeters. It follows that, the bottom-up 
mechanism presupposes that a vortex packet of 5-cm size is to enlarge persistently tens of meters 
within a high   Re  

τ
    turbulent flow field until reaching the turbulent/non-turbulent interface.

Many authors [16, 17, 38, 40, 54, 73, 102, 103] recorded that the structures within the outer layer 
can trigger the bursting process, top-down models. Based on the synchronization between the 
bursting process and the passage of turbulent bulges in the turbulent/non-turbulent interface, 
Blackwelder and coworkers [28, 104, 105] conjectured that either the bursting phenomenon 
controls the outer flow field by developing the large-scale bulges, or else the outer field drives 
the bursts. Falco [106] observed the bulges at the turbulent/non-turbulent interface. He found 
the bulges to encompass typical eddies. These are ring or hairpin eddies found in almost all tur-
bulent flows; wakes, jets, grid-generated turbulence; turbulent boundary layers, etc. In their 
proposed Overall Production Module, Falco, Klewicki, and Pan [107] hypothesized the burst-
ing process to be triggered by a typical eddy moving toward the wall. The typical eddy when 
passing over a pair of low-speed streaks provokes the generation of two spanwise vortices 
within the streak pair, a primary vortex and a pocket vortex. The pocket in between opens up 
by self-induction and a sweep stream is created. Secondary hairpin vortices form across each 
streak. They are then twisted and rotated back toward the wall into the center of the pocket. 
This model largely coincides with the observations of Haidari and Smith [108].
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Jiménez and Pinelli [62] utilized the capabilities of DNS to isolate the different turbulence 
sustenance mechanisms. They found that, at the studied   Re  

τ
   , turbulence can feed solely on 

the inner-layer cycle without any perturbations from the outer layer. However, Jiménez and 
Pinelli believe that the outer-layer perturbations still can maintain turbulence, yet at a lower 
activity. Between the bottom-up and top-down supporters, a third group of researchers [55, 
109, 110] reckons that both models do coexist all the time with the former prevailing at low   
Re  

τ
    and the latter at high   Re  

τ
   . Hunt and Morrison [103] suggest an   Re  

τ
    of   10   4   as a limiting value 

between the dominance regimes of both models.

Lin et al. [111] conducted an LES for neutral ABL. They employed a conditional sampling tech-
nique to track the evolution of the coherent structures. They concluded that hairpin vortices can 
be spawned by interaction between the ejection stream and either the mean flow or a sweep 
stream, a fact that has been confirmed later via DNS [14] and PIV [21]. The most interesting result 
among theirs is that they confirmed the top-down mechanism to generate vortices; a sweep 
stream when it impinges onto the ground, generates an ejection stream. However, they found 
these ejection-induced streams not to correlate with the strong ejection streams dominating the 
surface layer. Hunt and Morrison [103] and coworkers [99, 112, 113] developed the top-down 
model originally proposed by Falco [106] to comply with the ABL. Their conjecture is that the 
large eddies impinge and scrape along the surface, forming an internal boundary layer. As such, 
streamwise vortices of lengths several times the boundary layer height are generated alongside 
the impinging eddy. When the generated vortices interact with others, they are lifted far upward. 
The theory further splits the atmospheric surface layer into two sublayers: the shear layer and the 
eddy surface layer. The shear dominates the spectra in the first by distorting turbulence isotropy, 
while in the second the statistics are dominated by the ground-blocking effect on the imping-
ing eddies (normal velocity suppression). They supported their theory by observations from 
atmospheric flow and spectrum analysis from the near surface region. The layer division was 
proven by spectral analysis of field measurements undertaken by [114]. Likewise, McNaughton 
and Brunet [115] postulated that the outer-layer eddies overtake the superstructures and induce 
hairpin vortices in a similar fashion to the near-wall cycle proposed by Kline et al. [37].

12. Conclusion

The turbulent flow stays as one of the most difficult scientific problems man has encountered. 
Despite the great deal of advance in the field, the path from the mean flow to the random fluc-
tuations is still controversial. The modern experimental and numerical techniques are either 
one-eyed or biased toward the flow conditions synthesized by the researchers. This chapter 
reviewed the accumulated knowledge of TCSs and unfolded and compared their different 
mechanisms of generation. The scope was confined to turbulent boundary layer flow and 
atmospheric flow.

In boundary layer flows, turbulence is sustained by two concurrent mechanisms, the bottom-up 
mechanism and the top-down mechanism. The former dominates in low-Reynolds number (FPBL) 
flows and the latter dominates in high-Reynolds number (atmospheric) flows. The bottom-up 
mechanism generates turbulence coherent structures by surface-instability interaction, whereas 
the top-down mechanism relies on large outer-layer structures to trigger the generation process. 
Both the FPBL flow and the atmospheric flow share common features and are occupied by similar 
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turbulence coherent structures, namely, the streamwise vortices, the low-speed streaks, the hair-
pin vortices, the vortex packets, and the superstructures. However, the large scale in atmospheric 
flow neutralizes the role of the low-speed streaks and streamwise vortices. Many conceptual 
and numerical models have been set forth to enhance our understanding of turbulent flows. The 
research is always aiming to achieve a model that can be implemented in numerical simulations 
or drag reduction applications. In the end, despite the vast knowledge of turbulent flow structure, 
turbulence continues to be an unsolved or not thoroughly understood phenomenon.
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the inner-layer cycle without any perturbations from the outer layer. However, Jiménez and 
Pinelli believe that the outer-layer perturbations still can maintain turbulence, yet at a lower 
activity. Between the bottom-up and top-down supporters, a third group of researchers [55, 
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between the dominance regimes of both models.

Lin et al. [111] conducted an LES for neutral ABL. They employed a conditional sampling tech-
nique to track the evolution of the coherent structures. They concluded that hairpin vortices can 
be spawned by interaction between the ejection stream and either the mean flow or a sweep 
stream, a fact that has been confirmed later via DNS [14] and PIV [21]. The most interesting result 
among theirs is that they confirmed the top-down mechanism to generate vortices; a sweep 
stream when it impinges onto the ground, generates an ejection stream. However, they found 
these ejection-induced streams not to correlate with the strong ejection streams dominating the 
surface layer. Hunt and Morrison [103] and coworkers [99, 112, 113] developed the top-down 
model originally proposed by Falco [106] to comply with the ABL. Their conjecture is that the 
large eddies impinge and scrape along the surface, forming an internal boundary layer. As such, 
streamwise vortices of lengths several times the boundary layer height are generated alongside 
the impinging eddy. When the generated vortices interact with others, they are lifted far upward. 
The theory further splits the atmospheric surface layer into two sublayers: the shear layer and the 
eddy surface layer. The shear dominates the spectra in the first by distorting turbulence isotropy, 
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ing eddies (normal velocity suppression). They supported their theory by observations from 
atmospheric flow and spectrum analysis from the near surface region. The layer division was 
proven by spectral analysis of field measurements undertaken by [114]. Likewise, McNaughton 
and Brunet [115] postulated that the outer-layer eddies overtake the superstructures and induce 
hairpin vortices in a similar fashion to the near-wall cycle proposed by Kline et al. [37].

12. Conclusion

The turbulent flow stays as one of the most difficult scientific problems man has encountered. 
Despite the great deal of advance in the field, the path from the mean flow to the random fluc-
tuations is still controversial. The modern experimental and numerical techniques are either 
one-eyed or biased toward the flow conditions synthesized by the researchers. This chapter 
reviewed the accumulated knowledge of TCSs and unfolded and compared their different 
mechanisms of generation. The scope was confined to turbulent boundary layer flow and 
atmospheric flow.

In boundary layer flows, turbulence is sustained by two concurrent mechanisms, the bottom-up 
mechanism and the top-down mechanism. The former dominates in low-Reynolds number (FPBL) 
flows and the latter dominates in high-Reynolds number (atmospheric) flows. The bottom-up 
mechanism generates turbulence coherent structures by surface-instability interaction, whereas 
the top-down mechanism relies on large outer-layer structures to trigger the generation process. 
Both the FPBL flow and the atmospheric flow share common features and are occupied by similar 
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turbulence coherent structures, namely, the streamwise vortices, the low-speed streaks, the hair-
pin vortices, the vortex packets, and the superstructures. However, the large scale in atmospheric 
flow neutralizes the role of the low-speed streaks and streamwise vortices. Many conceptual 
and numerical models have been set forth to enhance our understanding of turbulent flows. The 
research is always aiming to achieve a model that can be implemented in numerical simulations 
or drag reduction applications. In the end, despite the vast knowledge of turbulent flow structure, 
turbulence continues to be an unsolved or not thoroughly understood phenomenon.
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Abstract

The presence of shallow cold flows in the atmospheric boundary layer (ABL) instigates 
changes in the turbulent regime of the atmospheric surface layer (ASL). This small scale 
flow circulation introduces radiative cooling controls over large areas in polar latitudes 
during winter. In this study, microscale dynamic and turbulent variables have been 
obtained in the framework of the Winter Boundary Layer Experiment in Fairbanks, 
Alaska, developed during the winters of 2009/2010 and 2010/2011. Multiscale surface tur-
bulence observations based on Eddy covariance and laser scintillometry were combined 
with Doppler acoustic sounding to document simultaneous changes in the ABL flow and 
ASL turbulence. We computed changes in momentum and heat fluxes characterizing 
intermittent and persistent modes of the drainage flow over three study cases. On the 
basis of laser scintillometry observations, we argue that a significant source of turbulence 
aiming at the surface fluxes has origins in the upper level shear-induced thermal turbu-
lence at the top of the ABL.

Keywords: surface turbulence, optical scintillation, radiative cooling, small scale 
drainage flows, stable boundary layer

1. Introduction

The absence of daylight combined with snow-covered surfaces during the extreme winters 
in continental Alaska sets up a unique meteorological condition in the lower troposphere 
where surface radiative cooling becomes the dominant forcing mechanism initiating the for-
mation of stably-stratified ABL [1, 2]. This meteorological feature is present under synoptic 
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anticyclone conditions (i.e., surface high pressure, clear skies) and is particularly prominent 
and episodic throughout the winter. In general, when this meteorological configuration sets 
up, several days of a persistent stably-stratified ABL occur [3–6]. This local ABL feature, also 
known as surface-based temperature inversion (SBI), occurs statistically over 85% of time in 
the presence of multiple elevated temperature inversion (EI) layers from synoptic origin [1]. 
In such anti-cyclone conditions and when weak horizontal synoptic flow forcing prevails, the 
topographic configuration and the orientation of mountains in the Interior of Alaska constrain 
the low-level tropospheric circulation. At the regional scale, the air flow in the ABL becomes 
locally quasi-laminar and regionally stagnant under strong surface radiative cooling and 
therefore prone to disruptions from local-scale circulation mechanisms. The investigation of 
this process was the objective of the Winter Boundary-Layer Experiment [7].

Mountains and hills in polar regions shelter large cold pools of air between them that are 
exposed to a higher radiative cooling rate than adjacent low-laying areas that may be more 
opened and oriented toward south (i.e., the south-sunny side). These topographic and radi-
ative conditions set the stage for the development of density flows that takes the form of 
drainage flows [7]. Such small-scale flows channeled through the varying terrain morphology 
connect basins on the north-facing to those on the south-facing sides of the mountains and 
hills and profoundly affect the stability of the relatively lower and warmer basins, as well as 
the surface turbulent flux and momentum regime. The occurrence of these flows has been 
identified in other experiments on lower latitudes [8, 9] as a cold down-slope winds initiated 
by the temperature contrast between basins influencing therefore the strongly stratified ABL 
that builds up locally at the basin scale.

On the other hand, extreme winter conditions in Fairbanks, Alaska, have been known for 
several decades to represent a very complex air pollution problem [3, 10, 11]. Besides local 
anthropogenic emissions, what exacerbates the air pollution problem is precisely the naturally 
occurring strong surface cooling rate and, consequently, the formation of extremely low-level 
SBI, often complicated with multiple stratified layers [1, 2] under a stagnant flow condition. 
As indicated previously, these episodes are mostly present under specific synoptic condi-
tions (e.g., calm winds and stagnant quiescent synoptic anticyclonic flows) [3, 5] over periods 
lasting several days [1]. Moreover, the meteorological setup, the flow configuration, and the 
complexity of the developed ABL structure impose stringent modeling restrictions when an 
accurate representation of the ABL is needed in particular for air pollution assessments [12].

The first observational study of the winter ABL in Fairbanks was carried out in mid-1970s 
using a bi-static sodar instrument from the National Oceanic and Atmospheric Administration, 
Wave Propagation Laboratory. The set of observations illustrated several dynamic aspects of 
the stable ABL such as propagation of waves, inertial oscillations within the ABL structure, 
and formation and destruction of temperature inversion and stratified layers [5, 6]. Despite 
of the importance of these observations in terms of improving the understanding of physical 
processes in the ABL and the outstanding mesoscale modeling challenges that winter high 
latitudes imposes no additional efforts have been dedicated to continuing these investigations 
until the development of Wi-BLEx [1, 2, 7]. In fact, previous studies [10, 13–15] have indicated 
that during the extreme winter, a heavy air mass lies close to the ground, where SBI forms 
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as the result of a strong surface radiative cooling rate pronounced by the absence of sunlight 
and under a stagnant airflow often with wind speed less than ~1 ms−1. In such conditions, 
katabatic flows have been found above the local SBI as they come down from the mountains 
surrounding the area. In these previous studies, and perhaps with limited observational capa-
bilities at the time, it was also indicated that the extreme cold pool dominating the Tanana 
Valley air mass prevented the local SBI airflow to mix with the upper level katabatic flow. 
This feature is self-evident in several photographs of Fairbanks winter scenery, where a clear 
differentiation can be visually established when comparing tall power plant emission stacks 
and home heating emission systems. In this study, we provide observational evidence that 
during the winter period, the valley ABL is penetrated by a small-scale cold flow from the 
north-northwest sector of the observational site (see Figure 1) close to the hill slopes around 
Fairbanks. This shallow cold flow was observed to interact with the local ABL under specific 
prescribed stagnant anticyclone conditions and to dominate the thermodynamic structure 
and circulation of the ABL close to the foothills for specific periods of time [7]. In this case, 
penetrative drainage flows were observed to introduce small scale mixing, increasing thermal 
turbulence near the top of the ABL and re-stratification at the surface layer when the flow 
ceased. This flow originates upstream in sheltered cold pools of air (i.e., northern slopes of the 
Cranberry Hills), where the combination of geographic orientation and very low solar eleva-
tion angle during the winter allows for a more efficient radiative cooling than in the central 
valley region, i.e., the south facing slopes of the Tanana Valley (see Figure 1).

Section 2 describes the experimental setup during Wi-BLEx, and Section 3 describes the large 
scale meteorological conditions during the observations. Section 4 introduces the observa-
tions of drainage flows and ABL structure, and Section 5 analyzes and discusses the cases and 

Figure 1. Topographic map of the Fairbanks area interior of Alaska. Black square indicates experimental site on the 
campus farm of the University of Alaska Fairbanks. The arrow indicates the direction of flow into the experimental site, 
where Wi-BLEx was developed. (Source: Alaska seamless USGS topographic maps).
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anticyclone conditions (i.e., surface high pressure, clear skies) and is particularly prominent 
and episodic throughout the winter. In general, when this meteorological configuration sets 
up, several days of a persistent stably-stratified ABL occur [3–6]. This local ABL feature, also 
known as surface-based temperature inversion (SBI), occurs statistically over 85% of time in 
the presence of multiple elevated temperature inversion (EI) layers from synoptic origin [1]. 
In such anti-cyclone conditions and when weak horizontal synoptic flow forcing prevails, the 
topographic configuration and the orientation of mountains in the Interior of Alaska constrain 
the low-level tropospheric circulation. At the regional scale, the air flow in the ABL becomes 
locally quasi-laminar and regionally stagnant under strong surface radiative cooling and 
therefore prone to disruptions from local-scale circulation mechanisms. The investigation of 
this process was the objective of the Winter Boundary-Layer Experiment [7].

Mountains and hills in polar regions shelter large cold pools of air between them that are 
exposed to a higher radiative cooling rate than adjacent low-laying areas that may be more 
opened and oriented toward south (i.e., the south-sunny side). These topographic and radi-
ative conditions set the stage for the development of density flows that takes the form of 
drainage flows [7]. Such small-scale flows channeled through the varying terrain morphology 
connect basins on the north-facing to those on the south-facing sides of the mountains and 
hills and profoundly affect the stability of the relatively lower and warmer basins, as well as 
the surface turbulent flux and momentum regime. The occurrence of these flows has been 
identified in other experiments on lower latitudes [8, 9] as a cold down-slope winds initiated 
by the temperature contrast between basins influencing therefore the strongly stratified ABL 
that builds up locally at the basin scale.

On the other hand, extreme winter conditions in Fairbanks, Alaska, have been known for 
several decades to represent a very complex air pollution problem [3, 10, 11]. Besides local 
anthropogenic emissions, what exacerbates the air pollution problem is precisely the naturally 
occurring strong surface cooling rate and, consequently, the formation of extremely low-level 
SBI, often complicated with multiple stratified layers [1, 2] under a stagnant flow condition. 
As indicated previously, these episodes are mostly present under specific synoptic condi-
tions (e.g., calm winds and stagnant quiescent synoptic anticyclonic flows) [3, 5] over periods 
lasting several days [1]. Moreover, the meteorological setup, the flow configuration, and the 
complexity of the developed ABL structure impose stringent modeling restrictions when an 
accurate representation of the ABL is needed in particular for air pollution assessments [12].

The first observational study of the winter ABL in Fairbanks was carried out in mid-1970s 
using a bi-static sodar instrument from the National Oceanic and Atmospheric Administration, 
Wave Propagation Laboratory. The set of observations illustrated several dynamic aspects of 
the stable ABL such as propagation of waves, inertial oscillations within the ABL structure, 
and formation and destruction of temperature inversion and stratified layers [5, 6]. Despite 
of the importance of these observations in terms of improving the understanding of physical 
processes in the ABL and the outstanding mesoscale modeling challenges that winter high 
latitudes imposes no additional efforts have been dedicated to continuing these investigations 
until the development of Wi-BLEx [1, 2, 7]. In fact, previous studies [10, 13–15] have indicated 
that during the extreme winter, a heavy air mass lies close to the ground, where SBI forms 
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as the result of a strong surface radiative cooling rate pronounced by the absence of sunlight 
and under a stagnant airflow often with wind speed less than ~1 ms−1. In such conditions, 
katabatic flows have been found above the local SBI as they come down from the mountains 
surrounding the area. In these previous studies, and perhaps with limited observational capa-
bilities at the time, it was also indicated that the extreme cold pool dominating the Tanana 
Valley air mass prevented the local SBI airflow to mix with the upper level katabatic flow. 
This feature is self-evident in several photographs of Fairbanks winter scenery, where a clear 
differentiation can be visually established when comparing tall power plant emission stacks 
and home heating emission systems. In this study, we provide observational evidence that 
during the winter period, the valley ABL is penetrated by a small-scale cold flow from the 
north-northwest sector of the observational site (see Figure 1) close to the hill slopes around 
Fairbanks. This shallow cold flow was observed to interact with the local ABL under specific 
prescribed stagnant anticyclone conditions and to dominate the thermodynamic structure 
and circulation of the ABL close to the foothills for specific periods of time [7]. In this case, 
penetrative drainage flows were observed to introduce small scale mixing, increasing thermal 
turbulence near the top of the ABL and re-stratification at the surface layer when the flow 
ceased. This flow originates upstream in sheltered cold pools of air (i.e., northern slopes of the 
Cranberry Hills), where the combination of geographic orientation and very low solar eleva-
tion angle during the winter allows for a more efficient radiative cooling than in the central 
valley region, i.e., the south facing slopes of the Tanana Valley (see Figure 1).

Section 2 describes the experimental setup during Wi-BLEx, and Section 3 describes the large 
scale meteorological conditions during the observations. Section 4 introduces the observa-
tions of drainage flows and ABL structure, and Section 5 analyzes and discusses the cases and 

Figure 1. Topographic map of the Fairbanks area interior of Alaska. Black square indicates experimental site on the 
campus farm of the University of Alaska Fairbanks. The arrow indicates the direction of flow into the experimental site, 
where Wi-BLEx was developed. (Source: Alaska seamless USGS topographic maps).
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the determination of structural and turbulent parameters of the drainage flow that influence 
the state of surface turbulent fluxes. This chapter concludes in Section 6 where a summary 
conclusion is provided based on the experimental evidence that supports the hypothesis that 
shear-induced thermal turbulence in the upper level depth of the drainage flow propagates 
downward to induce large-eddy turbulent exchanges in the ASL fluxes.

2. Experiment and methodology

Wi-BLEx took place at the University of Alaska Fairbanks (UAF) experimental farm located in 
the south-facing basin in the foothills of the Cranberry Hills (see Figure 1) on the UAF cam-
pus. The specific sets of observations discussed in this paper were carried out from November 
1, 2010, to March 30, 2011, and three cases were selected for further analysis.

The instrumentation consisted of two 3D-sonic anemometers installed at 2- and 4-m height on 
a meteorological mast around the center of the farm (see Figure 2).

The sonic anemometers acquired at 10 Hz, the three components of the velocity field, as well as the 
sonic virtual temperature. This allows calculating turbulent quantities u’, v’, w’, and   θ   ′  . Surface-
layer observations were then combined with data from an ABL profiler. In this case, an acoustic 
phased-array Doppler sodar (Remtech PA-0) was installed 130 m north of the sonic anemometer 
tower (Figure 2, left panel). Sodar profiles ranged from 20 to 500 m on average and were able 
to determine the coefficient of turbulent temperature structure parameter   C  T  2   , wind speed, wind 
direction, and vertical velocity at 10-min time intervals and 10-m vertical resolution. In order to 
complement the set of observations, a large aperture scintillometer (LAS) (Scintec BLS 900) was set 

Figure 2. Aerial photo of the UAF campus farm (left panel) and conceptual idea illustrating instruments and specific 
observations (right panel). The site extends 1.2 km west-to-east and 700 m north-to-south. The instruments were located 
~400 m from major aerodynamic perturbations upstream to the northwest caused by low-level forested area. The triangle 
represents the micrometeorological tower, the rhombus represents the LAS receiver, the circle is the LAS emitter, and 
the square is the location for the Doppler acoustic sodar. Right panel illustrate the variables and instruments applied to 
retrieve ASL and ABL turbulence variables (source: Photo courtesy of Alan Tonne UAF farm manager).
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across the basin north-south orientation to acquire the structure coefficient of refractive index tur-
bulence   C  N  2   . The instrument’s layout was superimposed upon an aerial photo of the UAF Campus 
Farm in Figure 2 left panel, while Figure 2 right panel shows the instrument-measurement con-
cept. The sonic anemometers were factory calibrated before being placed in the field. Previous to 
the field deployment, the anemometers were installed in a closed chamber, and the acquisition 
electronic was calibrated for the zero-speed velocity measurement on the three components of the 
wind speed and temperature against the Väisälä temperature and relative humidity probe HMT-
330. Similarly, the sampling rate of the sonic anemometer and the high-speed data logger were con-
trolled for sampling rate synchronization and correct time-stamp acquisition. The methodology used 
to signal-process turbulent data sets from sonic anemometers and LAS follows nonlinear median fil-
ters for despiking signals [16]. And, earlier to calculating turbulent quantities, high-pass filtering tech-
niques were applied based on the streamline coordinate rotation method [17, 18]. However, unlike 
the general case of turbulent flux determination in micrometeorology, the time interval to apply this 
methodology and preserve the turbulent fluctuations of the drainage flow events was determined 
to be over a window of 5 min. This time-window allows achieving the best compromise between 
sampling error of turbulent magnitudes and the representation of the wind measurements in terms of 
minimizing the probability of change in the wind direction [19]. The temperature data were processed 
using the same time-window interval (5 min) and using a low-pass autoregressive moving average 
digital filter to extract the low frequency component [20].

Based on the retrieved turbulent magnitudes, the combined auto-covariance of wind speed 
components and their cross-covariance allowed calculation of turbulent kinetic energy (tke) 
Eq. (1), surface friction velocity (u*) Eq. (2), surface momentum (τ0) Eq. (3), and the flux 
Richardson number (Rif) Eq. (4).
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In Eqs. (1)–(4), θsfc is the surface potential temperature and U(z) is the wind profile and in 
Eq. (5), D is the diameter of the receiver’s optical lens, d is the distance between emitter and 
receiver, while σln(I)

2 is the variance of the natural logarithm of the recorded optical intensity 
over a given time period. The LAS emitter was operated at 125 Hz and 1 min averaging in the 
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the determination of structural and turbulent parameters of the drainage flow that influence 
the state of surface turbulent fluxes. This chapter concludes in Section 6 where a summary 
conclusion is provided based on the experimental evidence that supports the hypothesis that 
shear-induced thermal turbulence in the upper level depth of the drainage flow propagates 
downward to induce large-eddy turbulent exchanges in the ASL fluxes.

2. Experiment and methodology

Wi-BLEx took place at the University of Alaska Fairbanks (UAF) experimental farm located in 
the south-facing basin in the foothills of the Cranberry Hills (see Figure 1) on the UAF cam-
pus. The specific sets of observations discussed in this paper were carried out from November 
1, 2010, to March 30, 2011, and three cases were selected for further analysis.

The instrumentation consisted of two 3D-sonic anemometers installed at 2- and 4-m height on 
a meteorological mast around the center of the farm (see Figure 2).

The sonic anemometers acquired at 10 Hz, the three components of the velocity field, as well as the 
sonic virtual temperature. This allows calculating turbulent quantities u’, v’, w’, and   θ   ′  . Surface-
layer observations were then combined with data from an ABL profiler. In this case, an acoustic 
phased-array Doppler sodar (Remtech PA-0) was installed 130 m north of the sonic anemometer 
tower (Figure 2, left panel). Sodar profiles ranged from 20 to 500 m on average and were able 
to determine the coefficient of turbulent temperature structure parameter   C  T  2   , wind speed, wind 
direction, and vertical velocity at 10-min time intervals and 10-m vertical resolution. In order to 
complement the set of observations, a large aperture scintillometer (LAS) (Scintec BLS 900) was set 

Figure 2. Aerial photo of the UAF campus farm (left panel) and conceptual idea illustrating instruments and specific 
observations (right panel). The site extends 1.2 km west-to-east and 700 m north-to-south. The instruments were located 
~400 m from major aerodynamic perturbations upstream to the northwest caused by low-level forested area. The triangle 
represents the micrometeorological tower, the rhombus represents the LAS receiver, the circle is the LAS emitter, and 
the square is the location for the Doppler acoustic sodar. Right panel illustrate the variables and instruments applied to 
retrieve ASL and ABL turbulence variables (source: Photo courtesy of Alan Tonne UAF farm manager).
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across the basin north-south orientation to acquire the structure coefficient of refractive index tur-
bulence   C  N  2   . The instrument’s layout was superimposed upon an aerial photo of the UAF Campus 
Farm in Figure 2 left panel, while Figure 2 right panel shows the instrument-measurement con-
cept. The sonic anemometers were factory calibrated before being placed in the field. Previous to 
the field deployment, the anemometers were installed in a closed chamber, and the acquisition 
electronic was calibrated for the zero-speed velocity measurement on the three components of the 
wind speed and temperature against the Väisälä temperature and relative humidity probe HMT-
330. Similarly, the sampling rate of the sonic anemometer and the high-speed data logger were con-
trolled for sampling rate synchronization and correct time-stamp acquisition. The methodology used 
to signal-process turbulent data sets from sonic anemometers and LAS follows nonlinear median fil-
ters for despiking signals [16]. And, earlier to calculating turbulent quantities, high-pass filtering tech-
niques were applied based on the streamline coordinate rotation method [17, 18]. However, unlike 
the general case of turbulent flux determination in micrometeorology, the time interval to apply this 
methodology and preserve the turbulent fluctuations of the drainage flow events was determined 
to be over a window of 5 min. This time-window allows achieving the best compromise between 
sampling error of turbulent magnitudes and the representation of the wind measurements in terms of 
minimizing the probability of change in the wind direction [19]. The temperature data were processed 
using the same time-window interval (5 min) and using a low-pass autoregressive moving average 
digital filter to extract the low frequency component [20].

Based on the retrieved turbulent magnitudes, the combined auto-covariance of wind speed 
components and their cross-covariance allowed calculation of turbulent kinetic energy (tke) 
Eq. (1), surface friction velocity (u*) Eq. (2), surface momentum (τ0) Eq. (3), and the flux 
Richardson number (Rif) Eq. (4).
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In Eqs. (1)–(4), θsfc is the surface potential temperature and U(z) is the wind profile and in 
Eq. (5), D is the diameter of the receiver’s optical lens, d is the distance between emitter and 
receiver, while σln(I)

2 is the variance of the natural logarithm of the recorded optical intensity 
over a given time period. The LAS emitter was operated at 125 Hz and 1 min averaging in the 
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receiver at 520 m distance across the basin (see Figure 2). The acquired data were processed 
to calculate   C  N  2    according to Eq. (5) at 1 min time period [21]. Temperature and pressure data 
were acquired at approximately the center of the LAS beam and were used to estimate the 
heat fluxes based on Monin-Obukhov similarity hypothesis corrected by the stability func-
tions depending of the Obukhov stability parameter (z/L) [22, 23] over a flat, snow-covered 
surface [24].

3. Meteorological and mean flow conditions during observations

Three cases were selected for analysis from the set of experiments carried out during 
Wi-BLEx. In this section, the synoptic meteorology framework and the mean flow conditions 
are described.

Case I (January 18–19, 2011): A surface high-pressure system was centered over the central 
Yukon and overtime built a surface pressure strength rising to 1040 hPa. A surface high 
(1043 hPa) over Siberia maintained the anticyclone motion of air masses in the interiors 
of Alaska. The ABL flow in Fairbanks was in stagnant condition under a weak pressure 
gradient force in the region, resulting in weak winds and clear skies which drove a large 
radiation cooling of the basins nearby the observational area. Figure 3 illustrates the wind 
direction on the left panel and the wind speed on the right panel over the site. These plots 
are a combination of ASL and upper ABL level measured by sonic anemometer 4 m above 
the surface and sodar observations at 55 m and 165 m in the ABL and the free atmosphere 
(FA), respectively.

Case II (February 7, 2011): Observations were carried out under the influence of a surface 
high-pressure system that covered the Yukon and central Alaska regions (~1037 hPa surface 

Figure 3. January 18–19 mean wind direction (left panel) and wind speed evolution (right panel) on the ASL, ABL layers, 
and FA. Left panel: Black solid line represents 10 min average wind direction measured by sonic anemometer 4 m height, 
the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray line represents 165 m 
measured by the sodar. Right panel: Black solid line represents 10 min average wind speed in the ASL measured by sonic 
anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray 
line represents the 165 m measured by the sodar.
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pressure). The pressure gradient force was weak over the Interior of Alaska, resulting in low 
ABL winds at the observational site. Low-level cloud coverage was suppressed by the pres-
ence of the anticyclone in the region. The surface layer flow verified the occurrence of night-
time drainage events in sequences of 270 min, followed by a drainage event of 120 min and 
five subsequent short-period intermittent flows in decreasing wind speed each one lasting 
less than 60 min. In Figure 4, panel on the left illustrates the wind direction and panel on the 
right depicts the wind speed over the site. These plots are a combination of surface 4 m height 
sonic anemometer 10 min averaged wind direction and wind speed and Doppler sodar in 
upper levels in the ABL and the FA.

Figure 4. February 07, 2011. Left panel is the mean wind direction and right panel is the wind speed evolution in the 
ASL, ABL, and FA. Left panel: Black solid line represents 10 min average wind direction measured by sonic anemometer 
4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray line represent 
the 165 m measured by the sodar. Right panel: Wind speed in the ASL and in the ABL layers. Black solid line represents 
10 min average wind direction measured by sonic anemometer 4 m height, the black dash line represents the wind speed 
at 55 m measured by sodar in the ABL, and the gray line represent the 165 m measured by sodar in the FA.

Figure 5. March 6, 2011. Left panel is the mean wind direction and right panel is the wind speed evolution in the ASL, 
ABL layers, and FA. In the left panel, black solid line represents 10 min average wind direction measured by sonic 
anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray 
line represent the 165 m measured by the sodar. In the right panel, black solid line represents 10 min average wind speed 
measured by sonic anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the 
sodar, and the gray line represents the 165 m measured by the sodar in the FA.
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receiver at 520 m distance across the basin (see Figure 2). The acquired data were processed 
to calculate   C  N  2    according to Eq. (5) at 1 min time period [21]. Temperature and pressure data 
were acquired at approximately the center of the LAS beam and were used to estimate the 
heat fluxes based on Monin-Obukhov similarity hypothesis corrected by the stability func-
tions depending of the Obukhov stability parameter (z/L) [22, 23] over a flat, snow-covered 
surface [24].

3. Meteorological and mean flow conditions during observations

Three cases were selected for analysis from the set of experiments carried out during 
Wi-BLEx. In this section, the synoptic meteorology framework and the mean flow conditions 
are described.

Case I (January 18–19, 2011): A surface high-pressure system was centered over the central 
Yukon and overtime built a surface pressure strength rising to 1040 hPa. A surface high 
(1043 hPa) over Siberia maintained the anticyclone motion of air masses in the interiors 
of Alaska. The ABL flow in Fairbanks was in stagnant condition under a weak pressure 
gradient force in the region, resulting in weak winds and clear skies which drove a large 
radiation cooling of the basins nearby the observational area. Figure 3 illustrates the wind 
direction on the left panel and the wind speed on the right panel over the site. These plots 
are a combination of ASL and upper ABL level measured by sonic anemometer 4 m above 
the surface and sodar observations at 55 m and 165 m in the ABL and the free atmosphere 
(FA), respectively.

Case II (February 7, 2011): Observations were carried out under the influence of a surface 
high-pressure system that covered the Yukon and central Alaska regions (~1037 hPa surface 

Figure 3. January 18–19 mean wind direction (left panel) and wind speed evolution (right panel) on the ASL, ABL layers, 
and FA. Left panel: Black solid line represents 10 min average wind direction measured by sonic anemometer 4 m height, 
the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray line represents 165 m 
measured by the sodar. Right panel: Black solid line represents 10 min average wind speed in the ASL measured by sonic 
anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray 
line represents the 165 m measured by the sodar.
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pressure). The pressure gradient force was weak over the Interior of Alaska, resulting in low 
ABL winds at the observational site. Low-level cloud coverage was suppressed by the pres-
ence of the anticyclone in the region. The surface layer flow verified the occurrence of night-
time drainage events in sequences of 270 min, followed by a drainage event of 120 min and 
five subsequent short-period intermittent flows in decreasing wind speed each one lasting 
less than 60 min. In Figure 4, panel on the left illustrates the wind direction and panel on the 
right depicts the wind speed over the site. These plots are a combination of surface 4 m height 
sonic anemometer 10 min averaged wind direction and wind speed and Doppler sodar in 
upper levels in the ABL and the FA.

Figure 4. February 07, 2011. Left panel is the mean wind direction and right panel is the wind speed evolution in the 
ASL, ABL, and FA. Left panel: Black solid line represents 10 min average wind direction measured by sonic anemometer 
4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray line represent 
the 165 m measured by the sodar. Right panel: Wind speed in the ASL and in the ABL layers. Black solid line represents 
10 min average wind direction measured by sonic anemometer 4 m height, the black dash line represents the wind speed 
at 55 m measured by sodar in the ABL, and the gray line represent the 165 m measured by sodar in the FA.

Figure 5. March 6, 2011. Left panel is the mean wind direction and right panel is the wind speed evolution in the ASL, 
ABL layers, and FA. In the left panel, black solid line represents 10 min average wind direction measured by sonic 
anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the sodar, and the gray 
line represent the 165 m measured by the sodar. In the right panel, black solid line represents 10 min average wind speed 
measured by sonic anemometer 4 m height, the black dash line represents the ABL wind speed at 55 m measured by the 
sodar, and the gray line represents the 165 m measured by the sodar in the FA.
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Case III (March 6, 2011): Observations during late winter verified the presence of a surface 
ridge to the south ~40 km from the observational site with tight isobars over southeast Alaska. 
Surface high pressure (~1036 hPa) centered over the Alaska/Yukon border established a 
pressure gradient force that weakened as the surface high pressure moved over the Brooks 
Range. The ABL state in the Tanana Valley was forced by the high pressure located around 
the southern Yukon and the ridge to the southwest. The winds at the geostrophic level were 
from the west and northwest during the night, while during the day, they were from the 
east-southeast. In Figure 5, panel on the left illustrates the wind direction and the panel on the 
right depicts the wind speed over the site. Similar to Figures 3 and 4.

4. Drainage flow events and changes in the surface turbulence

Case I: Surface wind direction observations showed a constant northwest wind direction 
between 15:00 UTC on 18 January and 15:00 UTC on 19 January as described in Figure 3. At 
the beginning of the event, the temperature in the atmospheric surface layer was ~−22°C and 
is observed to decrease in 3 h to ~−29°C as depicted in Figure 6 left panel; vertical velocity (w) 
slowly increases, central panel, as the drainage flow starts to penetrate the ABL turning the 
surface wind direction from the northwest on the right panel and increasing surface winds.

Significant changes are observed in the surface turbulent regime obtained by auto-covariance 
of turbulent velocities and cross-covariances to calculate tke, u*, and τ0. These variables are 
shown in Figure 7 where in the right panel is the tke (m2 s−2), central panel the increase of 
u*(ms−1) and right panel is the momentum (m2s2). At the beginning, previous to the initiation 
of the drainage flow, the surface layer static stability was maintained to 1°C/m of stratifica-
tion. During drainage flow penetration (15:00 to 21:00 UTC), the tke increased to 0.15 m2 s−2, 
u* increased to 0.15 ms−1, and τ0 increased to 0.02 m2s2. The surface wind speed increased to 
3.5 ms−1, and the temperature dropped down by ~4°C. At 00:00 UTC, the temperature steadily 
decreased from −27.5°C to −30°C. When the drainage flow ceased, the surface layer re-stabilize 
as indicated by the calculation of the Rif number.

Figure 6. Turbulent variables for Case I period January 18–20, 2011, measured at 10 Hz, 4 m height sonic anemometer. 
Left panel represents the sonic temperature; central panel represents the vertical velocity; and right panel are the 
components u (black trace) and v (gray trace) of the horizontal wind speed.
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The vertical structure of the ABL from the 00:00 UTC 18 January shows a surface-based inver-
sion at 108 m from the radiosonde measurements at the NWS-NOAA nearby station with 
winds from the south in the stable ABL and the FA [25]. This height can also be retrieved in 
the backscatter signature of the sodar profile by searching the point of maximum gradient 
indicating the decaying of thermal turbulence structure in the ABL by the   C  T  2   (see Figure 8). 
Vertical and time variabilities of the   C  T  2   reveal changes introduced in the ABL structure by the 
presence of the drainage flow on 18 January at ~15:00 UTC. The flow lasted until 19 January at 
15:00 UTC. The ABL wind speed in the period from 15:00 to 22:30 UTC did not exceed 2 ms−1, 
but in the second period from 22:30 to 17:30 UTC on 19 January, the wind speed exceeded 
3 ms−1. During the first period, the drainage flow was 100 m deep into the ABL, while during 
second period, it was shallower ~95 m. Figure 8 displays the ABL vertical structure measured 

Figure 7. Case I. ASL turbulent parameters for Case I at 4 m height tke (left panel), friction velocity (central panel) and 
surface momentum (right panel).

Figure 8. Case I. vertical structure of the ABL from 18 to 20 January, 2011. The sodar represents the thermal turbulent 
structure coefficient   C  

T
  2   in arbitrary units with time resolution of 10 min and vertical resolution of 10 m.
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Case III (March 6, 2011): Observations during late winter verified the presence of a surface 
ridge to the south ~40 km from the observational site with tight isobars over southeast Alaska. 
Surface high pressure (~1036 hPa) centered over the Alaska/Yukon border established a 
pressure gradient force that weakened as the surface high pressure moved over the Brooks 
Range. The ABL state in the Tanana Valley was forced by the high pressure located around 
the southern Yukon and the ridge to the southwest. The winds at the geostrophic level were 
from the west and northwest during the night, while during the day, they were from the 
east-southeast. In Figure 5, panel on the left illustrates the wind direction and the panel on the 
right depicts the wind speed over the site. Similar to Figures 3 and 4.

4. Drainage flow events and changes in the surface turbulence

Case I: Surface wind direction observations showed a constant northwest wind direction 
between 15:00 UTC on 18 January and 15:00 UTC on 19 January as described in Figure 3. At 
the beginning of the event, the temperature in the atmospheric surface layer was ~−22°C and 
is observed to decrease in 3 h to ~−29°C as depicted in Figure 6 left panel; vertical velocity (w) 
slowly increases, central panel, as the drainage flow starts to penetrate the ABL turning the 
surface wind direction from the northwest on the right panel and increasing surface winds.

Significant changes are observed in the surface turbulent regime obtained by auto-covariance 
of turbulent velocities and cross-covariances to calculate tke, u*, and τ0. These variables are 
shown in Figure 7 where in the right panel is the tke (m2 s−2), central panel the increase of 
u*(ms−1) and right panel is the momentum (m2s2). At the beginning, previous to the initiation 
of the drainage flow, the surface layer static stability was maintained to 1°C/m of stratifica-
tion. During drainage flow penetration (15:00 to 21:00 UTC), the tke increased to 0.15 m2 s−2, 
u* increased to 0.15 ms−1, and τ0 increased to 0.02 m2s2. The surface wind speed increased to 
3.5 ms−1, and the temperature dropped down by ~4°C. At 00:00 UTC, the temperature steadily 
decreased from −27.5°C to −30°C. When the drainage flow ceased, the surface layer re-stabilize 
as indicated by the calculation of the Rif number.

Figure 6. Turbulent variables for Case I period January 18–20, 2011, measured at 10 Hz, 4 m height sonic anemometer. 
Left panel represents the sonic temperature; central panel represents the vertical velocity; and right panel are the 
components u (black trace) and v (gray trace) of the horizontal wind speed.
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The vertical structure of the ABL from the 00:00 UTC 18 January shows a surface-based inver-
sion at 108 m from the radiosonde measurements at the NWS-NOAA nearby station with 
winds from the south in the stable ABL and the FA [25]. This height can also be retrieved in 
the backscatter signature of the sodar profile by searching the point of maximum gradient 
indicating the decaying of thermal turbulence structure in the ABL by the   C  T  2   (see Figure 8). 
Vertical and time variabilities of the   C  T  2   reveal changes introduced in the ABL structure by the 
presence of the drainage flow on 18 January at ~15:00 UTC. The flow lasted until 19 January at 
15:00 UTC. The ABL wind speed in the period from 15:00 to 22:30 UTC did not exceed 2 ms−1, 
but in the second period from 22:30 to 17:30 UTC on 19 January, the wind speed exceeded 
3 ms−1. During the first period, the drainage flow was 100 m deep into the ABL, while during 
second period, it was shallower ~95 m. Figure 8 displays the ABL vertical structure measured 

Figure 7. Case I. ASL turbulent parameters for Case I at 4 m height tke (left panel), friction velocity (central panel) and 
surface momentum (right panel).

Figure 8. Case I. vertical structure of the ABL from 18 to 20 January, 2011. The sodar represents the thermal turbulent 
structure coefficient   C  

T
  2   in arbitrary units with time resolution of 10 min and vertical resolution of 10 m.
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by sodar, from 20 to 200 m, during the occurrence of the drainage flow. The color scale indi-
cates an increase of the thermal turbulence   C  T  2   overtime.

The   C  T  2   coefficient in Figure 8 displays a variable structure in space-time indicating increas-
ing thermal turbulence regime as the drainage flow establishes and dominates the flow in 
the ABL. The ASL displays a perturbation in turbulence regime covering from surface up to 
~40 m height. While this turbulence reappears after 40 m up to a range between 80 and 120 m, 
the spatial structures observed in the ABL responded differently to the drainage flow penetra-
tion because of the vertical stratification in the stable ABL and the increasing level of surface 
friction. Turbulent structures within the ABL and at the ASL overlap overtime in the period 
after 12:00 to 15:00 and between 21:00 and 00:00 and split for about 6 hours before 06:00 to 
12:00. Remarkably, for some short periods of time, the profiler displays a complete disappear-
ance of the thermal turbulence in the ABL for example from 19:00 to 20:00.

Case II: The beginning of this period occurred at sunset around 01:20 UTC 7 February where 
the initial ABL state indicated an already well-established surface-based inversion. The 00:00 
UTC radiosonde from the NWS-NOAA radiosonde station PAFA showed a temperature 
inversion layer up to 98 m [25]. The Doppler sodar showed ABL winds from the west and 
FA winds from the southeast in Figure 4. The vertical structure measured by Doppler sodar 
identified a drainage flow penetrating the ABL of the basin at 4:40 UTC. The flow irruption to 
the basin lasted until 07:30 UTC. Wind direction observations at the surface showed an inter-
mittent flow from northwest wind direction between 00:00 UTC on 7 February and 00:00 UTC 
on 8 February as described in Figure 4. At the beginning of the event, the temperature in the 
surface layer was ~−8°C and is observed to decrease in 3 h to ~−24°C as depicted in Figure 9 
(left panel), while vertical velocity (w) slowly increases Figure 9 (central panel) as the drain-
age start to penetrate the ABL turning the surface wind direction from the northwest Figure 9 
(right panel). The τ0 increased from 0 to 0.04 m2s2

, as well as the tke from 0 to 0.1 m2 s−2 and u* 
from 0.05 to 0.2 ms−1, as indicated in Figure 10 (left, central, and right panels).

The   C  T  2   profile showed a minimum at the wind maximum, while the   C  T  2   maximum occurred 
at the wind shear layer between 90 and 110 m. The second drainage penetration event was 
observed by Doppler sodar between 09:10 and 11:10 UTC with a vertical structure of the 

Figure 9. Case II. Turbulent variables for February 7, 2011, measured at 10 Hz, 4 m height sonic anemometer. Left panel 
represents the sonic temperature; central panel represents the vertical velocity; and right panel are the components u 
(black trace) and v (gray trace) of the horizontal wind speed.
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flow (i.e., wind profile) approximately similar to that of the first event. In total, this drainage 
episode was characterized by seven intermittent short-time duration of small scale flows. The 
first event lasted ~270 min. The wind speed in the surface layer was maintained at 4 ms−1. This 
flow broke up around 07:30 UTC with a change in surface wind direction from the southwest 
and decreasing wind speed to less than 1 ms−1. The second drainage flow event occurred from 
09:00 to 12:00 UTC. The first half of this period sustained a surface wind speed that reached 
4 ms−1, but wind speed decreased to 2 ms−1 during the second half of this event. Similarly, τ0 
increased from approximately 0 to 0.03 m2s2, the tke increased to ~0.03 m2 s−2, and u* increased 
to 0.02 ms−1. The five remaining events lasted less than 30 min developing surface wind speed 
less than 2 ms−1. Calculation of surface turbulent magnitudes retrieved similar behavior as 
compared to Case I, despite this case is composed by short bursts of sub-mesoscale flows. 
During the five intermittent pulses in the latter half of the day, strong stratification aloft 
occurred, indicated by the vertical   C  T  2   in Figure 11. Figure 10 shows the changes in the surface 
turbulence parameters, tke increased to 0.1 m2 s−2, and momentum increased to 0.03 m2s2. The 
vertical structure of the ABL (see Figure 11) increases in   C  T  2   as result of the increasing tem-
perature variations. In the upper ABL levels, the drainage flow introduces localized levels of 
turbulence bounded by stratify layers from 75 m in 125 min with similar behavior in five other 
intermittent pulses that occurred with wind speed less than 2 ms−1 at 13:30, 15:20, 16:20, 19:10, 
and 20:30 UTC. The Doppler sodar shows evidence of the drainage pulse with an increase in 
horizontal wind speed and increased and localized   C  T  2   values from 20 to 120 m.

Case III: In this case, the sunset on the March 6, 2011 occurred at 03:20 UTC and the surface 
layer was in near-neutral state; flows in the FA were from the south-southeast, and wind speeds 
at the 400 to 500 m level exceeded 8 ms−1. The surface temperature was −9.5°C, and the surface 
stratification reached 3°C between the two sonic anemometer levels (see Figure 12). The ABL 
begin a rapid stratification after ceasing solar radiation input, giving rise to a rapid radiative 
cooling at the surface and air layers aloft. The drainage flow penetrated the ASL with the 
early nocturnal inversion in the time interval from 03:40 to 03:50 UTC. Surface winds turned 
to the northwest direction between 06:10 to 06:20 UTC. Later on, the surface winds displayed 
a northwest to west-northwest wind direction between 04:30 and 19:30 UTC. When the flow 
events ceased, the static stability buildup immediately as the wind speed slowed down to less 
than 1 ms−1 at the surface and tke, u*, and τ0 dropped to very low values as shown in Figure 13.

Figure 10. Case II. ASL turbulent parameters at 4 m height tke (left panel), friction velocity (central panel) and surface 
shear stress (right panel).
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by sodar, from 20 to 200 m, during the occurrence of the drainage flow. The color scale indi-
cates an increase of the thermal turbulence   C  T  2   overtime.

The   C  T  2   coefficient in Figure 8 displays a variable structure in space-time indicating increas-
ing thermal turbulence regime as the drainage flow establishes and dominates the flow in 
the ABL. The ASL displays a perturbation in turbulence regime covering from surface up to 
~40 m height. While this turbulence reappears after 40 m up to a range between 80 and 120 m, 
the spatial structures observed in the ABL responded differently to the drainage flow penetra-
tion because of the vertical stratification in the stable ABL and the increasing level of surface 
friction. Turbulent structures within the ABL and at the ASL overlap overtime in the period 
after 12:00 to 15:00 and between 21:00 and 00:00 and split for about 6 hours before 06:00 to 
12:00. Remarkably, for some short periods of time, the profiler displays a complete disappear-
ance of the thermal turbulence in the ABL for example from 19:00 to 20:00.

Case II: The beginning of this period occurred at sunset around 01:20 UTC 7 February where 
the initial ABL state indicated an already well-established surface-based inversion. The 00:00 
UTC radiosonde from the NWS-NOAA radiosonde station PAFA showed a temperature 
inversion layer up to 98 m [25]. The Doppler sodar showed ABL winds from the west and 
FA winds from the southeast in Figure 4. The vertical structure measured by Doppler sodar 
identified a drainage flow penetrating the ABL of the basin at 4:40 UTC. The flow irruption to 
the basin lasted until 07:30 UTC. Wind direction observations at the surface showed an inter-
mittent flow from northwest wind direction between 00:00 UTC on 7 February and 00:00 UTC 
on 8 February as described in Figure 4. At the beginning of the event, the temperature in the 
surface layer was ~−8°C and is observed to decrease in 3 h to ~−24°C as depicted in Figure 9 
(left panel), while vertical velocity (w) slowly increases Figure 9 (central panel) as the drain-
age start to penetrate the ABL turning the surface wind direction from the northwest Figure 9 
(right panel). The τ0 increased from 0 to 0.04 m2s2

, as well as the tke from 0 to 0.1 m2 s−2 and u* 
from 0.05 to 0.2 ms−1, as indicated in Figure 10 (left, central, and right panels).

The   C  T  2   profile showed a minimum at the wind maximum, while the   C  T  2   maximum occurred 
at the wind shear layer between 90 and 110 m. The second drainage penetration event was 
observed by Doppler sodar between 09:10 and 11:10 UTC with a vertical structure of the 

Figure 9. Case II. Turbulent variables for February 7, 2011, measured at 10 Hz, 4 m height sonic anemometer. Left panel 
represents the sonic temperature; central panel represents the vertical velocity; and right panel are the components u 
(black trace) and v (gray trace) of the horizontal wind speed.
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flow (i.e., wind profile) approximately similar to that of the first event. In total, this drainage 
episode was characterized by seven intermittent short-time duration of small scale flows. The 
first event lasted ~270 min. The wind speed in the surface layer was maintained at 4 ms−1. This 
flow broke up around 07:30 UTC with a change in surface wind direction from the southwest 
and decreasing wind speed to less than 1 ms−1. The second drainage flow event occurred from 
09:00 to 12:00 UTC. The first half of this period sustained a surface wind speed that reached 
4 ms−1, but wind speed decreased to 2 ms−1 during the second half of this event. Similarly, τ0 
increased from approximately 0 to 0.03 m2s2, the tke increased to ~0.03 m2 s−2, and u* increased 
to 0.02 ms−1. The five remaining events lasted less than 30 min developing surface wind speed 
less than 2 ms−1. Calculation of surface turbulent magnitudes retrieved similar behavior as 
compared to Case I, despite this case is composed by short bursts of sub-mesoscale flows. 
During the five intermittent pulses in the latter half of the day, strong stratification aloft 
occurred, indicated by the vertical   C  T  2   in Figure 11. Figure 10 shows the changes in the surface 
turbulence parameters, tke increased to 0.1 m2 s−2, and momentum increased to 0.03 m2s2. The 
vertical structure of the ABL (see Figure 11) increases in   C  T  2   as result of the increasing tem-
perature variations. In the upper ABL levels, the drainage flow introduces localized levels of 
turbulence bounded by stratify layers from 75 m in 125 min with similar behavior in five other 
intermittent pulses that occurred with wind speed less than 2 ms−1 at 13:30, 15:20, 16:20, 19:10, 
and 20:30 UTC. The Doppler sodar shows evidence of the drainage pulse with an increase in 
horizontal wind speed and increased and localized   C  T  2   values from 20 to 120 m.

Case III: In this case, the sunset on the March 6, 2011 occurred at 03:20 UTC and the surface 
layer was in near-neutral state; flows in the FA were from the south-southeast, and wind speeds 
at the 400 to 500 m level exceeded 8 ms−1. The surface temperature was −9.5°C, and the surface 
stratification reached 3°C between the two sonic anemometer levels (see Figure 12). The ABL 
begin a rapid stratification after ceasing solar radiation input, giving rise to a rapid radiative 
cooling at the surface and air layers aloft. The drainage flow penetrated the ASL with the 
early nocturnal inversion in the time interval from 03:40 to 03:50 UTC. Surface winds turned 
to the northwest direction between 06:10 to 06:20 UTC. Later on, the surface winds displayed 
a northwest to west-northwest wind direction between 04:30 and 19:30 UTC. When the flow 
events ceased, the static stability buildup immediately as the wind speed slowed down to less 
than 1 ms−1 at the surface and tke, u*, and τ0 dropped to very low values as shown in Figure 13.

Figure 10. Case II. ASL turbulent parameters at 4 m height tke (left panel), friction velocity (central panel) and surface 
shear stress (right panel).
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Figure 13. Case III. ASL turbulent parameters at 4 m. Left panel represents tke, central panel represents friction velocity, 
and right panel is the surface momentum.

Figure 11. Case II. Vertical structure of the ABL during February 7, 2011, represented by the thermal turbulent structure 

coefficient   C  T  2   in arbitrary units with time resolution of 10 min and vertical resolution of 10 m.

Figure 12. Case III. ASL turbulent flow measured at 10 Hz, 4-m height sonic anemometer during March 6, 2011. Left 
panel is the sonic temperature. Central panel is the vertical velocity and right panel are the components u (black trace) 
and v (gray trace) of the horizontal wind speed.
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During this period of time, the surface layer was in a transitional period until the vertical cool-
ing initiated the formation of a stable ABL. As the initial drainage flow from the northwest 
direction penetrated the surface layer, the tke increased from ~0 to 0.2 m2 s−2, u* increased from 
~0.05 to 0.2 ms−1, and τ0 increased from ~0 to 0.03 m2 s−2, while the temperature decreased from 
−3°C to −18°C, a drop in about 15°C in ~15 h.

The Rif calculated was highly variable taking negative and positive values before the onset of 
the drainage flow. Rif decreased and reached a steady value above 1 corresponding to a quasi-
laminar flow. The end of the disruptive flow was indicated by the change of wind direction to 
the southeast and a reduction in the wind speed and the surface micrometeorological variables 
tke, u*, and τ0 at 20:00 UTC. The sun rose at 16:21 UTC, and the surface-layer temperature 
began to rise at 17:00 UTC. The most active turbulent activity was verified to occur between 
09:00 and 15:00 UTC, when the surface parameters were at their maximum dynamic swing and 
wind speed was sustained overtime, while the Rif number indicates a dynamic unstable flow. 
The vertical ABL structure observed by Doppler sodar indicates increasing   C  T  2   values as shown 
in Figure 14 from 09:00 to 15:00 UTC when, at the same time, the wind speed was accelerating 
in the vertical. The CT

2 within the region decreased suddenly in the layer from 50 to 100 m, 
while at the surface, high fluctuations occurred in the Rif number and τ0, and the wind speed 
decreased (see Figure 5). The flow re-stabilized afterward and became dynamically stable with 
Rif number ~2. After 18:00 UTC, the Rif number variability increased as the flow stability broke 
down. The vertical profile of   C  T  2   fluctuated at higher values during the transition of change 
in wind direction followed by an increased stratification in the basin. Of note here, Figure 12 
(central panel) illustrates a significant drop in the turbulent vertical velocity.

The vertical   C  
T
  2   structure of the stable ABL assumed a characteristic pronounced parabolic 

shape up to the top of the stable ABL when the drainage penetrates. The   C  T  2   profiles obtained 
from the Doppler sodar show a particular structure, with higher values in the vertical range 
from 20 to 60 m and a minimum at the drainage flow wind speed maximum. A second maxi-
mum produced the strongest signal in the acoustic echo and represents a shear layer at 100-m 
height. The depth of the drainage flow varied between 80 and 120 m depth. This shear layer 
induced thermal turbulence and entrainment of air into the ABL. In the time interval between 
09:00 and 15:00 UTC, the drainage flow wind speed accelerated from 3 to 5 ms−1 with an 
increase of the   C  T  2  , reaching a maximum peak wind speed of 6 ms−1. Between 18:00 and 21:00 
UTC, the flow decelerated from 5 ms−1 with an increase   C  T  2   (See Figure 14).

Summarizing, records of the ABL vertical structure obtained from Doppler sodar observa-
tions in Figures 8 and 11–14 indicate the presence of localized turbulence in upper levels of the 
ABL when the drainage flow is present in the basin; in this case represented by an increases 
of   C  T  2  . Scrutinizing further the data sets obtained by Doppler sodar (i.e., wind speed and wind 
direction), it was verified that this turbulence appears to be induced by shear mechanism 
on layers along the side of the drainage flow. Similar to results from [26–28] who relates the 
sodar scattering cross-section to vertical potential temperature gradient and wind shear, [29] 
and [28] showed an echogram facsimile in which drainage flow velocity and the echo inten-
sity increases. Nevertheless, in polar atmospheres during winter, this signature unequivo-
cally represents shear instead of convective plume development. This differentiation was 
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Figure 13. Case III. ASL turbulent parameters at 4 m. Left panel represents tke, central panel represents friction velocity, 
and right panel is the surface momentum.

Figure 11. Case II. Vertical structure of the ABL during February 7, 2011, represented by the thermal turbulent structure 

coefficient   C  T  2   in arbitrary units with time resolution of 10 min and vertical resolution of 10 m.

Figure 12. Case III. ASL turbulent flow measured at 10 Hz, 4-m height sonic anemometer during March 6, 2011. Left 
panel is the sonic temperature. Central panel is the vertical velocity and right panel are the components u (black trace) 
and v (gray trace) of the horizontal wind speed.
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During this period of time, the surface layer was in a transitional period until the vertical cool-
ing initiated the formation of a stable ABL. As the initial drainage flow from the northwest 
direction penetrated the surface layer, the tke increased from ~0 to 0.2 m2 s−2, u* increased from 
~0.05 to 0.2 ms−1, and τ0 increased from ~0 to 0.03 m2 s−2, while the temperature decreased from 
−3°C to −18°C, a drop in about 15°C in ~15 h.

The Rif calculated was highly variable taking negative and positive values before the onset of 
the drainage flow. Rif decreased and reached a steady value above 1 corresponding to a quasi-
laminar flow. The end of the disruptive flow was indicated by the change of wind direction to 
the southeast and a reduction in the wind speed and the surface micrometeorological variables 
tke, u*, and τ0 at 20:00 UTC. The sun rose at 16:21 UTC, and the surface-layer temperature 
began to rise at 17:00 UTC. The most active turbulent activity was verified to occur between 
09:00 and 15:00 UTC, when the surface parameters were at their maximum dynamic swing and 
wind speed was sustained overtime, while the Rif number indicates a dynamic unstable flow. 
The vertical ABL structure observed by Doppler sodar indicates increasing   C  T  2   values as shown 
in Figure 14 from 09:00 to 15:00 UTC when, at the same time, the wind speed was accelerating 
in the vertical. The CT

2 within the region decreased suddenly in the layer from 50 to 100 m, 
while at the surface, high fluctuations occurred in the Rif number and τ0, and the wind speed 
decreased (see Figure 5). The flow re-stabilized afterward and became dynamically stable with 
Rif number ~2. After 18:00 UTC, the Rif number variability increased as the flow stability broke 
down. The vertical profile of   C  T  2   fluctuated at higher values during the transition of change 
in wind direction followed by an increased stratification in the basin. Of note here, Figure 12 
(central panel) illustrates a significant drop in the turbulent vertical velocity.

The vertical   C  
T
  2   structure of the stable ABL assumed a characteristic pronounced parabolic 

shape up to the top of the stable ABL when the drainage penetrates. The   C  T  2   profiles obtained 
from the Doppler sodar show a particular structure, with higher values in the vertical range 
from 20 to 60 m and a minimum at the drainage flow wind speed maximum. A second maxi-
mum produced the strongest signal in the acoustic echo and represents a shear layer at 100-m 
height. The depth of the drainage flow varied between 80 and 120 m depth. This shear layer 
induced thermal turbulence and entrainment of air into the ABL. In the time interval between 
09:00 and 15:00 UTC, the drainage flow wind speed accelerated from 3 to 5 ms−1 with an 
increase of the   C  T  2  , reaching a maximum peak wind speed of 6 ms−1. Between 18:00 and 21:00 
UTC, the flow decelerated from 5 ms−1 with an increase   C  T  2   (See Figure 14).

Summarizing, records of the ABL vertical structure obtained from Doppler sodar observa-
tions in Figures 8 and 11–14 indicate the presence of localized turbulence in upper levels of the 
ABL when the drainage flow is present in the basin; in this case represented by an increases 
of   C  T  2  . Scrutinizing further the data sets obtained by Doppler sodar (i.e., wind speed and wind 
direction), it was verified that this turbulence appears to be induced by shear mechanism 
on layers along the side of the drainage flow. Similar to results from [26–28] who relates the 
sodar scattering cross-section to vertical potential temperature gradient and wind shear, [29] 
and [28] showed an echogram facsimile in which drainage flow velocity and the echo inten-
sity increases. Nevertheless, in polar atmospheres during winter, this signature unequivo-
cally represents shear instead of convective plume development. This differentiation was 
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illustrated for very different atmospheric and surface conditions by [30]. In this early study, 
the signature of acoustic backscattering in the presence of drainage flow and shear driven by 
convective plumes that arise from surface heating was clearly demonstrated.

5. Discussion

The turbulent state of the ASL was observed to significantly change in the presence of the shal-
low cold drainage flow into the basin. After scrutinizing all recorded cases during Wi-BLEx, it 
was found that this flow develops based on two modes: persistent flow represented by Case 
I and III and intermittent flow represented by Case II. Changes in the turbulence regime of 
the ASL, instigated by the penetration of the drainage flow into the basin’s ABL, have been 
determined by means of two instruments sonic anemometer and LAS. These two instruments 
sample basically the same turbulence spectrum with the difference that sonic anemometers 
are in-situ sensors, while LASs are large-scale area-average turbulence sensing devices. Both 
instruments respond to the turbulence developed by the flow upstream on overlapping foot-
prints. However, in this experiment, the LAS was installed across the basin (see Figure 2) to 
continuously evaluate the turbulent state of the drainage flow in space and time and thus 
fully record the turbulent structures developing from microscale to basin scale.

Based on Monin-Obukhov similarity hypothesis, the sensible heat flux was calculated for both 
instruments LAS (HLAS) and sonic anemometer as indicated previously using 5-min intervals 
eddy-covariance integration (HEC) [23, 24]. The HLAS was calculated using friction velocity (u*) 
and the Obukhov length (L) obtained based on sonic anemometers measurements. The LAS 
covered an optical path length of 520 m across the basin. In this case, HEC was proven to capture 

Figure 14. Case III. Vertical structure of the ABL from 6 March sodar represented by the thermal turbulent structure 
coefficient CT

2 in arbitrary units with time resolution of 10 min and vertical resolution of 10 m.
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in the range of 70–80% up to 100% of the surface turbulent fluxes developing at the basin scale 
when compared to HLAS [7]. This result, indicating a divergence between the calculated heat 
fluxes over certain time periods, pointed to the idea that large-eddy turbulence could be present 
in the ASL [31, 32]. On the other hand, it can be argued that given the variability of the flow in the 
ASL, a time variable integration is needed to account for the entire eddy flux for the case of HEC. 
Nevertheless, the nature and source of the large eddies present in the basin can be independently 
investigated. These eddies can be either part of the natural mode by which the drainage flow 
develops breaking up the stratification in the basin (i.e., by carrying large eddy momentum) or 
they can be eventually part of the turbulence generated at the ABL level that would breakdown 
and dissipate at the surface. To further speculate on the nature of the large-eddy inducing opti-
cal turbulence in the LAS system, Figure 15 conceptualizes the turbulent transfer mechanism 
supporting the argument that shear-induced turbulence along the side of the drainage flow 
enhances   C  T  2   in the ABL and propagates down to the surface as seen by LAS.

Therefore, in what follows we analyze, each study case based on LAS optical scintillation 
times series and the calculated spectrogram. This analysis is guided by the flow dynamic 
and turbulence (i.e., wind direction, speed, and the   C  

T
  2  ) register by Doppler sodar and sonic 

anemometers (section 3 and 4). In this case, the use of surface and ABL profiler allows deter-
mining the time interval when the drainage flow breaks into the basin and also evaluates the 
intervals when large eddies are present in the surface due to turbulence in ABL levels.

In the analysis of Case I, it was noted that between 15:00 and 00:00 UTC of the following day, 
at the initiation of the drainage flow, HEC on average is ~−4 Wm−2, while HLAS is ~−8 Wm−2 
without major flux differences. However, in the period from 00:00 to 09:00 UTC, the time 
averaged turbulent flux values are HLAS −18 Wm−2 and HEC −14 Wm−2, showing an increasing 
divergence between the measurements. This discrepancy is consistent with the increasing 
probability of wind direction change thus affecting the HEC measurements. Because of the 
dynamic changes in the flow, the HEC and HLAS measurements are therefore not convergent 
during this period (see Figures 3 and 6).

Figure 15. Conceptual scheme describing the mechanism for shear induced turbulence in the presence of a shallow cold 
flow. Upper ABL level illustrates wind speed shear that breaks down propagating and dissipating toward the surface. 
These localized large eddies impact the optical turbulence signature of LAS.
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supporting the argument that shear-induced turbulence along the side of the drainage flow 
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The time-series of   C  N  2    exhibits large excursions in the order of ~2 to 4.10−13 (m−2/3) mainly at the 
beginning and at the end of the study case from 12:00 to 18:00 January 18 and after 18:00 on 
January 19. This time variability can be seen in Figure 16 top panel. However, during the time 
period where the flow in the basin establishes and fully develops, as depicted in Figures 3 and 6, 
the optical turbulence of refractive index verifies a steady increase in the signal level. This smooth 
increase in turbulence level corresponds to the signature described in Figure 4, where an increase 
in the turbulent intensity in w’ is verified. Mostly as the flow establishes and increases speed, it 
also develops high-frequency turbulence as depicted in Figure 6 which in turn also develops 
further tke and u*. However, the time series of CN

2 (Figure 16 top panel) also verifies sudden sig-
nal increases lasting longer time periods basically from ~ 10 min to more than 1 h between 18:00 
and 15:00 UTC of the following day. Therefore, in order to analyze the observed variability in   
C  

N
  2    in terms of time-frequency contribution to the turbulence spectrum and confirm the existence 

of localized low-frequency turbulence, a multiresolution analysis based on continuous wavelet 
transform was conducted as depicted in Figure 16 bottom panel. Scrutinizing this spectrogram in 
more detail, a sustained level of turbulence is shown to appear fluctuating overtime on periods 
going from 32 min. to less than 256 min. During this period of time, the flow is established in the 
basin given the levels of wind speed, preserved wind direction, raise of u* and tke, and therefore 
one of the sources for large eddies could be the localized turbulence appearing in the ABL’s 
upper levels as illustrated by Doppler sodar in Figure 8. This dynamic connection is facilitated 
by the fact that the ASL stratification has been erased by the drainage flow penetration. This 
spectrogram also clearly depicts the existence of large-eddies in the basin at the beginning of 
the drainage flow period 12:00 to 18:00 and when the flow ceased to occur after 18:00. However, 
in these two time periods, the source of large eddy turbulence is basically the flow momentum 
transport and its horizontal variability. In fact, during these two periods of time, the flow in the 
basin meanders and in the first case by gaining momentum breaks the stratification propagating 
large eddies in the basin, while in the second period, the flow ceases meandering carrying less-
energetic large eddies.

For Case II on 7 February 2011, LAS was not working for about 30 min. after 21:00 UTC. Thus, 
in order to provide a continuous spectral analysis, the signal was cut-off at 21:00 UTC as seen 
in Figure 17 both panels. In this case, the average HLAS and HEC reached values of ~ −20 Wm−2 
with the first sustained drainage flow pulse, while the second intermittent flow pulse devel-
oped an HLAS and HEC on average ~−16 Wm−2. The wind speed in the two intermittent pulses 
changes rapidly over a short period of time, and eddy covariance was calculated over 5 min. 
integration period as indicated previously. LAS and EC flux measurements compared well 
in time. Similarly, to the analysis of Case I, the time series of   C  N  2    exhibits periods of time with 
strong turbulent development reaching values of 4.10−13 m−2/3 signal with a much higher time 
variability and sustained turbulence levels for periods of hours (Figure 17, top panel). This time 
variability in the surface turbulence is given by the flow intermittency that manifests on burst 
of   C  N  2    lasting a couple of hours. The spectrogram in Figure 16 (bottom panel) exhibits several 
periods in which spectral deposition of turbulence is verified at time scales from 16 to 256 min 
due to the presence of large eddies aiming the flow in the basin. This spectral patchiness cor-
relates in some cases with localized turbulence occurring in upper shear layers of the ABL as 
demonstrated by localized enhancements of   C  T  2   (see Figure 11). However, unlike Case I, the 
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flow is interrupted by introduction of eddies at the period scale of 16–64 min and in response 
to changes in signal aloft evidenced by   C  T  2   in Figure 11 that shows localized turbulence on 
shorter time scales than previous Case I. This sequence of flow events resulted in overall nega-
tive heat flux excursions ranging from −20 to −40 Wm−2 during the first pulse and from −10 to 
−20 Wm−2 in the second event. The spectral feature on the scale of 16–64 min shows turbulence 
in the flow that could be originated by a combination of variable longitudinal scales aiming the 
drainage flow and vertical coupling to the ABL where localized shear turbulence of   C  T  2   breaks 
down propagating to the surface. As indicated earlier, each time the drainage flows disrupted 
the basin, large eddies aiming the flow momentum break through the stratification of the 

Figure 16. Case I. Turbulence of refractive index   C  N  2    (m−2/3) obtained by LAS. Top panel is the time series of 1 min time 
integration at 125-Hz laser pulse repetition frequency. Bottom panel is the multiresolution Morlet wavelet spectrogram.
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basin, enabling vertical mixing and therefore allowing cascading turbulence from deep shear 
layers ~120 m (see Figure 11) propagating down to the surface (Figure 15).

Finally, for Case III, computed fluxes based on HLAS and HEC diverge in the presence of the 
drainage flow. For this period, the average values of HEC and HLAS are −20 and −40 Wm−2, 
respectively. HLAS is systematically higher than HEC throughout the period (03:00 to 18:00 UTC), 
and this difference is larger than the statistical fluctuation and random errors in EC methodol-
ogy. The drainage flow enters the basin in the period of time from 9:00 to 15:00, and both HLAS 
and HEC measurements peak to similar values. The time series of   C  N  2    in Figure 18 top panel 
displays a large variation in the turbulence of refractive index at the beginning of the drainage 
flow (00:00 to 4:00 UTC) and at the end when the flow ceased in the period (18:00 to 21:00 UTC). 

Figure 17. Case II: Turbulence of refractive index   C  
T
  2   (m−2/3) obtained by LAS. Top panel is the time series of 1-min time 

integration at 125-Hz laser pulse repetition frequency. Bottom panel is the multiresolution Morlet wavelet spectrogram.
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While the drainage flow is present in the basin, the general trend in   C  N  2    is to reduce intensity 
of turbulence as high-frequency eddies aim the ASL turbulent regime with some fluctuation 
in the order of 20 min, which explain the difference observed in the heat flux comparison. 
However, analyzing the vertical structure of the flow, it can be verified that the wind profile 
experiences shear in layers from 20 to 40 m and at 80 to 160 m. In this case, the periodogram 
in Figure 18 bottom panel shows little activity for long periods as the drainage flow evolves in 
the basin with the exception of two instances when the drainage flow develops localized tur-
bulence in upper levels before 12:00 and between 12:00 and 15:00 UTC, approximately. In these 
two occasions, it is seen a deposition of turbulent energy in the spectrum on the ~32 min period 
coincidental with the occurrence of localized upper level ABL   C  T  2   turbulence (see Figure 14).

Figure 18. Case III: Turbulence of refractive index obtained   C  N  2    by LAS. Top panel is the time series of 1 min time 
integration at 125 Hz laser pulse repetition frequency. Bottom panel is the multiresolution Morlet wavelet spectrogram.
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6. Conclusions

As a summary, this chapter presents an analysis of atmospheric turbulence based on field 
experiments including instruments for the ASL and the ABL. The objective of Wi-BLEx was 
to provide a new data set illustrating the dynamic and turbulence regime of a small scale 
flow penetrating a high latitude basin during extreme winter conditions. The study focuses 
on quantifying the temporal and spatial aspects of the developing turbulent structures in 
the ABL and in the ASL and their possible interaction in the conditions high-latitude polar 
atmospheres. Data sets from Wi-BLEx observations clearly demonstrate the influence of 
shallow cold drainage flows in the surface turbulent fluxes and the occurrence of large-
eddy spectral structures of turbulence during winters in polar regions. Of particular impor-
tance in this experiment is the use of high-frequency optical scintillometer to determine the 
presence of large-eddy turbulence in the ASL that would have been difficult to resolve by 
sonic anemometers alone in particular when nonstationary flows are under analysis [32].

In this work, three cases were selected for analysis and discussion. The selected cases develop 
different temporal behavior, surface signatures, and turbulence patterns throughout the verti-
cal structure of the ABL. Of special interest here is the notion that a small scale shallow cold 
flow entering the basin introduces surface mixing and localized areas of turbulence within the 
vertical structure of the ABL. Moreover, based on tower observations, it was verified that after 
drainage flow ceased, the surface layer rapidly re-stratifies in response to the outstanding 
radiation cooling rate of winter polar atmospheres. In all cases, the drainage flow observed 
in the vertical by Doppler sodar is represented by wind speed profile that has been observed 
previously under similar flow dimensions [9, 30, 33].

It is important to note that during winter, the absence of shortwave incoming radiation sets 
the surface radiation budget to low levels in absolute terms and mostly depending on long-
wave net radiation. Therefore, heat fluxes resulting from small scale dynamic processes are 
limited in absolute values up to 20–30 Wm−2 with episodic events of 40 Wm−2.

The cooling effectiveness of the drainage flow was the stronger in the intermittent Case II from 
all cases but only for short periods of time. A temperature drop of 11° C was verified with an 
average heat flux of −40 Wm−2 during the first intermittent pulse, while the rest of the inter-
mittent events exhibited a lower negative average heat flux in the range of −10 and −5 Wm−2.

In conclusion, during winter, the interaction between polar atmospheres and landscapes 
combined with the presence of specific synoptic meteorological configurations clearly evi-
dence the possibility of an inter-valley density flow impacting the surface energy balance at a 
regional scale. This mechanism was evident in the three analyzed cases but also throughout 
the Wi-BLEx data sets.

Large scale synoptic flows play an important role at regional level to onset the occurrence 
of drainage flow. Based on the analyzed information, the mode in which the drainage flows 
develop sustained or intermittent has a combined synoptic and topographic dependence. 
However, the spatial and temporal scales of the resulting drainage flow depend upon the 
actual flow-basin dynamic, turbulent, and radiative conditions.
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All cases occurred under a surface high pressure forcing in the region. This synoptic meteo-
rological feature is important because it normally comes with a weak pressure gradient force 
characterized therefore by weak horizontal winds and clear skies, strongly driving the radia-
tive cooling in the basin. During the late winter, Case III, because of the diurnal effect of solar 
radiation, the study fundamentally differs from the central-winter cases I and II. The drainage 
event under analysis developed during the night of March 5, 2011 and the day of March 6, 
2011. The flow dynamic setting for this case resembles the cases collected during Wi-BLEx 
during the late winter, in particular for the period March 1 to 10, 2011.

Finally, the three cases described in this study can be summarized as: Case I characterized by 
a sustained flow lasting ~18 h in the central part of the winter; Case II is characterized by inter-
mittent flow pulses occurred lasting less than ~3 h in the central part of the winter; and Case III 
resulted a sustained flow lasting for about 9.5 h in late winter. Altogether surface and vertical 
observations demonstrated that localized turbulence in the ABL depth, as measured in the 
terms of   C  T  2  , resulted from an increased flow speed in the ABL that impacted the ASL turbu-
lent regime. In fact, large-eddy dynamic during the flow irruption introduced mixing in the 
ASL erasing stratification and enabling downward propagation of shear induced thermal 
turbulence in the ABL to down to the ASL. This is demonstrated by an enhancement of tur-
bulence energy deposition in the low frequency range measured by optical scintillometry.
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6. Conclusions

As a summary, this chapter presents an analysis of atmospheric turbulence based on field 
experiments including instruments for the ASL and the ABL. The objective of Wi-BLEx was 
to provide a new data set illustrating the dynamic and turbulence regime of a small scale 
flow penetrating a high latitude basin during extreme winter conditions. The study focuses 
on quantifying the temporal and spatial aspects of the developing turbulent structures in 
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sonic anemometers alone in particular when nonstationary flows are under analysis [32].

In this work, three cases were selected for analysis and discussion. The selected cases develop 
different temporal behavior, surface signatures, and turbulence patterns throughout the verti-
cal structure of the ABL. Of special interest here is the notion that a small scale shallow cold 
flow entering the basin introduces surface mixing and localized areas of turbulence within the 
vertical structure of the ABL. Moreover, based on tower observations, it was verified that after 
drainage flow ceased, the surface layer rapidly re-stratifies in response to the outstanding 
radiation cooling rate of winter polar atmospheres. In all cases, the drainage flow observed 
in the vertical by Doppler sodar is represented by wind speed profile that has been observed 
previously under similar flow dimensions [9, 30, 33].

It is important to note that during winter, the absence of shortwave incoming radiation sets 
the surface radiation budget to low levels in absolute terms and mostly depending on long-
wave net radiation. Therefore, heat fluxes resulting from small scale dynamic processes are 
limited in absolute values up to 20–30 Wm−2 with episodic events of 40 Wm−2.

The cooling effectiveness of the drainage flow was the stronger in the intermittent Case II from 
all cases but only for short periods of time. A temperature drop of 11° C was verified with an 
average heat flux of −40 Wm−2 during the first intermittent pulse, while the rest of the inter-
mittent events exhibited a lower negative average heat flux in the range of −10 and −5 Wm−2.

In conclusion, during winter, the interaction between polar atmospheres and landscapes 
combined with the presence of specific synoptic meteorological configurations clearly evi-
dence the possibility of an inter-valley density flow impacting the surface energy balance at a 
regional scale. This mechanism was evident in the three analyzed cases but also throughout 
the Wi-BLEx data sets.

Large scale synoptic flows play an important role at regional level to onset the occurrence 
of drainage flow. Based on the analyzed information, the mode in which the drainage flows 
develop sustained or intermittent has a combined synoptic and topographic dependence. 
However, the spatial and temporal scales of the resulting drainage flow depend upon the 
actual flow-basin dynamic, turbulent, and radiative conditions.
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All cases occurred under a surface high pressure forcing in the region. This synoptic meteo-
rological feature is important because it normally comes with a weak pressure gradient force 
characterized therefore by weak horizontal winds and clear skies, strongly driving the radia-
tive cooling in the basin. During the late winter, Case III, because of the diurnal effect of solar 
radiation, the study fundamentally differs from the central-winter cases I and II. The drainage 
event under analysis developed during the night of March 5, 2011 and the day of March 6, 
2011. The flow dynamic setting for this case resembles the cases collected during Wi-BLEx 
during the late winter, in particular for the period March 1 to 10, 2011.

Finally, the three cases described in this study can be summarized as: Case I characterized by 
a sustained flow lasting ~18 h in the central part of the winter; Case II is characterized by inter-
mittent flow pulses occurred lasting less than ~3 h in the central part of the winter; and Case III 
resulted a sustained flow lasting for about 9.5 h in late winter. Altogether surface and vertical 
observations demonstrated that localized turbulence in the ABL depth, as measured in the 
terms of   C  T  2  , resulted from an increased flow speed in the ABL that impacted the ASL turbu-
lent regime. In fact, large-eddy dynamic during the flow irruption introduced mixing in the 
ASL erasing stratification and enabling downward propagation of shear induced thermal 
turbulence in the ABL to down to the ASL. This is demonstrated by an enhancement of tur-
bulence energy deposition in the low frequency range measured by optical scintillometry.
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