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Nature has always been an inspiring source for humans to mimic devices that are useful for diagnostic and technological applications. Many advanced devices at the nanoscale have been produced with higher accuracy by combining nanotechnology with biology and bioengineering. The book covers the advanced developments of bioactive materials and their broader applications. Chapters provide high-level, technical overviews of the emerging technologies in biological entities for biomedical and electronic applications. It is intended as an introduction to communicate novel research to students, researchers, professionals with technical background, and all readers interested in the applications of nanotechnological devices in a broader perspective.

The book is organized into two sections containing two chapters each:

Section 1: Bioactive Devices for Technological Applications

Section 2: Bioactive Devices for Medical Applications

The book opens with the editor’s introductory chapter on DNA as nanowires. Chapter 2 describes neuromorphic computing, a bioactive device in which neuroscience is transferred to a silicon chip. The authors include the latest developments in the circuit designs of neuromorphic computing and discuss the applicability of their own fabricated spiking neural network chip. The authors conclude the chapter with a discussion of the 3D-IC implementation technique with memristive synapses and the applicability of chaotic time series prediction and video frame recognition.

It has been observed by scientists that the recognition capabilities of DNA and the unique properties of dots and wires can lead to the miniaturization of biological optoelectronic devices as probes and biosensors. As DNA is highly stable and has adjustable conductance, vast information storage, and self-organising capability and programmability, it is considered an ideal candidate for nanodevices, nano-electronics, and biocomputing. Hence Chapter 2 deals with the design of nanopillar, nanowall, nanoslit, nanopore structures, nanoball, nanowire, nanoparticle, and quantum dot structures. It also mentions the electrical characterization of DNA-based metallic wires by using transport mechanisms.

Chapter 3 discusses development techniques for new models of hard tissue regeneration using 3D biomaterials inspired by nature. These bioactive materials are a boon to mankind as they can effectively replace infected bone, cartilage, and articular tissues. The authors focus the chapter on porous hydroxyapatite-based ceramic or hybrid scaffolds, which are used in specialized fields such as orthopedics and neurosurgery.

Chapter 4 discusses the various parameters used to support microfluidic disease diagnostics. The authors analyse both theoretical and experimental methods by using the electrical and intrinsic properties of the diseased/infected biological
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Section 1

Bioactive Devices for Technological Applications
Chapter 1

Introductory Chapter: DNA as Nanowires

Ruby Srivastava

1. Introduction

The integration of nanotechnology with biology and bioengineering has produced many advances with the manipulation of well-defined structures at the nanoscale with high accuracy. DNA molecules can be used for the assembly of devices, for the interconnect joints, or as the device element itself. Sequence-specific DNA detection has been applied in the diagnosis of pathogenic and genetic diseases. The unique physical properties of dots or wires with the remarkable recognition capabilities of DNA could lead to the miniaturization of biological electronics and optical devices, which includes the biosensors and probes. Numerous advantages of nano- and micro-biodevices include the separation technologies, HPLC and capillary electrophoretic separation of DNA, nanopillar devices for the ultra-fast separation of DNA and proteins, nanoball materials for the fast separation of wide range of DNA fragments and the nanowire devices for ultra-fast separation of DNA, RNA, and proteins. The studies about these devices have been carried out by Prof. Yoshinobu Baba and the research group [1–12]. The nanopillar, nanowall, nanoslit, and nanopore structures were designed by the top down or semiconductor nano-fabrication technology, while the nanoball, nanowire, nanoparticles and the quantum dot structures are designed by the use of bottom up or self-assembled nano-fabrication technology. These devices are shown in Figure 1.

DNA exhibits many other properties; as high stability, adjustable conductance, vast information storage, self-organising capability and programmability. So it is considered as an ideal material for the applications of nanodevices, nano-electronics and molecular computing. There are several advantages to use DNA for these device designs. The first step of the DNA-based nanotechnology is to attach DNA molecules to the surfaces. It can be done by three different methods: by electrostatic interaction between DNA and a substrate, covalent binding of a chemical group attached to the DNA end and the binding of protein attached at the DNA end to the corresponding antibody immobilized at the surface. Seeman and co-workers [13] have exploited the properties of DNA's molecular recognition to design complex mesoscopic structures based solely on DNA. They used the branched DNA to form stick figures by properly choosing the sequence of the complementary strands. Further macrocycles, DNA quadrilateral, DNA knots, Holliday junctions, and other periodic crystal structures were also designed. DNA-mediated self-assembly of nanostructures has been extended to metallic nanowires [14–16]. In a study, DNA as a template was used to grow conducting silver nanowires [14]. The fabrication of gold and silver wires was used with the DNA as a template or skeleton [15]. Nguyen et al. developed an approach for the attachment of DNA to oxidatively open the ends of multiwall carbon nanotube arrays [17]. The carbon wall nanotubes can be used as electrodes to transmit electrical signals or as sensors to detect the concentration of chemical or
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DNA exhibits many other properties; as high stability, adjustable conductance, fast information storage, self-organising capability and programmability. So it is considered as an ideal material for the applications of nanodevices, nanoelectronics and molecular computing. There are several advantages to use DNA for these device designs. The first step of the DNA-based nanotechnology is to attach DNA molecules to the surfaces. It can be done by three different methods: by electrostatic interaction between DNA and a substrate, covalent binding of a chemical group attached to the DNA end and the binding of protein attached at the DNA end to the corresponding antibody immobilized at the surface. Seeman and co-workers [13] have exploited the properties of DNA’s molecular recognition to design complex mesoscopic structures based solely on DNA. They used the branched DNA to form stick figures by properly choosing the sequence of the complementary strands. Further macrocycles, DNA quadrilateral, DNA knots, Holliday junctions, and other periodic crystal structures were also designed. DNA-mediated self-assembly of nanostructures has been extended to metallic nanowires [14–16]. In a study, DNA as a template was used to grow conducting silver nanowires [14]. The fabrication of gold and silver wires was used with the DNA as a template or skeleton [15]. Nguyen et al. developed an approach for the attachment of DNA to oxidatively open the ends of multiwall carbon nanotube arrays [17]. The carbon wall nanotubes can be used as electrodes to transmit electrical signals or as sensors to detect the concentration of chemical or
biological materials [18–20]. Efficient DNA delivery is vital for the gene therapy, DNA vaccination and the advancement of other clinical therapies. Molecular devices are highly desirable as they can rapidly accumulate and displace electrons/charges within the nanoscale structures, and are sensitive to the changes in the physicochemical and biological environments. DNA logic gates can also be constructed from the concepts based on the DNA tweezers [21]. Molecular wires and/or machines resemble electronic memory units can be made by cost-effective and low-energy technologies, so that they can provide the environmental friendly solutions. DNA origami has gained much attention recently because of its potential to direct the formation of predefined 2D or 3D DNA structures at the nanoscale [22].

DNA nanomachines can also be fuelled by enzymes or DNA [23, 24]. An enzyme-operated DNA-switch was proposed recently [24]. DNA-protein conjugates were widely applied in the development of immunoassays, biosensors, micro-chips and molecular devices [25]. A field effect transistor was also designed, based on the DNA base deoxyguanosine derivative [26]. The replacement of the natural bases can be carried out by the artificial nucleosides or nucleoside mimics [27]. Metal ions (Cu^{2+}, Pd^{2+}, and Ag^{+}) have been successfully incorporated as artificial DNA bases into the oligonucleotides [28]. Ni-DNA nanowires exhibit the characteristics of memristors, find potential application in mass information storage system [12]. The Ni-DNA device structure is given in Figure 2.

Assembling the biomolecules and microorganisms into a desired architecture has offered new routes to the fabrication of nanomaterials [29, 30]. DNA nanowires can be used as a template to fabricate functional nanomaterials and as a platform for genetic analysis [31–33]. These nanowires associate with an aqueous solution of DNA molecules, where capillary forces of the solution at a receding meniscus act to stretch and immobilize the molecules on a solid surface [34]. Yet
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Assembling the biomolecules and microorganisms into a desired architecture has offered new routes to the fabrication of nanomaterials [29, 30]. DNA nanowires can be used as a template to fabricate functional nanomaterials and as a platform for genetic analysis [31–33]. These nanowires associate with an aqueous solution of DNA molecules, where capillary forces of the solution at a receding meniscus act to stretch and immobilize the molecules on a solid surface [34].

2. Electrical characterization of DNA-based metallic nanowires

Novel conductive DNA-based nanomaterial, DNA-peptide wire composed of a DNA core and a peripheral peptide layer, is used for the wide variety of nano electronic and biosensor applications. The electrical conductivity of these wires is higher than the native double-stranded DNA (dsDNA). These wires produce high conductivity and better resistance to the mechanical deformations caused by the interactions between the substrate and electrode surface. Porath et al. [38] has studied the electrical transport through short (10 nm) dsDNA molecules deposited between platinum nanoelectrodes at different temperatures, confirming the reproducible semiconducting behavior with a gap [39, 40].

Electrical studies indicate that the charge transport in DNA is dominated by holes due to the position of the HOMO (highest occupied molecular orbital) and LUMO (lowest unoccupied molecular orbital) levels of DNA with respect to the Fermi energy of the coinage metal contacts (e.g., Au and Pt), though the photo physical studies indicate the transportation of both hole and electron in DNA [41]. As a result, DNA molecule behaves as a p-type nanowire [42]. The representation of conductive silver nanowires and nanoparticles NPs attached on the DNA origami are given in Figure 3.

The charge transport is explained by three main mechanisms: single-step-electron-tunnelling, thermal hopping, and domain hopping [43]. The charge transport in DNA occurs predominantly through the guanine bases due to their lowest electrochemical oxidation potential. When the DNA is absorbed on the surface, the conformations are affected by the van der Waals, electrostatic, and hydrophobic interactions within the substrate. Further the behaviour of DNA is...
affected by the DNA sequences, substrate and contact properties, temperature and humidity [44–46]. Recently, studies were conducted on the electrical measurements on guanine quadruplex DNA (G4-DNA), which is uniform in composition, consist of only G-nucleotides and it was observed that G4-DNA exhibit a greater bending rigidity compared to the dsDNA. Several techniques have been developed for contacting the nanowires with the combination of bottom-up and top-down strategies. These are:

a. Lithographically defined contacts and in situ/ex situ I–V measurements

b. Conductive AFM measurements

c. DNA Origami-based metal nanostructures

3. Conclusion

DNA acts as a promising material for biomolecular nanotechnology due to its unique recognition capabilities, physicochemical stability, mechanical rigidity and high precision processibility. Significant progress has been made in this field, but it is still in the early stages. The catalytic, electrical, magnetic, and electrochemical properties of such structures can be systematically investigated and will represent the new frontiers in this field. Various DNA-based nanostructures, including DNA itself, DNA functionalized with metal and semiconductor nanoparticles, DNA-directed nanowires, and DNA-functionalized carbon nanotubes are used in wider application for biological and medical applications. Due to the present applicability of DNA structures, these properties should be properly studied to provide an access to the new and useful electronic and photonic materials. The development of DNA nanowires has recently focussed its attention in three aspects: (1) customising the sequence of nucleic acids for better electrical conductivity with reduced mismatch pair complexes, (2) stacking targeted double-helical backbone for stable and rigid nanowires, and (3) interconnection of discrete DNA origami structures [47]. Though researches have been carried out for the achievement of these targets, the cost of experimental synthesis need to be address in near future.
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Chapter 2

Opening the “Black Box” of Silicon Chip Design in Neuromorphic Computing

Kangjun Bai and Yang Yi

Abstract

Neuromorphic computing, a bio-inspired computing architecture that transfers neuroscience to silicon chip, has potential to achieve the same level of computation and energy efficiency as mammalian brains. Meanwhile, three-dimensional (3D) integrated circuit (IC) design with non-volatile memory crossbar array uniquely unveils its intrinsic vector-matrix computation with parallel computing capability in neuromorphic computing designs. In this chapter, the state-of-the-art research trend on electronic circuit designs of neuromorphic computing will be introduced. Furthermore, a practical bio-inspired spiking neural network with delay-feedback topology will be discussed. In the endeavor to imitate how human beings process information, our fabricated spiking neural network chip has capability to process analog signal directly, resulting in high energy efficiency with small hardware implementation cost. Mimicking the neurological structure of mammalian brains, the potential of 3D-IC implementation technique with memristive synapses is investigated. Finally, applications on the chaotic time series prediction and the video frame recognition will be demonstrated.

Keywords: analog signal processors, lab on a chip, neuromorphic computing, reservoir computing, analog/mixed-signal circuit design, three-dimensional integrated circuit, image classification

1. Introduction

Benefit by the Moor’s law, the von Neumann computing architecture, respectively storing and processing data instructions in the memory unit and the central processing unit (CPU), was served as the major computing model in past several decades [1]. However, physical limitations of the complementary metal-oxide-semiconductor (CMOS) technology and the storage capacity hinder the performance development of classic computers; such classic computers can no longer double its performance every 18 months, indicating the end of Moore’s prediction [2].

Recently, the computing efficiency of extracting valuable information in data-intensive applications through the von Neumann computing architecture has become computationally expensive, even with super-computers [3]. The accumulated amount of energy required for the data processing through super-computers poses a query on whether the augmented performance is sustainable.
As human beings, our brains are capable to analyze and memorize sophisticated information with only $20W$ of energy consumption [4]. In the 1980s, neuromorphic computing, proposed by Dr. Carver Mead, has matured to provide intelligent systems that able to mimic biological processes of mammalian brains through highly parallelized computing architectures; such systems typically model the function of neural network through very-large-scaled-integrated (VLSI) circuits [5]. Major differences between the von Neumann computing architecture and the neuromorphic computing system are illustrated in Figure 1. Recently, artificial neural networks (ANNs) have demonstrated their superior performance in many data-extensive applications, including image classification [6–8], handwritten digit recognition [9–11], speech recognition [12, 13] and others. For instance, TrueNorth, the neuromorphic chip fabricated by IBM in 2014, is capable to classify multiple objects within a $240 \times 240$-pixel video input with merely $65mW$ of energy consumption. Compared to the von Neumann computing system, such a neuromorphic computing system has five orders of magnitude more energy efficient [14]. Loihi, the latest prototype of brain-inspired chip fabricated by Intel in 2017, involves a mere $1/1000$ power consumption of the one used by a classic computer [15].

Most recent hardware implementations on neuromorphic computing systems focus on the digital computation because of its advantages in noise immunity [16]. However, real-time data information is often recorded in the analog format; thereby, power-hungry operations, such as analog-to-digital (A/D) and digital-to-analog (D/A) conversions, are needed to facilitate the digital computation. It can be observed that the digital computation results in high power consumption with a large design area.

In this chapter, an overview of ANNs will be discussed in Section 2. Section 3 introduces the spiking information processing technique through the temporal code with the leaky integrate-and-fire neuron. Our fabricated spiking neural network chip along with its measurement results on the chaotic behavior will be demonstrated in Section 4, followed by the investigation on 3D-IC implementation technique with memristive synapses in Section 5. Applications on the chaotic time series predication and the image recognition are illustrated in Section 6.

### 2. Artificial neural networks

In the endeavor to imitate the nervous system within mammalian brains, ANNs are built by employing electronic circuits to imitate biological neural networks [17]. In general, ANN methodologies adopt the biological behavior of neurons and synapses, so-call the hidden layer, in their architecture. The hidden layer is constituted by multiple “neurons” and “synapses”, which carries activation functions that
control the propagation of neuron signals. Based on the connection pattern and the learning algorithm, ANN methodologies can be classified into various categories, as depicted in Figure 2.

The multilayer perceptron (MLP), a representation of feedforward neural networks (FNNs), is composed by unidirectional connections between hidden layers. MLP has become the quintessential ANN model due to its advantages in ease of implementation [18]. However, the major design challenge in the MLP is that the runtime as well as the training and learning accuracy of the system are strongly affected by the number of neurons and hidden layers. As the neural information evolved into a much more sophisticated mixed-signal evaluation, disadvantages of MLP are exposed when such a neural network is deployed for temporal-spatial information processing tasks [19]. Recurrent neural networks (RNNs), successfully adopt the temporal-spatial characteristics within their hidden layer, closely mimic the working mechanism of biological neurons and synapses. However, the major design challenge is that all weights within the network need to be trained, which dramatically increases its computational complexity. In earlier 2000s, the reservoir computing, an emerging computing paradigm, exploits the dynamic behavior of conventional RNNs and computationally evolved its training mechanism [20]. Within the reservoir layer, synaptic connections are constructed by a layer of nonlinear neurons with fixed and untrained weights. In the reservoir computing, the complexity of the training process is significantly reduced, since only output weights are needed to be trained, thereby, higher computational efficiency can be achieved.

The conventional reservoir computing has been fully developed in the past decade to simplify the training operation of RNNs and proven its benefits across multifaceted applications [21–24]; however, the computational accuracy of the system is still highly proportional to the number of neurons within the reservoir layer. It can be observed that these enormous numbers of neurons significantly hinder the hardware development on the reservoir computing. In [25], it has been proven that the computing architecture is capable to exhibit rich dynamic behaviors during operations when the delay is employed into the system. Benefit from the embedded delay property, the training mechanism and the computing architecture of conventional reservoir computing have conceptually evolved, namely the time delay reservoir (TDR) computing [26]. In the TDR computing, the reservoir layer is built by only one nonlinear neuron with a feedback loop. In this context, time-series input data can be processed through the TDR computing by taking advantages of the feedback signal to form a short-term memory, thereby, higher computational efficiency and accuracy can be achieved.

Figure 2.
Overview of artificial neural networks.
3. Spiking information processing

In many brain-inspired neuromorphic computing systems, the interface between modules is often influenced by the signal propagation. The major design challenge in neuromorphic computing is the difficulty in adapting raw analog signals into a suitable data pattern, which can be used in the neuronal activities. Before digging deep into the architecture of our fabricated spiking neural network chip, in this section, a temporal encoding scheme through the analog IC design technique will be discussed.

3.1 CMOS neuron models

In past few decades, researches on biological neurons have been fully investigated in the field of neuroscience [27–32]. In general, the dendrite, the soma, the axon and the synapse are four major elements of a biological neuron [33]. Within a nervous system, dendrites collect and transmit neural signal to the soma, while the soma plays an important role as the CPU to carry out the operation of the nonlinear transformation. Moreover, signals are processed and transmitted in form of a nerve impulse, also known as the spike [34]. During the operation, an output spike is formed when the input stimulus surpasses the threshold level, indicating as the firing process. Figure 3 demonstrates a typical firing and resting operation in a biological neuron. Synapses along with the axon are then transmitted the spike data patterns to other neurons.

The leaky integrate-and-fire (LIF) neuron model plays an important role in the neuron design to convert raw analog signals into spikes [35]. Figure 4 depicts the analog electronic circuit model of a LIF neuron. The input excitation, $I_{ex}$, can be expressed as

$$I_{ex} = C_m \cdot \frac{dV_m}{dt} + I_{leak},$$

(1)

where $C_m$ is the membrane capacitance, $\frac{dV_m}{dt}$ represents the voltage potential across the membrane capacitor over time, and $I_{leak}$ is the leakage current. During the operation, raw analog signals are firstly converted into an excitation current, which will be used to charge up the potential level across the membrane capacitor. When the voltage potential across the membrane capacitor surpasses the threshold level, the circuit fires a spike as its output. Once the firing process is accomplished, the membrane capacitor will be reset to its initial state until the next firing cycle takes place.

Figure 3.
Action potential of biological impulses.
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The leaky integrate-and-fire (LIF) neuron model plays an important role in the neuron design to convert raw analog signals into spikes [35]. Figure 4 depicts the analog electronic circuit model of a LIF neuron. The input excitation, \( I_{ex} \), can be expressed as

\[
I_{ex} = C_m \cdot \frac{dV_m}{dt} + I_{leak}, \tag{1}
\]

where \( C_m \) is the membrane capacitance, \( \frac{dV_m}{dt} \) represents the voltage potential across the membrane capacitor over time, and \( I_{leak} \) is the leakage current. During the operation, raw analog signals are firstly converted into an excitation current, which will be used to charge up the potential level across the membrane capacitor. When the voltage potential across the membrane capacitor surpasses the threshold level, the circuit fires a spike as its output. Once the firing process is accomplished, the membrane capacitor will be reset to its initial state until the next firing cycle takes place. The LIF neuron is capable to process both firing and resetting operations, closely mimicking the biological behavior of neurons.

From Eq. (1), it can be observed that the integration time over the membrane capacitor can be regulated by excitation and leakage currents. Such relation can be depicted by a simple resistor model, which can be rewritten as

\[
I_{ex} = C_m \cdot \frac{dV_m}{dt} + \frac{V_m}{R_{leak}}, \tag{2}
\]

where \( \frac{V_m}{R_{leak}} \) determines the amount of leakage current. Thereby, the voltage potential across the membrane capacitor can be determined as

\[
V_m = I_{ex} \cdot R_{leak} - e^{\frac{t}{R_{leak} C_m}}. \tag{3}
\]

3.2 Neural codes

Neural code is used to characterize raw analog signals into neural responses. In general, there are two distinct classes to represent neural codes. One class converts analog signals into a spike train where only the number of spikes matters, knowing as the rate code. Another class converts analog signals into the temporal response structure [36] where time intervals matters, knowing as the temporal code.

Figure 5 demonstrates major differences between the rate code and the temporal code. In the rate code, analog signals are encoded into the firing rate within a sampling period, as shown in Figure 5a. Considering the implementation complexity, the rate encoding scheme is easier to implement through electronic circuits compared to the temporal encoding scheme; however, small variation of an analog signal in the temporal response structure are neglected, which makes the rate
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**Figure 4.**
Analog electronic circuit model of a LIF neuron.
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**Figure 5.**
Neural codes in (a) rate code, (b) time-to-first-spike latency code, and (c) inter-spike-interval temporal code.
code inherency ambiguous in the real-time computation [36]. In [37], researches
discover that neural information does not only depend on the spatial, but also the
temporal structure. Time-to-first-spike (TTFS) latency code [38–40] is one of the
simplest temporal encoding schemes. As demonstrated in Figure 5b, in a TTFS
latency code, analog signals are encoded into a time interval between the starting
point of the sampling period and the generated spike. However, the encoding error
would be large if the system performs abnormally.

The inter-spike-interval (ISI) code is another branch of the temporal code,
where encoded analog signals depends on the internal time correlation between
spikes [41, 42], as illustrated in Figure 5c. In general, the ISI temporal encoder
converts all analog signals into several inter-spike-intervals, allowing each spike to
be the reference frame to others. Obviously, the ISI code is capable of carrying more
information within a sampling period compared to the TTFS latency code.

Figure 6a demonstrates the simplified function diagram of ISI temporal
encoder. The ISI temporal encoder employs an iteration architecture such that
each LIF neuron operates in separate clock periods. The signal regulation layer is
built by a current mirror array to duplicate the input excitation current for each
LIF neuron; the neuron pool along with the signal integration layer achieve the
iterative characteristic. Our ISI temporal encoder chip was fabricated through
the standard GlobalFoundries (GF) 180 nm CMOS technology, as depicted in
Figure 6b.

The number of spikes in an ISI code as discussed in [32] is directly proportional
to the number of neurons. Even though this linear proportional correlation is
desirable, its hardware implementation is still far more challenging. On the other
hand, it can be observed that the exponential relation would increase the number of
spikes, thus, containing more information even with the same number of neurons.
Through the iterative structured ISI temporal encoder, the number of generated
spikes, $S_N$, can be determined by the number of neurons, which can be written as

$$S_N = 2^N - 1,$$  \hspace{1cm} (4)

where $N$ defines the total number of neurons.

From Eq. (4), it can be observed that even with the same number of neurons, the
ISI temporal encoder is capable to produce more spikes compared to [35]; thereby,
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Figure 6.
(a) Simplified function diagram of ISI temporal encoder and (b) die photo of our fabricated ISI temporal
encoder chip [32].
the ISI temporal encoder has capability to carry more information. The iterative structure greatly reduces the power consumption, since a smaller number of neurons are needed to produce the equal number of spikes.

In this iterative structured design, the ISI temporal encoder samples the original analog signal without using A/D and D/A conversions, and converts analog signals into several inter-spike-intervals. The expression of the inter-spike-interval can be simplified as

\[ D_i = \frac{A_i}{V_i - V_{leak}}, \]  

where \( A_i = C_m \cdot V_i \). In the IC implementation, the membrane capacitor is fixed, thus, \( V_i \) is a constant; thereby, the variable, \( A_i \), in terms of excitation current can be defined as

\[ A_i = \beta \cdot A_{i-1} = \beta^2 \cdot A_{i-2} = \cdots = \beta^{N-1} \cdot A_1, \]  

where \( \beta \) is an arbitrary design parameter.

The general expression of each inter-spike-interval, as demonstrated in Figure 7, can be written as

\[ D_{2^{n-1}} \cdot V_{N-1} \]  

\[ D_{2^{n-1}} = \frac{1}{A_1} \cdot \left( \frac{V_1}{\beta^2} - \frac{V_2}{\beta^3} - \cdots - \frac{V_{N-3}}{\beta^{N-2}} - \frac{V_{N-2}}{\beta^{N-1}} - \frac{V_{N-1}}{\beta^{N-1}} \right). \]  

4. CMOS nervous system design

With the respect to the analog design of neural code, our spiking neural network chip adapts the ISI temporal encoding scheme as it pre-signal processing module, as well as the reservoir computing module with delay topology as the processing element. Our spiking neural network, named as the analog delayed feedback reservoir (DFR) system is considered as the simplification of conventional reservoir
computing. By employing the delayed feedback structure within the system, our analog DFR system processes the functionality of high dimensional projection and short-term dynamic memory, whereby the behavior of biological neuron is achieved.

4.1 Architecture of analog DFR system

Figure 8 demonstrates the architecture of our analog DFR system, as published in [43, 44]. During the operation, the high dimensional projection within the reservoir layer, as illustrated in Figure 9, is the key module to separate input patterns into different categories [26]. For instance, with low dimensional spaces, two different objects cannot be linearly separated by a single cut-off line, as shown in Figure 9a. However, by projecting input patterns onto higher dimensional spaces, from two-dimensional to three-dimensional, the separability of the system changes accordingly. As demonstrated in Figure 9b, the same objects are linearly separated by a single cut-off plane without changing their original xy position. Our analog DFR chip was fabricated through the GF 130nm CMOS technology, as demonstrated in Figure 10.

In our analog DFR system, the dynamic behavior can be controlled by changing the total delay time within the feedback loop. Along the feedback loop, the total delay time, $T$, is separated into $N$ intermediate neurons with an identical delayed time constant, $\tau_{delay}$, such that

$$\tau_{delay} = \frac{T}{N}. \quad (10)$$

In the conventional reservoir computing system, represented by the echo state network (ESN), the memory within the reservoir layer fades in time due to the way that neurons are sparsely connected; such fading memory limits the performance of computation [20]. With the delay-feedback topology embedded, our analog DFR system not only reduces the implementation complexity but also overcomes the drawback of fading memory limitation. Such functionality enables the knowledge transfer processing technique, allowing new incoming input data to carry information from its previous states, as depicted in Figure 11. The expression of $N^{th}$ output, $S_N$, can be simplified as

$$S_N = f \left[ I_p(x) + \sum_{x=1}^{N} I_{p-1}(x) \cdot A \nu^x \right], \quad (11)$$

where the function, $f[ ]$, represent the nonlinear transformation of input signal; $I_p(x)$ and $I_{p-1}(x)$ indicate the current and previous input patterns, respectively; $A\nu$ is the finite gain of the gain regulator within the reservoir layer.

4.2 Delay characteristic

Along the feedback loop, the delay time constant, $\tau_{delay}$, can be controlled by the integration time over the membrane capacitor, which can be expressed as

$$\tau_{delay} = C_m \cdot \frac{V_m}{I_{ex}}. \quad (12)$$

In general, the mathematical model of the delay time constant is represented by the values of resistance and capacitance. In the LIF delay neuron, the input impedance, $r_{in}$, is equivalent to $\frac{V_m}{I_{ex}}$, thus, the delay time constant can be simplified as

$$\tau_{delay} = C_m \cdot R_{in}. \quad (13)$$
The feedback loop, which is constructed by multiple LIF neurons, as illustrated in Figure 12. To enable the spiking signal propagation, the output spike train from the previous neuron is utilized as the clock signal to trigger its following neuron.

Figure 8. Architecture of our analog DFR system.

Figure 9. (a) Nonlinear classification with low dimensional spaces and (b) linear classification with high dimensional spaces.

Figure 10. Die photo of our fabricated analog DFR chip.
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4.3 Dynamic behavior

In general, the phase portrait is used to visualize how solutions of a delay system would behave. In this experiment, measured phase portraits are plotted through two signals from the feedback loop where one of them is recorded with the time.
delay, as shown in Figure 13. As the total delay time within the feedback loop increases, the dynamic behavior of the system changes accordingly. As plotted in Figure 13b, the delayed signal repeatedly traces its initial path when the total delay time within the feedback loop maintains around 1 μs, indicating as the periodic. When the total delay time within the feedback increases to 1.4 μs, as shown in Figure 13d, the delayed signal diverges its initial path but still tracking its equilibrium point, indicating as the edge-of-chaotic.

5. Three-dimensional neuromorphic computing

To closely mimic functionalities of mammalian brains, electronic neurons and synapses in neural network designs need to be constructed in a network configuration, which demands extremely high data communication bandwidth between neurons and high connectivity neural network degree [45, 46]. However, these requirements are not achievable through the traditional von Neumann architecture or the two-dimensional (2D) IC design methodology. Recently, a novel 3D neuromorphic computing system that stacks the neuron and synapse vertically has been proposed as a promising solution with lower power consumption, higher data transferring rate, high network degree, and smaller design area [47, 48]. There are two 3D integration techniques that can be used in the hardware implementation of neuromorphic computing: (1) through-silicon via (TSV) 3D-IC and (2) monolithic 3D-IC. A well-known 3D integration technique is to use the TSV as vertical connection to bond two wafers. In this structure, a large capacitance that is formed by TSVs can be used to build the membrane capacitor, which is required in neuron firing behavior [49–51]. Unlike the TSV 3D-IC technique that uses separately fabrication processes, the monolithic 3D-IC technique is capable to integrate multiple layers of devices at a single wafer, thus, the monolithic 3D-IC technique is capable to provide a smaller design area with lower power consumption [52, 53].

5.1 Memristor

In neural network designs, the electronic circuit model of synapses can be implemented by an emerging non-volatile device, namely the memristor, which is a class of the resistive random-access memory (RRAM). In general, the memristor device is constructed in a metal-insulator-metal (MIM) structure, as illustrated in Figure 14a. The resistance of a memristor device can be gradually changed between its low resistance state and high resistance state as the voltage across the memristor device changes.

Memristors are typically fabricated in a 2D crossbar structure [54], which can be further extended to 3D space, as illustrated in Figure 14c and d, respectively.

5.2 Memristor-based 3D neuromorphic computing

In the field of ANN designs, a novel 3D neural network architecture, which combines memristors and the monolithic 3D-IC technique, has been proposed [55]. In this structure, neurons and memristor-based synaptic array are stacked vertically, as demonstrated in Figure 15 [48]. As a non-volatile device, RRAM is capable save static power consumption with small implementation area while maintaining its weighted value. With the monolithic 3D-IC technique, the memristor-based 3D neuromorphic computing can potentially reduce the length of critical path by 3X [56], increase the scalability [52], decrease the power consumption by 50% as well as minify the die area by 35% [57].
6. Lab on a chip

6.1 Chaotic time series prediction

To evaluate the precision of our analog DFR system, a chaotic time series prediction benchmark, the tenth-order nonlinear autoregressive moving average system (NARMA10), is carried out, which can be governed by the following equation

$$O(t) = 0.3 \cdot O(t) + 0.05 \cdot O(t) \cdot \sum_{i=0}^{9} O(t - i) + 1.5 \cdot D(t - 9) + 0.1,$$

where $D(t)$ is the random input signal at time $t$, and $O(t)$ is the output signal. In this experiment, 10,000 sampling points were generated through Eq. (14) for training and testing phases. 6000 samples were used for the training while rest samples were used for the testing. The prediction error was then examined through the normalized root mean square error (NRMSE).
In the training phase, output weights were trained by minimizing the deviation between target and predicted outputs. Both training and testing errors were achieved by the NRMSE, which can be defined as

\[
NRMSE = \sqrt{\frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{N\sigma^2}},
\]  

(15)

where \(y_i\) defines the predicted output, \(\hat{y}_i\) is the target output, \(N\) is the number of samples, and \(\sigma^2\) determines the output variance. Experimental results of predicted output signals against target outputs with our analog DFR computing system is plotted in Figure 16. From experimental results, the training and testing errors are found to be 8.49 and 6.83%, respectively.

6.2 Video frame recognition

In this task, the application of video frame recognition is chosen to examine the performance of our analog DFR system. In this experiment, 48 images, which comprise three different persons with various face angles, were drawn from the Head Pose Image dataset [58], as demonstrated in Figure 17a. Twenty images were used for the training, while another 24 images were used for the testing. In the training phase, the face angle changes from 0 to 75° horizontally. In the testing phase, the rotational angle of face follows the training phase but with additional 15° applied vertically.

As illustrated in Section 4.3, our fabricated analog DFR chip is capable to operate at the edge-of-chaos region as the delay changes. To demonstrate the importance of delay, our model was evaluated through several delayed time constants. As depicted in Figure 18, it can be observed that the recognition rate changes with regard to the delay time. For instance, the recognition rate maintains above 98% when the system operates at the edge-of-chaos regime \((T = 20 \text{ ms})\) with 10% or less salt-and-pepper noise. As the noise level approaches to 50%, the recognition rate still maintains above 93%. However, if the dynamic behavior of the system deviates from the edge-of-chaos regime, the recognition rate significantly reduces due to the change in the dynamic behavior.
7. Conclusions

In this chapter, the design aspect of our analog DFR system with the analogue electronic circuit model of biological neuron is discussed. By mimicking how human beings process information, our analog DFR system adapts the spiking temporal information processing technique and a nonlinear activation function to project input patterns onto higher dimensional spaces. From measurement results, our analog DFR system demonstrates richness in dynamic behaviors, closely mimicking the biological neurons with delay property. By naturally perform these neuron-like operations, our analog DFR system is capable to nonlinearly project input patterns onto higher dimensional spaces for the classification while operating at the edge-of-chaos region with merely 526 μW of power consumption. Experimental results on the chaotic time series prediction and the video frame recognition demonstrate the high recognition accuracy even with noise, making our analog DFR system a candidate for low power intelligence applications.

Figure 17.
(a) Training database with three subjects and (b) testing dataset with various salt-and-pepper noise levels.

Figure 18.
Recognition rate with respect to various dynamic behavior.
Conclusions

In this chapter, the design aspect of our analog DFR system with the analogue electronic circuit model of biological neuron is discussed. By mimicking how human beings process information, our analog DFR system adapts the spiking temporal information processing technique and a nonlinear activation function to project input patterns onto higher dimensional spaces. From measurement results, our analog DFR system demonstrates richness in dynamic behaviors, closely mimicking the biological neurons with delay property. By naturally perform these neuron-like operations, our analog DFR system is capable to nonlinearly project input patterns onto higher dimensional spaces for the classification while operating at the edge-of-chaos region with merely $526 \mu W$ of power consumption. Experimental results on the chaotic time series prediction and the video frame recognition demonstrate the high recognition accuracy even with noise, making our analog DFR system a candidate for low power intelligence applications.
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Figure 17. (a) Training database with three subjects and (b) testing dataset with various salt-and-pepper noise levels.
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Abstract
Material scientists are increasingly looking to natural structures as inspiration for new-generation functional devices. Particularly in the medical field, the need to regenerate tissue defects claims, since decades, biomaterials with the ability to instruct cells toward formation and organization of new tissue. It is today increasingly accepted that biomimetics is a leading concept for biomaterials development. In fact, there is increasing evidence that the use of biomedical devices showing substantial mimicry of the composition and multi-scale structure of target native tissues have enhanced regenerative ability. As a relevant example, biomimetic materials have high potential to solve degenerative diseases affecting the musculoskeletal system, namely, bone, cartilage and articular tissues, which is of pivotal importance for most of human abilities, such as walking, running, manipulating, and chewing. In this respect, the adoption of nature-inspired processes and structures is an emerging fabrication concept, uniquely able to provide biomaterials with superior biological performance. The chapter will give an overview of the most recent results obtained in the field of hard tissue regeneration by using 3D biomaterials obtained by nature-inspired approaches. The main focus is given to porous hydroxyapatite-based ceramic or hybrid scaffolds for regeneration of bone and osteochondral tissues in neurosurgery and orthopedics.
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1. Introduction: The biomimetic concept in biomaterials science
Biomimicry in biomaterials science means examining nature, its models, systems, processes, and elements to emulate or take inspiration from in order to solve human problems. The scientific community has now realized that in spite of recent advances, many societal needs are still unmet. Biologically inspired approaches have been particularly attractive in several fields, in over 3.8 billion years of evolution.
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1. Introduction: The biomimetic concept in biomaterials science

Biomimicry in biomaterials science means examining nature, its models, systems, processes, and elements to emulate or take inspiration from in order to solve human problems. The scientific community has now realized that in spite of recent advances, many societal needs are still unmet. Biologically inspired approaches have been particularly attractive in several fields, in over 3.8 billion years of evolution.
Several solutions were introduced with increased functionality reducing energy and materials and with no impact on environment, exactly the targets faced by the actual technological challenges [1, 2]. Biomimicry has engaged several fields creating smart materials to solve those problems that nature has already solved. In that past 50 years, some examples of biologically inspired materials were developed. In particular, exploiting bioinspired technologies bone-like materials based on wood and tough ceramics based on mother-of-pearl were designed. Despite biomedical field, other kinds of materials were created such as self-cleaning structures based on flowers, underwater glues based on mussel adhesive, drag reduction based on dermal riblet on shark skin, flight mechanisms based on insect flight, etc. [3–6]. The most recent researches increasingly take inspiration from the nature trying to mimic complex behavior typical of natural structures; in particular, new synthesis methods enabling controlled crystal growth and organized structures at the multi-scale levels are paying close attention. In this way nature is studied not only to develop biomimetic material but also to mimic natural process to create new materials. A highly mimicked natural process is biomineralization useful to create biocompatible materials very close to natural tissue. Biomineralization is a natural process by which organisms form minerals and consists in a complex cascade of phenomena generating hybrid nanostructured materials hierarchically organized from the nanoscale to the macroscopic scale. This process is at the basis of load-bearing structures such as bones, shells, and exoskeletons and allows designing biocomposite with unique properties, not obtainable with any conventional approach, as the information’s exchange with cells and the trigger of the bone regenerative cascade [7, 8].

2. Biomimetic nano-apatites

In biology, calcium phosphates are the major inorganic constituents of bones, teeth, fish enameloid, deer antlers, and some species of shells [9]. Human hard tissues are composed principally of calcium phosphates with the exception of small portions of the inner ear. They are poorly crystalline carbonate-substituted nanosized apatites, with the exception of enamel, which has a high degree of crystallinity. Nanocrystalline apatites are nonstoichiometric (Ca/P ratio less than 1.67) and calcium (and OH)-deficient and may incorporate substituted ions in the crystal lattice (Na⁺, Mg²⁺, K⁺, Sr²⁺, Zn²⁺, etc.), in contrast to HA [Ca₁₀(PO₄)₆(OH)₂], which is the stoichiometric hydroxyapatite phase that is the most stable and least soluble calcium phosphate at physiological conditions. The nanocrystalline apatites exhibited higher solubility compared with HA; the responsible are calcium and hydroxide deficiencies. If they are submitted to humid environment, they are able to mature; as a result, “mature” bone crystals in vertebrates are less soluble and reactive than embryonic (young) bone mineral crystals [10].

The chemical composition of nanocrystalline apatites differs significantly from that of HA. The global chemical composition of biological apatites (or their synthetic analogues) can generally be described as

\[
\text{Ca}_{10-x} (\text{PO}_4)_{6-x} (\text{HPO}_4 \text{ or CO}_3)_x (\text{OH} \text{ or } \frac{1}{2} \text{CO}_3)_{2-x} \text{ with } 0 \leq x \leq 2 \quad (1)
\]

Minor substitutions are also found in biological apatites that involve monovalent cations (especially Na⁺ and K⁺), for example. In this case, charge compensation mechanisms must be taken into account.

The nanocrystalline apatites (whether biological or their synthetic analogues prepared under close-to-physiological conditions) could be probably described as the composition of an apatitic core (often nonstoichiometric) and a hydrated...
surface layer containing water molecules and relatively weakly bound ions (e.g., Ca\(^{2+}\), HPO\(_4^{2-}\), CO\(_3^{2-}\), etc.) [11] occupying non-apatitic crystallographic sites. The hydrated surface layer is responsible for most of the properties of biomimetic apatites. The role of bone mineral in homeostasis in vivo could be explained by the high surface reactivity of biomimetic apatites in relation to surrounding fluids (which is probably directly linked to a high mobility of ionic species contained within this layer). The ions inside the hydrated surface can potentially be exchanged by other ions from the surrounding solution or by small molecules, which may be exploited for couplings with proteins or drugs. It is interesting to remark that during the aging of the nanocrystals, the typical non-apatitic features mentioned above tend to be progressive. This process that has been related to the progressive growth of apatite domains at the expense of the surface hydrated layer is called “maturation” [12].

The metastability of such poorly crystallized nonstoichiometric apatites, which steadily evolve in solution toward stoichiometry and better crystallinity, is thought to be linked to the maturation process. This evolution can be, for example, witnessed by the decrease of the amount of non-apatitic HPO\(_4^{2-}\) ions upon aging or else by the decreased potentials to undergo ion exchanges [12].

Synthetic HA exhibits excellent biological properties such as biocompatibility, bioactivity, lack of toxicity, absence of inflammatory and immune responses, and relatively high biorsorbability. Improving their biomimetic, that is, by preparing them with dimensions, morphology, and nanostructure, can significantly enhance these properties and chemical characteristics that are similar to those found in biological apatites [9]. In the recent years, many different strategies have been employed in the preparation of synthetic nanosized HA crystals, with the most common method being stoichiometric titration of calcium hydroxide slurry with phosphoric acid up to neutrality. Several methods have been successfully employed in the synthesis of nanocrystalline apatites, including wet chemical precipitation, sol-gel synthesis, coprecipitation, electrodeposition, vapor diffusion, and a number of others [13]. The physicochemical characterizations carried out on several synthesized apatites at low temperatures have shown that they have the typical features of biological apatite, such as the size domain, the low degree of crystallinity, and the existence of surface compositions different from the bulk [14, 15].

The method of ionic substitution has been proposed for improving not only the biomimetic features of apatite but also the biological performance of apatite-based materials. Many attempts have been made to synthesize HA that contains carbonate as a raw material for the manufacture of biomaterials. Carbonate can substitute for OH (A-type substitution) or for PO\(_4^{3-}\) (B-type substitution). A and B carbonated apatites can be distinguished by the different positions of the carbonate infrared absorption bands and by their different lattice constants. In biological apatites, CO\(_3^{2-}\) substitutes mainly for PO\(_4^{3-}\) in B-type apatite. Charge compensation by a Ca\(^{2+}\) vacancy, together with an H atom that bonds to a neighboring PO\(_4^{3-}\), has been established to be the most stable arrangement. The incorporation of carbonate usually results in poorly crystalline structures with increased solubility, because it inhibits apatite crystal growth [16].

Divalent ions, such as magnesium and strontium, that replace calcium are particularly active during the first stages of the remodeling and regenerative processes. In particular, magnesium enhances skeletal metabolism and bone growth, so is associated with the first stages of new bone formation. Like carbonate, magnesium decreases with the aging of the bone and with increasing calcification. In synthetic HA, the presence of magnesium increases the chemical-physical mimesis of the mineral bone. In fact, magnesium affects the kinetics of HA nucleation on collagen,
increasing it, and retards its crystallization, affecting the shape and size of mineral nuclei. The substitution of Ca\(^{2+}\) with Mg\(^{2+}\) into the HA structure leads to a continuous ion exchange from the outer hydrated layer to the well-crystallized apatite lattice, inducing a disordered state on the HA surface. Moreover, the incorporation of magnesium in surface crystal sites increases the number of molecular layers of coordinated water; all of these phenomena favor the adhesion of cells to the scaffold because the protein adsorption is increased. A greater osteoconductivity over time and higher material resorption, compared to stoichiometric HA, were detected in granulated Mg-HA powders that were implanted in a rabbit’s femur, proving the increase of osteogenic activity in the presence of magnesium-substituted HA. A higher expression of specific markers of osteoblast differentiation and bone formation, which are associated with a lower osteoclastogenic potential, was revealed by studies of osteoblast gene expression profiles from Mg-HA grafts [17, 18].

The incorporation of strontium into the HA structure reduces bone resorption while enhancing osteogenesis; this effect improves physical stabilization of the new bone matrix, enhancing collagen synthesis, as shown in vitro and in vivo studies. The incorporation of strontium ions into the HA lattice has been practiced in recent years, due to its potential as an anti-osteoporotic agent, and increasing effort is being dedicated to the development of strontium-containing bone cements [19].

Biomimetic HA powders can be synthesized and used as granules to fill bone defects of limited size, but if the regeneration of an extended bone part is necessary, the implantation of a 3D porous scaffold is required because the lack of mechanical stability and specific morphology of granulated bio-devices does not enable regeneration of extended bone segments; therefore, the porous scaffold must have, in addition to bioactivity and osteoconductivity characteristics, also biomechanical performance suitable for the specific implant site. The scaffolds must provide both the space for the new bone formation and the necessary support for the cells to proliferate and maintain their differential function. Furthermore, they should present suitable architectures for inducing the formation and maturation of well-organized tissue. The use of bioactive scaffolds aids the process of osteoconductivity that establish physical and mechanical integration with the surrounding bone, which in turn avoids micro-movements and the possibility of early mechanical loading in vivo [20].

3. Porous hydroxyapatite scaffolds for bone regeneration

Bone scaffolds are intended as 3D porous bodies that can allow efficient cell colonization and neovascularization of newly formed tissues throughout the whole implant [21], also giving tight mechanical attachment to the porous scaffold. This is a key achievement for the stabilization of the defect and the recovery of bone-like mechanical performance [22, 23].

Different technologies have been investigated for the development of bone scaffolds with bone-like porosity associated to adequate biomechanical strength [24]. All techniques are based on sintering processes for the consolidation of porous structures formed by processing of ceramic suspensions. Many of them make use of sacrificial phases that are later removed by controlled processes. Methods using sacrificial templates use porogenic agents, such as polymer components, mainly, but also natural sources and inorganic-soluble salts, dispersed into ceramic suspensions and then decomposed by thermal treatments or extracted by chemical processes. The replica method uses organic sacrificial templates but, in the form of 3D bodies, is also derived by natural sources such as cellulose sponges [25], which are eliminated by burning after being soaked into ceramic suspensions.
Other very efficient techniques use the formation of bubbles driven by chemical components dispersed in the suspensions or the direct introduction of gases in the ceramic slurries to obtain foamed powder suspensions, which are sintered after casting and drying [26]. The key aspect in such direct foaming methods is to accurately control the suspension rheology by the use of stabilizing agents (Figure 1).

Due to controlled macroporosity and pore interconnection obtained by this flexible method, scaffolds not only exhibit improved osteoconductive ability but also higher mechanical properties than those obtained using sacrificial templates [24]. A recent study reported a novel promising route based on a modified direct foaming method that gave HA bodies with 65% pore volume and a compressive strength $\sigma = 16.3 \pm 4.3$ MPa [27].

A relevant field of application for porous bone scaffolds is neurosurgery; here, cranial reconstruction often uses synthetic biomaterials implants (polymers, metals, and ceramics) instead of autologous bone [28], particularly for large bone defects. An important issue in this respect is the occurrence of bone resorption and infection, which can result in the removal of the implant and its replacement with other materials [29]. Nowadays, polymethyl methacrylate (PMMA) is the first option among synthetic materials for cranioplasty mainly because of its excellent tensile strength [30]; but its potential decomposition into the starting monomer may lead to fracture susceptibility, other than inflammation and infection [31]. To strengthen the prosthesis, titanium wire mesh is often used as a support for the acrylate thanks to its overall high strength and malleability [32]. Also, polyetheretherketone (PEEK), possessing mechanical strength and elasticity similar to natural bone, is involved as implant for cranial reconstruction [33].

However, all these synthetic materials have the limitation of being bioinert: they have poor osteogenic and osteoconductive ability, so their implants may not integrate tightly with the surrounding newly formed bone [28]. An interesting alternative is in the use of synthetic porous HA ceramic that, due to its good bioactivity deriving from biomimetic composition, can stimulate new bone formation and tight integration of bone to the prosthesis, with recovery of the original biomechanical performance [34, 35].
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**Figure 1.**
**Scheme of the direct foaming process to obtain 3D bioceramic porous scaffold.**
Despite the advantages, HA is reported to have the tendency to fragmentation due to its brittle character, typical of ceramic materials [28], which do not allow its use for load-bearing bone (e.g., femur, tibia, and metatarsus) reconstruction. In this respect, the current research in scaffold materials is directed toward the design and development of bioactive ceramic composites, especially as biodegradable implants, with bone-like three-dimensional structure and improved mechanical performances. Several attempts were made to join a bioactive/bioresorbable component (particularly HA and other calcium phosphates, such as tricalcium phosphate (TCP)) and a bioinert/bioactive reinforcing phase (ZrO2, calcium silicates, Al2O3, TiO2, and others) [36–38]. Among them TCP/TiO2 composites are coalesced nanoparticles [41]. Moreover, increased proliferation, colonization, obtained by optimized sintering process, display high values of flexural strength and ability to induce new bone formation and penetration, provided also by its porous microstructure [65].

Numerous CPC formulations with different initial reactants (which include α-tricalcium phosphate, β-tricalcium phosphate, anhydrous dicalcium phosphate, and monocalcium phosphate monohydrate), producing either an apatite-based or brushite-based cement [49], have been reported [50, 51]. In addition to their excellent biological behavior, CPCs are intrinsically microporous: pores in the size range of submicro-/micrometers are left by extra aqueous solution after hardening of CPCs [52]; such micropores are effective for the impregnation of biological fluids into the bone cements and help resorption and replacement of implants by bone.

4. Injectable self-hardening bone cements with biomimetic composition and nanostructure

Bone diseases, such as hemangioma, multiple myeloma, osteolytic metastases, and osteoporosis, can yield bone weakening, thus commonly resulting in fractures in the vertebrae, femur, and radius, especially in the elderly [43]. Minimally invasive surgery procedures, such as vertebroplasty and kyphoplasty, are currently used to regenerate osteoporotic fractures with bone cements as bone defect fillers [44].

Ideally, bone cements should exhibit adequate mechanical support to withstand the early biomechanical loads and should establish effective integration with newly formed bone. The most common injectable cements are based on polymethyl methacrylate (PMMA), thanks to their favorable mechanical properties and robustness [45]. However, PMMA bone cements lack the necessary bioactivity and resorbability, for which it is a foreign body presenting excessive rigidity, in comparison with the bone, so to potentially provoke secondary fractures at adjacent vertebrae. Moreover, PMMA hardening occurs through an exothermic polymerization process, leading to the risk of thermal necrosis of the surrounding bone tissue [46]. In contrast with these drawbacks, calcium phosphate-based bone cements (CPCs) have attracted great attention due to their excellent bioactivity, deriving from the chemical similarity with the bone tissue, and bioresorbability, which lead to the formation of new bone that can replace the implant [47, 48].

Numerous CPC formulations with different initial reactants (which include α-tricalcium phosphate, β-tricalcium phosphate, anhydrous dicalcium phosphate, and monocalcium phosphate monohydrate), producing either an apatite-based or brushite-based cement [49], have been reported [50, 51]. In addition to their excellent biological behavior, CPCs are intrinsically microporous: pores in the size range of submicro-/micrometers are left by extra aqueous solution after hardening of CPCs [52]; such micropores are effective for the impregnation of biological fluids into the bone cements and help resorption and replacement of implants by bone.
One of the most critical issues of injectable CPCs is the control of the chemistry of setting reactions and rheological properties, to achieve adequate injectability, setting time, and mechanical properties [53]. A recent interesting approach involves the addition of natural polymers or their derivatives, such as sodium alginate [54], hydroxypropyl methylcellulose [55], hyaluronic acid [56], chitosan [57], and modified starch [58], into the starting powder or in solution into the cement paste [59]. Biopolymers can be developed as low-viscosity solutions for easy injection and have the ability to cross-link in situ after injection under physiological conditions (temperature or pH) or by the action of an initiator (light or cationic cross-linkers) [53]. In general, due to the higher viscosity of the CPC paste, the presence of polymers tends to increase setting time and to enhance CPC injectability and cohesion. Furthermore, the use of biopolymeric additives can be an effective method to improve the mechanical performance of CPCs [53]. Depending on the final CPC properties desired, different polymers may be incorporated into CPCs, and the polymeric solution may be altered by changing concentration, molecular weight, and polymer chain length [59].

Among the several approaches proposed for the synthesis of CPCs, the use of α-tricalcium phosphate (α-TCP) powder [60] as a metastable precursor is particularly of interest for introduction of foreign ions, such as Mg$^{2+}$, CO$_3^{2-}$, SiO$_4^{4-}$, and Sr$^{2+}$, enhancing bioactivity and providing efficient therapies against degenerative bone diseases [19, 20, 61].

In particular, CPC formulations based on Sr-doped apatitic cements are very interesting because of strontium ability to enhance cell proliferation and differentiation into bone-forming osteoblasts and decrease the resorbing activity of mature osteoclasts; this is a key achievement for the restoration of the bone turnover balance, especially when the cement is used to treat osteoporotic bone fractures [62]. Sr-substituted TCP was shown to slow down the cement setting as well as the transformation into Sr-doped HA. Moreover, due to apatite lattice expansion, the introduction of strontium in the apatite structure is associated with an increased solubility of the cements, leading to an increase of ions released, which in turn was found to have a positive effect on cell proliferation and osteogenic differentiation [62]. In particular, Sr-substituted CPCs previously tested in vivo exhibited increased new bone formation compared to Sr-free CPCs. Due to the different preparation routes and properties of the set samples, such as phase composition and porosity, contradicting results of Sr effect on the mechanical characteristics of substituted CPCs can be found. In most compositions setting into Sr-HA, strontium substitution either increased compressive strength or had no significant effect on the mechanical characteristics [63].

Recently, novel injectable, self-setting Sr-HA bone cements were prepared by mixing Sr-substituted α-TCP phases as unique inorganic precursors with disodium phosphate solutions enriched with alginate. In vitro tests showed that different concentrations of Sr$^{2+}$ were able to promote an inductive effect on mesenchymal stem cell differentiation, especially at 2 mol% concentration, and on pre-osteoblast proliferation and an inhibitory effect on osteoclasts activity [64]. Moreover, the addition of alginate significantly improved both injectability and cohesion, leading also to significantly higher compression strength when compared with alginate-free cements, without affecting the hardening process and with the absence of cytotoxic effects. On the basis of these results, a selected Sr-HA cement formulation was further tested in vivo in a rabbit model by compositional, morphological, and histological/histomorphometric analysis. The cement exhibited complete transformation into HA, thus showing a biomimetic composition, and enhanced the ability to induce new bone formation and penetration, provided also by its porous microstructure [65].
Ion-doped apatites obtained as bone cements offer interesting perspectives as a new class of injectable biomaterials that can found application as bioactive pastes for the regeneration of bone defects with complex geometry and not easily accessible by implantation of 3D solid scaffolds (e.g., femur head, tibial plateau, vertebral body, and maxilla). A very interesting perspective, further extending the possible application of bioactive pastes and cements, is the development of printable self-hardening biomaterials (Figure 2). Such pastes, to be prepared with rheologic properties enabling flowability, cohesion, and hardening in short times, to allow layer-by-layer deposition, can be processed by micro-extrusion to obtain solid scaffolds with enhanced bioactivity, thanks to the possibility to maintain biomimetic chemical composition, without the need of conclusive sintering process for consolidation.

5. Hybrid scaffolds obtained by bioinspired assembling/mineralization process for bone and osteochondral regeneration

Hard tissues are biological constructs incorporating minerals into soft matrix to create a protective shield or a structural support such as the bone, teeth, and cartilage [7]. The non-mineralized region, called also soft tissue, can be connective, muscular, nervous, or epithelial. Especially examining bone tissue, it is a highly dynamic and vascularized tissue which has an ability to self-heal and remodel through a well-orchestrated process; the bone remodeling is a constant process, targeting to replace odd bone through resorption by means of osteoclasts and to produce new bone by means of osteoblast which usually completes in 4–6 months. However, the high regenerative capacity is lost when there is a large segmental defect, severe non-unions, or bone tumor resection [66]. To overcome these issues, the concept of bone tissue engineering (BTE) has been developed producing...
tailor-made scaffolds with the ability to fine-tune the tissue regeneration process. Four different biological prerequisites are necessary for BTE such as osteogenic cells, osteoinductive stimulus, osteoconductive matrix scaffolds, and mechanical environment which led to design scaffolds with appropriate macroporous structure, good degradability, and better osteoconductive properties [67]. A 3D structure is not enough to obtain a material with osteoinductive stimulus, but the chemical composition plays a decisive role. Both concepts (chemical composition and 3D architecture) are at the basis of biomimicry; hence, to obtain scaffolds with chemical composition very close to natural bone, a bioinspired synthesis method mimicking the natural biomineralization process was carried out [68].

In this respect, previous studies by Tampieri et al. exploiting the biomineralization process abovementioned developed bioocomposites made of collagen and hydroxyapatite for bone and osteochondral regeneration [69–71].

Exactly as it happens in nature, collagen molecules promoted complex 3D arrangement and the heterogeneous nucleation of a low crystalline hydroxyapatite also due to the incorporation of foreign ions, usually present in human tissue, into the apatite phase. In details, biomineralization process was reproduced in the laboratory dropping an acid solution containing PO$_4^{3-}$ ions mixed with collagen gel into an alkaline solution containing the Ca$^{2+}$ ions exploiting a neutralization process. The pH of the suspension is increased up to neutral pH where two different mechanisms are simultaneously triggered; on the one hand, the collagen fibers reach the isoelectric point leading to their assembly into a 3D network; on the other hand, the mineral nucleation starts in correspondence to the carboxylic groups exposed by the collagen molecule that bind calcium ions [69–72]. One of the advantages of this material is the capability to entrap some foreign ions into HA lattice obtaining a hybrid material mimicking natural mineralized tissues. In particular, CO$_3^{2-}$ ions can occupy two different sites of the apatite lattice. B-substitution occurs at the PO$_4^{3-}$ site improving the osteoblasts adhesion and is typical of young and immature bones; conversely, carbonation in site A refers to partial substitution of OH$^-$, which increases the stability of mineral phase, and in fact it is more typical of mature bone tissue. Mg$^{2+}$ promotes the HA nucleation and bioavailability decreasing the crystallinity. Sr$^{2+}$ is able to restore the bone turnover balance; this is important for the treatment of osteoporotic bone fractures [73, 74].

The aptitude of the apatite lattice to host several isovalent and heterovalent ion substitutions permits to synthesize apatite nanocrystals with multiple substitutions that can be used in different applications in regenerative medicine and nanomedicine. Furthermore, besides the incorporation of foreign ions, also the control mechanisms exerted by the organic phase allow to produce a more biomimetic apatite thanks to nearly amorphous crystal state and crystal orientation; in this way, cells well recognize hybrid composite without any inflammatory reaction and start to interact with it promoting the adhesion and proliferation on its fibers [75, 76]. Therefore, the use of bioinspired mineralization process is a tool able to confer unique properties to hydroxyapatite otherwise impossible to find in stoichiometric hydroxyapatite as well as in composites where hydroxyapatite was simply mixed with collagen [70].

Among bone defects, large chondral articular defects represent a major problem in orthopedic practice [77], and tissue engineering is providing promising results [78]. However, the results for the treatment of cartilage lesions are still controversial, and osteochondral lesions are even more severe relating to two different tissues featuring different self-healing abilities and cell lineages involved. 3D scaffold, usually, is able to well regenerate a single tissue, as cartilage tissue, and in case of osteochondral damage, additional autologous bone grafting is often necessary [79]. To overcome these limitations and to increase the advantages for osteochondral
regeneration, biomaterials provide the template for tissue development that can be adjusted in shape, size, and orientation according to defect features [80].

For this reason, several authors have highlighted the need to modulate a multilayered scaffold capable to reproduce different biological and functional environments of osteochondral region to promote regeneration [80, 81]. To create construct with more favorable integrative properties in the osteochondral site, bilayer or tri-layer composite is developed such as a polylactide-co-glycolide copolymer, the first scaffold reported for clinical use; however, it showed poor repair tissue quality at imaging, as well as unsatisfactory clinical outcomes [82, 83]. One of the difficult points in the osteochondral regeneration is the interface between material’s layer and host tissue and between layers of host tissue; the cartilage repair should be followed by an adequate regeneration of the subchondral structure and by the effective union with surrounding host tissue [84]. Tampieri et al. designed a composite scaffold consisting of three different but integrated layers, corresponding to cartilage, calcified cartilage, and bone components [69]. It was developed to better mimic structure and composition of the whole osteochondral unit, showing promising clinical results even in challenging conditions, such as complex lesions or osteoarthritic knees [85, 86]. Exploiting biomineralization process, a different extent of mineralization was nucleated on collagen fibers developing a tri-layer with a gradient of hydroxyapatite ranging from a mineral content of 60–70% corresponding to subchondral bone and 30–40% corresponding to mineralized cartilage up to 0% corresponding to hyaline cartilage (Figure 3). Furthermore, in the top layer (hyaline cartilage), hyaluronic acid was added to create microstructural features improving the hydrophilic ability to reproduce columnar-like structure converging toward the external surface, where it formed horizontal flat ribbons, thus resembling the morphology of the *lamina splendens*.

Chemical-physical investigation highlighted that chemotactic information provided by collagen-induced unique features in the inorganic phase, promoting the nucleation of a biomimetic apatite very close to the biological one present in the bone [87]. In vivo evaluation demonstrates that it differentially supports cartilage and bone tissue formation in the different histological layers [88]. After 6 months from implantation of graded hybrid composites on femoral condyles of

Figure 3.
Representation of multilayered hybrid scaffold obtained by in-lab biomineralization and its application in osteochondral defect.
sheep, a new hyaline-like tissue is formed, and a good integration of scaffolds with host cartilage is observed; furthermore, a strong proteoglycan staining, columnar rearrangement of chondrocytes, and an underlying well-structured subchondral trabecular bone are shown. Besides, hybrid scaffold was completely resorbed, and no remarkable difference was revealed with or without seeding of chondrocyte cells, highlighting as chemical-physical features of hybrid composite allow the recruitment of bone marrow stem cells directly from the underlying subchondral bone [88].

In conclusion, the ability of the scaffold to induce orderly osteochondral tissue repair without the introduction of cells makes it attractive for several reasons: (i) from a practical and commercial standpoint, because it could be used as an off-the-shelf graft in a one-step surgical procedure; (ii) from a surgical standpoint, it could be inserted under minimally invasive conditions due to its flexibility; and (iii) from a biological standpoint, because the problems related to the cell culture would be eliminated [89].

6. Biomorphic transformation of natural structures: a new way to obtain biomimetic scaffolds for regeneration of load-bearing segmental bones

Among the bone diseases, those affecting portions of long bone subjected to mechanical loads are the ones which most seriously impact on the quality of life of sufferers. The incidence of such pathologies is particularly relevant among the aged people (osteoporosis); anyway, more recently the number of relatively young patients affected by bone diseases has increased mainly owing to modern lifestyles (e.g., intense sport activity, obesity, etc.). In this case, pain and disability also impact on the psychological well-being, leading to anxiety, depression, fear for the future, and altered perception of the social role. Such feeling is nowadays shared by the aged people also, because of the increased expectation of an active life and well-being even among the elderly. For this reason, the abovementioned numbers in terms of socioeconomic costs and number of hospitalized people are likely to increase in the next future.

Due to the inability of the current manufacturing technologies to form mechanically strong porous inorganic structures with a hierarchic pore organization and complex morphological details in the submicron scale, the healing of load-bearing bone segments still relies on bioinert dense implants based on alumina, titanium, etc.

A significant change in engineering and ceramic processing is needed, thus greatly expanding the existing tools enabling the development of porous and massive ceramic bodies with designed smart functions. The current manufacturing approach in ceramic development is based on powder synthesis, forming, and thermal consolidation (sintering); the idea is to surpass the existing approach, by developing new “one-step synthesis/consolidation processes” to obtain new 3D ceramics with properties and functions not achievable with the current manufacturing approach. In particular, this is relevant when the ceramic phases with desired functional properties have low thermodynamic stability such as nanosized and atomic position, so that the existing ceramic process, particularly sintering, destroys labile phases increasing their stability but deleting its smart functional properties. Particularly, the sintering process, which is fundamental to consolidate ceramic bodies, impairs the maintenance of ceramic phases characterized by low crystallinity, nanosize, and nonstoichiometric composition. These features, relying on low thermodynamic stability, are very often the source of functions that cannot be expressed by a stable, sintered ceramic phase [20].
The main goal is the implantation of osteoinducting and osteoconducting scaffolds with spatially organized macroporosity and mechanical strength sufficient for early in vivo loading upon implantation and elastic properties close to those of the bone. This may enable scaffolds to respond to the biomechanical loads and activate mechano-transduction mechanisms, yielding remodeling and formation of new functional bone [90]. The complex structure of bones, hierarchically organized from the nano- to the macro-scale, and the interaction taking place across all levels of organization are the reasons of the outstanding mechanical performances of bones. For this reason, long-bone regeneration should be assisted by scaffolds endowed with bone-like composition and similar structural complexity; however, the common manufacturing methods do not produce mechanically resistant scaffolds with the required hierarchical pore organization and bioactivity. The chemical biomimesis in scaffolds for long-bone regeneration is influenced by the mechanical strength of HA-based materials. There are several studies about scaffolds based on composite materials, making use of strong bioactive or bioinert phases [36, 37] that were dispersed in a calcium-phosphate matrix. However, the limitation in the achievement of hierarchically organized structures still remains [8].

This problem can reside in nature, so the attention of scientists has been moved to find and observing complex morphologies that exist in nature, and then try to reproduce them. In particular, the ligneous structures strongly resemble bones in their structural organization and morphology which affect the mechanical performances [8].

Like bone, wood can be considered as a cellular material at the scale of hundred micrometers to centimeters (Figure 4). At the cell level, the mechanical properties are governed by the shape and diameter of the cell cross section, as well as by the thickness of the cell wall. In particular, the apparent density of wood, which in turn is a determining factor for the performance of lightweight structures, is directly related to the ratio of cell wall thickness to cell diameter. The particular hierarchical architecture of the cellular microstructure gives wood an exceptional combination of high stiffness, toughness, and strength at low density [91]. The alternation of channel-like porous and fiber bundle areas makes the wood an elective material to be used as a template in the preparation of a new bone substitute that is characterized by a biomimetic hierarchical structure [20].

![Figure 4](Image)

Scheme of the multi-scale structure of wood and bone tissue.
A subject of investigation in the late 1990s was the transformation of wood into inorganic, hierarchically organized materials (e.g., oxidic ceramics such as Al₂O₃, ZrO₂, TiO₂, and MnO and nonoxidic ceramics such as SiC, TiC, and ZrC) [92–96]. The synthesis of hierarchically organized bone scaffolds made of SiC is a result of these studies [94], which have the advantage of offering bio-tolerated surfaces and very high fracture strength. Other kinds of biomorphic transformations, conceived recently, were used to manufacture hierarchically organized scaffolds made of HA [3]. The complexity of the apatite phase, in comparison with nitrides, carbides, and oxides, required the settling of a multistep process transformation, where the native wood was sequentially transformed into pure carbon, calcium carbide, calcium oxide, calcium carbonate, and finally HA. Due to their bone-mimicking hierarchical organization, microstructure and composition such a new generation of bioceramics scaffolds promise to offer enhanced integration, osteogenesis, and biomechanical behavior when implanted in vivo [8].

Woods such as rattan have strong similarities to 3D structure and morphology of cortical and spongy bone. Rattan is characterized by channel-like pores (simulating the Haversian system in bone), interconnected with a network of smaller channels (such as the Volkmann system) [3].

There is a precise control of the microstructure, crystallinity, and phase composition, during the multistep transformation process, in which different gas-solid reactions occur where the solid is the template. Calcium, oxygen, carbonate, and phosphate ions were progressively added in the different steps to finally get the HA molecules. The reaction kinetic is controlled throughout the different steps of the transformation process in order to have a precise control of the scaffold microstructure, composition, and bioactivity [95]. Importantly, even in the absence of thermal consolidation treatments, the scaffolds exhibit mechanical strengths comparable to those of spongy bone (~4 MPa) when measured along the channel direction, thanks to the maintenance of the original wood microstructure.

The establishment of biomorphic transformations that are able to transform woods into biomimetic bone scaffolds can provide solutions for long-bone regeneration and can be designed in a custom-made fashion. Selected wood structures could reproduce different bone portions that are characterized by different porosities and pore distributions, as occurring in cortical and spongy bones. Such devices may implement the formation of a biological chamber in vivo that contain a suitable environment that allows to promote and enhance bone formation and remodeling. The implant will thus function as an in vivo bioreactor, thus facing an unsolved clinical problem related to the disappearing of the regenerative process at distances far from the bone-implant interface [20].

7. Conclusions and future perspectives

The progressive population aging and the younger people modern behaviors, which expose to serious injuries and traumas, are concerns of large and continuously increasing socioeconomic impact. The continual advances in materials science and nanotechnology allowed great progress in biomedical device development for bone regeneration. Nevertheless, the development of bio-devices mimicking biological tissue structure and composition with high complexity and load-bearing properties, such as extended bone and osteochondral parts or segmental bones, still presents serious limitations. In fact, the related clinical needs remain unmet because of the absence of well-established regenerative devices for such applications. Many possibilities for solving these concerns are offered by the recent advances in materials science: the new-generation smart multifunctional device development could
be enabled by new fabrication approaches that get inspired from the multitude of outstanding biological structures and phenomena. The preliminary steps that have already been taken in this direction are very promising, and the development of bioinspired materials is rapidly becoming a priority to achieve nanotechnological solutions facing critical societal needs.
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Chapter 4
Applications of Electrokinetics and Dielectrophoresis on Designing Chip-Based Disease Diagnostic Platforms

Ezekiel O. Adekanmbi and Soumya K. Srivastava

Abstract

This chapter discusses the concepts of electrokinetics, dielectrophoresis and how they intertwine with other forces in microsystems to aid microfluidic disease diagnostics. Methods of obtaining the intrinsic electrical properties of biological materials are first discussed alongside the mechanisms governing the variations in the intrinsic properties when biological entities become diseased/infected. The procedure and importance of modeling and simulation of disease detection platforms prior to their fabrication and testing is also discussed. Fabrication techniques for low- and high-resource settings are presented as well. The various applications of the synergy of dielectrophoresis and electrokinetics for disease detection are discussed. The chapter will end with some novel ideas about the believed future directions of the electrokinetic methods for early, intermediate, and late-stage disease detection either as adjuncts of various existing diagnostic methodologies or as a stand-alone diagnostic alternative.
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1. Introduction

Electrokinetics (EK), as the name implies, is a technique of using electric field to cause motion. The motion can be that of a liquid or colloidal particle (microscopic solid particles suspended in a fluid). This concept of electrokinetics has four main features: Electro-osmosis (EO), electrophoresis (EP), streaming potential (StP), and sedimentation potential (SeP). In the disease diagnostics arena—an integral part of the application of microfluidics in healthcare, electro-osmosis and electrophoresis are the main electrokinetic forces that particles experience. Electro-osmosis involves the bulk motion of a liquid through a solid surface under the influence of electric field. On the other hand, electrophoresis is the motion of a solid material through a liquid under an electric field effect. Both electrophoresis and electro-osmosis require that the surface of the solid be charged. As shown in Figure 1, when the surface of the particle, placed within a uniformly distributed electric field, is positively charged (A), the particle (suspended in a characterized liquid) moves to the left but to the right (against the field direction) when the charge on the surface changes.
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potential, region. The potential of this slipping plane is called the Zeta potential, when the electric field if applied across the static upstream and downstream flow loosely-bound diffuse layer is very crucial to how the bulk of the liquid would move electro-neutrality is initiated. A plane, called the slipping plane, formed around the (together with some unattached positive charges) beyond which the region of layer to, in turn, attract negative ions from the liquid forming the diffuse layer what is referred to as the Stern layer. Columbic force of attraction causes the Stern goes into the channel surface to firmly replace the detached positive ions forming when in contact with the liquid such that counter (positive) ions from the liquid is reversed (B). If the particle is a neutral body (C), no electrophoretic effect will be seen. Figure 1D is a case where liquid is flowing through a charged solid surface. The solid surface (usually glass or surface-treated polymer) become deprotonated when in contact with the liquid such that counter (positive) ions from the liquid goes into the channel surface to firmly replace the detached positive ions forming what is referred to as the Stern layer. Columbic force of attraction causes the Stern layer to, in turn, attract negative ions from the liquid forming the diffuse layer (together with some unattached positive charges) beyond which the region of electro-neutrality is initiated. A plane, called the slipping plane, formed around the loosely-bound diffuse layer is very crucial to how the bulk of the liquid would move when the electric field if applied across the static upstream and downstream flow region. The potential of this slipping plane is called the Zeta potential, \[ \zeta \] [1]. The same concept of Zeta potential applies to a charged solid moving through a liquid. For a charged solid moving through a liquid under an electric field effect, the rate of motion of the solid, \[ r_{cp} \], depends on the Zeta potential at its slipping plane, \[ \zeta_p \], viscosity of the liquid in which it is moving, \[ \eta \], dielectric constant of the liquid, \[ \varepsilon_m \], as well as the strength of the applied electric field, \[ E \]. Mathematically, this has been represented as

\[
r_{cp} = f(\zeta_p, \varepsilon_m, \eta, E) = \left(\frac{\zeta_p \varepsilon_m E}{\eta}\right)
\] (1)

On the other hand, when a liquid is flowing through a charged wall of Zeta potential, \[ \zeta_{w} \], the positional rate of flow of the liquid, \[ r_{eo} \], is given by

\[
r_{eo} = f(\zeta_w, \varepsilon_m, \eta, E) = -\zeta_w \varepsilon_m E)/\eta
\] (2)
In dielectrophoresis (DEP), the applied electric field must be non-uniform. The movement of the particles in non-uniform electric field does not depend primarily on the particle charge but on the ability of the particle to become polarized relative to that of the suspending medium [2].

Therefore, DEP force is always in effect when the particle is charged or not. This means, dielectrophoresis, therefore, safely be defined as a technique of using non-uniform electric field to induce the motion of a charged or an uncharged particle. Electric field can be rendered non-uniform in different ways. Figure 2 shows some examples of how to generate non-uniform electric fields using AC or DC source. For the AC field, a simple unequal spatial electrode-pair arrangement (Figure 2A) would generate non-uniform field (AC DEP or classical DEP). A second method is to place an insulating constriction within a simple straight channel operating under DC condition that would make the field non-uniform (DC-iDEP or iDEP). There is never any hard and fast rule regarding how the electrodes should be arranged or the constrictions be distributed but simulation could assist in formulation of the device architecture. Every researcher has a purpose in mind and that purpose drives the architecture of the channel or device without denying the underlining physics.

2. Characterization of biological cells

Characterization of biological entities like cells involves the utilization of various methods including but not limited to electrical, magnetic, acoustic, and optical characterization to explore cell properties. In this section, electrical method will be discussed (with focus on dielectrophoresis) since dielectrophoretic force is related, in part, to the electrical properties of the biological cell. In the utilization of electrical method for bioparticle characterization, it is not uncommon to use impedance cytometry, dielectrophoresis, and electrorotation. Impedance cytometry works on the principle that when a particle suspended in a conductive fluid passes through a small orifice (comparable to the size of the particle) created by two electrodes, the passage of the particle through the (usually AC) electric field between the electrodes results in the generation of electric signal, which can be processed to provide valuable information about the electrical properties of the particle. In electrorotation, four electrodes are each charged with AC voltage of different phases to generate a rotating electric field, thus setting up an electrical torque. When a (spherical) particle is placed within this rotating field, it becomes polarized inducing a dipole. The dipole moment induced within this particle rotates with the electric field at certain velocity. However, the multiphase nature of the four electrodes causes the particle to lag behind the field by a factor that depends on the
frequency of the rotating field. Since the particle velocity is determined by the torque in the rotating electric field, electrical properties of the particle can be extracted measuring the dependence of the torque on the field frequency. With dielectrophoresis, the case is different. When a charged or uncharged spherical particle is placed between an unequally dimensioned AC electrode-pair which is generating non-uniform electric field, (Figure 2A) the particle becomes polarized just as the medium in which the particle is suspended [3]. The particle could then move toward the region of high field (HF), low field (LF) or remain unperturbed by the field depending on the properties of the applied electric field, suspending medium and the particle itself. When the particle moves toward the HF region, the phenomenon is termed positive dielectrophoresis (pDEP) while it is called negative dielectrophoresis (nDEP) if the particle’s translational motion is toward the LF region [4]. Usually, when a particle is experiencing nDEP, for instance, it does so over a range of frequency. As the frequency changes further, the particle can translate to the pDEP regime. Before this happens, however, at a specific point of inflection where the particle comes to a halt before changing regime must have been reached. The frequency at such point of inflection is termed crossover frequency. At the crossover frequency i.e. after the application of the AC electric field parameters, the particle is only seen vibrating at a spot without any appreciable translational motion. At this point, the particle experiences no DEP force \( (F_{DEP} = 0) \).

\[
F_{DEP} = 2\pi r^3 \varepsilon_0 \varepsilon_m \text{Re}[\frac{f_{CM}}{f_{co}}] \nabla E^2 = 0
\]  

(3)

where \( f_{CM} = \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} \) connecting both permittivity and conductivity (electrical properties) of both the particle \( (\varepsilon_p, \sigma_p) \) and its suspending medium \( (\varepsilon_m, \sigma_m) \) respectively.

This implies that the real part of the Clausius-Mossotti (CM) factor, \( \text{Re}[f_{CM}] = 0 \).

That is, \( \text{Re} \left[ \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} \right] = 0 \) where \( \varepsilon_i^* = \varepsilon_i - j \frac{\sigma_i}{\omega} \)

Hence, \( \text{Re} \left[ \frac{\varepsilon_p - \varepsilon_m}{\varepsilon_p + 2\varepsilon_m} \right] = 0 \)

\[
\text{Re} \left[ \frac{(\varepsilon_p - j \frac{\sigma_p}{\omega}) - (\varepsilon_m - j \frac{\sigma_m}{\omega})}{(\varepsilon_p - j \frac{\sigma_p}{\omega}) + 2(\varepsilon_m - j \frac{\sigma_m}{\omega})} \right] \times \left[ \frac{(\varepsilon_p - j \frac{\sigma_p}{\omega}) + 2(\varepsilon_m - j \frac{\sigma_m}{\omega})}{(\varepsilon_p - j \frac{\sigma_p}{\omega}) + 2(\varepsilon_m - j \frac{\sigma_m}{\omega})} \right] = 0
\]

(4)

\[
\text{Re} \left[ \left( \varepsilon_p - j \frac{\sigma_p}{\omega} \right) - \left( \varepsilon_m - j \frac{\sigma_m}{\omega} \right) \right] \left[ \left( \varepsilon_p - j \frac{\sigma_p}{\omega} \right) + 2 \left( \varepsilon_m - j \frac{\sigma_m}{\omega} \right) \right] = 0
\]

(5)

\[
\varepsilon_p^2 + \varepsilon_m \varepsilon_p - \frac{2 j \varepsilon_p \sigma_p}{\omega} - 2 \frac{\varepsilon_p \sigma_m}{\omega} + 2 \frac{\varepsilon_m \sigma_p}{\omega} + \frac{2 j \varepsilon_m \sigma_m}{\omega} + \frac{j \varepsilon_p (\sigma_m - \sigma_p)}{\omega} + 2 j \frac{\varepsilon_m (\sigma_m - \sigma_p)}{\omega} - j \frac{\sigma_p (\sigma_m - \sigma_p)}{\omega^2} - 2 j \frac{\sigma_m (\sigma_m - \sigma_p)}{\omega^2} = 0
\]

(6)

Setting the real part to zero with \( j^2 = -1 \) gives \( \varepsilon_p^2 + \varepsilon_m \varepsilon_p - 2 \varepsilon_m^2 + \frac{\sigma_p (\sigma_m - \sigma_p)}{\omega} + 2 \frac{\sigma_m (\sigma_m - \sigma_p)}{\omega^2} = 0 \), \( \exists \omega = 2\pi f_{co} \) with \( f_{co} \) as the crossover frequency, then using the identity; \( a^2 + ab - 2b^2 = (a - b)(a + 2b) \), we can rearrange to obtain \( f_{co} \) as

\[
f_{co} = \frac{1}{2\pi} \sqrt{\frac{(\sigma_p - \sigma_m)(\sigma_p + 2\sigma_m)}{(\varepsilon_p - \varepsilon_m)(\varepsilon_p + 2\varepsilon_m)}}
\]

(7)
Eq. (7) represents a simplified presentation of the first crossover frequency \( f_{co} \) of a particle in relation to the permittivity and conductivity (electrical properties) of both the particle \((\varepsilon_p, \sigma_p)\) and its suspending medium \((\varepsilon_m, \sigma_m)\) respectively. To extract the electrical properties of the particle, it is common to obtain a data set comprising of varied medium conductivity and hence, varied crossover frequency.

The conductivity-frequency data is then fitted with the appropriate model representing the biological materials of interest. Human red blood cells (RBCs), for instance, can be modeled as a bag of cytoplasm have an insulating plasma membrane. This type of model is popularly referred to as the single-shell model [5, 6]. Figure 3A shows the representative images of nDEP, pDEP, and crossover states for RBCs at a given AC amplitude and sweeping frequencies. Experiments resulting in these images are generally conducted by suspending the particles in an isotonic medium (5% dextrose and fed into a reservoir sealed onto a borosilicate glass with an interfacial 90°, low-separation electrode-pair connected to an arbitrary waveform generator. At a fixed amplitude output, the frequency of the AC field was varied until the crossover frequency was reached and surpassed. The conductivity of the suspending medium was then sequentially increased using phosphate-buffered saline (PBS) or other conductivity conditioners and at each increase, the corresponding crossover frequency was obtained. For other bioparticles such as the nucleated white blood cells and bacteria, the double-shell and three-shell models can be applied respectively. Detailed shell analysis for biological cells is available in diverse literatures [7-10].

3. Modeling and simulation of microdevices

The popularity of six sigma DMAIC (define, measure, analyze, improve, and control) approach has made more companies to embrace extensive modeling and
simulation in order to save cost and time. In the production of chip-based disease diagnostic platforms, numerical computation is seen as an important process step as it affords the flexibility of exploring how various parameters affect device performance without the need for extensive experimental research. In cases where experimental activities are needed to improve numerical computations, the utilization of the design of experiment principles is usually a wise choice. In the design of experimental principles, ability to obtained related factors, which can be confounded optimally is a key component of the cost and time-saving strategy. Microfluidic devices for disease diagnostics can be operated using AC or DC sources. Discussion in this section will be based on DC operations. Details of AC-operated designs have been given elsewhere [11–13].

In DC models for disease diagnostics, electro-osmosis and dielectrophoresis are usually the electrokinetic mechanism that governs the transport phenomena prior to the region of electric field non-uniformity within the channel [14]. At the region of non-uniform electric field, the dielectrophoretic force is combined with these electrokinetic forces to bring about the desired particle differentiation either through trapping (pDEP) or streaming (nDEP). A smart idea, then, is to locate the exit channels close to the region immediately following the field gradient so that sorted bioparticles can be collected appropriately. Failure to do this might result in the recombination of streamlines, which tend to restore the separated cells to their ab initio states.

Models of the envisaged diagnostic devices are usually drawn to scale using any suitable software. (AutoCAD, SolidWorks, etc.). These models are then interfaced with multi-physics simulation software such as COMSOL Multiphysics, FLUENT, to explore parameter dependence and their effects on targeted outcomes. It is not uncommon to draw the models using the functionalities available in the simulation software themselves. One requirement to emphasize here is the sound knowledge of the physics governing the operations of the diagnostic device. These inexhaustible physics are discussed in this section. For insulator-based (iDEP) diagnostic devices, the physics usually involve momentum transport (Newton’s Law), mass transport (Fourier’s Law), energy transport (Fourier’s Law) and charge transport (Maxwell’s Laws/Ohm’s law) [15].

Momentum transport involves the transfer of momentum from one particle to another. This transfer results in the continuous change in fluid’s positional space leading to the concept of fluid dynamics (hydrodynamics for liquids). Depending of the focus of any project, momentum transport can be explored in 1D, 2D or 3D. One good approximation in iDEP devices is that the complexity of 3D consideration can be avoided by using 2D analysis provided the channel’s width-to-depth ratio is about 5:1. The 3D to 2D approximation is also good on the basis that turbulence is not a common occurrence in micron-sized devices. The governing equations for momentum transport are generally the Navier-Stokes and mass continuity equations [16] (Eqs. 8 and 9). Navier-Stokes equation is usually reduced to Stokes equation when the continuity equation is applied at static conditions under the assumption that the Reynolds number is very low. This makes the computer solve, numerically, for the pressure and velocity distributions within the channel. Prior to obtaining the pressure and velocity profiles, appropriation boundary conditions are utilized to completely define the system. In iDEP operations, electroosmotic wall is specified in lieu of the ‘no-slip’ wall condition. This is because, in electro-osmotic flow, the bulk motion of the fluid is driven by the wall effects - a phenomenon termed electro-osmotic pumping. Electro-osmotic pumping makes the use of external pumping mechanism unnecessary. The boundary mainly utilizes the electric field solution obtained from the second physics (electric current node in, for instance, COMSOL Multiphysics) which is usually solved together with the fluid.
flow equations in stationary mode. The electric current module requires that the electric potential be specified in addition to electrical insulating boundaries. The spatial distribution of the electric field strength with the channel reveals that when constrictions are placed within a uniform microchannel, the effect is non-uniformity in field strength. This non-uniformity is usually seen using, in COMSOL Multiphysics for instance, color pallet or legend. As theory suggests, dielectrophoretic force acts only at the region with field gradient (i.e. at the constriction(s)). Suffice it to say that the solved electric current equations in iDEP systems usually include Ohm’s law, electric displacement and the charge conservation.

After solving the fluid and electric current equations in stationary mode to obtain the distributions of velocity, pressure and electric field within the diagnostic device, it is expedient to visually and quantitatively verify if the sorting or trapping process results in the desired output. Two approaches are possible; (1) using Fick’s law of diffusion to classify the components of the mixture as unique tubes through the transport of diluted species module or (2) using a balance of viscous drag and dielectrophoretic force through particle tracking module. In the former, it is expected that the concentration gradient between the inlet and the outlet ports may cause diffusion and when the electro-osmotic flow is initiated for bulk fluid motion, convective flux also comes into play. This implies that the total particle flux can be expressed as the sum of diffusive, EP, DEP and convective flux:

\[ N_i = -D_i \nabla c_i + (u + \mu_{EP,i} + \mu_{DEP,i} \nabla E^2) c_i \] (8)

and

\[ \frac{\partial c_i}{\partial t} + \nabla \cdot N_i = R_i \] (9)

where \( \bar{u} \) is the hydrodynamic velocity vector, \( D_i \) is the diffusivity of the particle, \( \bar{E} \) is the electric field applied, and \( \mu_{EP} \) and \( \mu_{DEP} \) are the EP and DEP mobilities respectively. The DEP mobility is a function of CM factor and for a spherical particle it is expressed as:

\[ \mu_{DEP} = \frac{\pi d_p^2 f_{CM}}{12\eta} \] (10)

where \( d_p \) is the particle diameter and \( \eta \) is the medium viscosity. In the latter, the drag force is given as; \( F_{drag} = \frac{9\eta}{8\pi d_p} m_p (u - v) \) which is balanced with the DEP equation (Eq. 3).

4. Microdevice fabrication

Microdevice fabrication has traditionally been through the lithographic and etching process. In iDEP devices constructed with polymer, a combination of lithography, etching and rapid prototyping is usually utilized. While lithography prints the patterns on the substrates (glass or silicon wafers), etching creates the grooves on those patterns and rapid prototyping transfers the substrates patterns to polymer. The lithography process starts with the printing of the patterns made in the modeling and simulation stage. Usually, the patterns assisted by laser or electron-beam (and other process steps) are printed on a transparent-opaque pair plate which could further transfer the printed patterns to a resist-coated substrate in
the next stage of the microfabrication process. The plate is transparent where light is desired to pass but opaque where it is undesirable. This transparent-opaque pair plate is referred to as photomask. The architecture of the photomasks determines the final patterns (convex or concave, depending on the type of photore sist used) on the substrates after photoresist development, depending on the type of photore sist on the substrate. Figure 4 shows the two forms of photomasks commonly used in iDEP device making process.

Details of the process steps involved in photomask printing have been given by Mack [17]. One important point to note is that mask making process is probably the most important step in microfabrication. Any error associated with dimensions during this mask-making process will propagate through the whole microfabrication process. In iDEP devices, all dimensions (especially at the constrictions regions) are critical. A change in the fillet angle, for instance, can affect the gradient of the electric field within the device and this could, in turn, change the efficiency of the device. Following the mask-making process is the cleaning of substrates onto which the mask patterns will be transferred. Cleaning substrate can be achieved through chemical (acetone, ethanol) or physicochemical (plasma cleaning) means. In some cases, cleansed substrates are treated with adhesion promoting agents such as silane, organotitanates, organozirconates and their derivatives. These coupling agents tend to act as binders between the substrates and the photoresist. Depending on whether concave or convex patterns are desired, positive or negative photoresists are spin-coated on the cleansed substrates at some pre-determined spin coating parameters to ensure uniform surface roughness and film thickness and prevent speckle or void formation. Following the spin coating process is the low-temperature baking step. This is the step that removes some of the solvent in the resist itself. Lowering the solvent content of the film is essential to preserve its integrity at room temperature since moisture content of the film could change the film properties, enhance contamination and thus damage the entire lithographic process. It is important to note that this baking step, which tend to lower the moisture content of the film, could reduce film thickness. It is therefore expedient to factor this effect into consideration when quantifying the resist volume and spin coating parameters prior to coating. A pre-baked resist-coated substrate is ready for UV exposure after the photomask has been correctly aligned with its positional space to circumvent any overlay. The dosing period of the UV depends, amongst other factors, on its intensity, the type, and percentage composition of the photoactive component of the resists. Usually, photoresists manufacturers provide the guidelines for UV exposure using certain substrate (usually silicon-based).

Using a different substrate from the manufacturers’ test substrate might have its own effect on the critical dimensions of the microstructure. If positive photoresist is used (together with mask A in Figure 4), it is expected that the exposed region will be less soluble owing to the change in the chemistry of the resist after exposure to ultraviolet (UV) light. Post-exposure baking and development of the resist will create the pattern vials which act as guides for the etchants during the etching.

Figure 4.
Different forms of mask used in photolithography. (A) The mask intend for positive substrate photoresist and (B) the mask for negative photoresist.
process. After UV exposure, the substrate is usually baked to create a final structure that would reduce undercut and improve selectivity during the etching process. After this post UV-exposure baking, the resist is developed to remove the part of the resist that have been weakened by the UV. Another type of resist called chemically amplified resist has also become more common. This resist is not weakened or hardened by the photo exposure. Rather, it generates some form of cationic entity that becomes amplified during the post exposure baking and thus makes development meaningful. As mentioned earlier, the structural integrity of lithographic features is partly a function of the UV dosage. Over exposure and under exposure should be avoided. After the resist development stage, it is important to conduct some form of metrology to verify the conformance of critical dimensions and check if any overlay has occurred because of substrate relocation or displacement during mask alignment. Critical Dimension-SEM is probably the best metrological undertaking. As much as possible, the use of laser profiling system should be avoided as the collimated laser tend to form unwanted patterns on the resist. Once the dimensions of the features have been verified and defects such as edge effects have been substantially avoided/minimized, the substrate is then moved to the etching phase. Etching is the removal of some parts of the substrate as guided by the resist patterns. There are two main types of resist: Dry and Wet. Wet etching usually in HF or its mixture with HNO₃, i.e., HF/HNO₃ mixture has been traditionally used as etchant. However, with the Moore’s law becoming obsolete and lithographic features turning smaller day by day, dry/plasma etching are becoming preferable. After etching, some metrological analysis could also be made to check the efficiency of the etching process. Once the etched substrate has been certified okay, the next stage is the transfer of the etched patterns to the polymer. In iDEP devices, several polymers can be used for the patterning, but silicone elastomer (PDMS) seems to be more widely accepted. By mixing silicone with its curing agent in the prescribed ratio (10:1), an air-ridden mixture whose air component can be removed through vacuum-degassing operation in any closed container is formed. Degassed mixture could then be poured onto the etched substrate (herein referred to as the master), cured thermally or at ambient conditions and systematically peeled off the master, diced, punched and completed with electrodes for dielectrophoretic experiments. Depending on the goal of the researcher, external devices such as syringe pump, microsensors, imaging line, etc. can be attached to the iDEP device. The completion of the device fabrication stage is the hydrophobic ceiling of the cured PDMS to glass or other PDMS material. PDMS is known to be hydrophobic owing to its terminal Si-O-CH₃ bond. This terminal bond will prevent wall-surface ionization which is necessary to initiate electrodynamic flow within the channel. There are several ways to treat this hydrophobic wall in order to render it hydrophilic by changing the Si-O-CH₃ bond to Si-OH. One common way is plasma oxidation. The plasma oxidation process involves using the radio frequency (RF) generated by changing magnetic field under low-pressure and certain gas to produce plasma, which is a mixture of electrons, atoms, molecules and other components depending on the nature of the gas used. It is believed that certain component of the plasma is responsible for the surface reaction which replaced –OCH₃ with OH terminal. After surface treatment, high surface energy of the PDMS allows its bonding to glass/other treated PDMS and also prevents the suspending medium from beading up within the microfluidic channel thus preventing air bubbles from being trapped. To ensure that the sealing is perfect (i.e. the sealing is leak proof), the sealed reservoir can be filled with deionized water and anhydrous copper sulfate spread around the sealed interface. The whole set up is then placed in a controlled environment for confirmatory test. If the white color of the sulfate turns blue at the end of the test period, then sealing is not leak-free, and the device should be discarded.
It is important to do this check because leaking device would lead to an untold operation error since the leakage will induce pressure gradient which will belie the desired electro-osmotic flow within the channel.

5. Disease detection

Sections 1–3 have detailed how bioparticles can be characterized, iDEP devices modeled/simulated and how the numerically obtained device architecture can be fabricated using lithography and transferred to polymer using prototyping. This section will focus more on testing the fabricated devices and comparing its efficiency with the numerically obtained one. The experimental process of disease detection using iDEP devices starts with preparation of the bioparticles for DEP experiment. In some cases, the bioparticles of interests are cultured while in other cases, they are obtained and tested directly from donors, stored temporarily and worked on. Several other methods exist for obtaining samples. Irrespective of the method of obtaining the bioparticle samples, one important factor to consider before experimentation is the properties of the suspending medium. It is customary in iDEP experimentations to suspend bioparticles in a medium prior to feeding them into the inlet reservoir. During the operation of the iDEP device, it is necessary to prevent Joule heating or electrolysis in the iDEP devices by using low-conducting medium. Preventing Joule heating circumvents, amongst other things, any form of recirculation within the channel especially at the post-constriction regions [7]. Knowing that cells are cultured in relatively conducting medium at pH range that depends on the nature of the bioparticles, it is necessary to pre-treat the samples and make them fit for dielectrophoretic experimentation. The pH value of the suspending medium affects the Zeta potential of the bioparticle as well as that of the iDEP channel wall. These will in turn affect the electro-osmotic and electrophoretic contributions to the flux of particles within the channel. Apart from the medium pH, its tonicity (which is related to its osmolality) is also important. A hypertonic medium causes plasmolysis while a hypotonic result in cell turgidity. According to Eq. 3, the dielectrophoretic force experience by bioparticles depends, amongst other factors, on the size of the particle. If the suspending medium is hypertonic, it results in an increased particle radius whose effect on the DEP force is to the third power. Reduction in particle radius when the particles are suspended in a hypotonic solution has a reversed effect on the DEP force. For this reason, isotonic solution may be the more appropriate medium for preserving the cell size since there is no net movement of fluid when the cells are suspended. 5% dextrose and 0.9% NaCl are considered isotonic medium and are therefore good choices for iDEP experiments. Using direct current (DC) to generate electric field for iDEP experiment requires that one leverage the membrane characteristics of the bio-particles in context. This is because DC manipulation of cells cares less about the variation in field frequency which is the main factor in AC fields (higher AC frequency tends to put cytoplasmic contributions into account). According to the complex permittivity relation, \( \tilde{\varepsilon}_i = \varepsilon_i - j\frac{\sigma}{\omega} \), the first term on the right represents, for a cell membrane, the polarization component of the dielectric (membrane) while the second component represent the dielectric loss component. Since DC and low-frequency AC fields seem to be comparable in terms of their effects on biological cells, it is expected that dielectric loss might be an issue. Primarily, a healthy cell has a membrane that separates its intercellular contents from its outer environment. Situated within the membrane are channels that allow certain ions to be exchanged between the internal and external environment of the cell depending on their concentrations on either side of the membrane. The disparity in the concentration-pair results in
membrane potential which is usually maintained as resting membrane potential through ion leakage and pumping. This potential difference places certain capacitance on the membrane relative to the charges associated with both sides of the membrane. At the onset of infection (intracellular infection, for instance), the damage to the membrane causes excessive ion change, which results in a change in the capacitance of the membrane. If the infection had engendered some proteins to be expressed on the cell membrane, that would have disrupted the charge distribution on the external environment contiguous to the membrane resulting in a different membrane capacitance. This difference is enough to make healthy and infected move into different paths when placed in a dielectrophoretic micro channel [18]. When infected and healthy cells move to diverse exit ports, they can be easily quantified and/or qualified. Common qualification technique involves post separation microscopic evaluation. This might involve cell staining and fluorescence characterization. In some cases, post separation qualification is achieved by integrating sensors i.e. measuring impedance or capacitance along the exit channels. These sensors work in a similar fashion to impedance cytometry. When separated a particle passes through the gap between the sensor, spectra are generated from where the nature of the particle is verified and compared with any baseline spectra. For identifying extracellular infection in human blood, for instance, there is a need to primarily isolate the blood plasma and then explore the possibility of singling out the pathogen. Lyme disease is best detected this way, but the process can be very challenging due to the complexity of the plasma component.

6. The future of dielectrophoresis

Having walked through the essential steps involved in the design, fabrication and testing of iDEP disease diagnostic device, a very pertinent question remains: where is this dielectrophoretic analysis heading to? iDEP is currently the choicest dielectrophoretic methodology for bioparticle separation/disease diagnostic purposes. This method could still be classified as being in the teething stage going by the number of research work that are published, especially since 1992. Therefore, iDEP is poised do more than separation and detection of bioparticle. For instance, bioparticle are currently being characterized using electrode-based (AC) dielectrophoresis. iDEP can be used to replace this age-long method through directional etching of glass substrate. This will boost the expansion of AC-DC DEP for simultaneous particle characterization, separation and detection. On glass, groove can be etched systematically and conducting metals, such as copper, can be electrochemically deposited.
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Biomimetic devices are designed and produced by materials, structures, and systems that are modelled on biological entities and processes. These devices are used to synthesize novel materials and their functions at the multiscale level for various applications. Molecular computing biological devices play a key role in the logical processing of the cellular machinery of all living organisms. This book includes information on both biomedical and technological applications of bioactive devices for hard tissue regeneration; design of chip-based disease diagnostic platforms; neuromorphic computing biomaterials that transfer techniques of neuroscience to a silicon chip; various top-down and bottom-up designs; and electrical characterization and transport mechanisms of DNA as nanowires.