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Preface

Information technologies have changed people’s lives to a great extent, and now it is almost
impossible to imagine any activity that does not depend on computers in some way. Since
the invention of the first computer systems, people have been trying to use computers to
solve complex problems in various areas. The need for computer systems for the calculation
of different building and automotive constructions has appeared with the development of .
Traditional methods of calculation have been replaced by computer programs that have the
ability to predict the behaviour of structures under different loading conditions. Hence, ex‐
pensive experiments, tests, and examinations have been replaced by cheaper and more pow‐
erful computational methods that do not require the destruction of structures to determine
their capacity.

Fortunately, computer programs allow such problems to be easily solved. Computer simula‐
tion or a computer model has the task of simulating the behaviour of an abstract model of a
particular system. Computer simulations have become a useful part of mathematical of
many natural systems in physics, quantum mechanics, chemistry, biology, economic sys‐
tems, psychology, and social sciences, as well as in the engineering process of new technolo‐
gies to gain better insight into their way of working and behaving.

Computer simulations are different from computer programs. Contrary to computer pro‐
grams that run for a few minutes, simulations can be run on a local network and can last for
hours or even days.

Nowadays, computer simulations are used to solve problems in all spheres of life. Meteoro‐
logical forecasts, the calculation of rainfall, water flows in rivers, underground water flows,
and oil exploitation are just some of the areas that cannot be imagined without computers.
One of the most interesting computer applications is the simulation of processes in the hu‐
man body. Modern software solutions enable the calculation of muscle fatigue in certain ac‐
tivities, the deposition of fat in blood vessels, the risk of cancer, etc. In the future, these
programs will be able to allow the realization of virtual surgeries and to predict the effects
of surgeries before they are performed in reality.

The chapters are listed in a logical order, but they can be arranged differently, depending on
the point of view.

The first chapter illustrates the advantages and disadvantages of computer simulations and
their applications in almost every area and environment of everyday life.

The second chapter describes a modeling methodology to provide the main characteristics
of a simulation tool for the analysis of the steady-state, transient operation and control of
steam generation processes, such as heat recovery steam generators.
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In the third chapter, the authors describe how to develop an agent-based model and simula‐
tion for biological systems in the Repast Simphony platform, which is a Java-based modeling
system. Agent-based modeling and simulation are powerful techniques for simulating and
exploring phenomena that include a large set of active components represented by agents.

The fourth chapter deals with 3D modeling and assembling of all escapement parts of Tho‐
mas Earnshaw’s chronometer. First, the constructive geometry of mechanisms was complet‐
ed. Then, computer simulation was accomplished in the program “SolidWorks 2016,” which
generated simulation results that appeared to be very close to the real ones.

The fifth chapter presents the original computer-aided organizational modeling and simula‐
tion of relevant sociotechnical processes with regard to new housing and building law and
regional management trends in the European Union.

I would like to express my sincere gratitude to all the authors and coauthors for their contri‐
butions. The successful completion of this book has been the result of the cooperation of
many people. Especially, I would like to thank the Publishing Process Manager Ms. Jasna
Božić for her support during the publishing process.

Dragan Cvetković
Singidunum University

Faculty of Informatics and Computing
Belgrade, Republic of Serbia
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1. Introduction

Information technologies have changed people’s lives to a great extent, so it is almost impos-
sible to imagine any activity which does not depend on computers. Once the first computer 
systems appeared, people were trying to take advantage of computers in order to solve com-
plex problems in various areas. With the development of industry, demands for computers 
and computational programs in structural analysis have evolved. Traditional methods of 
constructing are replaced by computer programs that have the ability to predict the behavior 
of structures under different load conditions [1, 2]. Thus, expensive experiments, tests, and 
examinations are substituted by cheaper and more powerful computational methods that do 
not require the destruction of the structure itself in order to determine its capacity.

1.1. Process of modeling and making of reliable computer model

Computer programs help in solving this kind of problems. Firstly, the simulation of the real 
system should be made, and after that, if the simulation gives satisfactory results, realization 
of previously examined system can be carried out. Computer simulation or a computer model 
has the task to simulate an abstract model of a particular or equivalent system. Computer 
simulations have become a useful part of mathematical modeling of many natural systems in 
physics, mechanics, chemistry, biology, economic systems, psychology, and social sciences, as 
well as in all branches of engineering, in order to gain a better insight into the work of previ-
ously mentioned systems [1, 3, 4].

In order to have a useful model, it is necessary to determine its behavior for defined and 
limited set of variables. This means that for some random input parameters are observed 
corresponding output values.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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1.2. Computer modeling and computer simulation

Simulation in everyday life can be related to various activities. If this word is used in the com-
puter technology, then the term simulation represents the process of creating the abstract sys-
tem models from the real environment and carrying out the appropriate number of experiments 
on them. When the experiments are carried out on a computer, then they are named computer 
modeling and computer simulation (Figure 1).

The input data vary and depend on many factors when the models and simulations are taken 
into consideration. For example, some models require very simple inputs (e.g., the input for 
the simulation of an AC sinusoid is based on few numbers), while other models require tera-
bytes of input data (e.g., simulation of weather or climate changes).

Input data are provided by various devices which are:

• Sensors and other physical devices that are connected to the model

• Control panel that directly affect the progress of the simulation itself in some way

• Current or older data brought in manually

• The values that represent the output products from other processes or operations

• Values that represent output elements of other models or simulations

It should be noted that the systems that receive data from external sources must be “careful”: 
they should know what these data represent and to which elements are actually connected. 
The precision must be taken into account and the errors should not occur. If the errors appear, 
they should be reduced to the minimum. The mathematics integrated in the computer is not 
perfect, so the approximate results, result abbreviations, or neutralization of small errors can 
lead to an increase of potential errors. It is necessary, in some cases, to analyze the resulting 
error in order to verify that the simulation output is valid and that it can be used in further 
calculations and simulations. Even small errors in the original input data can accumulate in 
significant errors in further simulations [1, 4, 5].

1.3. Why do we need computer modeling and computer simulations?

What do we use modeling and simulation for? Are they necessary? These questions are asked 
very often, and there are plenty of reasons for their creation and usage, and the most impor-
tant are the following ones:

Figure 1. Link between real system modeling and computer simulation.

Modeling and Computer Simulation2

• It is impossible to determine the analytical solution of the analytical model.

• The system is too complex and it is impossible to describe it analytically.

• The experiment within a real system or the experiment on the real system is, in most cases, 
either unprofitable or too complex. Modeling and simulation can show whether a further 
investment in the experiment is justified or not.

• Often the aim of modeling and simulation is to perceive the functionality of the existing 
real system, whose structure is barely known or cannot be approached to.

• When the optimal or optimized functioning of a system is needed, it is necessary to change 
various parameters. If the real system is taken into account, this is often impossible because 
there is no such a system. In other words, that kind of a system has not been built yet, or 
the prices of such an experiment are excessive. In such situations, modeling and simulation 
are the best solutions.

• Sometimes it is necessary to simulate the conditions that lead to the destruction of the 
system. The destruction of the real system, in most cases, is not allowed, so the computer 
simulation, in such situations, is the only solution.

• When it comes to long-term processes of real system or within the real system, then time 
can be a problematic factor. In such situations, computer simulation can “accelerate” the 
process and shorten it artificially.

• When it comes to extremely fast processes of the real system or within the real system, 
computer simulation is a solution which allows the monitoring of high-speed processes 
gradually or slowly. This is very important, since it is not possible in real life or in real 
environment.

• Sometimes the experiment should be stopped for various reasons, and it is often impossible 
in real terms. When it comes to computer simulation of such an experiment, there is no 
problem, because the simulation can be stopped and continued when it is necessary.

1.4. Advantages and disadvantages of computer simulations

Like everything in life, computer simulations are not perfect and there are different problems. 
Simulations are, generally speaking, very useful, but they have advantages as well as disad-
vantages. The basic advantages of computer simulations are:

• When a model is created, then it can be used repeatedly for the analysis of required process, 
structures, and similar elements.

• Computer simulations can be extremely helpful, even if the input data are incomplete and 
with a certain amount of arbitrariness.

• In most cases it is easier and cheaper to get the output data of the simulation than the output 
data of the real system.

• Computer simulation generates the necessary data that can be used for the evaluation and 
assessment of any system characteristic and without big restrictions.

Introductory Chapter: Computer Simulation
http://dx.doi.org/10.5772/intechopen.84198
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• In some cases, the computer simulation may be the only way to resolve the problems 
appropriately.

• Computer simulation can describe and solve complex problems by using dynamic random 
variables, which are unavailable in mathematical modeling.

The major disadvantages of computer simulations are:

• Making of simulation models as well as computer simulations can be expensive and time 
consuming (it refers to the time needed for their development, testing, and verification).

• By using computer simulations, neither the relation between output and input variables 
nor optimal solutions can be obtained.

• Knowledge of different tools and methods is required for the development and use of 
simulation models and computer simulations as well.

• Model evaluation is quite a complex process and requires additional experimentation in 
different environments.

No matter what, computer simulation is a very useful thing, and its use is rapidly increasing in 
environments and situations where it is possible. Obviously, the application of computer simu-
lation has many more advantages than disadvantages, and it is certain that computer simula-
tions are going to be dominant in almost every area and environment of everyday life [4, 6].
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Abstract

This chapter describes a modeling methodology to provide the main characteristics of a
simulation tool to analyze the steady state, transient operation, and control of steam gener-
ation processes, such as heat recovery steam generators (HRSG). The methodology includes
a modular strategy that considers individual heat exchangers such as: economizers, evapo-
rators, superheaters, drum tanks, and control systems. The modular strategy consists of the
development of a numerical modeling tool that integrates sub-models based upon first
principle equations of mass, energy, and momentum balance. The main heat transfer mech-
anisms characterize the dynamics of steam generation systems during normal and abnor-
mal operations, which include the response of key process variables such as vapor pressure,
temperature, and mass flow rate. Other important variables are: gas temperature, fluid
temperature, drum pressure, drum’s liquid level, and mass flow rate at each module. Those
variables are usually analyzed with design predicted performance of real industrial equip-
ment such as HRSG systems. Finally, two case studies of the application of the modeling
strategy are provided to show the effectiveness and utility of the methodology.

Keywords: steam generation, modeling methodology, first principle equations, heat
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• In some cases, the computer simulation may be the only way to resolve the problems 
appropriately.

• Computer simulation can describe and solve complex problems by using dynamic random 
variables, which are unavailable in mathematical modeling.

The major disadvantages of computer simulations are:

• Making of simulation models as well as computer simulations can be expensive and time 
consuming (it refers to the time needed for their development, testing, and verification).

• By using computer simulations, neither the relation between output and input variables 
nor optimal solutions can be obtained.

• Knowledge of different tools and methods is required for the development and use of 
simulation models and computer simulations as well.

• Model evaluation is quite a complex process and requires additional experimentation in 
different environments.

No matter what, computer simulation is a very useful thing, and its use is rapidly increasing in 
environments and situations where it is possible. Obviously, the application of computer simu-
lation has many more advantages than disadvantages, and it is certain that computer simula-
tions are going to be dominant in almost every area and environment of everyday life [4, 6].
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Abstract

This chapter describes a modeling methodology to provide the main characteristics of a
simulation tool to analyze the steady state, transient operation, and control of steam gener-
ation processes, such as heat recovery steam generators (HRSG). The methodology includes
a modular strategy that considers individual heat exchangers such as: economizers, evapo-
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development of a numerical modeling tool that integrates sub-models based upon first
principle equations of mass, energy, and momentum balance. The main heat transfer mech-
anisms characterize the dynamics of steam generation systems during normal and abnor-
mal operations, which include the response of key process variables such as vapor pressure,
temperature, and mass flow rate. Other important variables are: gas temperature, fluid
temperature, drum pressure, drum’s liquid level, and mass flow rate at each module. Those
variables are usually analyzed with design predicted performance of real industrial equip-
ment such as HRSG systems. Finally, two case studies of the application of the modeling
strategy are provided to show the effectiveness and utility of the methodology.
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the new technological developments to support Industry 4.0 and Internet of Things (IoT) require
the solution of medium scale system models to optimize the performance of energy sources
remotely by the incorporation of site-specific performance indices Ref [1–6]. Nowadays, the most
common electric energy production process uses heat exchangers to transfer their calorific
energy from flue gases to water-vapor that impinge prime movers connected to electric genera-
tors. The gas turbine is one of the best option in quick load following combined cycle power units
due to their low costs in initial investment, operation, low emissions, and low reaction time or
response time in generating electric energy from scratch. In this case, two-third of the mechanical
work is used to self-power the operation of the turbine system and the rest can be used to
generate electric energy. This characteristic produces an estimated efficiency between 25 and
45% [1] in gas turbine systems. Thermal and energetic engineering has developed methods to
increase the efficiency in energy generation processes such that residues of a particular process
can be used to drive another heat exchange process, and therefore, this technique is called
cogeneration. The most common cogeneration technique takes advantage of the residual heat of
a gas turbine to produce useful thermal energy loaded to vapor or heated air, and then, this
energy is used in other industrial processes to increase electric energy production.

An example of vapor production uses a heat recovery steam generator (HRSG). Figure 1
shows a HRSG and its components, where the inlet illustrates the hot gases coming from the
gas turbine. The hot or flue gases transfer heat to different tube banks driving water as the
working fluid and its pressure and temperature increase until reaching the required operating
predicted performance conditions. This chapter discusses a methodology to develop and
simulate models of steam generation processes in steady state and transient conditions from
the stand point of thermos-hydraulics. The methodology can produce good simulation tools to
evaluate system operation in startup, shutdown, stand by, and load changes during useful

Figure 1. Example of a horizontal HRSG [2, 3] in energy transfer processes.
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equipment life. Examples of modeling efforts are discussed with basic configuration of boiler
furnaces and HRSG that includes economizer, evaporator, and super-heater modules. More-
over, the methodology proposes a modular approach strategy such as the one depicted in
Figure 2.

The technical literature shows models that permit the evaluation of transient processes in
boilers and vapor generators. Those models are based in first principle thermo-hydraulic
equations and some of the most important ones are discussed as follows. Mansour [4] studies
the prediction of transient behaviors of combined cycle gas turbine (CCGT) plants and
describes mathematical models of the dynamic behavior of the main components in the
combined cycle process. His study describes the heat transfer equations of superheater, evap-
orator, and economizer that allow him to develop a numerical model and simulation system.
His results are validated with field measurements from a power unit in Egypt. Dumont [5]
describes models for HRSG in boilers “once-through” without drums. The economizer, super-
heater, and evaporator models are lumped in one complex main super-model, which is com-
plex and difficult to differentiate individual component output variables. Dieck-Assad [6, 7]
presents the development of a boiler model departing from first principle equations. This
chapter adopts methodologies used in [6, 7] to model drum-evaporator systems considering
specific modular control volumes and state variables that describe the dynamics of the energy
transfer process from flue gases to the working fluid.

2. Modeling methodology

The first principle equations used to develop a steam generation process model require sim-
plifications and assumptions that limit the scope and application for which the model is

Figure 2. Modular strategy in modeling a steam generation system [4].
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created. Also, if control system optimization is desired, a performance index is defined and the
accuracy predictions should be within tolerances defined by the amount of improvements
expected by the original application goals.

For instance, a HRSG consists of a tandem of heat exchangers such that their mathematical
modeling uses the governing equations from heat transfer, fluid dynamics thermal properties
of tube materials, and thermal properties of water. The heat exchange physical phenomena
involve nonlinear models that produce complex equation systems to represent a typical heat
exchange process. In predicting the steady state and transient operation, the governing equa-
tions require a set of assumptions and considerations such as:

• The hot (flue) gases inertia is neglected.

• Heat loss around a heat exchanger control volume is not considered.

• The combustion gases flow has a uniform homogeneous distribution across the tube
interchange area.

• The combustion gases coming from the turbine are considered to behave ideal at a
pressure of 1 atm.

• The tubes in a distributed arrangement are identical, in other words, the water-vapor
mass flow rate divides among the number of tubes leaving the header and the quantity
of flue gases between tubes is the same.

• The following considerations are made at each module: at the economizer, the water
flowing is at saturated liquid conditions, in the evaporator, we assume two phases at
saturated conditions, and in the superheater, only superheated steam is considered except
for the control volume of the attemperator system.

2.1. Heat exchangers

The gas flow coming from the turbine has also a pressure loss through the heat exchange
process, however, this work focus on the internal behavior of the heat exchange fluid, and
therefore, the velocity, pressure, and composition of flue gases are the same as the entering
conditions to the first module. The superheater and economizer are considered as large heat
exchangers where the flue gas follows trajectories similar to the ones shown in Figure 3. The
water flows through a series of tube banks, which are aligned in normal directions to hot gases
flow coming from the turbine. The tube banks are parallel among them and they are tied
together with U tube connections as shown in Figure 3.

Figure 4 shows the traversal view of the tube bank heat exchange structure. This traversal
view is composed by small control volumes represented in Figure 5. The energy equations in
the x-y plane for gas, water, and metal have been reported in [4] and they are shown as
follows.

Modeling and Computer Simulation8

For gas:

ð1Þ

Figure 3. Multistage crossing flow heat exchange structure for economizer and superheater [4].

Figure 4. Traversal view representation of a heat exchange surface control volumes at modules of typical heat transfer
tube surface (Plane x-y) [4].
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For water:

ð2Þ

For metal:

ð3Þ

Every tube element is treated as a system group due to the fact that the Biot number (the ratio
between the conduction heat transfer to convection heat transfer over the body surface) is less
than 0.1. The rate of heat transfer from the hot flue gases to the metal tube is:

ð4Þ

The rate of heat transfer from the tube walls to the internal fluid (water/steam) is determined as
follows:

ð5Þ

Eqs. (1) and (3) describe the heat transfer mechanism between the tube banks for the heat
exchanger and have the characteristic of a parabolic partial differential equation. In order to
discretize the equations, the back in time implicit Euler’s center space (BTCS) method was
selected. This method is very stable both in time and space, and the step sizes in time and space
have no restrictions to assure a good solution [5]. This method approximates the partial
differential equation with finite differences between points as illustrated in Figure 6, where
“t” is time step and “i” is the space step.

Figure 5. Control volume representation numerical meshes modules in typical heat transfer surfaces [4].
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This way, an approximation to the partial differential equation is reached by finite differences,
where each partial term of Eqs. (1)–(3) is represented by:

ð6Þ

ð7Þ

where θ represents any of the properties and ϕ any of the parameters.

Using the tube representation of Figure 4 and establishing the numerical mesh from Figure 5,
the following algebraic equations describe the heat transfer at the tube Banks:

• For flue gas

ð8Þ

where,

ð9Þ

• For metal

ð10Þ

where,

Figure 6. Scheme for the BTCS implicit method [5].
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ð11Þ

• Water/vapor

ð12Þ

where,

ð13Þ

Ordering the algebraic representation of those equations for each of the discretization points,
we can obtain a tri-diagonal matrix, which is solved using a standard Gauss elimination
algorithm [8]. Therefore, this procedure allows us to evaluate the temperature behavior of the
tube bank at each time step, in other words, its transient behavior.

The heat transfer coefficient between the flue gas and the tube bank structure is obtained using
the Zukauskas correlation [9] as follows:

ð14Þ

where the coefficients B, C, and D are calculated according to the Reynolds number as
described in Table 1.

where the Reynolds number is evaluated under maximum velocity conditions between tubes:

ð15Þ

In the case of heat transfer between the tube walls and the water/vapor fluid, we can use the
Dittus-Boelter correlation for convection heat transfer as follows:

ð16Þ

where n = 0.4 when the tube is at higher temperature than the working fluid (cooling) and
n = 0.33 when the tube is at lower temperature than the working fluid (heating).
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2.2. Thermodynamic properties

The thermo-physical properties of the working fluids and flue gases that participate in heat
exchange processes change with respect to temperature and pressure. Therefore, the thermo-
dynamics properties model describes the water/vapor and hot gases behavior at different
temperatures. The International Association of Properties of Water and Vapor, IAPWS, [10]
proposes equations distributed in regions of thermodynamic state as illustrated in the pressure
(p) versus temperature (T) diagram shown in Figure 7.

The simulation model integrates routines for the water thermodynamic properties, which are
based and published in IAPWS-IF97 [10], “Release on the IAPWS Industrial Formulation 1997
for the Thermodynamic Properties of Water and Steam”. For the thermodynamic properties of
turbine waste gases, one can use the polynomials published by Yaws [11], which describe the
behavior of each component in terms of temperature.

The heat transfer capacity in the tube banks is determined by the thermal conductivity, specific
heat and density, which depend upon the operating temperature of the material. The ASME in
“2001 ASME Boiler and Pressure Bessel Code, Section II – Materials” [12] describes and
classifies the materials, which have similar behavior due to their chemical composition and
their thermodynamic properties are shown as a function of the working temperature [13–15].

Staggered arrangement

Reynolds B C D

10–500 1.04 0.4 0.36

1000–200,000 (Pt/Pl < 2) 0.35(Pt/Pl)^0.2 0.5 0.36

1000–200,000 (Pt/Pl > 2) 0.4 0.6 0.36

>200,000 0.022 0.84 0.36

Line arrangement

Reynolds B C D

0.4–4 0.89 0.330 1/3

4–40 0.911 0.385 1/3

40–4000 0.683 0.466 1/3

4000–40,000 0.193 0.618 1/3

40,000–400,000 0.0266 0.805 1/3

E Coefficient Nbeds-> 1 2 3 4 5

Line 0.7 0.8 0.9 0.9 0.9 1.0

Staggered 0.64 0.8 0.8 0.9 0.9 1.0

Table 1. Coefficients for the Zukauskas correlation [9].
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2.3. Drum-evaporator circuit

The evaporator consists of the thermal furnace system that includes drum tank, downcomer
tubes, and riser tubes. The fluid circulation can be natural, assisted, or forced. Figure 8 shows
an evaporator thermal circuit that operates with natural water/steam circulation.

The numerical modeling of both control volumes, C.V.1 and C.V.2 shown in Figure 8, uses the
proposed equations by Vega-Fonseca [16] and Dieck [6, 7, 17, 18], where the following assump-
tions are made:

• The mass flow rate that enters the downcomers (mdc) equals to the mass flow rate received
by the drum tank through the feedwater (mec).

• The water/steam flow circulation thru the risers and downcomers is constant.

• The liquid water at the drum tank is in saturation.

• The drum is a perfect cylinder.

• The feedwater flow to the drum coming from the economizer is at saturated liquid-water
conditions.

The liquid level at the drum is obtained as follows:

ð17Þ

The drum pressure is obtained as follows:

Figure 7. Distribution of thermodynamic property regions for modeling equations by IAPWS [9].
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ð18Þ

The previous equations are complemented using the following Energy balance from the hot
flue gases to the water steam as shown in Figure 9.

Figure 9. Energy balance at the evaporator.

Figure 8. Typical evaporation circuit.
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The liquid level at the drum is obtained as follows:

ð17Þ

The drum pressure is obtained as follows:

Figure 7. Distribution of thermodynamic property regions for modeling equations by IAPWS [9].
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ð18Þ

The previous equations are complemented using the following Energy balance from the hot
flue gases to the water steam as shown in Figure 9.

Figure 9. Energy balance at the evaporator.

Figure 8. Typical evaporation circuit.

Modeling, Simulation, and Control of Steam Generation Processes
http://dx.doi.org/10.5772/intechopen.79410

15



ð19Þ

ð20Þ

ð21Þ

ð22Þ

ð23Þ

To obtain the combustion gas temperature at the evaporator exit, the following equation can be
used:

ð24Þ

Eqs. (15) and (16) describe the behavior of the drum-evaporator system in terms of the
absorbed heat by the evaporator, the drum feedwater flow, and the vapor leaving the drum to
the superheated system.

2.4. Shrink and swell model

In some steam generators, changes in temperature and pressure in the evaporator system
produces an unbalance condition that generates a reverse effect in the drum level when
increasing load conditions [7]. This phenomenon is called shrink and swell due to the vapor
bubbles generated in the drum tank that generates the rise and drop of the drum level value.
To model this effect, a first order transfer function term equation is proposed as follows:

ð25Þ

where Δh is the drum level adjustment, τ is the bubble transit time to the drum liquid surface,
W fe is the feed-water flow, Wsh is the steam flow output to the high temperature exchangers
such as the superheater, s is the complex frequency variable (s = jω), and K is a constant of the
model in sec/Kg. This equation assumes that the bubbles are lumped into a volume section of
the drum cylinder and Eq. (27) describes a first order behavior in transporting this volume to
the very top of the liquid surface.

2.5. Control system model

The predicted performance of the HRSG expects the use of a three element drum level control
system in the evaporator. This will allow a smooth control in the drum tank dynamic behavior.
The configuration is based upon three process variables that are measured during the HRSG
operation: output steam flow, drum liquid level and feedwater flow. The control system model
assumes the use of PID controllers for the three element control system. Other possibilities
exist and can be substituted by the PID algorithms.

Modeling and Computer Simulation16

The standard PID model is as follows:

ð26Þ

where the discrete formulation is:

ð27Þ

The first PID controller sets the demand for drum level that is compensated by the feedforward
signal from the steam flow as shown in Figure 10. The compensated demand signal for drum
level is compared to the measured feedwater flow signal to obtain the error signal that feeds
the second PID controller that activates the feedwater valve actuator. Therefore, the use of
three process signals: drum level, steam flow, and feedwater flow in the HRSG decreases the
expansion and contraction behavior in the drum liquid due to sudden changes in steam load.
Summarizing the drum level control includes the first PID controller, which determines the
liquid level demands, and the second PID controller, which determines the feedwater to the
drum tank.

The feedwater flow is controlled by modifying the cross sectional area of the valve, which is
the percentage of opening. The following equations illustrate this controlling action.

ð28Þ

The steam flow, flowing out of the drum tank, is also modifying using the percentage of
opening, however, this controller does not follow the liquid level signal, but the drum pressure
of the HRSG. Figure 11 shows how the drum pressure signal, that generates a demand signal,
which is feedforwarded by the steam flow, obtains the demand for the vapor actuator valve.
The following equations show the controlling action for the actuator of steam valve.

Figure 10. Drum level control system diagram.
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ð29Þ

Figure 12 shows the steam temperature control system that uses vapor attemperation to
regulate the main steam thermal conditions going to the superheater system. The system
compares the steam temperature at the superheater 2 outlet with the set point to generate the
error. Then the PID controller generates the demand signal to open or close the spray valve,
which brings water/vapor at lower temperature than the superheat leaving the drum.

Figure 11. Drum pressure control system diagram.

Figure 12. Steam temperature using feedwater attemperation. Control system diagram.
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3. Simulator development

Once the equations have been derived, a computer simulation model is developed to initiate
the test of the steam generation system predicted performance both, in steady state and
dynamic conditions. One of the objectives is to validate a modular simulation feature that
permits a fully integration of blocks when additional components are added to the system.
The simulation tool would be useful to provide predicted performance behaviors for a wide
variety of system configurations based in elementary modules such as preheaters, econo-
mizers, evaporators, superheaters, and reheaters. Figure 13 describes the general operation of
a typical computer simulation program where the main computing blocks and variables are
described. Further details on the simulation blocks and programs can be found in Ref. [16].

3.1. Case study 1: Modeling and simulation of an industrial boiler

An industrial boiler was modeled and simulated having a traditional PID control strategy. The
boiler under test was a VU � 60 Industrial system that produces 180,000 pounds of steam per
hour [7]. The mathematical model of the plant was a scaled version model of the one obtained
for a thermoelectric unit [6]. The model represented only the behavior of the drum-evaporator
system having a combustion process with a simplified control system and a three element
boiler feed-water controller. The simulations were performed using the SIMULINK® shell
running under the MATLAB® platform.

The computational model obtained is compared with the measurements from the real boiler at
steady state as well as during transient conditions. In steady state, four steam loads were
studied and they are shown in Tables 2–5. In all cases, a small steady state error is observed

Figure 13. Computer simulation flow diagram.
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for the feed-water flow. This error might be produced by a purge located before the sensor
position. This way the flow will always be higher in the simulation values.

The simulation of the transient behavior was performed using a load ramp of 1.9% per minute.
The results for the critical variables are shown in Figures 14 and 15. The error in the feed-water
flow is due to a non-minimal phase effect that was not replicated exactly in themodel simulation.

Table 2. Measurement vs. simulation comparison for a load of 56 � 103 lb/h.

Table 3. Measurement vs. simulation comparison for a load of 65 � 103 lb/h.

Table 4. Measurement vs. simulation comparison for a load of 135 � 103 lb/h.

Modeling and Computer Simulation20

3.2. Case study 2: Modeling and simulation of HRSG

This case shows a heat recovery steam generator (HRSG) operating at different ramping
conditions and then settling a steady state operating. The modular simulation methodology
permits a full integration of blocks when additional components are added to the system. The
simulation tool provides predicted performance behaviors for a wide variety of HRSG config-
urations based in elementary modules such as preheaters, economizers, evaporators, super-
heaters, and reheaters. Further details on the simulation blocks and programs can be found in
Ref. [16]. Tables 6 and 7 shows the dimensions and geometries of the system.

The case in point describes the behavior of a load rejection from 100–75% in the turbine gas
capacity, by making reductions in the amount of combustion gases as well as in their

Table 5. Measurement vs. simulation comparison for a load of 170 � 103 lb/h.

Figure 14. Drum level behavior and error comparing simulation and measurements.
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temperatures. Table 8 shows the how the variables change in the 900 seconds test. The control
system generates corrective actions in order to sustain the liquid level and drum fluid pressure
at the predicted performance. Table 9 compares the simulated experiment results with the

Figure 15. Feedwater flow behavior and error comparing simulation and measurements.

Table 6. Geometric configuration of the drum tank.

Table 7. Geometric configuration of the heat exchanger elements in the HRSG system.
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predicted performance for the superheater systems. Table 10 compares the simulated experi-
ment results with the predicted performance for the evaporator and economizer systems.

Table 9 shows a 1.56% difference between the simulated steam flow at superheater 1 from the
steady state predicted performance at 100% load. This result is due to a slight overestimation
of the steam temperature at superheater 3 that induces the control system to inject spray water
to regulate the steam temperature according to the reference value. Table 10 shows also an
overestimation of feedwater temperature at economizer 2. This temperature difference is 3.3%
higher than the predicted performance for the HRSG system. However, those differences are
well within the desired specifications of similar computer simulation systems. At the 75% load

Table 8. Variations of temperature, mass flow and pressures for 100–75% ramp.

Table 9. Comparison between initial and final loads for a download change from 100–75%.
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a hot flue gases temperature error of 4.07% above the predicted performance is obtained from
the computer simulation.

4. Conclusions

This chapter presents a methodology of a modeling and simulation of the steam generation
process conceived as a development tool that permits the evaluation of different operating
conditions of Industrial Boiler and HRSG systems. The objective is to support critical engineer-
ing decisions with respect to design, fault evaluation, and integrated analysis. Also, the simu-
lation system allows the development of simulation exercises about interest scenarios to
determine important multivariable cause-effects in both, industrial boilers and HRSG systems,
without exposing the equipment to harmful and costly operative tests.

Two case studies are shown with validation tables both, in steady state and dynamic condi-
tions. Even though the mathematical models are simplified, the results provide enough preci-
sion to study very complex dynamical behavior of this multivariable thermal process. Results
show a difference of less than 5% with respect to the manufacturer’s predicted performances in
critical values of drum pressure, steam flow, steam temperatures, and hot flue gases flow. The
numerical stability of the simulation behaves well due to the robustness of the discretization
methodology and numerical methods used in the simulation model. The simulation model
generates accumulated discrepancies and errors between 2 and 5% in temperature errors for
the heat exchanger models such as economizers and superheaters. The drum pressure follows

Table 10. Comparison between initial and final loads for a download change from 100 to 75%.
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the main steam demand as expected and the hot flue gases have a slight overshoot when the
ramp ends at full nominal load. The controller showed a good performance maintaining the
drum liquid level steady during all simulation exercises. Finally, the modular approach used
can be expanded to include different geometric configurations and operating conditions, as
well as different tuning alternatives for the control system [19–22].

Glossary

area (m2)

specific heat at constant pressure (J/kg K)

specific heat at constant volume (J/kg K)

diameter (m)

error as a function of time

transfer function

gravity (m/s2)

heat recovery steam generator

entalpy (J/kg) or heat transfer coefficient (W/m2K)

proportional gain

length (m)

mass (kg)

mass flow rate (kg/s)

number of tube beds (or levels)

number of tubes per bed

pressure (bar)

longitudinal step (m)

transversal step (m)

molecular weight (kg/moles)

Prandtl number

heat transfer rate (W)

radius (m)

Reynolds number

time (s)
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temperature (K)

integral time constant (s)

derivative time constant (s)

specific internal energy (J/kg)

velocity (m/s) or volume (m3)

specific volume (m3/kg)

coordinate x or vapor quality

volumetric fraction

coordinate y or level (m)

friction coefficient

roughness (m)

flow resistance coefficient

specific heat ratio

efficiency

change

thermal conductivity (W/m K)

density (kg/m3)

dynamic viscosity (Pa s)

Abbreviations

EVAP high pressure evaporator

ECAP high pressure economizer

TEF inlet fluid temperature

TSF outlet fluid temperature

TEG inlet gas temperature

TSG outlet gas temperature

SCAP high pressure superheater

Sub-indices

refers to compound

refers to downcomers

refers to drum tank
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refers to economizer

refers to internal fluid

refers to the transfer from fluid to metal

refers to gas

refers to the transfer from gas to metal

refers to hydraulics

refers to internal

refers to liquid water

refers to metal

refers to a mixture

refers to external

refers to riser tubes or refers to reference value

refers to superheater

refers to water vapor

refers to water header

refers to the main steam valve

refers to the feed-water valve
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Abstract

Agent-based modeling and simulation is a powerful technique in simulating and explor-
ing phenomena that includes a large set of active components represented by agents. 
The agents are actors operating in a real system, influencing the simulated environment 
and influenced by the simulated environment. The agents are included in the simula-
tion model as model components performing actions autonomously and interacting with 
other agents and the simulated environment to represent behaviors in the real system. 
In this chapter, we describe how to develop an agent-based model and simulation for 
biological systems in Repast Simphony platform, which is a Java-based modeling system. 
Repast Simphony helps developers to create a scenario tree including displays of agents, 
grid and continuous space, data sets, data loaders, histogram, and time charts. At the end 
of this chapter, we present case studies developed by our research group with references 
to demonstrate local behavior of biological system.

Keywords: agent, agent-based modeling and simulation, biological systems, Repast 
Simphony

1. Introduction

In recent years, agent-based applications have been developed inspired by natural systems. 
The natural systems have a dynamic structure defined by a complex, distributed, open, het-
erogeneous, and large-scale systems. Therefore, it is too hard to model these systems in the 
artificial world. Agent-based modeling and simulation (ABMS) technique has advantage in 
explanation of the dynamics of the behavior in the complex systems including biological, 
physical, and social systems. ABMS which is used in the solution or modeling of a problem 
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in the literature seems to be inspired by living systems. Living systems offer an organization 
and operation at different levels ranging from the genetic to the social experience. The most 
common applications that can be shown in living systems are biological systems including 
human physiology which examine major systems such as cardiovascular system, immune 
system, nervous system, endocrine system, etc., and predator-prey relationship in the ecosys-
tem, birds and fish flocks, organisms that live in colonies such as foraging ants, bees, wasps, 
and termites, and etc. [1].

ABMS allows the researchers an experimental experience to create, analyze, and explicate 
the relationship between the artificial and the real world. In comparison with other model-
ing approach based on mathematical and numerical analysis, control theory, biomechanical 
techniques, etc., ABMS is referred to as “individual-based model” [2]. Individual is called 
agent which has a set of attributes and autonomous behavior. Agents are situated in some 
set of spaces and time. Agents interact with other agents in the simulation environment. The 
simulation environment includes agents that perform their actions and achieve their goals.

In this chapter, we will focus on the use of computer simulation for building the agent-based 
models in biological systems. This chapter intends to provide brief descriptions of the agent-
based models that illustrate how to build and implement case studies, which reflect the rela-
tionship in the real world.

This chapter is organized as follows: Section 2 gives a brief overview of ABMS; Section 3 
presents the description of Repast Simphony toolkit which has ability to display and schedule 
in real time; Section 4 provides implementation of case studies involving different scenarios 
to better understand ABMS phenomena; and Section 5 concludes with a brief summary of this 
chapter.

2. Agent-based modeling and simulation

Agent-based modeling and simulation (ABMS) can be defined in very diverse disciplines like 
artificial intelligence, complexity science, game theory, etc. [3, 4]. ABMS provides a suitable 
simulation modeling technique for the analysis of complex systems and emergent phenom-
ena in biological systems, social sciences, economy, management systems, etc. [5, 6]. ABMS is 
a computational model implemented as computer simulation in which there are individual 
entities and their behaviors and interactions. It focuses on rules and interaction among the 
individuals or components of the real system. In the ABMS, the systems are characterized by 
the autonomous and independent entities known as agents performing some kind of behav-
iors (action and interactions) in the simulation environment [7]. In the literature, it is possible 
to see many examples of agent-based modeling in the different fields including traffic control, 
biomedical research, ecology, energy analysis, etc. [4].

ABMS has advantage of creating a model compared to traditional approaches. No any set 
of formulas or mathematical equations are needed to build an agent-based model. ABMS 
focuses on the rules that will determine the behaviors of agents [8]. In order to develop an 
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agent-based model, firstly, it must be understood how to design and implement the model. In 
other words, the scenario of a real system must determine the limitations of the model. Some 
questions must be answered to initialize the model design, like what the agents should be in 
the model, what the agents’ environment is, how to interact with each other and environment, 
how to define the rules determined the behaviors of agents, what are roles of the agents in the 
model, etc. [9].

There are some simulation software toolkits to perform ABMS [10]. Toolkits can facilitate to 
manage the simulation process. One of the most popular toolkits in the literature is Repast 
Simphony supported by libraries of predefined methods and functions [11, 12].

3. Repast Simphony

Repast (Recursive Porous Agent Simulation Toolkit) Simphony is an agent-based modeling and 
simulation framework based on the object-oriented programming using Java language. It is 
free and open source so that it offers the users the widespread use of the agent development 
environments. Repast Simphony uses Eclipse-integrated development environment (IDE) for 
developing computer code [13]. Repast Simphony tool offers researchers a flexible way to write 
models including graphical user interface, toolbar to control the simulation processes (start, step, 
pause, stop, exit, etc.), displaying agents and their environment, monitoring the output data 
(time chart, histogram bar), scheduling of simulations, parameter management, data sets, data 
loaders, etc. Repast Simphony is the most suitable simulation framework for agent-based model 
development. Classes of agents and their interactions are displayed in Repast Simphony. The 
output data are graphically presented in time charts and/or histogram bar. Repast Simphony 
allows the users to record inbuilt data to txt files and displays as movies or images. Also, the 
users obtain the snapshots of graphics and/or display. Repast Simphony has advantage to dis-
play, schedule, analyze, update, or manipulate a running simulation in real time.

After downloading the latest version on Repast Simphony from its web page, creating a new 
Repast Simphony project is very easy. The first step is to run Eclipse IDE. After the new 
Repast Simphony Project, which includes a source directory, and default package is created, 
the scenario directory structure is prepared by creating agent classes.

To build an agent-based model, it is necessary to create classes. More agent classes can be 
created according to the scenario of the model. The classes include any number of meth-
ods to describe the attributes and roles of agents. Setup or step methods are called for each 
iteration of the simulation. In the each iteration of the simulation, the simulation runtime is 
described with time steps or tick counts. During the simulation runtime, the agents perform 
their actions. The get and set methods, which describe agents’ attributes, may update the 
value returned or stored in each tick count. The agents may continue or update their actions 
according to the results of the previous action they performed.

Agents are situated in continuous space and/or grid in the simulation environment which 
provides a context for interaction and communication of agents. Agents may be distributed 
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to the environment randomly or with some rules. They may have the energy to make them 
survive. If the agent’s energy is exhausted, the agent may die. If the agent’s energy reaches the 
reproduction threshold, it may reproduce. In the simulation environment, there are hetero-
geneous agents which have different types. For example, an agent may represent the animal, 
while the other may represent the human. A style class in two-dimensional (2D) or three-
dimensional (3D) simulation environment can be created in a way that defines the physical 
properties of agents such as size, color, and shape. Global parameters associated with agent 
classes, including initial values of project given by users, may be defined in an xml file.

Repast Simphony provides the users a graphical user interface (GUI). GUI allows the users 
to manage the simulation processes and to control the parameters. GUI has a user panel that 
includes run options, parameters, and scenario tree. To form the scenario tree of a project, 
context builder Java file is defined in data loaders to display agents and the environment on 
which agents are located. It is possible to observe agents’ behavior outputs on the plots and 
charts. Data sets are created to graphically illustrate time charts defining variables over time. 
The data set source is determined by pointing out the relevant methods. Histogram bar chart 
illustrates the distribution of variables.

4. Implementation of the case studies

Agent-based models utilizing Repast Simphony have been developed for a diverse range of 
scenario including biological systems. In this chapter, three different case studies are pre-
sented to better understand ABMS phenomena. These case studies described in subsections 
are highlighted local behaviors of a real system.

4.1. Sunn pest-wheat

This case study [14] presents the predator prey relationship model in the ecology. In this 
model, three types of agents are defined as sunn pest, wheat, and parasitoid. The sunn pest 
called bug agent in the model is both the predator and the prey roles. Wheat called habitat in 
the model is a cereal plant widely cultivated for food. The sunn pest is fed with wheat grain. 
The parasitoid is the predator which parasitizes the sunn pest’s eggs. We have a grid where the 
sunn pests are randomly distributed illustrated in Figure 1.

The grid includes sunn pest, wheat, and parasitoid. In Figure 2, the green color shades indi-
cate the growth of wheat, the red color cells indicate the sunn pest, and the white color cells 
indicate sunn pests’ nymphs. About 7000 sunn pest agents and 1000 parasitoid agents are 
randomly distributed in the 28,000 grid cells.

In modeling of sunn pest-wheat scenario, agent classes and methods are built according to the 
definitions in Tables 1–3.

The simulation runs during 90th tick counts which is represented in sunn pests’ lifecycle 
(biological stages) and cultivation cycle of wheat. The aim of this case study is to simulate 
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the chemical and/or biological struggles against sunn pest and obtaining maximum gain to 
produce the wheat. The parasitoids are used only in biological struggles against sunn pest. In 
the initial time, all of agents distribute randomly on the grid. If the biological struggle is to be 

Figure 1. Distribution of the sunn pests on the 10 × 10 grid size.

Figure 2. The graphical user interface during the running of the simulation [14].
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done, the parasitoid agents are activated. Until the 15th tick count, sunn pest agents act on the 
grid and fed from the habitat cells. At the 15th tick count, female sunn pests lay eggs (embryos) 
and die. In Figure 2, white color cells on the grid indicate the embryos, and the histogram bar 
shows the sunn pests’ total numbers for each biological stage. Through 90th tick counts, the 
sunn pests complete their lifecycle against the parasitoid. At the end of the simulation, the sum 
of food availability on the habitat cells has been observed illustrated in Figure 3.

In the result of this case study, the relationship between sunn pest and parasitoid is simulated 
with the agent-based modeling approach. This case study represents the behavior of a real 
biological system, even if it is not identified with all the details. In the computer simulation 
studies, some assumptions can be done, such as in this study, the climate conditions are not 
included in the simulation. The boundaries of the study must be specified, otherwise undesir-
able results can be obtained and the system drifts the chaos.

4.2. Bacteria – antibiotic

This work [15] presents bacterial population and resistance to antibiotics. Bacterial population 
known as bacterial flora are nonharmful microorganisms in the human body that live in the 
human skin, in the mouth, in the digestive system, etc. There are immune cells that suppress 
the bacterial flora. Immune cells and bacterial flora should always be balanced in the body. In 
this model, two types of agents are defined as bacteria and immune system cell. About 4000 

Roles Predator, prey

Attributes Size, energy, gender, survival probability, state, generation

Actions Move, grow, mortality, reproduce, die

Rules Female and male ratio is 50%.

Randomly goes to one of the neighbour cells around him and feeds and grows from that cell.

When the adults come to the field, the simulation starts.

If the sunn pest is female and its size is more than 12 mm (i.e. the biological state is mature), lay eggs 
5 times, leaves a total of 80 to 150 eggs and dies.

If the sunn pest is a male, it dies in condition that the probability of survival (95%) being smaller than 
a random number determined.

Grows 0.3 mm per step in the embryo phase and except this; it grows as much as the amount that it 
eats.

If the size of sunn pest is in the range of 0 - 0.8, its biological stage is an “Embryo”.

If the size of sunn pest is in the range of 0.8 - 2.0, its biological stage is a “First nymph”.

If the size of sunn pest is in the range of 2.0 - 3.5, its biological stage is an “Second nymph”.

If the size of sunn pest is in the range of 3.5 - 5.0, its biological stage is a “Third nymph”.

If the size of sunn pest is in the range of 5.0 - 6.0, its biological stage is a “Fourth nymph”.

If the size of sunn pest is in the range of 6.0 - 6.0, its biological stage is a “Fifth nymph”.

If the size of sunn pest is greater than 10.0 mm, its biological stage is in the “Adult”.

Table 1. Local knowledge of sunn pest (bug agent).
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bacterial agents and 100 immune system cell agents are randomly distributed on the 100 × 100 
grid cells. The grid represents a human tissue or organ.

Bacteria agents are grouped within themselves depending on the range of disease called 
virulence factor. The virulence factor is assigned between 1 and 4. In Figure 4, the white cells 
on the grid indicate the bacterial agents which have the virulence factor of 1, the yellow cells 
on the grid indicate the bacterial agents which have the virulence factor of 2, the red cells on 
the grid indicate the bacterial agents which have the virulence factor of 3, the purple cells 
on the grid indicate the bacterial agents which have the virulence factor of 4, and the blue 
cells on the grid indicate the immune system cell agents which have the virulence factor of 4.

The simulation has three parts: the first one is bacterial competition on flora, the second is 
antibiotic usage, and the third is antibiotic resistance. According to these parts, the local 
knowledge of bacterial agents and immune system cell agents is defined in Table 4.

In the first part of the simulation, the aim is to balance the population of bacterial agents and 
immune system cell agents on the grid. Also, bacterial agents compete with their neighbors 
for space and food resources. A food layer is defined in the simulation environment to live, 
grow, and reproduce. In the second part of the simulation, antibiotic usage is defined against 
the bacterial agents. An antibiotic layer is included in the simulation environment. The aim is 
to help the immune system cell agents and kill the bacterial agents.

Roles Food value layer

Attributes production rate, availability value

Actions grow

Rules Defined at certain ratio within each cell in the grid.

Grows certain ratio in each step, and it becomes availability value.

The sunn pest consumes food as much as its growth rate in the cell where it is located.

Its color scale changes according to its production rate.

Table 2. Local knowledge of wheat (habitat cell).

Roles Parasitoid

Attributes —

Actions move, hunt, kill

Rules Randomly distributed in the grid.

Parasitizes sunn pest’s embriyo at the neighbouring cells around and locates in its cell.

If there is no sunn pest’s embriyo in the neighbouring cells, it changes its position and randomly 
moves to another cell.

Remains in the grid until the end of the simulation.

Table 3. Local knowledge of parasitoid.
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and die. In Figure 2, white color cells on the grid indicate the embryos, and the histogram bar 
shows the sunn pests’ total numbers for each biological stage. Through 90th tick counts, the 
sunn pests complete their lifecycle against the parasitoid. At the end of the simulation, the sum 
of food availability on the habitat cells has been observed illustrated in Figure 3.

In the result of this case study, the relationship between sunn pest and parasitoid is simulated 
with the agent-based modeling approach. This case study represents the behavior of a real 
biological system, even if it is not identified with all the details. In the computer simulation 
studies, some assumptions can be done, such as in this study, the climate conditions are not 
included in the simulation. The boundaries of the study must be specified, otherwise undesir-
able results can be obtained and the system drifts the chaos.

4.2. Bacteria – antibiotic

This work [15] presents bacterial population and resistance to antibiotics. Bacterial population 
known as bacterial flora are nonharmful microorganisms in the human body that live in the 
human skin, in the mouth, in the digestive system, etc. There are immune cells that suppress 
the bacterial flora. Immune cells and bacterial flora should always be balanced in the body. In 
this model, two types of agents are defined as bacteria and immune system cell. About 4000 

Roles Predator, prey

Attributes Size, energy, gender, survival probability, state, generation

Actions Move, grow, mortality, reproduce, die

Rules Female and male ratio is 50%.

Randomly goes to one of the neighbour cells around him and feeds and grows from that cell.

When the adults come to the field, the simulation starts.

If the sunn pest is female and its size is more than 12 mm (i.e. the biological state is mature), lay eggs 
5 times, leaves a total of 80 to 150 eggs and dies.

If the sunn pest is a male, it dies in condition that the probability of survival (95%) being smaller than 
a random number determined.

Grows 0.3 mm per step in the embryo phase and except this; it grows as much as the amount that it 
eats.

If the size of sunn pest is in the range of 0 - 0.8, its biological stage is an “Embryo”.

If the size of sunn pest is in the range of 0.8 - 2.0, its biological stage is a “First nymph”.

If the size of sunn pest is in the range of 2.0 - 3.5, its biological stage is an “Second nymph”.

If the size of sunn pest is in the range of 3.5 - 5.0, its biological stage is a “Third nymph”.

If the size of sunn pest is in the range of 5.0 - 6.0, its biological stage is a “Fourth nymph”.

If the size of sunn pest is in the range of 6.0 - 6.0, its biological stage is a “Fifth nymph”.

If the size of sunn pest is greater than 10.0 mm, its biological stage is in the “Adult”.

Table 1. Local knowledge of sunn pest (bug agent).
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bacterial agents and 100 immune system cell agents are randomly distributed on the 100 × 100 
grid cells. The grid represents a human tissue or organ.

Bacteria agents are grouped within themselves depending on the range of disease called 
virulence factor. The virulence factor is assigned between 1 and 4. In Figure 4, the white cells 
on the grid indicate the bacterial agents which have the virulence factor of 1, the yellow cells 
on the grid indicate the bacterial agents which have the virulence factor of 2, the red cells on 
the grid indicate the bacterial agents which have the virulence factor of 3, the purple cells 
on the grid indicate the bacterial agents which have the virulence factor of 4, and the blue 
cells on the grid indicate the immune system cell agents which have the virulence factor of 4.

The simulation has three parts: the first one is bacterial competition on flora, the second is 
antibiotic usage, and the third is antibiotic resistance. According to these parts, the local 
knowledge of bacterial agents and immune system cell agents is defined in Table 4.

In the first part of the simulation, the aim is to balance the population of bacterial agents and 
immune system cell agents on the grid. Also, bacterial agents compete with their neighbors 
for space and food resources. A food layer is defined in the simulation environment to live, 
grow, and reproduce. In the second part of the simulation, antibiotic usage is defined against 
the bacterial agents. An antibiotic layer is included in the simulation environment. The aim is 
to help the immune system cell agents and kill the bacterial agents.

Roles Food value layer

Attributes production rate, availability value

Actions grow

Rules Defined at certain ratio within each cell in the grid.

Grows certain ratio in each step, and it becomes availability value.

The sunn pest consumes food as much as its growth rate in the cell where it is located.

Its color scale changes according to its production rate.

Table 2. Local knowledge of wheat (habitat cell).

Roles Parasitoid

Attributes —

Actions move, hunt, kill

Rules Randomly distributed in the grid.

Parasitizes sunn pest’s embriyo at the neighbouring cells around and locates in its cell.

If there is no sunn pest’s embriyo in the neighbouring cells, it changes its position and randomly 
moves to another cell.

Remains in the grid until the end of the simulation.

Table 3. Local knowledge of parasitoid.
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Figure 5 shows how the antibiotic usage suppresses the bacterial agent population when the 
immune system cell agents are insufficient. The third part of the simulation presents the rela-
tionship between antibiotic-resistant bacterial agents and immune system cell agents. Most of 
the bacterial agents with virulence factor between 2 and 4 are killed by the antibiotic, whereas 
rest is killed by immune system cell agents. However, bacterial agents with virulence factor of 
1 survive because they are antibiotic-resistant. Bacterial agents with low virulence factor are 

Figure 3. The graphical user interface at the end of simulation [14].

Figure 4. Bacterial agents and immune system cell agents on the grid at the initial time [15].
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divided very rapidly so that the number of immune system cell agents is increased. Figure 6 
shows the struggle between immune system cell agents and bacterial agents on the grid. The 
grid, which indicates green color in Figure 6, represents tissue/organ.

Figure 7 shows, graphically, the populations of immune system cell agents and bacterial 
agents during the simulation runtime. At the initial time, there are 4000 bacterial agents and 

Bacterial agents Immune system cell agents

Roles microorganism microorganism

Attributes virulance factor, survivalProbability, 
mutationProbability, size

Id

Actions move, grow, reproduce move, send signal, kill, disappear

Rules Randomly distributed in the grid.

Divided up into empty cells during the simulation 
runtime.

With a low virulence factor reproduce very 
rapidly.

With the virulence factor of 1 is resistant to 
antibiotic which has a concentration value that 
can kill bacteria in each cell.

Observes the neighbour 48 cells.

If there is a bacteria agent in the neighbour cells, 
it kills and locates on that cell.

If it kills two bacteria, it sends signals to another 
immune system cell agent and dies.

If there are more than 40 bacteria agents in the 
neighbour cells, it sends signals to other immune 
system cell agents.

If there are between 2 and 15 bacteria agents in 
the neighbour cells, it does not see any danger 
state and disappear.

Table 4. The local knowledge of bacterial agents and immune system cell agents.

Figure 5. Relationship between bacterial agents and immune system cell agents in the antibiotic usage [15].
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100 immune system cell agents on the grid. When simulation starts, immune system cell 
agents kill some of the bacterial agents. Surviving bacterial agents grow and reproduce. When 
the population of bacterial agents reaches the maximum value, the population of immune 

Figure 6. Struggle between immune system cell agents and bacterial agents [15].

Figure 7. Relationship between bacterial agents and immune system cell agents in the antibiotic usage [15].
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system cell agents starts to increase. Antibiotic usage helps to reduce the population of bacte-
rial agents because the population of bacterial agents is very large.

This case study provides an introduction to understand the dynamics of microbiological sys-
tems that take place in the process of bacterial evolution. During the simulation runtime, it 
is observed that how the system dynamics can be adaptive to external influences and effect 
interactions of them.

4.3. Homeostasis

Homeostasis is a steady state that regulates the keeping of state variables at a constant or stable 
condition. Homeostasis is defined as a closed-loop control system that balances changes of target 
values. Biological systems like human body struggle to control its internal environment against 
internal and external influences. If homeostasis is unsuccessful in the body, vital functions cannot 
continue to work and the system drifts into chaos. Almost all homeostatic control mechanisms 
involve negative feedback loop which provides long-term control to maintain a steady state. 
Negative feedback has a self-regulating mechanism for maintaining homeostasis. Negative feed-
back mechanism involves some important factors. The first one is sensor or receptor which senses 
changes in the system variables that need to be regulated. The second is a control center which 
has a set point or threshold value that keeps the optimal value of the system variable. The other is 
an effector which produces a response that eliminates or reduces the changes of the system vari-
ables. Negative feedback loop runs until the system variables are adjusted at optimum values.

There are many negative feedback control mechanisms in the biological systems. The human 
physiology is one of the best examples of the biological systems in which the negative feed-
back mechanisms are observed. Some negative feedback control mechanisms that occur in 
the human body include regulation of blood pressure, keeping the pH constant, regulation of 
oxygen and carbon dioxide concentration in the blood, hormonal regulation of blood glucose 
levels, thyroid regulation, the control of body temperature, etc.

In this chapter, an example of negative feedback control mechanism that occurs in the human 
body is presented with ABMS approach.

4.3.1. The control of the temperature: thermoregulation

In this case study [16], an agent-based homeostatic control model that regulates the body 
temperature during fever is presented. Fever is defined by an increase in body temperature 
above the normal range. Three types of agents, receptor agent, controller agent, and effec-
tor agents, are defined. Receptor agent is represented by thermoreceptor agent which senses 
changes in the body temperature. Controller agent has a set point which keeps the optimal 
value of body temperature. Effector agents are a set of dynamic autonomous agents which 
represent blood vessel that is a component of cardiovascular system [17]. Effector agents have 
been developed with ABMS approach [8]. The blood vessel is divided into segments. Each 
segment represents an agent. All of the agents in the negative feedback control mechanism 
are illustrated in Figure 8.
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system cell agents starts to increase. Antibiotic usage helps to reduce the population of bacte-
rial agents because the population of bacterial agents is very large.

This case study provides an introduction to understand the dynamics of microbiological sys-
tems that take place in the process of bacterial evolution. During the simulation runtime, it 
is observed that how the system dynamics can be adaptive to external influences and effect 
interactions of them.

4.3. Homeostasis

Homeostasis is a steady state that regulates the keeping of state variables at a constant or stable 
condition. Homeostasis is defined as a closed-loop control system that balances changes of target 
values. Biological systems like human body struggle to control its internal environment against 
internal and external influences. If homeostasis is unsuccessful in the body, vital functions cannot 
continue to work and the system drifts into chaos. Almost all homeostatic control mechanisms 
involve negative feedback loop which provides long-term control to maintain a steady state. 
Negative feedback has a self-regulating mechanism for maintaining homeostasis. Negative feed-
back mechanism involves some important factors. The first one is sensor or receptor which senses 
changes in the system variables that need to be regulated. The second is a control center which 
has a set point or threshold value that keeps the optimal value of the system variable. The other is 
an effector which produces a response that eliminates or reduces the changes of the system vari-
ables. Negative feedback loop runs until the system variables are adjusted at optimum values.

There are many negative feedback control mechanisms in the biological systems. The human 
physiology is one of the best examples of the biological systems in which the negative feed-
back mechanisms are observed. Some negative feedback control mechanisms that occur in 
the human body include regulation of blood pressure, keeping the pH constant, regulation of 
oxygen and carbon dioxide concentration in the blood, hormonal regulation of blood glucose 
levels, thyroid regulation, the control of body temperature, etc.

In this chapter, an example of negative feedback control mechanism that occurs in the human 
body is presented with ABMS approach.

4.3.1. The control of the temperature: thermoregulation

In this case study [16], an agent-based homeostatic control model that regulates the body 
temperature during fever is presented. Fever is defined by an increase in body temperature 
above the normal range. Three types of agents, receptor agent, controller agent, and effec-
tor agents, are defined. Receptor agent is represented by thermoreceptor agent which senses 
changes in the body temperature. Controller agent has a set point which keeps the optimal 
value of body temperature. Effector agents are a set of dynamic autonomous agents which 
represent blood vessel that is a component of cardiovascular system [17]. Effector agents have 
been developed with ABMS approach [8]. The blood vessel is divided into segments. Each 
segment represents an agent. All of the agents in the negative feedback control mechanism 
are illustrated in Figure 8.
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During the simulation runtime, each agent defined in the negative feedback control mecha-
nism interacts with other agents. All of the agents interact with each other by using Java 
message service. Java message service supports “publish/subscribe” message delivery model. 
Receptor agent monitors the change of the body temperature and publishes it to the controller 
agent who has subscribed to the value. Controller agent receives message that includes the 
body temperature value. Controller agent compares the body temperature value to its set 
point value. Controller agent sends a message to the effector agents which start or stop the 
negative feedback mechanism. Effector agents produce a response based on the message that 
they receive, and they publish to the receptor agent to correct the deviation with negative 
feedback. Negative feedback control mechanism achieves a balance between heat production 
and heat loss. The output of the negative feedback mechanism is illustrated in Figure 9.

The simulation has a scenario of fever disease. This scenario achieves a balance with the 
agent-based negative feedback control mechanism as follows:

1. At the initial time, the core body temperature fluctuates between 36.7 and 37.2°C which is 
an acceptable normal range inside the human body. The set point of the body temperature 
is set to 37°C.

2. An infection that causes a fever disease is assumed that it starts with increasing the body 
temperature. The set point of the body temperature is set to 40°C at which the maximum 
value is assumed by homeostasis. The body temperature is less than the new set point of 
the body temperature.

3. Increased body temperature triggers shiver which is the reaction of the body. Shiver tries 
to gain the body heat which causes the constriction of the blood vessel called vasocon-
striction. The controller agent publishes message “VASOCONSTRICTION” to the effector 

Figure 8. Negative feedback control mechanism of thermoregulation [16].
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agents. The effector agents decrease their radius values to produce a response. Local blood 
flow parameter depending on the radius helps the heat gain.

4. The body temperature reaches the new set point of the body temperature. The infection 
is assumed to be cleared inside the body. The set point of the body temperature is set to 
37°C. The body temperature is more than the new set point of the body temperature.

5. Condition at fourth step triggers sweat. Sweat tries to reduce the body heat which causes 
the dilation of the blood vessel called vasodilation. The controller agent publishes message 
“VASODILATION” to the effector agents. The effector agents increase their radius values 
to produce a response. Local blood flow parameter depending on the radius helps the heat 
loss. Thus, the body temperature returns to the optimal value.

In the result of this case study, it is observed graphically how the body temperature is 
regulated during fever. Agent-based negative feedback control mechanism can be called 
adaptation loop [18]. This is because the negative feedback control mechanism is run by a 
set of dynamic autonomous agents. In this mechanism, it is possible to observe their local 
behaviors.

5. Conclusion

This chapter has introduced the reader to ABMS, and it described implementations of dif-
ferent case studies utilizing the Repast Simphony toolkit. ABMS offers an extensible way to 
model biological systems consisting of autonomous and interacting agents which perform 
their actions and adapt their behaviors. Computer simulation helps the researcher to explore 
the behavior of a dynamic system. This chapter is concluded by observing interactions of real 
systems’ components in the abstraction level.

Figure 9. Regulation of the body temperature [16].
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The detent or chronometer escapement is considered the most accurate of the balance wheel 
escapements and it was used in marine chronometers [1]. In 1748, Pierre Le Roy invented the 
early form of it. He created a pivoted detent type of escapement [2, 3]. Around 1775, John Arnold 
invented the first effective design of detent escapement. In 1780, Arnold’s escapement was mod-
ified by Thomas Earnshaw [3, 4]. If watches or clocks had been equipped with free harmonic 
oscillators, they would have performed harmonic oscillations with constant frequency. But real 
watch balance wheels always perform dumped and driven oscillations. Thomas’s modification 
to the chronometer escapement was very close to previously mentioned ideal [5].

Two different but equally important functions are accomplished by escapement:

1. Impulsive: It maintains the balance wheel oscillations and keeps its amplitude constant 
[5, 6].

2. Regulative: It regulates the speed of the watch main movement [5, 6].

Important characteristics of Thomas Earnshaw’s chronometer detent escapement mechanism 
are:

1. Balance wheel (oscillator) is almost free from the escapement influence and thus inde-
pendent from the interference by the main gear train. In accordance to this, Thomas 
Earnshaw’s escapement belongs to the escapement group named as “detached.” 
Balance wheel coupled with detached escapement performs almost free harmonic oscil-
lations [5].

2. Escapement wheel is locked on a stone (jewel) carried in a detent. Impulse is given by the 
teeth of the escapement wheel (when a tooth is unlocked) to a pallet on the balance staff 
in every alternate swing of the balance wheel. Instead as a pivoted lever, the detent is 
designed and constructed as a blade spring and consequently does not require lubrication 
[1, 5].

3. Geometry and kinematics of the escapement teeth and impulse pallet are designed in such 
a way that they also do not need lubrication. This feature is of greatest importance for the 
stability of the balance wheel oscillations and uniform chronometer’s going rate [5].

2. Constructive geometry and basic principles

Figure 1 shows all components of chronometer escapement mechanism. Escapement wheel 
(1) receives the energy from twisted mainspring and is mashed with the last gear of the 
chronometer main gear train [5]. Balance wheel (B) performs torsion oscillations with a rota-
tional motion about the axis of the helical spring (S), while the rotation of escapement wheel 
is blocked by the locking pallet (10) until the discharging pallet (5) pushes the gold spring 
(9) supported by the horn of detent (11) [5, 7]. Discharging event occurs during the period 
of time in which balance wheel (B) rotates in positive (counterclockwise) direction. As the 
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balance moves, the discharging pallet (5) on the balance staff engages the gold spring (9) and 
moves the detent blade (8) until the locking stone (10) releases the wheel tooth. At that precise 
moment, one tooth of the escapement wheel drops (escapes) and the next in advance engages 
the impulse pallet (3), which is a jewel fastened into the impulse roller [1, 5]. As the balance 
wheel proceeds, the wheel tooth continues to push the pallet (3), and after the short movement, 
the detent (8) is released and drops back to rest. Now, in the rest position, detent locking stone 

Figure 1. All parts of Thomas Earnshaw’s chronometer detent escapement mechanism.
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(10) is ready to lock the nest tooth. The wheel tooth continues to push on the pallet (3) until the 
tooth drops off, and the appropriate tooth is locked on the detent locking stone (10) [5, 7]. On 
its return, the balance wheel (B) rotates clockwise and comes against the gold (passing) spring 
(9) through the discharging pallet (5) again but on the opposite site [2, 5]. However, as the 
balance wheel (B) proceeds, instead of lifting the detent (8), the passing spring (9) gives way, 
and as the balance continues rotation, the passing spring (9) is released. This is particularly 
important for the proper operation of the escapement since no push or impulse is given to the 
locking stone (10) and discharge roller (4) during the clockwise rotation of the balance wheel 
(B) [5]. Escapement working cycle can repeat endlessly long. This was the explanation of basic 
working principles of Thomas Earnshaw’s chronometer detent escapement mechanism.

Some of the parameters of escapement constructive geometry (Figure 2) are known, some of 
them can be acquired willingly, and the rest must be rigidly established [5, 7].

Commonly, the escapement wheel has 15 teeth that are at mutual angular distance out of 24°, 
even though the wheels of 12, 14, and 16 teeth can be found often. The angle between EO and 
detent line is 45°, the diameter of escapement wheel is assumed to be dE = 120 mm, and the 

Figure 2. Constructive geometry of Thomas Earnshaw’s chronometer detent escapement mechanism.
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length of detent line is assumed to be ld = 130 mm. The distance between the point E (center 
of escapement wheel) and detent line should be a bit longer than the radius of escapement 
wheel and it is presumed to be l = 65 mm. For the reason of safe mashing between impulse 
pallet and escapement teeth, the impulse pallet drop of at least 1° on each side of the pallet 
must be defined, and as a result, the escapement wheel rotates by 22° [5]. The diameter of the 
impulse pallet circle Di is determined by geometrical construction in SolidWorks sketch, as 
well as Dd (diameter of the discharge pallet’s circle—the assumption is that it rotates by 30° 
during discharge) and R (length of the detent—the assumption is that it rotates by 2° during 
discharge). The position p and length q of the locking pallet can be found from the disposition 
of the escapement tooth and detent angular displacement [1, 5].

There is no need for lubrication of the escapement wheel of Thomas Earnshaw’s chronometer 
escapement and that is its biggest advantage over all other watch escapements. Balance’s 
impulse pallet and the escape tooth roll together, so there is less friction (they not slide across 
one another) [2, 5]. Lubricant viscosity changes due to the temperature changes (it can even 
dry up), and the ability of chronometer escapement to run dry can result in more consistent 
timekeeper [5, 7]. The constructive geometry of this mechanism can be modified and adapted 
by dynamical analysis [5].

3. Making of 3D model and assembly

Since the constructive geometry and basic principles have been explained so far, now, 3D 
modeling can be easily conducted. Making of 3D model and assembly was completed in 
“SolidWorks 2016” and the procedure will be explained in continuance.

As it is known, when using some of the programs for 3D modeling, all parts of one assembly 
must be modeled separately. In this case, all parts of chronometer detent escapement mecha-
nism were created according to the constructive geometry that is previously explained and 
applied in sketches definition. The set of SolidWorks commands named “Features” was used 
for part modeling. Commands such as “Extruded Boss/Base,” “Revolved Boss/Base,” “Lofted 
Boss/Base,” and “Swept Boss/Base” were used for material adding, while commands such as 
“Extruded Cut,” “Revolved Cut,” “Lofted Cut,” and “Swept Cut” were used to remove the 
material in various ways. Part modeling includes the specification of materials and physi-
cal properties that are principally important for dynamical analysis and appropriate motion 
study of a mechanism as a whole. Figure 3 [5] shows the modeling of escapement wheel. All 
other components are modeled in the same way; they are shown in Figure 4 and their list is 
given beneath:

1. Escapement wheel

2. Impulse roller

3. Balance wheel and discharge roller

4. Balance wheel thermal compensation
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5. Helical spring

6. Gold (Passing) spring

7. Detent

8. Locking pallet (Jewel stone)

9. Discharging pallet (Jewel stone)

10. Impulse pallet (Jewel stone)

11. Chronometer mechanism frame [5, 8].

All parts named above have been assembled in one functional mechanism in accordance with 
kinematical principles and constructive geometry that has been previously explained.

Complex assemblies contain many different parts, which can be the components of some 
other assemblies, so-called sub-assemblies [5]. When adding a part to an assembly, the bond 
between them is made and when user opens the assembly in SolidWorks, one can identify the 

Figure 3. Escapement wheel modeled in SolidWorks 2016.
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component file as a part of assembly. Changes in components manifest in the very assembly and 
parts are linked by command “Mate” that creates geometric tie between components. Mates 
define the allowable directions of linear or rotational motion of the components. They can be 
moved within its degrees of freedom, visualizing the assembly’s behavior [8, 9]. Complete 
chronometer detent escapement modeled in “SolidWorks 2016” is shown on Figure 5 [5].

There are three categories of mates—standard, advanced, and mechanical.

1. Standard mates define geometrical links between components (parallel, tangent, concen-
tric, coincident, perpendicular, distance, or angle). For example, a concentric mate forces 
two cylindrical mates to become concentric, while a coincident mate forces two planar 
faces to become coplanar [8].

Figure 4. Components of chronometer detent escapement mechanism.
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2. Advanced mates include limit, symmetry, width, path, profile center, and linear/linear 
coupler. For instance, profile center mate automatically center-aligns geometric profiles 
to each other and fully defines the components. A path mate constrains a selected point 
on a component to a path that has been defined by selecting one or more entities in the 
assembly [8].

3. Mechanical mates contain gear, screw, hinge, slot, rack and pinion, cam-follower, and 
universal joint mates. For example, a hinge mate limits the movement between two com-
ponents to one rotational degree of freedom. Gear mates force two components to rotate 
relative to one another about selected axes. A cam-follower mate is a type of tangent or 
coincident mate and it allows the user to mate a cylinder, plane, or point to a series of 
tangent extruded faces [8, 9].

The assembling of Thomas Earnshaw’s chronometer detent escapement was done only by 
using standard mates. This access describes the real process of the mechanism assemblage 
[5]. Firstly, chronometer frame is set as an immovable part of mechanism. Then, balance 
and escapement wheels are linked to the frame (axles of balance and escapement wheel are 
concentric with related bearings). On the inner surface of the balance wheel are thoroughly 
adhered two thermal compensation pieces. Helical spring is attached to the balance wheel 
and the frame (coincident mate is used), so its axis and axis of balance wheel are collinear. 
Detent assembly is made by linking detent blade to the detent foot so it can rotate about 

Figure 5. The assembly of Thomas Earnshaw’s chronometer detent escapement mechanism.
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detent foot axle. Eventually, mechanism is completed by adding three pallets–the locking, the 
impulse, and the discharging jewel stones [1, 5, 8]. Chronometer detent escapement mecha-
nism is shown in Figure 6 in horizontal and isometric projection [5].

Figure 6. Horizontal and isometric projection of Thomas Earnshaw’s chronometer detent escapement mechanism.
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4. Motion study

SolidWorks motion studies are graphical simulations of motion for assembly models. Motion 
studies do not change an assembly model or its properties, but they simulate and animate 
the motion that is prescribed for a model. Motion study has a timeline-based interface named 
“Motion Manager” that includes animation, basic motion, and motion analysis [8, 9].

Animation is available in core of SolidWorks, and it can be used to animate the simple motion of 
assemblies by adding motors to drive the motion of one or more parts of an assembly or by pre-
scribing the positions of assembly components at various times using set key points. Animation 
uses interpolation to define the motion of assembly components between key points [8].

Basic motion is available in the core of SolidWorks and it can be used for the approximation 
of the effects of motors, springs, contact, and gravity. Even though the mass is taken into 
consideration, computation is relatively fast [8, 9].

Motion analysis is available with the SolidWorks application “Motion TM” add-in to 
SolidWorks Premium. It is used accurately for simulations and analyses of the effects of 
motion elements (dampers, forces, springs, and friction) on an assembly. Motion analysis 
uses computationally strong kinematic solvers and accounts for material properties as well as 
mass and inertia in the computations [9].

The graphics section for SolidWorks motion study of Thomas Earnshaw’s chronometer detent 
mechanism is split horizontally into upper and lower area and it is shown on Figure 7 [5]. 
Assembly of the mechanism as a whole is in the upper area and the lower area is divided 
into three segments: timeline with key points and time bar on the right, the motion manager 
toolbar across the top, and the motion manager design tree on the left [5, 8, 9].

The motion manager toolbar contains some of the following property managers:

1. Gravity (property manager) is a simulation element that moves components around an 
assembly by inserting a simulated gravitational force. Gravity parameters are direction 
reference and numeric gravity value, but only one of these definitions can be used in any 
simulation [8, 9]. Gravity has been eliminated from dynamical analysis of escapement 
mechanism, since it does not affect the performance of the mechanism [8].

2. Damper (property manager) is consisted of linear and torsional damper and it simulates the 
effects of energy dissipation [8]. This motion study does not deal with dumpers separately, 
since the dumping characteristics have already been included into the spring simulation [5].

3. Motors are motion study elements that move components in an assembly by simulating 
the effects of various types of motors. Motors can be rotary and linear [8]. This function 
was not used in the motion study of Thomas Earnshaw’s chronometer detent escapement 
mechanism [5].

4. Springs are simulation elements that move components around an assembly by simulat-
ing the effects of various types of springs. They can be linear and torsional springs [8]. 
Parameters are spring constant (k), damping constant (c), free length (angle φ), exponent 
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of spring force expression (e), and exponent of damper force expression (d) [8, 10]. Spring 
property manager was used for the simulation of helical spring (Figures 4 and 5), gold 
(passing) spring (Figures 4–6), and detent blade (Figures 4–7), and parameters settings for 
the simulation are shown in Table 1 [5].

5. Contact must be defined in a motion study to prevent parts from penetrating each other 
during motion [8]. Forces can be generated between contacting components, or compo-
nents can be constrained to touch continually [5]. In the motion study of this mechanism 
are shown four different contacts: between discharging pallet and gold spring, escapement 
wheel teeth and impulse pallet, detent, and gold spring and between escapement wheel 
teeth and locking pallet [5, 8]. Static and kinetic friction coefficients simulate dry friction, 
since the lubrication of escapement wheel teeth is not needed. The escapement wheel is 
made of steel and all pallets are made of ruby (corundum) [8, 9].

6. Force/Torque property manager applies forces, moments, or torques with uniform dis-
tribution to faces, edges, reference points, vertices, and beams in any direction for use in 
structural studies [8]. Forces can be defined by type, parameter values, and mathematical 
expressions [9]. The escapement wheel receives the energy from the twisted chronometer’s 
mainspring and the constant torque out of M = 25 N acts on it [5].

The motion manager tree (on the left) is divided involves used simulation elements (forces, 
motors, and springs), components entities that appear in SolidWorks Feature Manager design 
tree, orientation, and camera views settings [9]. The timeline is located to the right of the motion 
manager design tree. It displays the times and types of animation events in the motion study and 
it is divided by vertical grid lines corresponding to numerical markers showing the time [8, 9].

Key points represent a beginning or end of a change in animation position or other attributes 
at a given time. In other words, a key point is the entity that corresponds to define assembly 
component positions, visual properties, or simulation element states. Key frame defines the 
portion of the timeline that separates key points (it can be any length of time). Change bars 
are horizontal bars connecting key points and they indicate a change between key points 
(component motion, animation duration, and simulation element property changes) [5, 8, 9].

As it was previously mentioned, standard mates were used for the assemblage of chronom-
eter escapement components since these mates do not change physical properties of assembly 
in dynamical analysis.

The working cycle of Thomas Earnshaw’s chronometer detent escapement mechanism is 
divided into six steps that are shown in Figure 8 [5]:

1. Rotation of the escapement wheel is blocked by the detent locking pallet. Balance wheel 
rotates counter clockwise [5, 7].

2. Discharging event is taking place. Discharging pallet engages the gold spring and moves 
the detent blade until the moment when locking stone releases the wheel tooth [5].

3. Impulse event is starting to occur. Tooth of the escapement wheel drops (escapes) and 
engages the impulse pallet. The balance wheel proceeds counter clockwise, and the wheel 
tooth continues to push the pallet [5, 7].
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4. Motion study
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uses computationally strong kinematic solvers and accounts for material properties as well as 
mass and inertia in the computations [9].

The graphics section for SolidWorks motion study of Thomas Earnshaw’s chronometer detent 
mechanism is split horizontally into upper and lower area and it is shown on Figure 7 [5]. 
Assembly of the mechanism as a whole is in the upper area and the lower area is divided 
into three segments: timeline with key points and time bar on the right, the motion manager 
toolbar across the top, and the motion manager design tree on the left [5, 8, 9].

The motion manager toolbar contains some of the following property managers:

1. Gravity (property manager) is a simulation element that moves components around an 
assembly by inserting a simulated gravitational force. Gravity parameters are direction 
reference and numeric gravity value, but only one of these definitions can be used in any 
simulation [8, 9]. Gravity has been eliminated from dynamical analysis of escapement 
mechanism, since it does not affect the performance of the mechanism [8].

2. Damper (property manager) is consisted of linear and torsional damper and it simulates the 
effects of energy dissipation [8]. This motion study does not deal with dumpers separately, 
since the dumping characteristics have already been included into the spring simulation [5].

3. Motors are motion study elements that move components in an assembly by simulating 
the effects of various types of motors. Motors can be rotary and linear [8]. This function 
was not used in the motion study of Thomas Earnshaw’s chronometer detent escapement 
mechanism [5].

4. Springs are simulation elements that move components around an assembly by simulat-
ing the effects of various types of springs. They can be linear and torsional springs [8]. 
Parameters are spring constant (k), damping constant (c), free length (angle φ), exponent 
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of spring force expression (e), and exponent of damper force expression (d) [8, 10]. Spring 
property manager was used for the simulation of helical spring (Figures 4 and 5), gold 
(passing) spring (Figures 4–6), and detent blade (Figures 4–7), and parameters settings for 
the simulation are shown in Table 1 [5].

5. Contact must be defined in a motion study to prevent parts from penetrating each other 
during motion [8]. Forces can be generated between contacting components, or compo-
nents can be constrained to touch continually [5]. In the motion study of this mechanism 
are shown four different contacts: between discharging pallet and gold spring, escapement 
wheel teeth and impulse pallet, detent, and gold spring and between escapement wheel 
teeth and locking pallet [5, 8]. Static and kinetic friction coefficients simulate dry friction, 
since the lubrication of escapement wheel teeth is not needed. The escapement wheel is 
made of steel and all pallets are made of ruby (corundum) [8, 9].

6. Force/Torque property manager applies forces, moments, or torques with uniform dis-
tribution to faces, edges, reference points, vertices, and beams in any direction for use in 
structural studies [8]. Forces can be defined by type, parameter values, and mathematical 
expressions [9]. The escapement wheel receives the energy from the twisted chronometer’s 
mainspring and the constant torque out of M = 25 N acts on it [5].

The motion manager tree (on the left) is divided involves used simulation elements (forces, 
motors, and springs), components entities that appear in SolidWorks Feature Manager design 
tree, orientation, and camera views settings [9]. The timeline is located to the right of the motion 
manager design tree. It displays the times and types of animation events in the motion study and 
it is divided by vertical grid lines corresponding to numerical markers showing the time [8, 9].

Key points represent a beginning or end of a change in animation position or other attributes 
at a given time. In other words, a key point is the entity that corresponds to define assembly 
component positions, visual properties, or simulation element states. Key frame defines the 
portion of the timeline that separates key points (it can be any length of time). Change bars 
are horizontal bars connecting key points and they indicate a change between key points 
(component motion, animation duration, and simulation element property changes) [5, 8, 9].

As it was previously mentioned, standard mates were used for the assemblage of chronom-
eter escapement components since these mates do not change physical properties of assembly 
in dynamical analysis.

The working cycle of Thomas Earnshaw’s chronometer detent escapement mechanism is 
divided into six steps that are shown in Figure 8 [5]:

1. Rotation of the escapement wheel is blocked by the detent locking pallet. Balance wheel 
rotates counter clockwise [5, 7].

2. Discharging event is taking place. Discharging pallet engages the gold spring and moves 
the detent blade until the moment when locking stone releases the wheel tooth [5].

3. Impulse event is starting to occur. Tooth of the escapement wheel drops (escapes) and 
engages the impulse pallet. The balance wheel proceeds counter clockwise, and the wheel 
tooth continues to push the pallet [5, 7].
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4. The detent is released by the discharging pallet and drops back to rest. The escapement 
wheel tooth continues to push on the pallet until the tooth drops off, and the appropriate 
tooth is locked on the detent locking stone. Impulse event is finished. The balance wheel 
reaches its amplitude position and begins to rotate clockwise [5].

5. The balance wheel rotates clockwise and comes against the passing spring through the 
discharging pallet again, but on the opposite site. However, instead of lifting the detent, 
the passing spring gives way. As the balance wheel continues rotation the passing spring 
is released [5, 7].

6. The balance wheel reaches its amplitude position and begins to rotate counter clockwise. 
Mechanism has just finished the complete working cycle and is ready to repeat the new 
cycle, which is effectively equivalent to the previous one [7].

Figure 7. Motion study of Thomas Earnshaw’s chronometer detent escapement mechanism.

φ [deg] k [mm/deg] c [N mm/(deg/s)] e d

Helical spring 180 0.1 0.02 1 1

Gold spring 0 15.0 0.05 1 1

Detent blade 0 0.05 0.0001 1 1

Table 1. Parameters settings for the motion manager spring function.
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The amplitude of the balance wheel oscillation must achieve the value of nearly 270° to each 
side of its center equilibrium position. This amplitude can be achieved by choosing the proper 
value of the escapement wheel torque [5]. The center equilibrium position should be chosen in 
such a way to deliver impulses to the impulse pallet symmetrically and that can be achieved 
by the adjustment of the helical spring free angle [1, 5].

Figure 8. Six steps (a–f) of working cycle of Thomas Earnshaw’s chronometer detent escapement mechanism.
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The amplitude of the balance wheel oscillation must achieve the value of nearly 270° to each 
side of its center equilibrium position. This amplitude can be achieved by choosing the proper 
value of the escapement wheel torque [5]. The center equilibrium position should be chosen in 
such a way to deliver impulses to the impulse pallet symmetrically and that can be achieved 
by the adjustment of the helical spring free angle [1, 5].
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5. Conclusion

This chapter deals with constructive geometry and basic principles of Thomas Earnshaw’s 
chronometer detent escapement mechanism. Moreover, it deals with 3D modeling and 
assembling of previously mentioned chronometer, thus showing the whole process of mak-
ing a mechanism and its motion analysis. Solid modeling, motion analysis, and simulation are 
done in “SolidWorks 2016” and they are based on constructive geometry that is explained at 
the very beginning. Even though the chronometer escapements are invented in the past times, 
these mechanisms present the basis of today timekeepers’ industry.
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Abstract

This chapter presents the computer-aided organisational modelling and simulation of 
relevant socio-technical processes with regards to the new housing and building law and 
regional management trends in the European Union. We present an example related to the 
processes and agendas of the urban planning of the landscape areas and small settlements. 
Our models were simulated, verified and validated to help the officials (especially from the 
smallest settlements) to improve their knowledge to allow them to participate more in the 
future. As one of the dimensions of quality of life is the self-realisation and participation of 
local people, we expect an improvement in the quality of life in general. Our approach uses 
the novel type of process maps, which describe the legislation, visualise it and simulate 
it. These models consist of the original combination of FSM and object-orientation. It gets 
local people a better understanding of their life situations without the need for thorough 
prior training. It also causes the effect of better participation and subsequent improvement 
of the quality of life, because of the actual and specific problem in the Czech local govern-
ment of small settlements in the low level of participation of citizens in these small villages 
caused by the complexity and also time-varying form of law and statutory regulations.
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1. Introduction

We have to answer problems related to the small settlement development and enlargement, 
landscape care and overall efforts to improve the quality of life and the level of democracy while 
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preserving the conditions of the sustainable development (addressing living standard, cultural 
and historic value, agricultural and industrial production, transport infrastructure construc-
tion, tourism potential, etc.). Technophobia of local people significantly increases this problem 
because the low-level knowledge of local people is strongly contrasting with high knowledge 
of external people and (owners and investors for example) penetrating the rural area, who use 
good information and communication technologies (ICT) (especially geographical information 
systems and project management) and process management knowledge.

Business process models show the collaboration of more participants within the solved sys-
tem. They also can be visually animated in case of need to teach participating people their 
roles. We need this approach for simulation, validation and verification of the real world 
problems from the area of agriculture, landscape management and country planning. A 
fundamental purpose of such a business model is to create and simulate a complex inter-
connected system, where local actors, citizens, regional government, various interested 
organisations and partners and other participants mutually communicate. In addition to 
that, business process models are also the foundation of subsequent system modelling activi-
ties of software engineering, organisational design and management consulting. The typical 
method of performing these activities is to start directly by drawing process maps without 
performing the initial interviews. However, we present the idea, which for better modelling, 
we need to use a specific textual technique, which helps us to recognise, define and refine 
our initial set of business process participants and their properties before performing any 
graphical modelling activity.

In our experience, any modelling and simulation diagramming technique or instrument aimed 
for some real and practical projects should be intelligible to the stakeholders who are not typi-
cally well educated in ICT. Furthermore, these models must not inadequately simplify or dis-
tort requirement information. We recognised that the correct visualisation of the problem into 
the model and subsequent optional simulation is a challenging but essential task for standard 
diagramming techniques. We believe that the business community still lacks a powerful yet 
easy-learned tool for process modelling; capable of performing a comparable function to that 
operated by Flow-Charts, Entity-Relation Diagrams or Data-Flows Diagrams over the past 
decades. One of the strengths of these old techniques and tools was that they included only a 
restricted set of concepts (about 5) and were understandable by problem domain professionals 
after few minutes of learning. Regrettably, Unified Modelling Language (UML) and Business 
Process Model and Notation (BPMN) approach lost this advantage of clearness and simplicity.

2. Motivation

Czech landscape development suffers from the low level of inhabitants’ participation in small 
settlements of rural areas. We examined to model and visually simulate process-based knowl-
edge about legislation about the urban planning and building development to obtain visual 
simulation an instrument for increasing the participation of local people in activities related 
to their real-life situations.
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We have recognised that there is a low level of knowledge about participation possibilities in 
business and workflow processes of territorial planning and development. According to sev-
eral political declarations by the European Union like Spatial Planning Charter and Aarhus 
agreement by the European Council, we have to accept that ICT has potential to resolve the 
low level of local people participation, which decreases their quality of life.

The expected result of modelling and simulation activities is represented by structured data 
(tables, lists, forms…) that can be directly used as an instrument for knowledge improvement 
or implementation of some systems or an organisational change in the way of management 
consulting services. This is why there are the following main dangers described by [1, 2]:

1. inability—some important details cannot be expressed due to the deficiency of used 
method.

2. oversimplification—we are forced to simplify the modelled subject while trying to finish its 
visualisation.

3. Organisation modelling

The organisation modelling is a necessary ingredient for the start of the whole system devel-
opment life cycle. Darnton [3] and Taylor [4] say that the main obstacle (defined from the per-
spective of the software application development) with this step of the requirement analysis 
of socio-technical systems stands in the early steps of the whole system life cycle. The first 
step of any modern approach should contain two steps. The first one is the designation of 
the requirements in the form of business processes and their participants. The second one 
is the formation of a model, often called an essential object model or business object model, 
developed as a set of domain-specific subjects and participants known as essential elements. 
These two steps should be completed with the active participation of the domain experts, 
because they are able to guarantee that the accurate model will be made. Obviously, every 
modelling tool used at these early stages should be intelligible to the domain experts, because 
they are typically not skilled in ICT. Furthermore, these instruments must not damage or 
badly simplify requirement information.

The most used approach for business-process modelling in current object-oriented 
methodologies is use case modelling as the origin of the documentation process in 
UML. Jacobson founded the concept of use cases in the early 1990s [5]. The principal 
information source on UML is the website [6]. Ambler [7] says, use cases are usually the 
basis of most object-oriented development methods. Use case modelling consists of the 
identification of actors, which are external subjects communicating with the software sec-
tion of the modelled system.

It is our experience that the accurate description of the system boundary is a trouble-
some duty, which usually needs deep knowledge of the proposed system, which must be 
included in the phase of system requirements specification. Some insufficiencies in this 
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preserving the conditions of the sustainable development (addressing living standard, cultural 
and historic value, agricultural and industrial production, transport infrastructure construc-
tion, tourism potential, etc.). Technophobia of local people significantly increases this problem 
because the low-level knowledge of local people is strongly contrasting with high knowledge 
of external people and (owners and investors for example) penetrating the rural area, who use 
good information and communication technologies (ICT) (especially geographical information 
systems and project management) and process management knowledge.

Business process models show the collaboration of more participants within the solved sys-
tem. They also can be visually animated in case of need to teach participating people their 
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simulation an instrument for increasing the participation of local people in activities related 
to their real-life situations.
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We have recognised that there is a low level of knowledge about participation possibilities in 
business and workflow processes of territorial planning and development. According to sev-
eral political declarations by the European Union like Spatial Planning Charter and Aarhus 
agreement by the European Council, we have to accept that ICT has potential to resolve the 
low level of local people participation, which decreases their quality of life.
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(tables, lists, forms…) that can be directly used as an instrument for knowledge improvement 
or implementation of some systems or an organisational change in the way of management 
consulting services. This is why there are the following main dangers described by [1, 2]:
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developed as a set of domain-specific subjects and participants known as essential elements. 
These two steps should be completed with the active participation of the domain experts, 
because they are able to guarantee that the accurate model will be made. Obviously, every 
modelling tool used at these early stages should be intelligible to the domain experts, because 
they are typically not skilled in ICT. Furthermore, these instruments must not damage or 
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The most used approach for business-process modelling in current object-oriented 
methodologies is use case modelling as the origin of the documentation process in 
UML. Jacobson founded the concept of use cases in the early 1990s [5]. The principal 
information source on UML is the website [6]. Ambler [7] says, use cases are usually the 
basis of most object-oriented development methods. Use case modelling consists of the 
identification of actors, which are external subjects communicating with the software sec-
tion of the modelled system.

It is our experience that the accurate description of the system boundary is a trouble-
some duty, which usually needs deep knowledge of the proposed system, which must be 
included in the phase of system requirements specification. Some insufficiencies in this 
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approach are stressed in Barjis [8]. There are miscellaneous opinions on the reasonability 
of use cases and similar instruments in the first phase of system modelling. Simons and 
Graham [9] very well explained examples where use case modelling could destroy the true 
logic and system behaviour. Unfortunately, standard UML-based tools are too oriented at 
the software engineering and programming logic, but there are yet another approaches for 
business modelling:

1. Many other process modelling tools are based on Petri Nets. The advantage of this method 
is that it is both graphical and has a solid mathematical basis. The best implementation of 
Petri Nets is the event-process chain (EPC) diagram from Aris methodology [10].

2. Other approaches use diverse species of flowcharting. This method is the oldest graphi-
cal technique practised in computer science. It was originally used for visualising the 
sequences and control of computer program instructions. Nowadays, flowcharts are often 
used to express details of business logic. A very good application of flowcharts is workflow 
diagram applied in Proforma Workbench or FirstStep Business CASE Tools. Of course, it is 
also a sort of the activity diagram of UML [11] and a quickly expanding standard Business 
Process Model and Notation (BPMN, http://www.bpmn.org/).

3. The third approach used here is the use of automata finite-state machine (FSM). FSM has 
a solid theoretical background ([12] for example), as well as Petri Nets. A practical imple-
mentation of state machines is the state-chart diagram in UML, for example. Certainly, the 
sequence diagram of UML also includes some behaviour of FSM.

The overview of all approaches for simulation business processes described here is presented 
in Table 1.

Approach Theory behind Advantages Disadvantages

EPC–Aris Petri Nets Very popular in Europe, has Aris 
CASE Tool, easy and clear method 
for domain experts.

Little link to possible subsequent 
software development techniques, slow 
analysis, low expressiveness of large 
models.

UML activity 
diagram or BPMN

Flowchart Industry standard, has many 
CASE tools with Unified 
Modelling Language (UML) 
or Business Process Modelling 
Notation (BPMN).

Too much computer based, difficult to 
understand by domain stakeholders.

UML Sequence 
Diagram and State 
Diagram

Finite State 
Machines

Industry standard, has many 
CASE tools with Unified 
Modelling Language (UML).

Too much computer-based, difficult to 
understand by domain stakeholders.

Workflow 
Diagrams

Flowchart Easy and clear method for domain 
experts, perfectly has many 
business CASE Tools.

Little link to possible subsequent 
software development techniques, 
obsolete method.

Table 1. Most used simulation approaches.
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4. Our Solution—BORM as the FSM and OOP combination

Our expertise in system modelling recommends that classical UML is not proper for the initial 
steps of analysis, where business processes must be identified. UML diagrams are too compli-
cated for the users from the problems domain community as they oftentimes include extreme 
detail concerning possible software implementation. This involves classes, inheritance, pub-
lic/private methods, attributes, link classes, etc. Nearly the same practice we have is written 
in Simone and Graham [9].

We conclude that the business community requires an easy but powerful tool for business 
process modelling and simulation; capable to perform an equivalent function to that per-
formed by Entity-Relation Diagrams, Data-Flows Diagrams or Flow-Charts known in the 
past. One of the advantages of these timeworn tools was that they included only a little set of 
concepts (typically not more than seven), which caused them intelligible by business experts 
after a very short learning time. Regrettably, UML and BPMN method missed this power.

That is why we developed our own Business-Object Relation Modelling (BORM) process dia-
gram and our own way to start business system analysis. The initial work on Business-Object 
Relation Modelling (BORM) was carried out in 1993 under the support of the Czech Academic 
Link Programme (CZALP) of the British Council, as part of the Visual Application Programming 
Paradigms for Integrated ENvironmentS (VAPPIENS) research project; further development and 
recent practical projects in the last decade has been supported by the Craft.CASE Ltd.—the 
British software consulting company supporting innovative technologies. (VAPPIENS was 
financed by the British Governments CZALP, managed by the British Council. The authors acknowl-
edge the support they received from this source, which enabled them to meet and carry out the initial 
work, out of which BORM grew.)

Our approach is founded on the reclaim of old thoughts from the early 1990s concerning the 
modelling of object features and behaviour by automata (FSM). The first book articulating the 
potential blend of the Object-Oriented Approach and Finite-State Automata was the Shaler’s 
and Mellor’s [12]. Taylor [4] wrote one of the best books speaking about the applicability of 
OOP to the business modelling. These early works together with our practical experience 
is the reason why we believe that the business requirement modelling and simulation and 
software modelling could be unified on the background of object-oriented approach and 
automata theory.

Figure 1 shows an example of a model of a book in a library characterised in a form of an 
automaton having three phases: a book on a shelf, a book on loan and a returned book to be 
put back on a shelf. These phases are easily recognisable through an interview with domain 
experts. When these phases are recognised, it is possible to identify behaviours required 
for transferring books between the states. Of course, other entities in the system can be also 
modelled as another automata, which mutually communicate to each other. Let us have a 
borrower as an example. Even they have their own phases, which can be related to the time-
related situations of the book; and analogically, the borrower’s behaviour can be related to 
the book’s behaviour, see Figure 2. This figure shows that a satisfied borrower is associated 
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with an object of a book on loan in a relationship with cardinality of a 1 to many. That means, 
that every book on loan has to have its borrower and every satisfied borrower is satisfied if 
and only if he has at least one book borrowed. This is the possible business situation of our 
model. Similarly, we can identify the associations between borrower interested in borrowing 
a book and available books in the shelves. This association can be another possible business 
situation of our model.

Our given modelling approach unifies UML-manner of object modelling and business pro-
cess modelling manner. Models like UML, BPMN and other can be easily derived from this 
BORM model. The proposed unified method unifies and simplifies object modelling. Figure 3 
presents the mapping of our model to the regular BPMN and Figure 4 presents the same 
model represented by the state-chart of the regular UML.

Figure 2. Two FSM mutually connected.

Figure 1. A book and a borrower as two FSM.
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In our method, the states of objects are the most important elements. Behaviours denote 
only the necessary linkage between them. Both business processes and software components 
should be consequently modelled by starting with their states—situations of participating 
objects in the requested system in some moment. Modelling can be simpler, more correct 
and less behavioural imperative than it is now. Moreover, our focus on situations matches 
the conventional description of life situations, as is known above all from descriptions of the 
implementing regulations and the various guidelines, decrees and laws.

Likewise [3], we think that activities are key elements of business process modelling. Eeeles 
and Sims [13] describe a business process having a number of elements; activities, transitions, 
states and decisions. They assert that the UML activity diagrams can be a helpful modelling 
instrument in recording business processes.

In the organisation modelling, subsequent simulation is important that every participating 
object should be described as an automaton (FSM) with states and transitions dependent on 
the behaviour of other objects. Each state is defined by its semantic rule over object data asso-
ciations and each transition is defined by its behaviour, necessary to transform the object from 
its initial to its terminal state. All organisational and business process models should be able 
to be simulated in this way. Hence, it should accent the mutual relationships (communica-
tions and associations) of states and transitions of objects in the modelled system.

Figure 3. BORM and BPMN.
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BORM has been used for a number of large projects by Deloitte consulting company, Central 
Europe office in Prague, including

• the identification of business processes in Czech health care system,

• the modelling of characteristic features of the Central European general agricultural com-
modities wholesale sector,

• business-process reengineering approach of the electricity supply industry,

• business-process reengineering approach of the Central-European telecommunication net-
work management, and

• at last but not least, the project on improving the quality of life in small settlements of the 
Czech Republic which this text is about.

5. BORM in detail

5.1. Object-orientation

The object-oriented paradigm comes from the 1970s, when started the research of new species of 
user-friendly operation systems, graphical user interfaces and consequently in related program-
ming techniques necessary for their software implementation. It changed software engineering 

Figure 4. BORM model decomposed into standard UML models.
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paradigm by incorporating non-traditional ways of thinking into the field of applied computer 
science. On OOP, the software system is modelled as an abstraction of the real world in the very 
similar way as it is in classical philosophy (e.g. models, meta-models, ontologies, objects…). 
The basic building concept is an object that incorporates both data structures and their func-
tionality. Another modelling approaches handle data and behaviour independently, but OOP 
is based on their mutual dependency. OOP has been and still is explained in many books, but 
we consider that this early work [14] written by OOP pioneers is still the best.

5.2. Finite-state machines

In the field of theoretical informatics, the finite-state machines (FSM) theory is a study of 
abstract automatons and the problems they can save. An automaton is a mathematical model 
for an entity that responds to its external environments, receives data and produces another 
data. Automata can be constructed in a way that the output from one of them becomes input 
for another. Finite-state machine activity is determined not only by receiving data but also by 
an internal status of given machine. The output is created as the combination of an input and 
internal status. For example, the FSM theory is essential not only for the computer science 
and engineering, but also for a human language translation theory. It has been explained in 

Figure 5. BORM business diagram symbols.
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[12] and many latest publications. The idea of FSM also inspired behavioural features of the 
Unified Modelling Language [6].

5.3. BORM business diagram

BORM uses an original diagram for business process modelling and subsequent simulation 
(see Figure 5). It conveys together information from three separate UML diagrams: state, com-
munication and sequence.

The BORM group has found that it is clearly understood by business stakeholders. Main 
principles of the BORM process diagram are:

1. Each subject participating in a process is displayed in its states and transitions.

2. This diagram expresses all the possible process interactions between process participants. 
The business process itself consists of a sequence of particular communications and data 
flows among participating subjects.

Officially, BORM process diagrams are graphical representations of interconnected Mealy-
type automata, where each automaton represents some participating entity of the entire 
business process. The idea of modelling participating entities as FSM automata was firstly 
discussed in [12]. Visual simulation of a business process is based on market-graph Petri net. 
It is a very similar method, which is fully explained in [15]. Hence, we can model states, tran-
sitions and operations of all entities involved in a given business process in a very powerful 
but still relatively simple and intelligible graphics for domain experts who typically are not 
educated in detailed computed science.

6. BORM simulation models in regional management

Latest BORM application of organisational modelling and simulation was the project of 
enhancing the decision-making of mayors and people from local administration. It offered 
the possibility to model and simulate real-life situations in small settlements. The project 
activities were for modelling; simulation and reengineering processes related to the regional 
government processes of small towns and villages, and the subsequent development of sup-
porting information systems addressing life situations of local people.

Today, we have to deal with many troubles related to the settlement expansion into the open 
landscape. We need to improve the quality of life and the level of democracy of these people 
while preserving the conditions of the sustainable development (attending living standard, 
historic and cultural values, agronomic production, building and maintenance of transport 
network, touristic value, etc.).

Urben sprawl described by Frumklin in [16] is an issue that our method can also resolve. The 
root of the urban sprawl in the small settlement development is the circumstance that the 
elected local people (e.g. clerks, politicians, mayors...) cannot be completely knowledgeable 
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in every part of law and local government itinerary and their practical impacts on their settle-
ments and their citizens. They do not know how to fully use the legislation in favour of the 
settlements and usually depend on a misleading interpretation provided by their governing 
bodies and more often by another subjects, who are frequently privately involved in the pro-
cess in question and thus biased.

Urban sprawl an uncontrolled expansion of certain kind of urban build-up into the free land-
scape caused by favourable land prices, demand for cheap but modern estates, etc. Dualny 
and others wrote [17] about harmful absorption of original small settlement structures, which 
causes many negative effects. It is a wrong experience that arose in the second half of twen-
tieth century in the advanced industrial countries (USA, France and Great Britain) and lately 
also in our country. At the beginning, citizens of affected settlements typically perceive the 
urban sprawl optimistically, mostly because of the lobbying.

We examined the legislation and local officials’ experience related to the processes and agen-
das of the urban planning of the landscape areas and small settlements with regards to the 
new housing and building law and regional management trends in the European Union. It 
consisted of a series of simulation sessions with four business process models correlated to 
the building development and territorial planning. One of them is also our example of the 
process of building permission in Figure 6.

Our method handling business process models of EU-legislative and their visual simulation 
encourages the officials (particularly in the smallest villages) to explain this legislation and 
shows the possible alternatives of its use. Our models and their visual simulations explain 
how the BORM can be applied to improve the process of decision-making on the level of 
mayors and local officials. It allows the opportunity to model and simulate real-life situations 
in small villages. The example at Figure 6 presents the BORM business object diagram of a 
process of acquiring building permits. Figure 7 presents the particular step of Craft.CASE 
simulation software [18], where the BORM model can be visually step-by-step animated.

Our method is based on business-process models and their visual simulation. This helps the par-
ticipating subjects (especially in the smallest villages) to explain the legislation and designates 
the optional ways of its performing. Our models and their visual simulation illustrate how it can 
be practised to improve the decision-making process on the level of mayors and local authorities. 
It makes the opportunity to model and simulate real-life situations in small villages. Our model-
ling software allows analysing particular simulation steps. Our diagram is a visual representa-
tion of object associations and communications within given business-process. Our notation is 
the re-used UML notation from the state diagram, activity diagram and sequence diagram UML 
but combined and simplified in an original way into a new diagram that shows the process in the 
manner of mutually interacting automata (FSM). Furthermore, we can use a visual simulator for 
animating these business processes. Our visual simulation software has incorporated the user 
group communication component inspired by Facebook chatting (see Figure 8).

Sure, when presenting our method, the target staffs are typically not educated in any ICT-
related skill (Yet if they are people from small villages). On the other hand, the process- 
mapping stage must be fast accomplished. This is why the analysis team does not have much 
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in every part of law and local government itinerary and their practical impacts on their settle-
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time for detailed modelling training such as the explanation of all aspects of the used method 
with outcomes into the computer programming. Long-time education with a modelling soft-
ware is also inapplicable. We typically have time only for a very short opening session on how 
to read our computer models. Here, we consider the big advantage of our method because 
this very introductory session typically takes only 20 minutes of a showing of how it works. 
Most people were ready to start their work after this primer.

Consequently, we identified that the ICT equipment is not a big barrier to use our method as 
we expected on the assumption that the people were from small villages.

We prepared our models in the professional modelling software Craft.CASE and then trans-
ported them to the environment of a freeware simulator, which is fully available via the fast 
Internet. The network was not a problem, because the Central Bohemian region, where we 
did our project, due to the vicinity of Prague (capital city of the Czech Republic) is adequately 
equipped with high-speed Internet.

Finally, we asked 57 people from the local government of several Central-Bohemian small 
settlements about the increase of their knowledge and about their evaluation of their past 

Figure 6. Building permission process.
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Figure 7. Step-by-step simulation in Craft.CASE tool.

Figure 8. On-line BORM business process simulation of Internet user group.
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projects from the attitude of the newly obtained information. The probability between the 
answer about the efficiency of our new method and the estimated better participation was 
64%. Furthermore, based on the new information, 67% of tested people stated the evidence, 
that external investors and lobbyists manipulated them in the past due to their former low 
level of business-process knowledge.

Our conclusions are also worthy of the possible subsequent software development of infor-
mation systems addressing better life situations of local participants.

7. Conclusion

The BORM method is built on the blend of the object-oriented approach with automata 
(FSM) and our working experience with the business modelling projects, which were 
intended to support the teams composed by business experts and software developers 
from various areas of socio-technical systems. We conclude that this method can improve 
the expected possible convergence of BPMN and UML models and support problem 
domain specialists in the area of organisation structures simulation as it is prognosticated 
by Scheldbauer in [19].

BORM is an object-oriented and process-based analysis and design method, which is proven 
to be effective in the construction of business systems. The effectiveness of BORM is based 
on its ability to record and display the fundamental features of the relevant business model, 
which can be simulated, verified and validated for subsequent software implementation. 
Furthermore, many partners in our projects work with diverse legacy Process Modelling 
Systems (e.g. EPC-based ARIS, for example). Nevertheless, these partners favour to analyse 
and design business processes using BORM and then rewrites these processes into their 
legacy method.

Our BORM innovation is based on the reuse of old ideas from the beginning of the 1990s 
concerning the representation of object-oriented subjects and their behaviour by automata 
(FSM) and displaying the process-based knowledge as the automata communication where 
each process participant is represented by own automaton. In the BORM method, states and 
situations are emphasised in distinction to activities as it is in standard process diagrams. 
We assume, based on our practical experience, that the business requirement modelling and 
simulation and software modelling could be unified on the platform of OOP and FSM, where 
objects (e.g. process participants described as Mealy-type FSMs) are interconnected via pass-
ing messages to achieve necessary behaviour.

We consider that the best value of BORM is caused by the specific way of modelling, which 
covers two different worlds: business engineering and software engineering. Moreover, 
BORM is an intelligible instrument for mutual communication between system archi-
tects and problem domain experts via organisation structures modelling and subsequent 
simulation.
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