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Preface

With the increasing demand for antennas and narrow beam widths with beam 
steering capabilities, array antennas have become a wise choice as they offer 
versatile and flexible solutions for desired radiation patterns. The radiated field of 
the array depends on the main design parameters, such as the geometrical layout 
of the elements and their spacings, the excitation in amplitude, and/or phase of 
the individual elements, and finally the pattern of the individual elements. Many 
array synthesis techniques that use either analytical or numerical approaches have 
been extensively employed to improve the radiation pattern of the array. This book 
addresses recent techniques that aim to improve and optimize the radiation pattern 
of the array antenna. The book presents a concerted set of issues related to design 
concepts and methodologies that have recently been proposed to develop and 
improve the radiation characteristics of antenna arrays.

While most of the array pattern synthesis approaches deal with all of the elements 
of the array antenna, recent techniques try to offer easier solutions as only a limited 
number of the elements need to have their magnitudes and/or phases adjusted. 
Such approaches reduce the cost and complexity of the optimization process by 
dealing with a small number of selected elements. Whether dealing with all the 
array elements or a selected number of them, the analytical approaches give better 
insight and a more explicit way to synthesize the desired pattern. However, global 
numerical optimization methods have easier and shorter paths towards achieving 
better performance and optimum results. As the distribution of the power density 
in the near field of the array is required in some applications, the problem of array 
synthesis using numerical approaches becomes more desirable than using analytical 
ways as the latter will involve lengthy and cumbersome derivations.

Beamforming techniques have been an important approach to the design and opti-
mization of the array pattern. Here the array elements are fed through a network 
that furnishes the phases and magnitudes necessary to obtain the desired radiation 
pattern. This approach offers the capability to employ various algorithms that are 
intended for the next generation ultra-wideband millimeter-wave phased array 
antennas. This book tries to augment this recent issue to the field of array synthesis.

In compliance with the development of massive MIMO and beamforming tech-
niques in 5G technology, increasing the number of antenna elements has become an 
issue for further concern. The integrated antenna, which is composed of multiple 
antenna elements, can be a promising candidate for the next generation of tech-
nologies. The Smart Antenna Systems (SAS) and Massive MIMO systems are giving 
a strong and increasing impact relative to 5G wireless communication systems. They 
offer many benefits in terms of performance improvements with respect to omnidi-
rectional antennas.

Therefore, this book aims to provide a good reference for practicing engineers 
as well as postgraduate students and researchers working in the field of antenna 
arrays. The book uses fundamental concepts that are necessary to explain the recent 
applications to provide a base on which the interested reader can either acquire new 
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knowledge about antenna array or furnish a platform for improving the existing 
antenna arrays for modern applications. The book can also serve as a useful tool for 
researchers (academia and industry) to draw inspiration for the design and devel-
opment of array antennas for next-generation systems. This book is recommended 
for researchers and professionals in the field and may be used as a supplementary 
reference book on array antennas as it offers a concise guide for students and read-
ers interested in studying arrays and their design optimization.

Jafar Ramadhan Mohammed
College of Electronic Engineering,

Ninevah University, Mosul, Iraq

Khalil Hassan Sayidmarie
College of Electronic Engineering,

Ninevah University,Mosul, Iraq
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Chapter 1

Introductory Chapter: 
Introduction to Array Pattern
Optimization
Khalil H. Sayidmarie and Jafar Ramadhan Mohammed

Array antennas offer versatile and flexible solutions to the requirement for desired 
radiation patterns. The total field of the array can be controlled by five array
parameters that are the main design parameters [1]. These are: the geometrical 
layout of the array elements and their spacings, the excitation amplitude and phase
of the individual elements, and finally the pattern of the individual elements. 
These factors have been utilized by many array synthesis techniques that use either
analytical or numerical approaches. These techniques have been extensively studied 
and are well documented [2, 3]. This chapter aims at presenting recent techniques
that aim to improve and optimize the radiation pattern of array antennas.

While most of the array pattern synthesis approaches deal with all of the elements
of the array antenna, the techniques presented in Chapter 2 offer easier solutions as only
a limited number of the elements need to have their magnitudes and phases adjusted.
Such approaches reduce the cost and complexity of the optimization process and
achieve the desired radiation patterns by modifying the excitations of a small number
of elements. Toward achieving this goal, earlier techniques that were based on simple
analytical procedures have utilized only two or four elements at the side of the array to
reduce the sidelobe level [4–9]. These simple analytical approaches have demonstrated
the feasibility of the techniques in finding the proper excitations of the side elements.
The same idea was developed to the case of planar arrays where much larger number of
elements is used and much less number of controllable elements was required. Thus,
it would be more economical if only the side elements are made controllable for the
improvement of the array pattern [10]. The deployment of the side elements was also
found applicable to improve the sum and difference patterns [11]. Some other effective
methods based on either controlling the steer angle in a certain sub-array configuration
or even sharing the element excitations at the tail of the array were also used to generate
an improved sum and difference patterns in the tracking antenna arrays [12, 13]. The
use of the side elements for obtaining a wide-angle null in the radiation pattern was
presented in [14, 15]. Other approaches have utilized few elements at the center of the
array to achieve better adaptive responses [16]. The side element idea was also deployed
for the synthesis of asymmetrical radiation pattern where it is desirable to highly reduce
the sidelobe on one side of the main beam while tolerating a higher sidelobes on the
other side [17].

While simple analytical approaches give better insight into the mechanism of the
antenna pattern improvement, global numerical optimization methods have been
proved to give better performance and optimum results [18–20] than those analytical
approaches. In order to show the superiority and the power of the global optimization
methods that were presented in [18–20] among the analytical approaches that were
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presented in [10, 15], the nonsymmetric array is considered as an example. For this 
case, the mathematical equation of the array factor with two variable parameters on 
each side of the array cannot be solved analytically using the method introduced in 
[15], since it is a function of four unknown parameters, that is, two different attenu-
ators and two different phase shifters. However, this case can be efficiently solved, 
and optimal values of the unknown parameters in the array factor can be easily found 
using any global optimization algorithm such as genetic algorithm or particle swarm 
optimization (PSO) as it was shown in [18–20]. On the other hand, the analytical 
approaches [10, 15] were able to solve this case only under the assumption of symmet-
ric array and by assuming a proper value of the required phase shifter and then find 
the value of unknown parameter of the required amplitude excitation. However, the 
symmetric array is not a general case especially in practice.

Most of the designs dealing with array antennas, as those described in Chapter 2,  
are concerned with the radiation pattern in the farfield region at a constant distance 
or equivalently across the surface of a sphere. In some applications, the designed 
array antenna is required to supply field or power density distribution of certain 
characteristics across a plane surface. This goal can be approached through one 
of the synthesis techniques. The problem of antenna array synthesis for radiation 
pattern defined on a planar surface is examined in Chapter 3. In this situation, the 
distance from the array to the planar surface cannot be assumed constant, and 
thus the 1/r decay factor effect cannot be neglected. One example of such case 
is an antenna array that is mechanically tilted and a pattern defined in terms of 
Cartesian coordinates, as in the electronic toll collection (ETC) scenario [21]. In 
this application, the plane surface is parallel to and just above the ground, while the 
transmitting and receiving antennas are a few meters above the ground. Chapter 3 
presents two possible approaches to this issue [22, 23]. The first one aims at the 
precise synthesis of the pattern in the case both a constant power bounded area and 
a sidelobe suppression region are defined and the required element excitations need 
to be found. In the second approach, the coverage area is stretched toward the travel 
length (without considering a precise definition of the communication area). This 
is to increase the available identification time with an iterative methodology. The 
chapter presents an antenna prototype which was fabricated and experimentally 
tested to confirm the validity of the approach [24].

An important approach to the design and optimization of array patterns is 
the beamforming techniques. Here, the array elements are fed through a network 
that furnishes the phases and magnitudes necessary to obtain the desired radia-
tion pattern. Chapter 4 reviews the worldwide progress in the design of optical 
beamforming networks that are intended to the next-generation ultra-wideband 
millimeter-wave phased array antennas [25, 26]. Such approaches are prepared for 
the incoming 5G wireless systems, which in recent years are under investigation 
and development of worldwide communication community. Toward this goal, the 
chapter presents a detailed study for the design concepts below true-time delay pho-
tonics beamforming networks based on switchable or continuously tunable control. 
The NI AWRDE CAD-based simulation experiments are presented in the frequency 
range of 57–76 GHz on design of two 16-channel photonics beamforming networks 
using true time delay approach [27]. In the first scheme of the known configuration, 
each channel includes laser, optical modulator, and 5-bit binary switchable chain 
of optical delay lines. The second scheme has an optimized configuration based on 
only 3-bit binary switchable chain of optical delay lines in each channel, all of which 
are driven by four lasers with wavelength division multiplexing and a common opti-
cal modulator. In the result, the novel structurally and cost-efficient configuration 
of microwave-photonics beamforming network combining wavelength division 
multiplexing and true time delay techniques is proposed and investigated.
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As the applications of the array antenna principles are developing, the number
of the required antenna elements is rapidly increasing, as for the case of scanned
radars and synthetic imaging radars. In compliance with the development of massive
multiple-input multiple-output (MIMO) and beamforming techniques in 5G
technology increased antenna elements became of further concern. The integrated
antenna, which is composed of multiple antenna elements, will be considered for next
generation technologies. Therefore, chapter 5 provides the mathematical and practi-
cal explanation of the integrated antenna for the next generation technologies. The
integrated antenna array consists of multiple array elements, and the array element
has multiple antenna elements. Each antenna element of the integrated antenna has
different radiation patterns to increase the spectral efficiency in wireless commu-
nication area. This chapter first presents a mathematical expression of the antenna
element based on the spherical vector wave modes [28], then the channel models for
the integrated antenna, and the antenna array based on the integrated antenna are
explained. Second, the chapter provides practical antennas designed based on the
integrated antenna approach, and it is verified that the integrated antenna array can be
implemented practically [29]. Last, the performance of the integrated antenna array
compared to mono-polarization and dual-polarization dipole arrays is compared.

The most recent antenna array technologies such as smart antenna system (SAS)
and massive multiple-input multiple-output(MIMO) system are giving a strong and
increasing impact relative to 5G wireless communication systems. This is due to the ben-
efits that are obtainable in terms of performance improvements with respect to omnidi-
rectional antennas. A considerable number of theoretical proposals have been presented
in this field [30, 31]. However, the most commonly used network simulators do not
implement the latest wireless network standards. Consequently, most simulators do not
offer the possibility to emulate scenarios in which SAS and massive MIMO system are
employed. This aspect heavily affects the quality of the network performance analysis
with regard to the next generation wireless communication systems. To overcome this
issue, it is possible, for example, to extend the default features offered by one of the
most used network simulators such as Omnet++ which provides a very complete suite
of network protocols and patterns that can be adapted in order to support the latest
antenna array systems. The main goal of Chapter 6 is to illustrate the improvements
accomplished in this field, allowing to enhance the basic functionalities of the Omnet++
simulator by implementing the most modern antenna array technologies [32].
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technology increased antenna elements became of further concern. The integrated 
antenna, which is composed of multiple antenna elements, will be considered for next 
 generation technologies. Therefore, chapter 5 provides the mathematical and practi-
cal explanation of the integrated antenna for the next generation technologies. The 
integrated antenna array consists of multiple array elements, and the array element 
has multiple antenna elements. Each antenna element of the integrated antenna has 
different radiation patterns to increase the spectral efficiency in wireless commu-
nication area. This chapter first presents a mathematical expression of the antenna 
element based on the spherical vector wave modes [28], then the channel models for 
the integrated antenna, and the antenna array based on the integrated antenna are 
explained. Second, the chapter provides practical antennas designed based on the 
integrated antenna approach, and it is verified that the integrated antenna array can be 
implemented practically [29]. Last, the performance of the integrated antenna array 
compared to mono-polarization and dual-polarization dipole arrays is compared.

The most recent antenna array technologies such as smart antenna system (SAS) 
and massive multiple-input multiple-output(MIMO) system are giving a strong and 
increasing impact relative to 5G wireless communication systems. This is due to the ben-
efits that are obtainable in terms of performance improvements with respect to omnidi-
rectional antennas. A considerable number of theoretical proposals have been presented 
in this field [30, 31]. However, the most commonly used network simulators do not 
implement the latest wireless network standards. Consequently, most simulators do not 
offer the possibility to emulate scenarios in which SAS and massive MIMO system are 
employed. This aspect heavily affects the quality of the network performance analysis 
with regard to the next generation wireless communication systems. To overcome this 
issue, it is possible, for example, to extend the default features offered by one of the 
most used network simulators such as Omnet++ which provides a very complete suite 
of network protocols and patterns that can be adapted in order to support the latest 
antenna array systems. The main goal of Chapter 6 is to illustrate the improvements 
accomplished in this field, allowing to enhance the basic functionalities of the Omnet++ 
simulator by implementing the most modern antenna array technologies [32].
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Chapter 2

Sidelobe Nulling by Optimizing
Selected Elements in the Linear
and Planar Arrays
Jafar Ramadhan Mohammed and Khalil H. Sayidmarie

Abstract

Currently, there are significant interests in the antenna arrays that are composed
of a large number of elements controlled by an appropriate optimizer for the next
generation of wireless communication systems, where the massive multiple-inputs
multiple-outputs (MIMO) systems are expected to play a major role in such sys-
tems. On the other hand, the interfering signals which are expected to rise dramat-
ically in these applications due to the crowded spectrum represent a real challenging
issue that limits and causes great degradation in their performances. To achieve an
optimum performance, these antenna arrays should be optimized and designed to
have maximum gain, narrow beam width, and very low sidelobes or deep nulls.
Toward achieving this goal, the overall array performance can be either electroni-
cally controlling the design parameters, such as amplitude and/or phase excitations
of the individual elements, or mechanically controlling the element positions. This
chapter discusses techniques proposed for sidelobe nulling by optimizing the
excitations and positions of selected elements in the linear and planar arrays.

Keywords: antenna arrays, array pattern synthesis, null steering,
sidelobe reduction, optimization algorithms

1. Introduction

Antenna arrays can be designed to reconfigure their radiation characteristics
either by electronically controlling the amplitude and/or phase excitations of the
array elements or by mechanically controlling the separation distances between the
array elements. Accordingly, the null steering methods are generally divided into
two main categories: electronic null steering and mechanical null steering. Each of
them has its own advantages and disadvantages as will be shown in the following
sections.

Generally, large antenna arrays are characterized by very high gains and narrow
main beams. Thus, they are widely used in many applications including satellites,
radio telescopes, communication systems, radar, sonar, and many other systems
including future fifth generation (5G) wireless communication systems. The per-
formances of these systems may degrade severely under the presence of interfering
signals and/or ground clutter, which are unavoidable in such applications. There-
fore, it is highly desirable to suppress, or at least reduce, the sidelobes into which
the interfering signals are coming. This means that the shape of the radiation
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pattern of such antenna arrays can be reconfigured to have maximum directive gain
in the direction of its main beam and low sidelobes or deep nulls toward other
unwanted directions.

In the literature, several strategies have been described to reshape the array
radiation pattern. Among them, electronic phased arrays or more specifically beam
forming has received considerable attention [1–3]. However, most of the adaptive
algorithms that were used in such type of antennas are time-consuming because
they involve a large number of iterations and they are not able to provide global
optimum solutions. Reconfiguration of the array pattern with prescribed sidelobe
structure mask can be also achieved by means of the global optimization
approaches. The proposed approaches were genetic algorithm [4, 5], particle swarm
optimization [6, 7], simulated annealing [8, 9], ant colony optimization [10], dif-
ferential evolution algorithm [11], firefly algorithm [12], and some other methods
[13], where the amplitude and/or phase of the elements excitations are the optimi-
zation parameters.

Apart from the aforementioned approaches, new directions in antenna array
pattern reconfiguration have been proposed based on either adding a small number
of extra elements on each side of the linear array [14–16], or by reusing the side
(or end) elements of the linear arrays [17] or planar arrays [18, 19]. In these papers,
the calculations that were required to find the values of the amplitude and phase
excitations of the side elements basically relied on simple mathematical formula-
tions and none of the optimization algorithms were used. Thus, the solutions were
not optimum and there was a necessary need to search for an optimum solution for
such an important scenario. Therefore, instead of a simple analytical method that
was presented in [17], a more powerful method based on the genetic algorithm was
proposed to find the optimal values of the amplitude and phase excitations for those
electronically controllable edge elements with less computational time [20]. The
method presented in [20] is further extended to obtain multiple wide nulls by
properly selecting and optimizing the most effective elements in the array [21].
Wide nulls were also obtained by turning off some selected elements in the uni-
formly spaced linear arrays by means of binary genetic algorithm [22]. In all of
those pervious works, the null steering was performed electronically by controlling
the amplitude and phase excitations of the array elements.

On the other hand, the mechanical null steering methods that are based on the
controlling of the separation distance between the array elements were considered
as an alternative and competitive solution to the electronic counterpart [23–25]. In
[26], the author proved that the mechanical null steering made better patterns when
compared with the electronic counterpart [20], by mechanically controlling the
positions of the extreme elements while leaving all the electronic excitations
including the edge elements constant.

The chapter is organized as follows: Section 2 provides a theoretical overview
about electronic null steering including fully and partially controlled array ele-
ments. It also contains the sensitivity analysis of the generated nulls as well as how
much the nulling is robust with respect to variations in the reconfigured amplitude
and phase excitations. Section 3 provides a theoretical overview of a mechanical null
steering including fully nonuniform spaced arrays and the proposed solution. It also
explains the implementation strategies of the aforementioned technologies.

2. Electronic null steering methods

This technique involves the modification of amplitude and/or phase excitations
of an N-element array. The amplitude and/or phase excitations of these array
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elements should be specifically selected through an appropriate control system that
is connected to each of the array elements. Clearly, for such electronic null steering
strategy and for N elements linear array, we need N variable attenuators and N
variable phase shifters for the feeding network. This results in a very complex
feeding network especially for a large number of elements which, of course,
becomes expensive and may be impractical. Therefore, a less costly and simpler
system for reducing the effect of interfering signals is needed. In this section, a
simple technique for sidelobe nulling over a wide angular region in the linear arrays
is introduced, where only the electronic excitations of the two side elements of the
array were needed to be controllable while maintaining the same performance of
interference suppression. Thus, the feeding network of the proposed linear array
contains, in most designs, only two phase shifters and one attenuator.

2.1 Linear array

Consider a linear array of N isotropic elements which are mechanically fixed by
selecting the separation distance between the array elements to be uniform at a
constant value d. These elements are symmetrically disposed with respect to the
origin along the x-axis and suppose that a harmonic plane wave with wavelength λ
is incident from direction θ and propagates across the array. The I signal outputs
from the array elements are weighted by the amplitude excitation coefficients An

and phase excitation coefficients Pn then summed to give the linear array output.
The sidelobe nulling was achieved by properly adjusting the values of the attenua-
tors and phase shifters that are connected to each element.

2.1.1 Single null

This subsection presents an efficient method for controlling the amplitude and
phase excitations of the end elements by means of global optimization algorithms
such as genetic algorithm or particle swarm optimization to generate a sector
sidelobe nulling in the linear arrays without any reduction in the array gain [20]. To
maintain the gain of the designed array and also to increase the convergence rate of
the used optimization algorithms, some constraints on the searching spaces are
included.

2.1.2 The electronic single null steering method

The structure of the electronically null steering array, with controlled ampli-
tudes A1 and AN as well as controlled phases P1 and PN for the first and the last
elements in a linear array is shown in Figure 1 [20]. The amplitudes and phases of
the edge-element excitations can be considered as either symmetric or asymmetric
excitation. Note that the proposed array under the asymmetric excitation will have
4 degrees of freedom, while for the symmetric case it will have only 2 degrees of
freedom. These numbers are also true when considering the optimization parame-
ters. The far-field pattern of the electronically null steering array with controlled
amplitude and phase excitations, assuming even number of elements, can be writ-
ten as [20]:

AF uð Þ ¼ ∑
N=2

n¼2
cos n� 1

2

� �
ψ

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
N�2 uniform array

þA1ej
N�1
2ð ÞψþP1 þ ANe�j N�1

2ð ÞψþPN|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
Edge elements alone

(1)
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becomes expensive and may be impractical. Therefore, a less costly and simpler
system for reducing the effect of interfering signals is needed. In this section, a
simple technique for sidelobe nulling over a wide angular region in the linear arrays
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interference suppression. Thus, the feeding network of the proposed linear array
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is incident from direction θ and propagates across the array. The I signal outputs
from the array elements are weighted by the amplitude excitation coefficients An

and phase excitation coefficients Pn then summed to give the linear array output.
The sidelobe nulling was achieved by properly adjusting the values of the attenua-
tors and phase shifters that are connected to each element.

2.1.1 Single null

This subsection presents an efficient method for controlling the amplitude and
phase excitations of the end elements by means of global optimization algorithms
such as genetic algorithm or particle swarm optimization to generate a sector
sidelobe nulling in the linear arrays without any reduction in the array gain [20]. To
maintain the gain of the designed array and also to increase the convergence rate of
the used optimization algorithms, some constraints on the searching spaces are
included.

2.1.2 The electronic single null steering method

The structure of the electronically null steering array, with controlled ampli-
tudes A1 and AN as well as controlled phases P1 and PN for the first and the last
elements in a linear array is shown in Figure 1 [20]. The amplitudes and phases of
the edge-element excitations can be considered as either symmetric or asymmetric
excitation. Note that the proposed array under the asymmetric excitation will have
4 degrees of freedom, while for the symmetric case it will have only 2 degrees of
freedom. These numbers are also true when considering the optimization parame-
ters. The far-field pattern of the electronically null steering array with controlled
amplitude and phase excitations, assuming even number of elements, can be writ-
ten as [20]:
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cos n� 1
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where ψ ¼ 2πd=λð Þuþ β. Here, u ¼ sin θð Þ, and θ is the observation angle from
the array normal, d is the element spacing which is selected to be fixed at d ¼ λ=2 for
all array elements, and β is the phase shift required to steer the angle of the main
beam. Knowing the direction of the interfering signals, ui, i ¼ 1, 2,…I (where I is the
total number of interfering signals), and substituting for AF uið Þ ¼ 0 according to the
interference suppression condition, the nulls directions ui can be computed from (1).

For asymmetric array, note that the above equation cannot be solved analytically
using the method introduced in [17] since it is a function of four unknown param-
eters, i.e., A1,AN,P1, and PN. On the other hand, the optimal values of these four
parameters, subject to some constraints, can be easily found using any global opti-
mization algorithm such as genetic algorithm or particle swarm optimization
(PSO), as can be seen in the following subsection [20]. As mentioned earlier, the
main constraints that are applied during the optimization process are the depth of
the generated nulls and the main beam shape preservation. Moreover, some con-
straints on the optimization parameters are also considered, where the minimum
and maximum values of the optimized amplitudes A1 and AN are set to 0 and 1,
respectively, and for optimized phases P1 and PN are set to �π=2andπ=2, respec-
tively [20]. To show the effectiveness of the proposed method, it is applied to
uniformly excited linear arrays as well as some nonuniformly excited linear arrays
such as Dolph and Tayler arrays as can be seen in the following subsection [20].

2.1.3 The results

In order to show the advantages of the proposed array with controlled two edge
elements, first the fully controlled array (i.e., the amplitude excitation of all array

Figure 1.
Block diagram of the single wide null method [20].
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elements are controlled including the two edge elements) is considered. In this
example, the total number of array elements are chosen to be N = 30 elements, the
amplitude excitation of the original array elements is chosen to be uniform and the
phase excitation is set to zero. In this scenario, the genetic algorithm is used to
optimize the amplitude excitations of all array elements while the phase excitations
are left unchanged. The required sidelobe level was set at �40 dB. Figure 2 shows
the optimized array pattern along with the original uniform array pattern. It can be
seen that the required sidelobe level is accurately achieved while the HPBW and
FNBW have increased. The amplitude excitations of all array elements are greatly
changed except a small number of the central elements. Moreover, the optimizer
needs at least 250 iterations to converge.

For a fully controlled array, the number of degrees of freedom is quite enough to
reduce the sidelobe level and at the same time to place the desired nulls, as shown in
Figure 3. Here, as in the previous case, the required sidelobe level is chosen to be

Figure 2.
Results for fully electronic null steering method for N = 30 and SLL = �40 dB.

Figure 3.
Results for fully electronic null steering method with amplitude only control for N = 30, SLL = �40 dB, and a
single wide null.
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�40 dB and a single wide null centered at u = 0.75 (ranged from u = 0.73 to 0.77) is
considered. Similar results are obtained when the amplitude and the phase excita-
tions of the full elements are optimized are shown in Figure 4.

All of the above results show clearly that the required shape of the array pattern
can be obtained only when precisely choosing the values of the attenuators. In
practice, the attenuators are digital and they have a limited number of quantized
levels. Thus, these required shapes are far or even impossible to get. Therefore, the
arrays that are composed of a few controllable elements are very desirable in
practice. In the next example, we consider an array of N = 100 elements and only
the edge element are optimized by either the GA or PSO algorithm. Here, only a
single wide null is required to be placed from u = 0.4 to 0.5 with depth �60 dB.
Moreover, the original excitations of all array elements are assumed to be uniform.
Figure 5 shows the radiation patterns of the optimized arrays using GA and PSO
along with the original uniform array pattern. This figure also shows the conver-
gence rate of the optimizer under these two different algorithms.

It can be seen that the optimized arrays by GA and PSO are equally capable of
achieving the required wide sidelobe nulling. The HPBW of the original uniform
array, and the optimized array are 1:0084 and 1:0314o, respectively. For this case, the
optimized values of A1,AN,P1, and PN using GA were found to be
0:8181,0:7313, 52:2824 and� 47:6185o, respectively; whereas, these value were
found to be 0:7322,0:8179, 47:7388 and� 52:4027o for PSO design. The computa-
tional times for GA and PSO were found to be 0.15429 and 0.12667 min, respectively.

In Figure 6, the results of the proposed single null steering method is examined
for N = 30 elements and the desired null is from u = 0.7 to 0.75 with a depth equal to
�60 dB. This figure also shows the required amplitudes and phases of both the
original and optimized arrays.

By comparing the results of Figure 6 with those of Figure 3 or Figure 4, it can
be clearly seen that the proposed single null steering method requires only one
attenuator and two phase shifters to realize the modified element excitations. How-
ever, the fully controlled array requires at least 30 attenuators and 30 phase shifters
to realize the reconfigured amplitude and phase weights. This fully confirms the
effectiveness of the proposed single null steering method.

Moreover, to show the generality of the proposed method, we extend it to the
nonuniformly excited arrays such as Dolph and Taylor arrays. Figures 7 and 8 show
the radiation patterns of the Dolph and Taylor arrays (N = 30 elements, and
SLL = �40 dB), where the excitations of the edge elements are optimized using GA
for the purpose of generating sector sidelobe nulling with same width and depth as
in the previous example.

Figure 4.
The results for fully electronic null steering method with amplitude and phase excitations for N = 30,
SLL = �40 dB, and a single wide null.
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2.1.4 Multiple nulls

As we have shown in the previous subsection that a single wide null requires at
least controlling the excitations of the two end elements in a linear array. In many

Figure 5.
The results for the proposed single null steering method for N = 100.

13

Sidelobe Nulling by Optimizing Selected Elements in the Linear and Planar Arrays
DOI: http://dx.doi.org/10.5772/intechopen.84507



�40 dB and a single wide null centered at u = 0.75 (ranged from u = 0.73 to 0.77) is
considered. Similar results are obtained when the amplitude and the phase excita-
tions of the full elements are optimized are shown in Figure 4.

All of the above results show clearly that the required shape of the array pattern
can be obtained only when precisely choosing the values of the attenuators. In
practice, the attenuators are digital and they have a limited number of quantized
levels. Thus, these required shapes are far or even impossible to get. Therefore, the
arrays that are composed of a few controllable elements are very desirable in
practice. In the next example, we consider an array of N = 100 elements and only
the edge element are optimized by either the GA or PSO algorithm. Here, only a
single wide null is required to be placed from u = 0.4 to 0.5 with depth �60 dB.
Moreover, the original excitations of all array elements are assumed to be uniform.
Figure 5 shows the radiation patterns of the optimized arrays using GA and PSO
along with the original uniform array pattern. This figure also shows the conver-
gence rate of the optimizer under these two different algorithms.

It can be seen that the optimized arrays by GA and PSO are equally capable of
achieving the required wide sidelobe nulling. The HPBW of the original uniform
array, and the optimized array are 1:0084 and 1:0314o, respectively. For this case, the
optimized values of A1,AN,P1, and PN using GA were found to be
0:8181,0:7313, 52:2824 and� 47:6185o, respectively; whereas, these value were
found to be 0:7322,0:8179, 47:7388 and� 52:4027o for PSO design. The computa-
tional times for GA and PSO were found to be 0.15429 and 0.12667 min, respectively.

In Figure 6, the results of the proposed single null steering method is examined
for N = 30 elements and the desired null is from u = 0.7 to 0.75 with a depth equal to
�60 dB. This figure also shows the required amplitudes and phases of both the
original and optimized arrays.

By comparing the results of Figure 6 with those of Figure 3 or Figure 4, it can
be clearly seen that the proposed single null steering method requires only one
attenuator and two phase shifters to realize the modified element excitations. How-
ever, the fully controlled array requires at least 30 attenuators and 30 phase shifters
to realize the reconfigured amplitude and phase weights. This fully confirms the
effectiveness of the proposed single null steering method.

Moreover, to show the generality of the proposed method, we extend it to the
nonuniformly excited arrays such as Dolph and Taylor arrays. Figures 7 and 8 show
the radiation patterns of the Dolph and Taylor arrays (N = 30 elements, and
SLL = �40 dB), where the excitations of the edge elements are optimized using GA
for the purpose of generating sector sidelobe nulling with same width and depth as
in the previous example.

Figure 4.
The results for fully electronic null steering method with amplitude and phase excitations for N = 30,
SLL = �40 dB, and a single wide null.

12

Array Pattern Optimization

2.1.4 Multiple nulls

As we have shown in the previous subsection that a single wide null requires at
least controlling the excitations of the two end elements in a linear array. In many

Figure 5.
The results for the proposed single null steering method for N = 100.

13

Sidelobe Nulling by Optimizing Selected Elements in the Linear and Planar Arrays
DOI: http://dx.doi.org/10.5772/intechopen.84507



Figure 6.
The results for the proposed single null steering method for N = 30.
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applications with multi interference environment, it is desirable to generate multi-
ple wide nulls in the radiation pattern; thus, a set of element excitations have to be
modified. In this subsection, a subset of a small number of adjustable elements on

Figure 7.
Results for the proposed single null steering method for N = 30 and Dolph excitation.
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both sides of the array is considered. Therefore, the far-field equation of the overall
array is formulated as the summation of two independent array subsets. The first
array subset is referred to as a uniform array, which contains the majority of the

Figure 8.
Results for the proposed single null steering method for N = 30 and Taylor excitation.
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array elements; whereas, the second array subset contains only a small number of
the array elements that will be adjusted adaptively. The GA is used to optimize the
amplitude and phase excitations of the second array subset elements [21].

2.1.4.1 The electronic multiple null steering method

Here in this subsection, the solution proposed in Section 2.1.2 is further extended
to include which elements are to be optimized and to what extent. The small
number of the selected elements should have an impact on the controllable nulls.
Therefore, we examine three different selection strategies. The first strategy selects
the most effective elements that are located on the extremes of the array; while in
the second and third strategies, the selections consider the elements that are located
at the center of the array or randomly chosen from the whole array elements [21].
The idea of the second strategy was employed in a sidelobe adaptive canceller
system [27]. By adapting few elements at the center of the array, the system is
capable to produce multiple nulls toward a number of interfering signals [27].
Experience with these three selection strategies showed that the first strategy pro-
vides best performance for interference suppression [21]. To apply the first strat-
egy, first, consider an array of an even number of elements 2N, with uniform
amplitude excitations and mechanically fixed locations with uniform inter-element
spacing d, symmetrically positioned about the origin (i.e., N elements are placed on
each side of the origin). Assuming a subset of only 2M elements (out of the 2N-
element array) is optimized to generate the required nulls at unwanted directions
(i.e., M outer elements on each end of the array). The remaining 2N-2M elements
are kept unchanged, i.e., having uniform amplitude and equal-phase excitations.
The overall far-field pattern due to the 2N-2M uniformly excited array elements
and the 2M adaptive array elements can be written as [21]:

AF uð Þ ¼ 2 ∑
N�Mð Þ

n¼1
cos

2n� 1ð Þ
2

kdu
� �

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2N�2M uniform array

þ ∑
N

m¼N�Mþ1
Amre

j 2m�1ð Þ
2 kduþPmrð Þ þ Amle

�j 2m�1ð Þ
2 kduþPmlð Þn o

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2M elements array

(2)

where k ¼ 2π=λ. From (2), it can be noted that the amplitudes (Amr and Aml for
right and left subset elements) and phases (Pmr and Pml for right and left subset
elements) of 2M adjustable elements array can be considered either symmetric or
nonsymmetric (i.e., Aml 6¼ Amr and Pml 6¼ Pmr) like the earlier method. Also note that
the 2M adjustable elements are selected from the extremes of the array and they play
an important role in generating the required nulls. The structure of the interior 2N-
2M uniformly excited array elements with adjustable amplitude and phase excitations
of the outerM elements on each side of the array is shown in Figure 9 [21].

2.1.4.2 The results

An original uniform linear array with 2N = 100 elements located at fixed posi-
tions and having element separation equals to half the wavelength is considered.
Figure 10 shows the results obtained from the original uniform array and the
optimized array patterns with four required wide nulls each of width u = 0.05 and
depth = �60 dB. Five elements at each side of the linear array are used here as the
elements to be controlled. To show the effectiveness of the proposed array with
respect to the fully optimized array, the radiation pattern of the fully phase-only
optimized array and its convergence speed are also included in Figure 10. It can be
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array elements; whereas, the second array subset contains only a small number of
the array elements that will be adjusted adaptively. The GA is used to optimize the
amplitude and phase excitations of the second array subset elements [21].

2.1.4.1 The electronic multiple null steering method
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number of the selected elements should have an impact on the controllable nulls.
Therefore, we examine three different selection strategies. The first strategy selects
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tions and having element separation equals to half the wavelength is considered.
Figure 10 shows the results obtained from the original uniform array and the
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optimized array and its convergence speed are also included in Figure 10. It can be

17

Sidelobe Nulling by Optimizing Selected Elements in the Linear and Planar Arrays
DOI: http://dx.doi.org/10.5772/intechopen.84507



seen that the proposed array with only 10 adjustable outer elements is capable of
generating the required multi nulls at pre-specified depths and widths. The same
performance is obtained with the fully phase-only optimized array but with an
extra requirement of modifying the phases of 100 elements (i.e., more cost and
more optimization parameters). The half power beam width of the fully uniform
and the proposed arrays are 1:0085 and 1:0772o, respectively. Moreover, the pro-
posed method converges much faster than the method of fully phased-only opti-
mized array. The amplitude and phase excitations of the proposed and the fully
phased-only optimized arrays are shown in Figure 11. From this figure, it can be
seen that the required percentage of the perturbed element excitation represents
only 10% of those needed for the fully phased-only optimized array. This drastically
reduces the RF components of the feeding network and consequently the cost while
maintaining the same performance of interference suppression.

2.2 Planar array

In this section, the selection process of the controllable elements is extended to
the large planar arrays to reach the desired radiation pattern with a minimum

Figure 9.
Configuration of the multiple null steering method [21].

Figure 10.
Results of multiple wide null steering method.
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number of adjustable elements, where the searching spaces are restricted to include
only the elements on the array’s perimeter [28]. The optimization was performed
under some constraints to obtain the desired radiation characteristics such as
narrower beamwidth, asymmetric low sidelobes, and controlled nulls in some pre-
specified directions. Unlike the existing methods, in which all the array elements
are changeable, the proposed planar array enjoys a faster convergence of the opti-
mizer as its interior elements are fixed and the whole array keeps maintaining a
good performance [28].

2.2.1 The electronic planar null steering method

Consider a rectangular planar array composed of N rows and M columns of
isotropic elements with mechanically fixed inter-element spacing d ¼ λ=2 in both x
and y directions. The radiation pattern of such rectangular planar array can be
written as [28]

AF θ;ϕð Þ ¼ ∑
N

n¼1
∑
M

m¼1
wnmej

2πd
λ n�Nþ1

2ð Þ sin θð Þ cos ϕð Þ�βxð Þþ m�Mþ1
2ð Þ sin θð Þ sin ϕð Þ�βyð Þ½ � (3)

where θ is the elevation angle, ϕ is the azimuth angle, and βx ¼ sin θ0ð Þ cos ϕ0ð Þ,
βy ¼ sin θ0ð Þ sin ϕ0ð Þ are progressive phase shifts in x and y directions that are
necessary to direct the mainbeam to the angle(θ0,ϕ0), and wnm is the complex
weight of the (n,m)th element. Clearly, the array factor in (3) represents a fully
controllable planar array in which all of its elements are adjustable and the resulting
feeding network is a relatively complex system. Furthermore, to meet the required
radiation characteristics, it is necessary to impose some constraints on the array
weights which lead to an added complexity to the adaptive system. Thus, the
necessity of controlling a small number of array elements arises especially with
the practical implementation of large planar arrays or when faster adaptation is
desirable.

In this work, the weights of the interior elements of the array (i.e., the central
part having dimensions N � 2ð ÞX M� 2ð Þ) are assumed to be constant, i.e.,
wnm ¼ 1, while the elements on the perimeter are only considered to be adjustable
(or controllable) subject to some required constraints. Thus, the array factor of (3)
can be rewritten as [28]
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Figure 9.
Configuration of the multiple null steering method [21].

Figure 10.
Results of multiple wide null steering method.

18

Array Pattern Optimization

number of adjustable elements, where the searching spaces are restricted to include
only the elements on the array’s perimeter [28]. The optimization was performed
under some constraints to obtain the desired radiation characteristics such as
narrower beamwidth, asymmetric low sidelobes, and controlled nulls in some pre-
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are changeable, the proposed planar array enjoys a faster convergence of the opti-
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isotropic elements with mechanically fixed inter-element spacing d ¼ λ=2 in both x
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weights which lead to an added complexity to the adaptive system. Thus, the
necessity of controlling a small number of array elements arises especially with
the practical implementation of large planar arrays or when faster adaptation is
desirable.

In this work, the weights of the interior elements of the array (i.e., the central
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where :f g represents the exponential term as expressed in the first term of
Eq. (3). The perimeter elements in the lower term of (4) are expressed as the sum of
2 rows and 2 columns. In the two rows, the value of n is set to n ¼ 1 and n ¼ N,
while the value ofm is allowed to change from 1 toM. In the two columns, the value
of m is set to m ¼ 1 and m ¼ M, while the value of n is allowed to change from 2 to
M-1 [28].

2.2.2 The results

In this subsection, a uniform planar array with N = 6 and M = 6 isotropic
elements spaced by half a wavelength is considered. The required half power
beamwidth (HPBW) of the proposed planar array pattern is chosen to be 17o, i.e.,
ΩBW ¼ 8:5o. Note that, for a uniformly excited planar array with size 6�6 elements
the HPBW is also 17o. This means that the HPBW of the optimized array is
constrained to be the same as that of the uniformly excited planar array.

Assume the direction of the desired signal is known, which is set to be 90o. The
weights of the perimeter elements in the proposed planar array are optimized such
that the corresponding radiation pattern has equal sidelobe level at �20 dB and two
nulls at ϕ ¼ �30o, θ ¼ 80o (i.e., ux ¼ 0:852,uy ¼ �0:492Þ and ϕ ¼ 45o, θ ¼ �70o

(i.e., ux ¼ �0:664, uy ¼ �0:664Þ. Figure 12 shows the radiation patterns of the
original uniform planar array and the proposed array. It can be seen that the
required sidelobe level and the desired null are efficiently accomplished by opti-
mizing only the perimeter elements.

The corresponding complex weights (i.e., the magnitudes and the phases) of all
elements in the proposed planar array are shown in Figure 13. It can be seen that
only the magnitudes and the phases of the 20 perimeter elements are adjusted,
whereas the 16 interior elements remain holding their uniform excitations.

Figure 12.
Optimized radiation pattern of the proposed planar array (right) and the uniformly excited planar array
(left).
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2.3 The sensitivity analysis

In this section, a realistic situation is investigated where the required element
excitations in amplitude and phase cannot be realized exactly in practice, or when
there is some fluctuation in the frequency of operation. The performance of the
proposed optimization techniques and the null positions are investigated when
there are some errors in the excitation of the array elements.

2.3.1 The effect of quantization levels on the generated nulls

In this section, the sensitivity analysis is concerned with how much the gener-
ated nulls are robust with respect to unavoidable variations of the reconfigured
amplitude and phase weights due to the quantization errors that are associated with
the used digital attenuators and/or digital phase shifters. The electronic null steering
methods including the above-mentioned methods require phase shifters and atten-
uators that are digitally controlled. With such digital components, it is well-known
that only a finite number of quantized values are available. For example, a one-bit
digital phase shifter produces only two phase values of 0 and π, while a two-bit
digital shifter can realize four phases of 0, π=2, π, and 3π=2. Accordingly, with the
use of discrete phase shifters and/or discrete attenuators, precise control over both
amplitudes and phases of the adjustable elements is not possible. Therefore,
unavoidable quantization error in the phase and/or amplitude excitations causes
some modifications of the radiation pattern from the desired one. However, such
performance degradations may be lesser in the proposed approaches than that in the
fully optimized array elements where the number of the adjustable elements is
small. Figure 14 shows the sensitivity of the proposed multiple null steering method
to various phase quantization levels. The effect is obvious on the sidelobe level and
null depths.

The degradation in the optimized array pattern due to random errors in the
phase and amplitude of the element excitations was investigated in [29]. Such errors
can cause an elevation in the sidelobe level and changing the angular locations of the
desired nulls. The simulation results showed that the nulls and the sidelobe level in
the adaptive arrays are more sensitive to random errors in the element phase
excitations as compared to amplitude excitations.

2.3.2 The effect of frequency fluctuation on the generated nulls

In this subsection, we assume that there is a fluctuation in the frequency of
operation, or the system works on a certain band of frequencies around the center

Figure 13.
Amplitude and phase excitations of the proposed planar array pattern that is shown in Figure 12.
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while the value ofm is allowed to change from 1 toM. In the two columns, the value
of m is set to m ¼ 1 and m ¼ M, while the value of n is allowed to change from 2 to
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2.2.2 The results

In this subsection, a uniform planar array with N = 6 and M = 6 isotropic
elements spaced by half a wavelength is considered. The required half power
beamwidth (HPBW) of the proposed planar array pattern is chosen to be 17o, i.e.,
ΩBW ¼ 8:5o. Note that, for a uniformly excited planar array with size 6�6 elements
the HPBW is also 17o. This means that the HPBW of the optimized array is
constrained to be the same as that of the uniformly excited planar array.

Assume the direction of the desired signal is known, which is set to be 90o. The
weights of the perimeter elements in the proposed planar array are optimized such
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2.3 The sensitivity analysis

In this section, a realistic situation is investigated where the required element
excitations in amplitude and phase cannot be realized exactly in practice, or when
there is some fluctuation in the frequency of operation. The performance of the
proposed optimization techniques and the null positions are investigated when
there are some errors in the excitation of the array elements.

2.3.1 The effect of quantization levels on the generated nulls

In this section, the sensitivity analysis is concerned with how much the gener-
ated nulls are robust with respect to unavoidable variations of the reconfigured
amplitude and phase weights due to the quantization errors that are associated with
the used digital attenuators and/or digital phase shifters. The electronic null steering
methods including the above-mentioned methods require phase shifters and atten-
uators that are digitally controlled. With such digital components, it is well-known
that only a finite number of quantized values are available. For example, a one-bit
digital phase shifter produces only two phase values of 0 and π, while a two-bit
digital shifter can realize four phases of 0, π=2, π, and 3π=2. Accordingly, with the
use of discrete phase shifters and/or discrete attenuators, precise control over both
amplitudes and phases of the adjustable elements is not possible. Therefore,
unavoidable quantization error in the phase and/or amplitude excitations causes
some modifications of the radiation pattern from the desired one. However, such
performance degradations may be lesser in the proposed approaches than that in the
fully optimized array elements where the number of the adjustable elements is
small. Figure 14 shows the sensitivity of the proposed multiple null steering method
to various phase quantization levels. The effect is obvious on the sidelobe level and
null depths.

The degradation in the optimized array pattern due to random errors in the
phase and amplitude of the element excitations was investigated in [29]. Such errors
can cause an elevation in the sidelobe level and changing the angular locations of the
desired nulls. The simulation results showed that the nulls and the sidelobe level in
the adaptive arrays are more sensitive to random errors in the element phase
excitations as compared to amplitude excitations.

2.3.2 The effect of frequency fluctuation on the generated nulls

In this subsection, we assume that there is a fluctuation in the frequency of
operation, or the system works on a certain band of frequencies around the center
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frequency. It is assumed that the element positions can be accurately fixed at the
design frequency f o, and element separation is fixed at d ¼ λo=2, where λo is the
free-space wavelength at the frequency fo. In this case, the array factor of the
uniformly excited equally spaced linear array can be found from [30] as:

AF f ; θð Þ ¼
sin N

2
f
f o
πsin θð Þ

h i

sin 1
2
f
f o
πsin θð Þ

h i (5)

where f is instantaneous frequency, and f/fo is the fluctuation or deviation ratio.
From (5), the angle of the nth null θn as a function of the frequency can be written as
[30]:

θn fð Þ ¼ sin �1 f o
f

� 2n
N

� �� �
(6)

A sample array of N = 10 elements working at an instantaneous frequency f and
design frequency of f o ¼ 3 GHz is investigated here. Figure 15(left) shows the
radiation patterns of the uniform array, plotted for frequencies higher than the
design value f o ¼ 3 GHz. It can be seen that the angular location of the first null, in
the uniform pattern is 11.54°, whereas this null is shifted to 9.871° when f is changed
from 3 to 3:5 GHz. The figure also shows that, as the frequency departs from the
design value f o ¼ 3 GHz, the nulls move toward main beam resulting in anincreased
magnitude at the original directions of the nulls. Figure 15(right) shows the radia-
tion patterns of the same array plotted for frequencies lower than the design value
fo. It can be seen that the angular location of the first null is shifted from 11.54 to
13.8° when f is changed from 3 to 2:5 GHz; whereas, the forth null is shifted from
53.33 to 74.0° when f is changed from 3 to 2:5 GHz. The figure shows that, for
frequencies lower than the design value f o ¼ 3 GHz, the nulls move far from the
main beam resulting in an increased magnitude at the original directions of the

Figure 14.
Sensitivity of the proposed multiple null steering method to various phase quantization levels.
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nulls. Generally, it is noticed that the nulls positions are sensitive to frequency
changes. The sensitivity of the null angle θn to frequency can be found from Eq. (6)
as [30]:

dθn
df

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 2nf o

Nf

� �2
r (7)

The above relation shows that the sensitivity is a nonlinear function of the
frequency deviation. This nonlinearity can be obviously noticed by comparing
Figure 15(left) and (right), where a 0.5 GHz change in frequency produces differ-
ent shifts in the null positions depending if the change is positive or negative. It has
been found that a �16.7% changes in the frequency result in a shift of 2.26 and
1.67°, respectively, for the first null position. In this example, a relatively large
frequency span of 1 GHz has produced null movement of only 3.89°.

3. Mechanical null steering methods

As we have shown in the previous section, the practical implementation of the
feeding network in the electronically null steering methods is a real challenging
issue, especially when dealing with large arrays. To solve this problem, many
researchers, for example, see [22–26], proposed to mechanically control the spacing
between the array elements instead of electronically controlling the amplitude and/
or phase excitations to achieve the required null steering. However, in practice,
these fully nonuniform spaced arrays have also some disadvantages and difficulties
to build. These difficulties may especially arise when dealing with movable or
unknown interfering directions where in such a case it is required to continuously
readjust the element positions to achieve the desired null steering. This means that
the mechanical position of all elements in an array needs repeatedly to be
recalculated and accordingly the whole array elements need to be removed for each
specific interfering direction. In such methods of mechanically nonuniform spaced
arrays, the simplest way to change the position of the array elements is to use a set
of servo-motors connected to each element. For large arrays with fully nonuniform
spaced elements, i.e., large number of the movable elements, the computational
time (i.e., the number of iterations that are required by the optimization algorithm
to converge) becomes a real challenging issue. In addition, an extra time is needed

Figure 15.
The effect of the frequency changes on the null positions for N = 10 elements, and design frequency fo ¼ 3GHz
[30].
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nulls. Generally, it is noticed that the nulls positions are sensitive to frequency
changes. The sensitivity of the null angle θn to frequency can be found from Eq. (6)
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been found that a �16.7% changes in the frequency result in a shift of 2.26 and
1.67°, respectively, for the first null position. In this example, a relatively large
frequency span of 1 GHz has produced null movement of only 3.89°.
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As we have shown in the previous section, the practical implementation of the
feeding network in the electronically null steering methods is a real challenging
issue, especially when dealing with large arrays. To solve this problem, many
researchers, for example, see [22–26], proposed to mechanically control the spacing
between the array elements instead of electronically controlling the amplitude and/
or phase excitations to achieve the required null steering. However, in practice,
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unknown interfering directions where in such a case it is required to continuously
readjust the element positions to achieve the desired null steering. This means that
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recalculated and accordingly the whole array elements need to be removed for each
specific interfering direction. In such methods of mechanically nonuniform spaced
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for mechanical movement of the element positions. Thus, these methods of fully
nonuniform spaced arrays were not widely used in practice.

To overcome these problems and make them more amendable in practice, some
researchers, for example, see [22–25], have found that the required nulls can be
introduced by controlling the positions of only selected elements rather than con-
trolling the positions of all elements.

3.1 Fully nonuniform spaced array

Generally, the optimization parameters of the mechanically nonuniformly
spaced arrays can be chosen by either in terms of inter-element spacing between
successive elements or in terms of absolute positions of the elements from the
center of the array. These two structures are illustrated in Figure 16. Choosing the
second structure in the optimization process may cause the element positions to
overlap. The overlapping between any two or more elements may help to remove
(or turn it off) some redundant elements for the thinning arrays. Thus, the second
structure is considered in the present work.

The far-field radiation pattern of an array consisting of N isotropic mechanically
movable elements that are arranged in nonuniform locations xn according to the
second structure (see Figure 16), can be written by [26]

AF uð Þ ¼ 2 ∑
N=2

n¼1
an cos kxnuð Þ (8)

where N is assumed an even number, and an is the electronic weighting of the
array elements which is chosen to be constant or uniform in this method. In order to
introduce the required nulls and at the same time reducing the sidelobe level in the
array pattern of (8), the following cost function is used [26]

CostFunction ¼ 10 log10 max AF uð Þj j2
� �

þ ∑
I

i¼1
AF uiupperbound&uilowerbound

� ����
���

� �
(9)

where λ=Nd≤ u≤ 1, and i ¼ 1, 2,…I. Note that λ=Nd represents the angular loca-
tion of the first null in the array pattern and I represents the total number of the
steered nulls. To control the width of the produced nulls, some constraints on the
upper and lower bounds are imposed in (9). Note that the first term in (9) corre-
sponds to the peak sidelobe level and the second term corresponds to the required
nulls with pre-specified width.

Figure 16.
Array structures in terms of Inter-element spacing and absolute locations from the array center [26].
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As can be seen from (8) and (9), the positions of all elements are needed to be
moveable to meet the required goals. To perform such movements, a number of
servo-motors equal to N are needed. These fully mechanical nonuniform spaced
arrays may perform very well against the interfering signals that originate from
fixed and pre-defined directions. However, such arrays may become impractical in
the case of unknown direction or in the case of moving interfering signal (i.e., its
incoming direction is changing repeatedly). This means that the designer needs to
continuously and quickly recalculate the new location of all elements before the
interfering signal can change its direction. Redesigning the array in a very short
time interval is really a challenging problem. One effective and simple solution to
this important problem is addressed and proposed in [26].

3.2 The results

Each wide null at the desired direction is generated by forming two adjacent
nulls with a small spacing equal to u = 0.02 around the interfering directions. The
effectiveness of the simplified null steering array [26] compared to the fully
nonuniform spaced array has been illustrated by the design of 30 elements linear
array with the main beam directed toward the broadside. The smoothing, elite
sample selection and population parameters of the optimization algorithm are cho-
sen to be 0.7, 0.1, and 100, respectively [26].

In the first example, the fully nonuniform spaced array where all of its elements
are made movable is considered. It is assumed that the width of the required nulls in
the optimized array are from 0.42 to 0.44 and from 0.61 to 0.63 in u-space, while
the depth of these two nulls is chosen to be �40 dB. Also, it is assumed that the
electronic amplitude and phase excitations for all elements in the considered array
are uniform, i.e., an ¼ 1. Note, to maintain the overall array length unchanged, the
first and the last array elements’ locations are fixed. Moreover, in all cases, the cost
function represented in (9) is chosen such that it minimizes the output power at the
intended null direction(s), i.e., it contains only the second term while the first term
which is responsible for sidelobe reduction is omitted. Figure 17 shows the radiation
pattern of the fully nonuniform spaced array. For comparison, the radiation pattern
of the fully uniform spaced array is also shown in Figure 17(right). From this
figure, it can be seen that the capability of the fully nonuniform spaced array for
accomplishing the required nulls is more than satisfactory. This is mainly due to the
availability of many degrees of freedom. On the other hand, the sidelobe structure
has generally increased by few dBs. This is mainly due to the considered cost
function as mentioned earlier. The optimized location of all elements with respect to
that of the uniformly spaced array is shown in Figure 17(left). Note that, as

Figure 17.
Results of fully uniform and nonuniform spaced arrays for N = 30 elements, and two wide nulls.
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for mechanical movement of the element positions. Thus, these methods of fully
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center of the array. These two structures are illustrated in Figure 16. Choosing the
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AF uð Þ ¼ 2 ∑
N=2

n¼1
an cos kxnuð Þ (8)

where N is assumed an even number, and an is the electronic weighting of the
array elements which is chosen to be constant or uniform in this method. In order to
introduce the required nulls and at the same time reducing the sidelobe level in the
array pattern of (8), the following cost function is used [26]

CostFunction ¼ 10 log10 max AF uð Þj j2
� �

þ ∑
I

i¼1
AF uiupperbound&uilowerbound

� ����
���

� �
(9)

where λ=Nd≤ u≤ 1, and i ¼ 1, 2,…I. Note that λ=Nd represents the angular loca-
tion of the first null in the array pattern and I represents the total number of the
steered nulls. To control the width of the produced nulls, some constraints on the
upper and lower bounds are imposed in (9). Note that the first term in (9) corre-
sponds to the peak sidelobe level and the second term corresponds to the required
nulls with pre-specified width.

Figure 16.
Array structures in terms of Inter-element spacing and absolute locations from the array center [26].
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As can be seen from (8) and (9), the positions of all elements are needed to be
moveable to meet the required goals. To perform such movements, a number of
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mentioned earlier, many elements have moved by more than a wavelength, and
many of the new locations are overlapped with the formerly adjacent ones. The
overlapping may be exploited in the array thinning, while the elements that are
located closer than a half wavelength may result in a high mutual coupling. This
mutual coupling could completely deteriorate the nulling capability of such arrays.
Table 1 shows the optimized values of the element locations compared to those of
the uniformly spaced array.

Figure 18(left) shows the variation of the cost function, i.e., output power at the
desired nulls, with respect to the iteration number in the optimized fully
nonuniform spaced array. It can be seen that it takes more than 140 iterations to
reach the required depth of �40 dB. Figure 18(right) shows the instantaneous

The Methods

Element # Original uniformly spaced array Fully nonuniform spaced array

1 0.25 0.2500

2 0.75 0.7087

3 1.25 1.0444

4 1.75 1.3522

5 2.25 1.9881

6 2.75 2.3441

7 3.25 2.8279

8 3.75 3.1272

9 4.25 3.5675

10 4.75 4.0763

11 5.25 4.5535

12 5.75 4.8767

13 6.25 5.7395

14 6.75 6.5707

15 7.25 7.2500

The bold values represent the optimized values.

Table 1.
Element locations (in wavelength).

Figure 18.
Convergence speed of the optimizer (left) and the Instantaneous element positions (right).
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elements’ positions during the optimization process. Note that the initial positions
were chosen to start from a uniformly spaced state. Clearly, the computational time
that is required by the optimizer to reach the final optimized positions is relatively
high since the location of all array elements are made movable. It is shown that the
fully nonuniform spaced array performs very well in suppressing the undesired
interfering signals, but, at the cost of extra mechanical parts. This problem was
efficiently solved in [26] while still maintaining the same performance for interfer-
ence suppression. More results and discussions can be found in [26].

4. Conclusions

It is shown that the required sidelobe nulling can be accomplished either elec-
tronically by controlling the amplitude and/or phase of the excitations of the array
elements or mechanically by controlling the positions of all or a small number of the
array elements. Each approach has its own advantages and disadvantages. The
electronic null steering methods are easy to implement, however, they are associ-
ated with some practical problems such as quantization errors which may cause a
significant deviation in the desired null directions and finally leads to noticeable
performance degradation. On the other hand, the mechanical null steering methods
does not need digital attenuator and/or digital phase shifters, thus, they are free
from any quantization errors. Instead, each array element in the mechanical null
steering methods needs a servo-motor to make the element moveable. If all or most
of the array elements are required to be movable, then a considerable extra time is
needed for mechanical movement of the elements. This represents a real challeng-
ing issue in the practice.

To solve these aforementioned problems that were associated with both elec-
tronic and mechanical methods of sidelobe nulling, it is proposed to control only
some selected elements rather than controlling all of the array elements that were
required for array pattern reconfiguration. The number of the array elements, the
operating frequency, and the accuracy at which the desired pattern is needed
influence the final choice between the two approaches of electronic and mechanical
sidelobe nulling.
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Chapter 3

Array Pattern Synthesis for ETC
Applications
Daniele Inserra and Guangjun Wen

Abstract

The problem of antenna array synthesis for radiation pattern defined on a planar
surface will be considered in this chapter. This situation could happen when the
electric field r-decay factor effect cannot be neglected, for example, an antenna
array mechanically tilted and a pattern defined in terms of Cartesian coordinates, as
in the electronic toll collection (ETC) scenario. Two possible approaches will be
presented: the first one aims at the precise synthesis of the pattern in the case both a
constant power-bounded area and a sidelobe suppression region are defined and
required to be synthesized. The second approach instead devotes at stretching the
coverage area toward the travel length (without considering a precise definition of
the communication area) to increase the available identification time with an itera-
tive methodology. For the latter, an antenna prototype has been fabricated, and
measurement results have confirmed the approach validity.

Keywords: antenna arrays, radiation pattern synthesis, linear programming,
electronic toll collection (ETC), radio frequency identification (RFID)

1. Introduction

Most parts of literature on antenna array describe the synthesis of the array factor
[1]. In fact, when the antenna array elements are the same, and assuming that the
single antenna beamwidth is broader than that of the final array, it is possible to
observe that the magnitude of the array factor is proportional to that of the total
radiated electric field. Lots of synthesis methodologies have been presented over the
years for both simple array structures, for example, linear uniform arrays [2], and
more complex geometries (which require the use of optimization algorithms) [3–7].
Nevertheless, there exist other situations which require the whole electric field
behavior control and, in particular, its r-decay behavior. In literature, these problems
are called beam-shaped pattern or contoured pattern synthesis. Possible applications for
these methods are in the field of satellite communications where small antennas or
antenna arrays are employed for illuminating a profiled reflector, as described in [8].
Besides the use of a profiled reflector, other techniques have been developed and
proposed [9–12]. The minimum least square error (MLSE) criteria are used in [9] for
the synthesis of a desired contoured pattern specified with points in the angular
domain. Moreover, a discrete Fourier transform (DFT) shape of the synthesis func-
tion is assigned to provide a better radiation control. In [10], a successive projection
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more complex geometries (which require the use of optimization algorithms) [3–7].
Nevertheless, there exist other situations which require the whole electric field
behavior control and, in particular, its r-decay behavior. In literature, these problems
are called beam-shaped pattern or contoured pattern synthesis. Possible applications for
these methods are in the field of satellite communications where small antennas or
antenna arrays are employed for illuminating a profiled reflector, as described in [8].
Besides the use of a profiled reflector, other techniques have been developed and
proposed [9–12]. The minimum least square error (MLSE) criteria are used in [9] for
the synthesis of a desired contoured pattern specified with points in the angular
domain. Moreover, a discrete Fourier transform (DFT) shape of the synthesis func-
tion is assigned to provide a better radiation control. In [10], a successive projection
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method (SPM) procedure is developed which exploits a new set of basis functions
instead of the DFT. This reduces the number of optimization variables with respect to
the conventional SPM [11]. Another example of synthesis technique which minimizes
the difference with a desired pattern in an iterative fashion can be found in [12].

Besides the case of satellite communications, there exist other applications in the
context of vehicular communications and, in particular, for vehicle-to-infrastructure
connection and vice versa, in which the electric field r-decay behavior affects the
beam pattern, for example, a road side unit (RSU) equipped with an antenna array
which has to radiate toward a specific area, defined on the road surface, for dedicated
short-range communications (DSRC). This specific problem is usually not addressed
as a beam-shaped pattern problem because nowadays electronic toll collection (ETC)
is still performed with low-speed dedicated corridor sufficient to guarantee the auto-
matic vehicle identification (AVI). However, in the futuristic envision of multilane
free flow (MLFF) in which vehicles will perform tolling operation without reducing
travel speed [13], an efficient beam pattern synthesis will become fundamental. In
order to better highlight this point, let us consider Figure 1, in which a MLFF
situation is depicted. In this example, each roadlane is managed by a dedicated RSU
antenna array which radiates a certain beam pattern on the road surface.

If this beam pattern is synthesized for guaranteeing the correct communication
between RSU and on-board unit (OBU) within a certain coverage area of length lca,
it is possible to approximate the maximum available time to perform the toll trans-
action τtrav as a function of the vehicle speed vcar, as shown in Figure 2 [14].
Obviously, the vehicle speed increase reduces the available transaction time, mak-
ing the ETC system design more challenging. Nonetheless, the length of the cover-
age area lca is also fundamental to increase the available transaction time and relax
the ETC system requirements, and for this reason, the antenna array beam pattern
synthesis should be carefully optimized.

Motivated by the above considerations, the problem of antenna array synthesis
when the electric field r-decay effect cannot be neglected is treated in this chapter,
with particular emphasis on the context of vehicular communications where a RSU
equipped with a mechanically tilted antenna array has to radiate a beam pattern
defined on the road surface. The problem will be addressed in two different ways:
firstly, a generic optimization problem will be presented for the case of a precise
pattern definition; a circular objective area will be considered and synthesized
together with a suppression surrounding area (useful for guaranteeing a minimum
sidelobe level margin) [15]; and then, the coverage area stretching toward the travel

Figure 1.
Example of three-roadway highway tolling system with RFID antenna reader.
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direction will be investigated with the objective of increasing the available transac-
tion time for radio frequency identification (RFID)-based DSRC, and a simple
iterative approach will be presented [16]. Both the presented methodologies will be
analyzed with the aid of numerical results. Moreover, the second approach will be
confirmed by experimental results.

2. Problem statement and reference system description

Let us consider the design of an antenna array. The total electric field radiated by
an array of identical antenna elements can be written by using the well-known
pattern multiplication property [2] and reads

Etot r;ϕ; θð Þ ¼ E0 r;ϕ; θð Þ � AF ϕ; θð Þ (1)

where E0 r;ϕ; θð Þ is the single antenna electric field vector and AF ϕ; θð Þ is the
array factor. By assuming that the single antenna beamwidth is broader than the
desired one, only the term AF ϕ; θð Þ can be considered in the design. Nonetheless,
the single antenna radiation pattern can also be included in the synthesis process. In
fact, if E0 r;ϕ; θð Þ can be decomposed as

E0 r;ϕ; θð Þ ¼ e�jk0r

r
Eϕ � ϕ̂ þ Eθ � θ̂
� �

(2)

where k0 is the wavenumber, and if the maximum absolute value of the electric
field components is E0, then it is possible to define the function:

f ϕ; θð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eϕ

E0

� �2

þ Eθ

E0

� �2
s

(3)

and to include it into the synthesis process, that is, the function that has to be
synthesized becomes f ϕ; θð Þ � AR ϕ; θð Þ. The function f ϕ; θð Þ is usually called antenna
pattern.

Figure 2.
Maximum available transaction time as function of the vehicle speed.
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It is now clear that the distance r is not included in the synthesis process. For this
reason, the synthesized pattern preserves its characteristics uniquely on an r-con-
stant surface, that is, a spherical surface. If an arbitrarily beam-shaped pattern is
required to be synthesized (a pattern defined on a nonspherical surface), the r-
decay factor of E0 r;ϕ; θð Þ must be included into the synthesis process. For this
reason, the normalized function that has to be optimized becomes

F ϕ; θð Þ ¼ r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ � AF ϕ; θð Þ (4)

where ϕ0; θ0ð Þ is the electrical steering direction and r0 is the reference distance
from the antenna array to the synthesis surface (included for function normaliza-
tion).

Let us assume a RSU with an antenna array placed at height hA which can be
mechanically tilted by an angle θA (this can be required to better address a specific
coverage area requirement on a planar surface). In this case, both the array electri-
cal steering direction ϕ0; θ0ð Þ and the mechanical tilt steer the beam pattern.
Figure 3(a) describes this scenario. The coverage area (herein defined as the region
where the normalized total electric field on the road surface is larger than a certain
threshold value) could be arbitrarily assigned in shape, even if circular or elliptical is
a more realistic hypothesis. A coverage area might be required for high-power
reception within a high data-rate service spatial area or to guarantee signal recep-
tion as it will be described later for the specific case of RFID-based ETC. Further-
more, the synthesized beam sidelobe-level control might also be important to avoid
signal interference with other coverage zones illuminated by other RSUs as in
Figure 3(b). Finally, other situations could require to limit the coverage area
extension toward a specific direction in order to avoid possible overlap with other
coverage areas.

Figure 4 depicts the antenna array reference system in spherical coordinates r,
ϕ, and θ and in Cartesian coordinates x, y, and z and the coverage area reference
system in Cartesian coordinates xR, yR, and zR. Moreover, a RSU is placed on a hA
height pole (or a highway gate tolling station), and the coverage area is defined on
the road plane, that is, zR ¼ 0. However, the presented methodology can also
address the case in which zR ¼ htag. It is worth noting that htag which represents the
OBU height (usually installed on the vehicle windshield) depends on the vehicle
model and a univocal solution for the coverage area at a fixed height cannot be
specified. For this reason, a reference OBU height can be defined for carrying out
the synthesis process of the antenna array, and then synthesis results at different
heights htag should be verified.

Figure 3.
Example of RSU displacement and coverage areas. (a) RSU with a coverage area defined on a road surface and
(b) RSUs with close coverage areas.
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The antenna array reference system can be obtained by a rototranslation of the
coverage area reference system [17]. Particularly, the following relations can be
obtained:

xR ¼ y

yR ¼ cos θAð Þz� sin θAð Þx
zR ¼ sin θAð Þzþ cos θAð Þxþ hA

8>><
>>:
x ¼ sin θAð ÞyR þ cos θAð Þ zR � hAð Þ

y ¼ xR

z ¼ cos θAð ÞyR � sin θAð Þ zR � hAð Þ

8>><
>>:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2R þ y2R þ zR � hAð Þ2

q

ϕ ¼ arctan
xR

sin θAð ÞyR þ cos θAð Þ zR � hAð Þ
� �

θ ¼ arccos
cos θAð ÞyR � sin θAð Þ zR � hAð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2R þ y2R þ zR � hAð Þ2
q

8><
>:

9>=
>;

8>>>>>>>>>><
>>>>>>>>>>:

(5)

It should be noted that other synthesis surfaces could be considered with the
method herein presented. For the sake of comprehension simplification, and also
because it represents a practical situation, the case zR constant is herein described.
In this case, it is straightforward to understand that r ¼ r ϕ; θð Þ, and then also the
normalized function F r;ϕ; θð Þ in (4) becomes F ¼ F ϕ; θð Þ.

3. Optimization problem and antenna array synthesis

A generic planar array of N elements lying on the xy-plane of Figure 4 is
assumed. The synthesis function in (4) can be written as follows:

Figure 4.
Antenna array and coverage area reference systems.
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F ϕ; θð Þ ¼ r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ ∑

N

n¼1
wne j kxxnþkyynð Þ (6)

where kx ¼ 2π
λ0
cos ϕð Þ sin θð Þ, ky ¼ 2π

λ0
sin ϕð Þ sin θð Þ, wn is the nth element ampli-

tude excitation, wn ∈C, n∈ 1; ::;Nf g [18], and xn; yn
� �

is the position of the nth
antenna element on the xy-plane. Let us now consider the case of a synthesis on the
plane zR ¼ 0 as illustrated in Figure 4. Defining a suppression region Σ, where the
maximum sidelobe level t ¼ max ϕi;θið Þ∈Σ F ϕi; θið Þj j has to be minimized, that is,

F ϕi; θið Þj j≤ t, ϕi; θið Þ∈Σ (7)

and a coverage area C, where it is desired that the normalized electric field is
larger than a certain bound value Pbound (expressed in dB), that is,

F ϕk; θkð Þj j≥10Pbound=20, ϕk; θkð Þ∈C (8)

it is possible to derive the generic optimization problem as

min
ϕ0, θ0,wn, n∈ 1;…;Nf g

t

s:t: F ϕ0; θ0ð Þ ¼ 1

F ϕi; θið Þj j≤ t, ϕi; θið Þ∈Σ

F ϕj; θj
� ����

��� ¼ 10Pbound=20, ϕj; θj
� �

∈B

F ϕh; θhð Þj j≤ 10Pbound=20, ϕh; θhð Þ∈Ω
F ϕk; θkð Þj j≤ 1, ϕk; θkð Þ∈C
F ϕk; θkð Þj j≥10Pbound=20, ϕk; θkð Þ∈C

(9)

Some additional constraints are included to better define the function trend
within the area of interest. In particular, the constraint

F ϕj; θj
� ����

��� ¼ 10Pbound=20, ϕj; θj
� �

∈B fixes the function value on the coverage area

bound B, while F ϕh; θhð Þj j≤ 10Pbound=20, ϕh; θhð Þ∈Ω defines a criterion within Ω that
is the space between the coverage area and the suppression region. It is worth
noting that ϕi; θið Þ are related to the coordinates xR and yR according to (5).

The mechanical tilt θA has not been included in the optimization problem
because its choice is usually not arbitrary. It could be preliminarily selected to
radiate toward a specific direction, and its choice is left to common sense.

3.1 Derivation of suboptimal problem

The steering direction ϕ0; θ0ð Þ and the last inequality in (9) lead to a nonlinear
optimization problem with a non-convex constraint, and according to [5], the
global optimality cannot be guaranteed, with computation time extremely large.

Two hypotheses have been considered for reducing the problem complexity. In
particular, a known steering direction ϕ0; θ0ð Þ and symmetric antenna array with
respect to the axes origin are assumed. Since there is no way to know a priori the
optimum steering direction, the first hypothesis will lead to a suboptimal solution
based on a common sense selection of the steering direction. Furthermore, it has
been observed experimentally that if the array pattern is steered toward the center
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point of the coverage area, this always leads to a feasible solution with an acceptable
array size. Another criterion for the steering direction choice is to select ϕ0; θ0ð Þ in
order to synthesize the array factor as much symmetrical as possible [15].

The second hypothesis, instead, addresses the most part of practical cases.
Based on the choice of the steering direction ϕ0; θ0ð Þ, two main practical cases

can be distinguished: the broadside array ϕ0 ¼ 0; θ0 ¼ 0ð Þ and the steered array
ϕ0 6¼ 0; θ0 6¼ 0ð Þ.

3.1.1 Broadside array

The broadside array is the most considered case for practical usage. Under the
hypothesis of symmetric antenna array with respect to the axes origin, the synthesis
function in (4) can be written as follows:

F ϕ; θð Þ ¼ 2
r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ ∑

N=2

n¼1
‍wncos kxxn þ kyyn

� �
(10)

In this case, the amplitude excitations wn ∈R, n∈ 1; ::;Nf g [18], and, conse-
quently, the function F ϕ; θð Þ are real. In this way, the lower bound inequality in (9)
can be rewritten as a convex constraint. In fact, since the real function F ϕ; θð Þ is
close to its maximum value in the bounded area C, it is plausible that within C it is
also strictly positive; thus, the inequality can be simplified as
F ϕk; θkð Þ≥10Pbound=20, ϕk; θkð Þ∈C, and, finally, written in the form
�F ϕk; θkð Þ≤ 10Pbound=20, ϕk; θkð Þ∈C that can be included as a convex constraint in
the optimization.

The optimization problem (9) for the broadside direction can now be written as

min
wn, n∈ 1;…;Nf g

t

s:t: F ϕ0; θ0ð Þ ¼ 1

F ϕi; θið Þj j≤ t, ϕi; θið Þ∈Σ

F ϕj; θj
� �

¼ 10
Pbound

20 , ϕj; θj
� �

∈B

F ϕh; θhð Þj j≤ 10
Pbound

20 , ϕh; θhð Þ∈Ω
F ϕk; θkð Þ≤ 1, ϕk; θkð Þ∈C

�F ϕk; θkð Þ≤ � 10
Pbound

20 , ϕk; θkð Þ∈C

(11)

The last constraint has been introduced because in the case of a high number of
antennas, the array factor exhibits very large oscillations which might cause the
function F ϕ; θð Þ to be lower than 10Pbound=20 within the coverage area.

The optimization problem in (11) can now be written in the form of a linear
program as described in [15] with the great advantage of a lower computational
complexity.

3.1.2 Non-broadside array

When the mechanical tilt θA cannot be arbitrarily steered to comply with a
specific coverage direction, or if it is necessary to synthesize more coverage areas
toward different directions, the synthesis function in (4) is not real because
wn ∈C, n∈ 1; ::;Nf g. For this reason, another simplification of the problem is herein
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optimization problem with a non-convex constraint, and according to [5], the
global optimality cannot be guaranteed, with computation time extremely large.

Two hypotheses have been considered for reducing the problem complexity. In
particular, a known steering direction ϕ0; θ0ð Þ and symmetric antenna array with
respect to the axes origin are assumed. Since there is no way to know a priori the
optimum steering direction, the first hypothesis will lead to a suboptimal solution
based on a common sense selection of the steering direction. Furthermore, it has
been observed experimentally that if the array pattern is steered toward the center
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point of the coverage area, this always leads to a feasible solution with an acceptable
array size. Another criterion for the steering direction choice is to select ϕ0; θ0ð Þ in
order to synthesize the array factor as much symmetrical as possible [15].

The second hypothesis, instead, addresses the most part of practical cases.
Based on the choice of the steering direction ϕ0; θ0ð Þ, two main practical cases

can be distinguished: the broadside array ϕ0 ¼ 0; θ0 ¼ 0ð Þ and the steered array
ϕ0 6¼ 0; θ0 6¼ 0ð Þ.

3.1.1 Broadside array

The broadside array is the most considered case for practical usage. Under the
hypothesis of symmetric antenna array with respect to the axes origin, the synthesis
function in (4) can be written as follows:

F ϕ; θð Þ ¼ 2
r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ ∑

N=2

n¼1
‍wncos kxxn þ kyyn

� �
(10)

In this case, the amplitude excitations wn ∈R, n∈ 1; ::;Nf g [18], and, conse-
quently, the function F ϕ; θð Þ are real. In this way, the lower bound inequality in (9)
can be rewritten as a convex constraint. In fact, since the real function F ϕ; θð Þ is
close to its maximum value in the bounded area C, it is plausible that within C it is
also strictly positive; thus, the inequality can be simplified as
F ϕk; θkð Þ≥10Pbound=20, ϕk; θkð Þ∈C, and, finally, written in the form
�F ϕk; θkð Þ≤ 10Pbound=20, ϕk; θkð Þ∈C that can be included as a convex constraint in
the optimization.

The optimization problem (9) for the broadside direction can now be written as

min
wn, n∈ 1;…;Nf g

t

s:t: F ϕ0; θ0ð Þ ¼ 1

F ϕi; θið Þj j≤ t, ϕi; θið Þ∈Σ

F ϕj; θj
� �

¼ 10
Pbound

20 , ϕj; θj
� �

∈B

F ϕh; θhð Þj j≤ 10
Pbound

20 , ϕh; θhð Þ∈Ω
F ϕk; θkð Þ≤ 1, ϕk; θkð Þ∈C

�F ϕk; θkð Þ≤ � 10
Pbound

20 , ϕk; θkð Þ∈C

(11)

The last constraint has been introduced because in the case of a high number of
antennas, the array factor exhibits very large oscillations which might cause the
function F ϕ; θð Þ to be lower than 10Pbound=20 within the coverage area.

The optimization problem in (11) can now be written in the form of a linear
program as described in [15] with the great advantage of a lower computational
complexity.

3.1.2 Non-broadside array

When the mechanical tilt θA cannot be arbitrarily steered to comply with a
specific coverage direction, or if it is necessary to synthesize more coverage areas
toward different directions, the synthesis function in (4) is not real because
wn ∈C, n∈ 1; ::;Nf g. For this reason, another simplification of the problem is herein
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proposed. In fact, if a particular shape of the weights is chosen, that is,

wn ¼ ane�j kx,0xnþky,0ynð Þ, where an ∈R, n∈ 1; ::;Nf g, kx,0 ¼ kx ϕ ¼ ϕ0; θ ¼ θ0ð Þ, and
ky,0 ¼ ky ϕ ¼ ϕ0; θ ¼ θ0ð Þ, the synthesis function (4) reads

F ϕ; θð Þ ¼ 2
r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ � ∑

N
2

n¼1
‍ancos kx � kx,0ð Þxn þ ky � ky,0

� �
yn

� �
(12)

which is again a real function. As for the broadside array case, the optimization
problem (9) in the known direction ϕ0; θ0ð Þ can be simplified as (11) and written in
the form of a linear program as described in [15].

3.2 Simulation results

In this section, some numerical results which demonstrate the capability of the
described method are presented. A circular shape for both the coverage area and the
suppression region is considered, with diameter of 3.5 and 6.5 m, respectively. The
two regions are centered in 0; y0

� �
and hA ¼ 5:5 m. A rectangular array of Nx �Ny

elements with uniform interelement distance d ¼ 0:6λ0 is synthesized, with
antenna elements as microstrip patch antennas (theoretical formula of the radiation
pattern f ϕ; θð Þ has been taken as reported in [2, 19]).

The linear problem has been solved by the function linprog of the commercial
software MATLAB [20]. The optimization has been done with a resolution of
0.25 m on the coverage area plane, with a total of 120,000 points. Both the coverage
area and suppression region boundaries have been discretized with four points.

The antenna array normalized electric field when θA ¼ 60°, y0 ¼ 3:25 m, and
Pbound ¼ �10 dB is shown in Figure 5(a), achieved with the broadside optimization
and an array of size 16� 12. Figure 5(b) also depicts the contour plot of the
synthesized normalized electric field.

Good agreement between the required coverage area and the synthesized one
confirms the capability of the proposed method. Furthermore, this result has
been obtained in less than 2 minutes with a 2.6 GHz Intel Core i7 processor,
which is important to prove the good trade-off between performance and com-
putational complexity are achieved by the described solution.

Figure 5.
Antenna array normalized electric field with an array of size 16 � 12 when θA ¼ 60°, y0 ¼ 3:25 m,
Pbound ¼ �10 dB, and broadside optimization. (a) Normalized electric field in xR and yR axes and (b)
normalized electric field contour plot.
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Now, the effectiveness of the proposed method is investigated for different
synthesis parameters.

The broadside optimization presented in Section 3.1.1 is firstly analyzed for
different numbers of antenna elements. Results are reported in Figure 6 as a
function of the coordinates xR and yR, with θA ¼ 60°, y0 ¼ 3:25 m, and
Pbound ¼ �10 dB.

The curve 16� 12 is the first feasible result which presents a sidelobe level of
35.1 dB within the suppression region. Other curves have been obtained with
increased number of antenna elements. Obviously, the sidelobe-level performance
improves with the increase of the antenna elements. All the synthesized results
respect the Pbound constraint.

The influence of the mechanical tilt θA choice on the optimization result is
herein investigated. Broadside optimization along with the coordinate yR for differ-
ent mechanical tilt θA is depicted in Figure 7(a). It is worth noting that the coverage

Figure 6.
Antenna array normalized electric field with different numbers of antenna elements, with θA ¼ 60°,
y0 ¼ 3:25 m, Pbound ¼ �10 dB, and broadside optimization. (a) Normalized electric field in xR axis, within
yR ¼ 3:25 m, and (b) normalized electric field in yR axis, within xR ¼ 0 m.

Figure 7.
(a) Antenna array normalized electric field with different mechanical tilt θA in xR ¼ 0 m, with
Pbound ¼ �10 dB, and broadside optimization and (b) antenna array normalized electric field with different
steering directions θ0 in x0 ¼ 0 m, with y0 ¼ 3:25 m, and Pbound ¼ �10 dB.
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proposed. In fact, if a particular shape of the weights is chosen, that is,

wn ¼ ane�j kx,0xnþky,0ynð Þ, where an ∈R, n∈ 1; ::;Nf g, kx,0 ¼ kx ϕ ¼ ϕ0; θ ¼ θ0ð Þ, and
ky,0 ¼ ky ϕ ¼ ϕ0; θ ¼ θ0ð Þ, the synthesis function (4) reads

F ϕ; θð Þ ¼ 2
r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ � ∑

N
2

n¼1
‍ancos kx � kx,0ð Þxn þ ky � ky,0

� �
yn

� �
(12)

which is again a real function. As for the broadside array case, the optimization
problem (9) in the known direction ϕ0; θ0ð Þ can be simplified as (11) and written in
the form of a linear program as described in [15].

3.2 Simulation results

In this section, some numerical results which demonstrate the capability of the
described method are presented. A circular shape for both the coverage area and the
suppression region is considered, with diameter of 3.5 and 6.5 m, respectively. The
two regions are centered in 0; y0

� �
and hA ¼ 5:5 m. A rectangular array of Nx �Ny

elements with uniform interelement distance d ¼ 0:6λ0 is synthesized, with
antenna elements as microstrip patch antennas (theoretical formula of the radiation
pattern f ϕ; θð Þ has been taken as reported in [2, 19]).

The linear problem has been solved by the function linprog of the commercial
software MATLAB [20]. The optimization has been done with a resolution of
0.25 m on the coverage area plane, with a total of 120,000 points. Both the coverage
area and suppression region boundaries have been discretized with four points.

The antenna array normalized electric field when θA ¼ 60°, y0 ¼ 3:25 m, and
Pbound ¼ �10 dB is shown in Figure 5(a), achieved with the broadside optimization
and an array of size 16� 12. Figure 5(b) also depicts the contour plot of the
synthesized normalized electric field.

Good agreement between the required coverage area and the synthesized one
confirms the capability of the proposed method. Furthermore, this result has
been obtained in less than 2 minutes with a 2.6 GHz Intel Core i7 processor,
which is important to prove the good trade-off between performance and com-
putational complexity are achieved by the described solution.

Figure 5.
Antenna array normalized electric field with an array of size 16 � 12 when θA ¼ 60°, y0 ¼ 3:25 m,
Pbound ¼ �10 dB, and broadside optimization. (a) Normalized electric field in xR and yR axes and (b)
normalized electric field contour plot.
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Now, the effectiveness of the proposed method is investigated for different
synthesis parameters.

The broadside optimization presented in Section 3.1.1 is firstly analyzed for
different numbers of antenna elements. Results are reported in Figure 6 as a
function of the coordinates xR and yR, with θA ¼ 60°, y0 ¼ 3:25 m, and
Pbound ¼ �10 dB.

The curve 16� 12 is the first feasible result which presents a sidelobe level of
35.1 dB within the suppression region. Other curves have been obtained with
increased number of antenna elements. Obviously, the sidelobe-level performance
improves with the increase of the antenna elements. All the synthesized results
respect the Pbound constraint.

The influence of the mechanical tilt θA choice on the optimization result is
herein investigated. Broadside optimization along with the coordinate yR for differ-
ent mechanical tilt θA is depicted in Figure 7(a). It is worth noting that the coverage

Figure 6.
Antenna array normalized electric field with different numbers of antenna elements, with θA ¼ 60°,
y0 ¼ 3:25 m, Pbound ¼ �10 dB, and broadside optimization. (a) Normalized electric field in xR axis, within
yR ¼ 3:25 m, and (b) normalized electric field in yR axis, within xR ¼ 0 m.

Figure 7.
(a) Antenna array normalized electric field with different mechanical tilt θA in xR ¼ 0 m, with
Pbound ¼ �10 dB, and broadside optimization and (b) antenna array normalized electric field with different
steering directions θ0 in x0 ¼ 0 m, with y0 ¼ 3:25 m, and Pbound ¼ �10 dB.
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area center position y0 has been progressively increased to be the points on the
coverage area plane which corresponds to the broadside direction, that is,
y0 ¼ 3:25 m with θA ¼ 60°, y0 ¼ 5:5 m with θA ¼ 45°, and y0 ¼ 9:5 m with θA ¼ 30°,
and that the array is assumed to be of minimum size.

It is of interest to observe that a decrease in mechanical tilt leads to a decrease in
the required beamwidth and, consequently, an increase in the required array size.
The achieved sidelobe levels are larger than 20 dB.

The non-broadside case is also considered. In Figure 7(b) the performance of
the broadside optimization and the non-broadside optimization is compared in
order to confirm the steering direction choice discussed in Section 3.1.

It is clear from Figure 7(b) that the choice of the steering direction affects
the sidelobe level outside the coverage area. In fact, a 1° decrease in the steering
direction with respect to the broadside, that is, the steering direction which
corresponds to the coverage area center point, yields a sidelobe-level improve-
ment of 22.5 dB. On the other hand, an increase of 1° leads to a sidelobe
deterioration.

4. Coverage area synthesis for RFID-based ETC system

After the description of a general optimization procedure for a pattern defined
on a planar surface (which can be used for the synthesis of a high data-rate
service area), in this section we will consider the coverage area synthesis problem
from the ETC application point of view. As briefly described in Section 1, the
objective of a coverage area synthesis in this context should be the maximization
of the communication area length in the travel direction and not the synthesis of
a specific pattern geometry. For this case, an optimization procedure similar to
the one described in Section 3 might also be derived. Nonetheless, channel phe-
nomena, for example, fading [21], are known and, together with other possible
implementation tolerances, might lead to suboptimal solutions in spite of the
synthesis effort.

For this reason, a simple iterative methodology for synthesizing a planar antenna
array with both the aim of stretching the coverage area toward the longitudinal
direction and confining it within a roadlane is described. This method has the
advantage of providing acceptable results with a reduced number of antenna ele-
ments with respect to the optimization presented in Section 3.

4.1 RFID-based DSRC system

RFID technology is usually employed for the implementation of DSRC
because of its well-known advantages of excellent accuracy and the possibility
to be read at high speed [22]. A RFID-based DSRC system is basically realized
by means of a RSU beacon reader, raised installed in order to guarantee suffi-
cient visibility, and some OBU transponders. Moreover, antennas are
constrained to radiate with circular polarization (CP) for two main reasons: CP
reduces polarization mismatch due to reciprocal rotation between RSU and OBU
devices and improves immunity to multipath effect [23]. The latter is a funda-
mental characteristic which guarantees the validity of a free space propagation
loss model [21].

The coverage area definition is based on the threshold power Pbound which, in the
case of a monostatic backscatter [22] RFID-based system, can be interpreted as the
tag sensitivity threshold Ptag, th and the reader sensitivity Preader, th. Therefore,
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according to the free space propagation model, the communication area is defined
as the set of coordinates xR and yR in the reference plane zR ¼ htag in which

Pforward xR; yR
� � ¼ Pt þGt ϕ; θð Þ þGr þ 20 log 10

λ0
4πr

� �
≥Ptag, th

Pback xR; yR
� � ¼ Pforward xR; yR

� �þGt ϕ; θð Þ þ Gr þ 20 log 10
λ0
4πr

� �
þ 10 log 10M≥Preader, th

8>>><
>>>:

(13)

where Pt is the transmitted power, Gt ϕ; θð Þ ¼ Gt,max þ 20 log 10F ϕ; θð Þ represents
the antenna array gain pattern (which includes the normalized synthesis function),
Gr is the tag gain, andM is the modulation factor (for a passive tag,M ¼ 0:25 [22]).

4.2 Antenna array synthesis with iterative method

Let us consider the normalized synthesis function in (6) for a rectangular planar
array of Nx �Ny elements with uniform interelement distances dx and dy which can
be rewritten as

F ϕ; θð Þ ¼ r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ ∑

Nx

n¼1
∑
Ny

m¼1
wn,mej kx n�1ð Þdxþky m�1ð Þdy½ � (14)

The synthesis problem is basically the definition of:

• Number of antenna elements Nx and Ny

• Interelement distances dx and dy

• Complex excitations wn,m

A simple iterative method to synthesize the coverage area with the objective of
stretching its length toward the travel direction is described [16]. In this case,
complex coefficients wn,m are taken as in (12), that is,

wn,m ¼ an,me j kx�kx,0ð Þ n�1ð Þdxþ ky�ky,0ð Þ m�1ð Þdy½ �, with an,m based on Tschebyscheff
coefficients and Rx and Ry the Tschebyscheff design sidelobe level [2].

Then, the synthesis process can be performed according to the following steps:

1. Initialize the steering direction toward broadside ϕ0 ¼ 0; θ0 ¼ 0ð Þ,
Rx ¼ Ry ¼ 10 dB, and the parameters dx and dy according to the antenna design
requirements, for example, directivity, mutual coupling, size constraints, etc.

2. Starting from a minimum size Nx ¼ 2 and Ny ¼ 2, increase the antenna array
dimension Ny to cover a little bit more than the required transverse width.

3.Adjust the sidelobe level Ry according to the required horizontal power margin
requirements.

4.Increase the antenna array dimension Nx in accordance with the antenna gain
requirements.

5. Adjust the sidelobe level Rx to obtain the required vertical power margin.
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area center position y0 has been progressively increased to be the points on the
coverage area plane which corresponds to the broadside direction, that is,
y0 ¼ 3:25 m with θA ¼ 60°, y0 ¼ 5:5 m with θA ¼ 45°, and y0 ¼ 9:5 m with θA ¼ 30°,
and that the array is assumed to be of minimum size.

It is of interest to observe that a decrease in mechanical tilt leads to a decrease in
the required beamwidth and, consequently, an increase in the required array size.
The achieved sidelobe levels are larger than 20 dB.

The non-broadside case is also considered. In Figure 7(b) the performance of
the broadside optimization and the non-broadside optimization is compared in
order to confirm the steering direction choice discussed in Section 3.1.

It is clear from Figure 7(b) that the choice of the steering direction affects
the sidelobe level outside the coverage area. In fact, a 1° decrease in the steering
direction with respect to the broadside, that is, the steering direction which
corresponds to the coverage area center point, yields a sidelobe-level improve-
ment of 22.5 dB. On the other hand, an increase of 1° leads to a sidelobe
deterioration.

4. Coverage area synthesis for RFID-based ETC system

After the description of a general optimization procedure for a pattern defined
on a planar surface (which can be used for the synthesis of a high data-rate
service area), in this section we will consider the coverage area synthesis problem
from the ETC application point of view. As briefly described in Section 1, the
objective of a coverage area synthesis in this context should be the maximization
of the communication area length in the travel direction and not the synthesis of
a specific pattern geometry. For this case, an optimization procedure similar to
the one described in Section 3 might also be derived. Nonetheless, channel phe-
nomena, for example, fading [21], are known and, together with other possible
implementation tolerances, might lead to suboptimal solutions in spite of the
synthesis effort.

For this reason, a simple iterative methodology for synthesizing a planar antenna
array with both the aim of stretching the coverage area toward the longitudinal
direction and confining it within a roadlane is described. This method has the
advantage of providing acceptable results with a reduced number of antenna ele-
ments with respect to the optimization presented in Section 3.

4.1 RFID-based DSRC system

RFID technology is usually employed for the implementation of DSRC
because of its well-known advantages of excellent accuracy and the possibility
to be read at high speed [22]. A RFID-based DSRC system is basically realized
by means of a RSU beacon reader, raised installed in order to guarantee suffi-
cient visibility, and some OBU transponders. Moreover, antennas are
constrained to radiate with circular polarization (CP) for two main reasons: CP
reduces polarization mismatch due to reciprocal rotation between RSU and OBU
devices and improves immunity to multipath effect [23]. The latter is a funda-
mental characteristic which guarantees the validity of a free space propagation
loss model [21].

The coverage area definition is based on the threshold power Pbound which, in the
case of a monostatic backscatter [22] RFID-based system, can be interpreted as the
tag sensitivity threshold Ptag, th and the reader sensitivity Preader, th. Therefore,
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according to the free space propagation model, the communication area is defined
as the set of coordinates xR and yR in the reference plane zR ¼ htag in which

Pforward xR; yR
� � ¼ Pt þGt ϕ; θð Þ þGr þ 20 log 10

λ0
4πr

� �
≥Ptag, th

Pback xR; yR
� � ¼ Pforward xR; yR

� �þGt ϕ; θð Þ þ Gr þ 20 log 10
λ0
4πr

� �
þ 10 log 10M≥Preader, th

8>>><
>>>:

(13)

where Pt is the transmitted power, Gt ϕ; θð Þ ¼ Gt,max þ 20 log 10F ϕ; θð Þ represents
the antenna array gain pattern (which includes the normalized synthesis function),
Gr is the tag gain, andM is the modulation factor (for a passive tag,M ¼ 0:25 [22]).

4.2 Antenna array synthesis with iterative method

Let us consider the normalized synthesis function in (6) for a rectangular planar
array of Nx �Ny elements with uniform interelement distances dx and dy which can
be rewritten as

F ϕ; θð Þ ¼ r0
r

f ϕ; θð Þ
f ϕ0; θ0ð Þ ∑

Nx

n¼1
∑
Ny

m¼1
wn,mej kx n�1ð Þdxþky m�1ð Þdy½ � (14)

The synthesis problem is basically the definition of:

• Number of antenna elements Nx and Ny

• Interelement distances dx and dy

• Complex excitations wn,m

A simple iterative method to synthesize the coverage area with the objective of
stretching its length toward the travel direction is described [16]. In this case,
complex coefficients wn,m are taken as in (12), that is,

wn,m ¼ an,me j kx�kx,0ð Þ n�1ð Þdxþ ky�ky,0ð Þ m�1ð Þdy½ �, with an,m based on Tschebyscheff
coefficients and Rx and Ry the Tschebyscheff design sidelobe level [2].

Then, the synthesis process can be performed according to the following steps:

1. Initialize the steering direction toward broadside ϕ0 ¼ 0; θ0 ¼ 0ð Þ,
Rx ¼ Ry ¼ 10 dB, and the parameters dx and dy according to the antenna design
requirements, for example, directivity, mutual coupling, size constraints, etc.

2. Starting from a minimum size Nx ¼ 2 and Ny ¼ 2, increase the antenna array
dimension Ny to cover a little bit more than the required transverse width.

3.Adjust the sidelobe level Ry according to the required horizontal power margin
requirements.

4.Increase the antenna array dimension Nx in accordance with the antenna gain
requirements.

5. Adjust the sidelobe level Rx to obtain the required vertical power margin.
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6.Choose the best steering elevation θ0 in the sense of maximizing the length of
the coverage area along with the coordinate yR (with starting coordinate
yR ¼ 0).

Each step is iteratively executed to compare the Tschebyscheff synthesis results
and verify the conditions in (13) and then determine the coefficients an,m.

4.3 Synthesis example and experimental results

A coverage area synthesis is herein described for the case of a reader height
hA ¼ 5:5 m with mechanical tilt θA ¼ 45°. and OBU height htag ¼ 1:5 m. System
parameters are chosen according to the standard EPC Gen2 for UHF RFID [24] for
the carrier frequency 920 MHz which limits the effective isotropic radiated power to
the value PEIRP ¼ Pt þ Gt,max ¼ 36 dBm. After that, the other parameters are
Gr ¼ 5 dBi, Ptag, th ¼ �20 dBm (the sensitivity of the commercial product Impinj
Monza R6 [25]), and Preader, tag ¼ �84 dBm (the sensitivity of the commercial prod-
uct Impinj Indy R2000 [26]).

Following the synthesis process described above, the optimized coverage area
for a 6 m road width is achieved as depicted in Figure 8(a), with the following
synthesis parameters: Nx ¼ 4, Ny ¼ 4, dx ¼ 0:45λ0, dy ¼ 0:48λ0 (with λ0 evaluated
at 920 MHz), θ0 ¼ �5°, Rx ¼ 30 dB, Ry ¼ 25 dB, and the coefficients as in [27].

The achieved coverage area is 8 m long, covers the required transversal direction
width, and presents very low lateral sidelobes. Figure 8(b) also presents the
achieved coverage area at htag ¼ 2:5 m (it could represent the tag height of a truck)
and htag ¼ 1 m (that can represent the tag height of a motorcycle) along with the
coordinate yR, and it shows that the higher the tag height htag, the shorter the
coverage area. This is acceptable because the speed of a truck is usually lower than
the speed of a common vehicle, so the available transaction time will be longer.

In order to confirm the simulation results, the synthesized antenna array has
been designed and manufactured, as shown in Figure 9(a). The design process of
the 4� 4 CP microstrip patch antenna array is described in [27]. Furthermore, the
12 dBi RHCP gain antenna prototype has been fixed at the height hA ¼ 5:5 m with a
metallic scaffolding and used for collecting experimental results, as depicted in
Figure 9(b). A commercial Impinj Speedway R420 UHF reader [28]
(Preader, th ¼ �84 dBm) and a tag device with Ptag, th ¼ �32 dBm have been

Figure 8.
Synthesis example of the coverage area at 920 MHz. (a) Received power contour plot at htag ¼ 1:5 m and (b)
received power profile along yR coordinate as function of the tag height htag .
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employed. A compact CP UHF antenna with gain Gr ¼ 4 dBi has been used as tag
antenna.

The transmitted power Pt has been regulated in the range 5 ÷ 30 dBm for each
position of the tag device in the road plane xR; yR

� �
to determine the minimum value

Pt,min which activates the tag, that is, Pforward xR; yR
� � ¼ Pt,min þ Gt ϕ; θð Þ þ Gr þ 20

log 10
λ0
4πr

� � ¼ Ptag, th, under the condition that Pback xR; yR
� �

≥Preader, th. After that, in a
similar way to what has been described in [29], the power Pforward xR; yR

� �
when a

limited PEIRP ¼ 36 dBm is applied and a specific Ptag, th ¼ �20 dBm is chosen has
been inferred as Pforward xR; yR

� � ¼ Ptag, th þ PEIRP � Pt,min �Gt,max (cable losses have
been compensated during the power evaluation). Experimental results are shown in
Figure 10(a) and (b).

Good correspondence among simulations (SR), antenna measurement pro-
jection on the road plane (AM), and experimental results (ER) is visible, and
only few discrepancies arise. These are mainly due to the 1 dB tag antenna gain
reduction with respect to the design parameter, the tag antenna radiation pat-
tern (not taken into account), and other possible errors in fixing the antenna
mechanical tilt θA.

Figure 9.
(a) 4 x 4 CP microstrip patch antenna array fabricated prototype and (b) experimental setup for the ETC
antenna array system measurement.

Figure 10.
Comparison of synthesis results obtained by projecting the measurement results of the antenna to the road plane
(AM), simulation (SR), and experimental results (ER). (a) Received power contour plot at htag ¼ 1:5 m and
(b) received power profile along yR coordinate as function of htag .
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6.Choose the best steering elevation θ0 in the sense of maximizing the length of
the coverage area along with the coordinate yR (with starting coordinate
yR ¼ 0).

Each step is iteratively executed to compare the Tschebyscheff synthesis results
and verify the conditions in (13) and then determine the coefficients an,m.

4.3 Synthesis example and experimental results

A coverage area synthesis is herein described for the case of a reader height
hA ¼ 5:5 m with mechanical tilt θA ¼ 45°. and OBU height htag ¼ 1:5 m. System
parameters are chosen according to the standard EPC Gen2 for UHF RFID [24] for
the carrier frequency 920 MHz which limits the effective isotropic radiated power to
the value PEIRP ¼ Pt þ Gt,max ¼ 36 dBm. After that, the other parameters are
Gr ¼ 5 dBi, Ptag, th ¼ �20 dBm (the sensitivity of the commercial product Impinj
Monza R6 [25]), and Preader, tag ¼ �84 dBm (the sensitivity of the commercial prod-
uct Impinj Indy R2000 [26]).

Following the synthesis process described above, the optimized coverage area
for a 6 m road width is achieved as depicted in Figure 8(a), with the following
synthesis parameters: Nx ¼ 4, Ny ¼ 4, dx ¼ 0:45λ0, dy ¼ 0:48λ0 (with λ0 evaluated
at 920 MHz), θ0 ¼ �5°, Rx ¼ 30 dB, Ry ¼ 25 dB, and the coefficients as in [27].

The achieved coverage area is 8 m long, covers the required transversal direction
width, and presents very low lateral sidelobes. Figure 8(b) also presents the
achieved coverage area at htag ¼ 2:5 m (it could represent the tag height of a truck)
and htag ¼ 1 m (that can represent the tag height of a motorcycle) along with the
coordinate yR, and it shows that the higher the tag height htag, the shorter the
coverage area. This is acceptable because the speed of a truck is usually lower than
the speed of a common vehicle, so the available transaction time will be longer.

In order to confirm the simulation results, the synthesized antenna array has
been designed and manufactured, as shown in Figure 9(a). The design process of
the 4� 4 CP microstrip patch antenna array is described in [27]. Furthermore, the
12 dBi RHCP gain antenna prototype has been fixed at the height hA ¼ 5:5 m with a
metallic scaffolding and used for collecting experimental results, as depicted in
Figure 9(b). A commercial Impinj Speedway R420 UHF reader [28]
(Preader, th ¼ �84 dBm) and a tag device with Ptag, th ¼ �32 dBm have been

Figure 8.
Synthesis example of the coverage area at 920 MHz. (a) Received power contour plot at htag ¼ 1:5 m and (b)
received power profile along yR coordinate as function of the tag height htag .
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employed. A compact CP UHF antenna with gain Gr ¼ 4 dBi has been used as tag
antenna.

The transmitted power Pt has been regulated in the range 5 ÷ 30 dBm for each
position of the tag device in the road plane xR; yR

� �
to determine the minimum value

Pt,min which activates the tag, that is, Pforward xR; yR
� � ¼ Pt,min þ Gt ϕ; θð Þ þ Gr þ 20

log 10
λ0
4πr

� � ¼ Ptag, th, under the condition that Pback xR; yR
� �

≥Preader, th. After that, in a
similar way to what has been described in [29], the power Pforward xR; yR

� �
when a

limited PEIRP ¼ 36 dBm is applied and a specific Ptag, th ¼ �20 dBm is chosen has
been inferred as Pforward xR; yR

� � ¼ Ptag, th þ PEIRP � Pt,min �Gt,max (cable losses have
been compensated during the power evaluation). Experimental results are shown in
Figure 10(a) and (b).

Good correspondence among simulations (SR), antenna measurement pro-
jection on the road plane (AM), and experimental results (ER) is visible, and
only few discrepancies arise. These are mainly due to the 1 dB tag antenna gain
reduction with respect to the design parameter, the tag antenna radiation pat-
tern (not taken into account), and other possible errors in fixing the antenna
mechanical tilt θA.

Figure 9.
(a) 4 x 4 CP microstrip patch antenna array fabricated prototype and (b) experimental setup for the ETC
antenna array system measurement.

Figure 10.
Comparison of synthesis results obtained by projecting the measurement results of the antenna to the road plane
(AM), simulation (SR), and experimental results (ER). (a) Received power contour plot at htag ¼ 1:5 m and
(b) received power profile along yR coordinate as function of htag .
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5. Conclusions

The optimization of an antenna array pattern when the electric field r-decay
factor effect cannot be neglected has been described, with particular emphasis on
the context of DSRC systems. In fact, in order to maximize the available transaction
time of ETC for future MLFF, it has been shown that particular attention has to be
dedicated to the antenna array beam pattern synthesis on the road surface (or in a
parallel surface plane). The generic optimization problem of a beam pattern defined
on a planar surface has been introduced with the concept of coverage area. The
coverage area is a bounded portion of the space in which the communication
between RSU and OBU has to be guaranteed. After that, an optimization algorithm
for specific coverage area geometries has been derived and solved through linear
programming, highlighting the difficulties in achieving the synthesis due to the r-
decay factor effect. Then, the design of the antenna array for maximizing the
coverage area length in the specific RFID-based ETC case by employing a simple
iterative method has been described. A 4� 4 planar antenna array for UHF EPC
Gen2 standard has been manufactured and employed as reader antenna during a
measurement procedure which has demonstrated the validity of the proposed
methodology.
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Abstract

In this chapter, we review the worldwide progress referred to designing optical 
beamforming networks intended to the next-generation ultra-wideband millime-
ter-wave phased array antennas for incoming fifth-generation wireless systems, 
which in recent years is under the close attention of worldwide communication 
community. Following the tendency, we study in detail the design concepts below 
true-time-delay photonics beamforming networks based on switchable or con-
tinuously tunable control. Guided by them, we highlight our NI AWRDE CAD-
based simulation experiments in the frequency range of 57–76 GHz on design 
of two 16-channel photonics beamforming networks using true-time-delay 
approach. In the first scheme of the known configuration, each channel includes 
laser, optical modulator, and 5-bit binary switchable chain of optical delay lines. 
The second scheme has an optimized configuration based on only 3-bit binary 
switchable chain of optical delay lines in each channel, all of which are driven 
by four lasers with wavelength division multiplexing and a common optical 
modulator. In the result, the novel structural and cost-efficient configuration 
of microwave-photonics beamforming network combining wavelength division 
multiplexing and true-time-delay techniques is proposed and investigated.

Keywords: ultra-wideband millimeter-wave antenna array, computer aided design 
and optimization, photonics-based beamforming network

1. Introduction

Generally, antenna unit is a requisite of any on-air radio frequency (RF) system 
forming its service area and bandwidth capability. At present, implementing an 
active phased array antenna (PAA) [1] results in remarkably increased footprint and 
operation flexibility thanks to electronic beam steering function, which is realized 
by a beamforming network (BFN). The concept of electronically beam-steered PAA 
was proposed for radar application more than 50 years ago [2]; and due to the limited 
requirements for the bandwidth, up to the first decade of this century, microwave 
diode- or ferrite-based phase shifters were widely used in BFN as control elements. 
In the course of further development of radar technology, new requirements that 
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In this chapter, we review the worldwide progress referred to designing optical 
beamforming networks intended to the next-generation ultra-wideband millime-
ter-wave phased array antennas for incoming fifth-generation wireless systems, 
which in recent years is under the close attention of worldwide communication 
community. Following the tendency, we study in detail the design concepts below 
true-time-delay photonics beamforming networks based on switchable or con-
tinuously tunable control. Guided by them, we highlight our NI AWRDE CAD-
based simulation experiments in the frequency range of 57–76 GHz on design 
of two 16-channel photonics beamforming networks using true-time-delay 
approach. In the first scheme of the known configuration, each channel includes 
laser, optical modulator, and 5-bit binary switchable chain of optical delay lines. 
The second scheme has an optimized configuration based on only 3-bit binary 
switchable chain of optical delay lines in each channel, all of which are driven 
by four lasers with wavelength division multiplexing and a common optical 
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of microwave-photonics beamforming network combining wavelength division 
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1. Introduction

Generally, antenna unit is a requisite of any on-air radio frequency (RF) system 
forming its service area and bandwidth capability. At present, implementing an 
active phased array antenna (PAA) [1] results in remarkably increased footprint and 
operation flexibility thanks to electronic beam steering function, which is realized 
by a beamforming network (BFN). The concept of electronically beam-steered PAA 
was proposed for radar application more than 50 years ago [2]; and due to the limited 
requirements for the bandwidth, up to the first decade of this century, microwave 
diode- or ferrite-based phase shifters were widely used in BFN as control elements. 
In the course of further development of radar technology, new requirements that 
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arose referred to the increase in the area of PAA and the sector of beam scanning, 
also to the expansion of operating frequency range and instantaneous bandwidth [3]. 
To meet all of them in BFN based on standard phase-shifter approach, a serious bar-
rier has arisen associated with the so-called beam squint effect, which leads to beam 
expansion and deflection from its intended target [1]. The search for solution of the 
limited instantaneous bandwidth issue led to the conclusion that the most effective 
way for radars, both pulsed and continuous probing, is to replace phase shifters in 
the PAA feed network with time-delay units, which will operate as true time delay 
(TTD) negating the effect of the finite fill time of PAA aperture [2].

Conceptually, the operation principles of microwave phase-shifter and TTD 
units are similar, since the both has to adjust a large number of antenna elements to 
force the electromagnetic wave to add up at a particular angle to the PAA regulat-
ing such uniquely related parameters, as phase and time delay. However, in the first 
case, steering is provided by changing transmission phase angle (phase of S21) of a 
two-port network, but in the second one, by changing the length of the set of the 
passive microwave delay lines controlled by pin-diode or transistor switching circuits. 
So when implemented in the form of microstrip or coplanar microwave lines, it is 
possible to provide a bandwidth of up to tens of GHz. The main disadvantages of 
microwave TTD-based BFN are cumbersomeness and large insertion loss, the value 
of which can vary significantly at each step of the delay. Other shortcoming of micro-
wave implementation of TTD BFN includes crosstalk due to leakage in the microwave 
switches that results in reflections and irregularities of transmission characteristics.

The progress of radar technique at the beginning of the current century has led 
to the emergence and development of ultra-wideband radar systems. The typical 
examples are radars with low probability of interception of signals in which the 
carrier frequency of signals is rapidly reconstructed during operation in wide ranges, 
or radars using ultra-wideband probing signals allowing to receive an image of the 
object in the microwave range and distinguish close targets [4]. In addition, a number 
of radio electronic systems operating in different frequency bands are installed and 
simultaneously function on mobile carriers, in particular, the marine ones. In such 
systems, the application of TTD-based BFN was the only solution, which induced the 
numerous researches aimed to eliminating the drawbacks noted above. One example 
of advanced microwave beamforming schemes became so-called Rotman lens that 
is compact in size and provides true time delay [2]. However, this concept suffers 
from various additional losses, the main mechanism among which is beam-angle-
dependent scanning loss that could reduce significantly the level of the main lobe 
of the PAA radiation pattern. Another intriguing concept, which is widely utilizing 
in the modern receiving PAA, is a processing at an intermediate frequency using a 
digital BFN [4]. Nevertheless, in the transmission PAA, where the delay is usually 
introduced into the microwave path, the issue of using the digital BFN is still open.

When creating such systems, combining the demands for various components of 
complex radar systems and ensuring the effective implementation of the required 
characteristics allow the use of approaches based on microwave photonics (MWP) 
technologies [5, 6]. At present, for incoming communication networks of fifth gen-
eration (5G), an extremely broad instantaneous bandwidth is required too, that is 
why ultra-wideband phase shifting or true-time-delay techniques must be used. In 
addition, enlarging the operating frequency of wireless fronthaul in the millimeter 
range is the mainstream research topic for 5G [7], which will be addressed in detail 
separately. On this way, MWP approach is extremely attractive for realizing multi-
function PAA’s optical BFN due to its superior instantaneous operating bandwidth, 
immunity to electromagnetic interference, lightweight, and reconfigurability [8].

Recently, we compared by NI AWRDE-based simulation, the three versions of 
photonics BFN arrangements using optical phase shifters, switchable optical delay 
lines, and the proposed arrangement based on a combination of multichannel 
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fiber Bragg grating and switchable optical delay lines [9]. Continuing work of the 
direction, in this chapter, we review the worldwide progress referred to designing 
photonics-based BFN and highlight our last simulation results on design search 
of optimized photonics BFNs for next-generation ultra-wide millimeter-wave 
(mmWave) antenna arrays. In particular, Section 2 reviews the specialties of micro-
wave and mmWave photonics technique in 5G wireless networks of radio-over-fiber 
(RoF) architecture. In addition, Section 3 presents theoretical background of array 
antenna beam steering using ideal models of phase shifters and TTD delay lines. 
There is a short analysis of updated photonics beamforming networks produced on 
optical fibers, Bragg gratings, or photonics integrated circuits (PIC) in Section 4. 
The principles and ways to optimize photonics BFN design is discussed in Section 5 
based on the known photonics BFN scheme including set of optical delay lines and 
a novel structural and cost-efficient configuration that, following the results of the 
previous sections, consists of microwave photonics BFN using wavelength division 
multiplexing and TTD techniques. All schemes are modeled by NI AWRDE CAD 
tool. Finally, Section 6 concludes the chapter.

2. Microwave and millimeter-wave photonics technique in 5G  
wireless networks of RoF architecture

The next-generation wireless communications network (usually named as 5G) 
promises to deliver unprecedented data volumes and services for the mobile and fixed 
users representing both an evolution and a revolution of mobile technologies [10–13]. 
Some of these technologies are mainly architectural in nature—for example, moving 
some of the decision-making to the devices themselves (device-centric architectures 
and smart devices)—while others are more hardware oriented. The increasing 
demands for broadband services and the transmission of higher data rates have led to 
consideration of wireless links operating at higher carrier frequencies and extending 
well into the mmWave-band where total capacity of the single cell can approach some 
gigabits per second. Table 1 lists three interconnected engineering challenges facing 
5G [10, 14]. The first one is ultradensification of service areas and users. In the result, 
femtocell radio-over-fiber (RoF) architecture is proposed [15]. The second one 
includes utilization of mmWave spectrum [7]. Following it, microwave photonics-
based circuit design comes to the forefront. At last, the third one is mobile data traffic 
explosion. In the result, 1000-fold factor over present-day systems must be reached.

As follows from the table, the ambitious goal to increase explosively mobile 
traffic is able to achieve by solving two global tasks: architectural referred to RoF 
and technological referred to MWP. Combining millimeter-wave band and RoF 
network architecture is one of the promising candidates to deliver intensive bitrate 
traffic with seamless convergence between optical backhaul and wireless fronthaul. 
In addition, RoF technique allows converting directly a lightwave spectrum to 
mmWave radio spectrum using a simple MWP-based up-conversion scheme [16], 
which is important to keep the remote cells flexible, cost effective, and power 

No Feature Result

1 Ultra densification Femtocell RoF architecture

2 Utilization of mmWave spectrum Microwave photonics-based circuit design 
comes to the forefront

3 Mobile data traffic explosion 1000-fold factor over present-day systems

Table 1. 
The key engineering challenges facing 5G.
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efficient. Figure 1 demonstrates an example of mmWave RoF architecture, which 
consists of central office (CO), a remote or base station (RS) and wireless sub-
scriber terminals (ST). CO is interactively connected with RS through fiber-optic 
cable, and RS is interactively connected with ST through wireless link. A typical 
position of RS is in the center of the service area; that is, for omnidirectional cover-
ing, four PAAs with an azimuth of 90° would be an optimal decision.

As shown in a large number of studies [7, 17, 18], mmWave 5G wireless network 
infrastructure must be erected with a lot of small cell sites controlled by the corre-
sponding RS. In order to avoid inter-interference in these cells, one of the promising 
approaches is to equip the RS with a beam-steerable PAA (as in Figure 1), as has 
been practiced in radars for many years (see section “Introduction”). According to 
the estimates, mmWave RS would use PAA with hundreds of antenna elements to 
form directional beams for transmission and to receive similar beams from adjacent 
STs and RSs.

To implement effective radio communication within these cells, a number 
of leading countries have already developed a promising spectrum including 
mmWave-bands up to 100 GHz. Figure 2 exemplifies USA assignation ranged from 
27.5 to 95 GHz [19]. As follows from the figure, there is a continuous operating band 
between 57 and 76 GHz (fractional bandwidth of 30%), which will be used by us in 
the following treatment.

The final topic to be highlighted in this section is to design 5G RS’s equipment 
using microwave and mmWave photonics techniques. Microwave photonics is an 
interdisciplinary scientific and technological field that combines the domains of 
microwave engineering and photonics. This field in the last 30 years has attracted 
immense interest and generated many new R&Ds from both the scientific community 
and the commercial sector. Emerging applications for 5G networks of RoF architec-
ture indicate that MWP is set to be a subject of increasing importance ([8, 20, 21], and 
refs. cited there). By common opinion, MWP technology opens the way to super-wide 
bandwidth transmitting characteristics at lower size, weight, and power as compared 
with traditional electronic approach [22]. As an example, in a typical arrangement of 
MWP-based microwave transmitting unit (Figure 3), a photonics circuit is inserted 
between two microwave electronic chains typically including digital-analog converter 
(DAC), intermediate frequency and power amplifiers (IFA and PA, respectively), and 
antenna. For forward and reverse transformations of microwave and optical signals, 
there are two interfacing units at their bounds: electrical-to-optical (E/O) and optical-
to-electrical (O/E) converters. Between the interfaces, there are various photonics 
processing units for frequency up-conversion, filtering, time delaying, beamforming, 
and so on, of microwave signals in optical domain.

Figure 1. 
An example of mmWave RoF architecture.
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The outcome. The source data for posterior calculations of PAA are:

• the operating band is 57–76 GHz (see Figure 2)

• the maximum azimuth steering of the main lobe deviation is ±45° (see Figure 1)

3. Theoretical background of array antenna beam steering

As noted in the Introduction, phased array antennas are now widely used in 
radar equipment due to the possibility of fast electron beam scanning and increased 
failure-resistant feature compared to continuous aperture antennas and mechanical 
scanning. The application of PAAs in radar allows achieving high speed of viewing 
the service area and tracking high-speed maneuvering objects [1]. Besides, PAAs 
ensure the operability of the radar system in a complicated interference situation 
due to the adaptive formation of a complex-shape radiation pattern [4]. In many 
cases, the use of array antenna let reduce the weight of the radar system and lower 
its total cost. In addition to radar, mmWave array antennas capable of operating in 
ultra-wide frequency range are considered as one of a key enabling technology for 
designing RS of 5G network, as noted in the previous section. There, a formation of 
a narrow steered beam by means of the antenna array makes it possible to increase 
the directive gain to compensate for the attenuation in the mmWave-band. Besides, 
the use of a narrow beam would reduce the interference effects from other closely 
spaced transmitters, and also provide the possibility of spatial multiplexing to 
increase throughput while simultaneously exchanging information with several STs.

As described above, electronic scanning in the PAA is provided by a beamforming 
network, which includes phase shifters, or delay lines. The BFN supports a continu-
ous or discrete beam movement in space due to phase control or signal time delay 
between the array elements. Below, a short theoretical study using ideal models will 
be presented pursuing the goal to define the complementary input data for the pos-
terior design of the specific photonics-based BFNs for the ultra-wide mmWave-band 
PAA exploiting widespread microwave-electronic computer-aided design (CAD) 
environment NI AWRDE.

Figure 2. 
5G mmWave spectrum allocation of USA assignation.

Figure 3. 
A typical arrangement of MWP-based microwave transmitting unit.
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In general, the array antenna is a collection of antenna elements connected to the 
transmitter/receiver through RF feeds, which includes a BFN. A typical arrange-
ment of antenna elements is shown in Figure 4.

The radiation pattern of an array of identical antenna elements (Eq. (1)) is the 
product of the diagram of an individual element  f (θ, φ)   and the array factor  F (θ, φ)  , 
depending on the mutual arrangement of the elements

  D (θ, φ)  = f (θ, φ)  ∗ F (θ, φ) ,  (1)

where  θ  is an elevation angle,  φ  is an azimuth.
The array factor has the form:

  F (θ, φ)  = ∑  a  i   exp  (− jk  r  i   ∙ r) ,  (2)

where   a  i    is the transmission gain (weight) in the channel of the feed network 
connected to the i-th element,   r  i    is the radius vector of the i-th element,  r  is the 
radius-vector specifying the direction   (θ, φ)  ,  k  is the wave number, referred to the 
operation wavelength  λ  as  k=2π / λ .

When analyzing various configurations of antenna arrays and feed networks, 
only specific variant of the array factor is often considered, assuming the antenna 
elements to be isotropic, with the radiation pattern  f (θ, φ) =const . In the process of the 
examination, the following basic parameters are analyzed: antenna directivity, 
mainlobe’s half power or null-to-null beamwidth, beam-direction angular error, 
and maximum sidelobe level [1]. Radiation patterns are usually represented for the 
azimuth  φ  and elevation  θ  sections in a Cartesian or polar coordinate system, or in 
3D form.

As mentioned above, for scanning PAAs, there are two main ways of designing 
the feed networks: based on phase shifters and delay lines. Mathematically, the 
difference between these techniques can be represented as follows. First, expanding  
k  and multiplying radius-vectors   r  i   ∙ r , Eq. (2) can be rewritten as

  F (θ, φ)  = ∑  a  i   exp  (− j   ω __ с    r  i   ∙ r)  = ∑  a  i   exp  (− j𝜔𝜔  τ  i  ) ,  (3)

where  ω  is the angular operating frequency and   τ  i    is the time delay that must be 
introduced into the channel of the feed network connected to the i-th element to 
obtain the required array factor. For the narrow-band case with a central operating 
frequency   ω  0   , Eq. (3) takes the forms

  F (θ, φ)  = ∑  a  i   exp  (− j  ω  0    τ  i  )  = ∑  a  i   exp  (− j  Φ  i  ) ,  (4)

Figure 4. 
Array antenna of arbitrary geometry.
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where   Φ  i    is the phase shift, which must be introduced into the channel of the 
feed network connected to the i-th element, to obtain the required array factor. 
Obviously, if the frequency deviates from   ω  0   , the phase shifts in the channels of the 
feed network will not provide the required  F (θ, φ)  . This phenomenon called “beam 
squint” leads to an error in the direction of the maximum of the PAA pattern, and 
also to a certain increase in the level of the sidelobes. Nevertheless, despite the 
beam squint, the BFN based on phase shifter due to the ease of implementation has 
become widespread in narrowband PAAs, i.e., with a fractional bandwidth, com-
monly not exceeding 10%, depending on the criterion used [23].

In addition, the important parameters of the PAA are the directive gain and the beam-
width closely related to it. In the simplest case of a linear equidistant array, the full width 
at half-maximum (FWHM) of the beam,   ∆  0,5   , is inversely proportional to the aperture 
length  L  and in the antenna, broadside is determined in radians according to:

   ∆  0,5   = 0.886 λ / L  (5)

For an array of N elements with the distance between them of  λ / 2 , which is often 
used in practice and will be considered below, Eq. (5) can be reduced to a form 
convenient for calculating the beamwidth in degrees:

   ∆  0,5   = 101.5 / N  (6)

It should be noted that the beamwidth increases with the deviation from the 
PAA broadside direction. For this reason, the variants of the antenna array con-
struction are often compared along the beamwidth in the direction of the normal, 
taking into account the broadening effect at large deviation angles.

The directive gain, which is also considered in the direction of the broadside, 
and for the array of N elements, the distance, between which is equal to  λ / 2 , is 
determined according to:

  D = 2 ∗ N,  (7)

where the factor of 2 is caused by the presence of the conducting plane in the 
majority of PAAs, which guides (reflects) the entire radiation flux into one half-
space. In the absence of such a plane, the gain is reduced accordingly.

In the mmWave-band, it is sometimes not possible to arrange array elements at 
the intervals of   λ  min   / 2 , where   λ  min    is the minimum wavelength corresponding to the 
upper operating frequency. When the interval between elements in the radiation 
pattern increases, the grating lobes limiting the range of scanning angles might 
arise. Mathematically, this effect is due to the periodicity of the exponent in Eq. (2). 
For a linear array, the condition for the occurrence of a grating lobe in the azimuth  φ  
with the direction of the beam   φ  0    is:

  kd (sin φ − sin  φ  0  )  = m ∗ 2π,  (8)

where  d  is the distance between antenna elements, and  m  is an integer. It can 
be shown from Eq. (2) that the range of scanning angles  ± φ  max    for the distance  d  is 
limited by the expression:

  d /  λ  min   ≤   (1 + sin  φ  max  )    −1   (9)

From Eq. (9), it follows that to ensure the absence of grating lobes when scan-
ning in the range of   φ  max   =  90   °  , the distance between antenna elements  d  should not 
exceed λmin/2.
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where   Φ  i    is the phase shift, which must be introduced into the channel of the 
feed network connected to the i-th element, to obtain the required array factor. 
Obviously, if the frequency deviates from   ω  0   , the phase shifts in the channels of the 
feed network will not provide the required  F (θ, φ)  . This phenomenon called “beam 
squint” leads to an error in the direction of the maximum of the PAA pattern, and 
also to a certain increase in the level of the sidelobes. Nevertheless, despite the 
beam squint, the BFN based on phase shifter due to the ease of implementation has 
become widespread in narrowband PAAs, i.e., with a fractional bandwidth, com-
monly not exceeding 10%, depending on the criterion used [23].

In addition, the important parameters of the PAA are the directive gain and the beam-
width closely related to it. In the simplest case of a linear equidistant array, the full width 
at half-maximum (FWHM) of the beam,   ∆  0,5   , is inversely proportional to the aperture 
length  L  and in the antenna, broadside is determined in radians according to:

   ∆  0,5   = 0.886 λ / L  (5)

For an array of N elements with the distance between them of  λ / 2 , which is often 
used in practice and will be considered below, Eq. (5) can be reduced to a form 
convenient for calculating the beamwidth in degrees:

   ∆  0,5   = 101.5 / N  (6)

It should be noted that the beamwidth increases with the deviation from the 
PAA broadside direction. For this reason, the variants of the antenna array con-
struction are often compared along the beamwidth in the direction of the normal, 
taking into account the broadening effect at large deviation angles.

The directive gain, which is also considered in the direction of the broadside, 
and for the array of N elements, the distance, between which is equal to  λ / 2 , is 
determined according to:

  D = 2 ∗ N,  (7)

where the factor of 2 is caused by the presence of the conducting plane in the 
majority of PAAs, which guides (reflects) the entire radiation flux into one half-
space. In the absence of such a plane, the gain is reduced accordingly.

In the mmWave-band, it is sometimes not possible to arrange array elements at 
the intervals of   λ  min   / 2 , where   λ  min    is the minimum wavelength corresponding to the 
upper operating frequency. When the interval between elements in the radiation 
pattern increases, the grating lobes limiting the range of scanning angles might 
arise. Mathematically, this effect is due to the periodicity of the exponent in Eq. (2). 
For a linear array, the condition for the occurrence of a grating lobe in the azimuth  φ  
with the direction of the beam   φ  0    is:

  kd (sin φ − sin  φ  0  )  = m ∗ 2π,  (8)

where  d  is the distance between antenna elements, and  m  is an integer. It can 
be shown from Eq. (2) that the range of scanning angles  ± φ  max    for the distance  d  is 
limited by the expression:

  d /  λ  min   ≤   (1 + sin  φ  max  )    −1   (9)

From Eq. (9), it follows that to ensure the absence of grating lobes when scan-
ning in the range of   φ  max   =  90   °  , the distance between antenna elements  d  should not 
exceed λmin/2.
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Figure 5. 
Configuration of the PAA under test.

The phase shifters or delay lines used in BFNs can be steered continuously or in 
discrete steps. Because of the operation convenience, the later type is most widely 
exploited. Such BFNs are usually controlled by binary codes and are steered in 
the range from 0 to   ( 2   R  − 1)  ∗ δ , where  δ  is the sampling period (SP) that determines 
the error of the BFN operation due to discreet time sampling; R is the number 
of bits of the binary phase shifter or delay line. For phase shifters, the parameter 
R is selected in such a way as to cover the phase shift range of 360° with a step  δ . 
For delay lines, the number of bits must provide the necessary time-delay setting   
τ  max    for deviating the PAA diagram by the maximum operating angle. For a given 
number of bits R, the SP is determined by:

  δ ≥  τ  max   /  ( 2   R  − 1)   (10)

The sampling error within  ±δ / 2  affects primarily the direction and level of the 
sidelobes. For a PAA with a small number of elements, there is a primary error in 
the position of the beam. On the contrary, for large PAAs, the sampling error does 
not affect the position of the beam, since it has an average value of 0. Reducing the 
directivity for large PAAs due to the error of phase quantization and amplitude errors 
in the channels of the feed network might be described statistically in the form:

  D =  D  0   /  (1 +  σ  Φ  2   +  σ  A  2  ) ,  (11)

where   D  0    is the directivity without taking into account the quantization error,   σ  Φ  2  ,  σ  A  2    
are the variances of the phase quantization error or the amplitude error, respectively. 
Thereafter, the average level of the sidelobes might increase in more than   ( σ  Φ  2   +  σ  A  2  )   times. 
It should be noted that the sidelobe closest to the main beam has the maximum level. Its 
level is determined by the distribution of the transmission gain   a  i    in the channels of the 
feed network, and for uniform distribution is −13 dB relative to the main beam level.

The influence of the PAA’s parameters considered above was examined for the 
example of a linear equidistant array of 16 isotropic elements (Figure 5) designed 
for operation at the frequency range of 57–76 GHz. To ensure scanning without 
grating lobes, the distance between the elements of 2 mm was selected in accor-
dance with Eq. (9), starting from the minimum wavelength of 4 mm. This distance 
leads to beamwidth of 6.3° at highest frequency and antenna gain of 15 dB in 
accordance with Eqs. (6) and (7), respectively.

The beam FWHM of the PAA under test varies in accordance with Eq. (5) from 
8.4° at 57 GHz to 6.3° at 76 GHz. The necessity of transmitting an ultra-wideband 
signal with a fractional bandwidth of up to 30% by means of this PAA will inevitably 
lead to significant distortion of the normalized radiation pattern (NRP) shape when 
using a phase-shifter based BFN. We will illustrate this with the example of a signal 
with a 19 GHz bandwidth and a central frequency of 66.5 GHz, for which phase shifts 
for a beam direction of 30° are calculated according to Eq. (4). The NRPs formed by 
the BFN with ideal phase shifters at 57, 66.5, and 76 GHz are shown in Figure 6. It 
can be seen from the figure that the deviation of the maximum of the NRP from the 
desired direction is 4–6°when the frequency is varied within the operating range.
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Moreover, at the edges of the frequency band, the power radiated by the PAA 
in the given direction falls by 4 dB. Because of the squint effect, the different 
frequency components of the signal will be radiated in different directions. As the 
result, a receiver would experience a decrease in amplitude at the edges of the RF 
signal frequency spectrum up to 4 dB, which causes a distortion of the waveform 
and the occurrence of reception errors. Signal components emitted in undesired 
directions also might cause interference in the receivers, for which this signal 
was not intended. For comparison, Figure 7 shows the NRPs formed by the BFN 
with delay lines at the same frequencies. It is seen from the figure that the squint 
phenomenon is completely absent in the entire frequency range. This well-known 
benefit ensures the superiority of the use of TTD-steered BFNs in PAAs with a 
relative bandwidth of more than 10% [23], in spite of the fact that TTD solution in 
principle is more expensive, bulky, and technically complex than the BFN on phase 
shifters. Thus, for the BFN under consideration, TTD-steered technique is the only 
suitable solution that ensures operability in the frequency range from 57 to 76 GHz.

Essential schematic simplification can be achieved if binary switchable delay 
lines (BSDL) are used instead of continuously tuned ones. To determine the param-
eters of such a BSDL providing scanning angle of ±45°, the maximum time delay 
calculated in accordance with Eq. (3) is 70.8 ps. Following Eq. (10), the use of 4, 5 
and 6-bit BFNs makes it possible to obtain a sampling period of 4.7, 2.3, and 1.1 ps, 
respectively. The growth of SP leads to a corresponding increase of the variance for 
the phase quantization error, which contributes to distortions and directivity decay 
described by Eq. (11).

Figure 6. 
Normalized radiation patterns formed by the BFN with ideal phase shifters at 57, 66.5, and 76 GHz in the case 
of transmitting a signal with a 30% fractional bandwidth.

Figure 7. 
Normalized radiation patterns formed by the BFN with ideal delay lines at 57, 66.5, and 76 GHz in the case of 
transmitting a signal with a 30% fractional bandwidth.
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Figure 5. 
Configuration of the PAA under test.
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accordance with Eqs. (6) and (7), respectively.
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for a beam direction of 30° are calculated according to Eq. (4). The NRPs formed by 
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desired direction is 4–6°when the frequency is varied within the operating range.
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Moreover, at the edges of the frequency band, the power radiated by the PAA 
in the given direction falls by 4 dB. Because of the squint effect, the different 
frequency components of the signal will be radiated in different directions. As the 
result, a receiver would experience a decrease in amplitude at the edges of the RF 
signal frequency spectrum up to 4 dB, which causes a distortion of the waveform 
and the occurrence of reception errors. Signal components emitted in undesired 
directions also might cause interference in the receivers, for which this signal 
was not intended. For comparison, Figure 7 shows the NRPs formed by the BFN 
with delay lines at the same frequencies. It is seen from the figure that the squint 
phenomenon is completely absent in the entire frequency range. This well-known 
benefit ensures the superiority of the use of TTD-steered BFNs in PAAs with a 
relative bandwidth of more than 10% [23], in spite of the fact that TTD solution in 
principle is more expensive, bulky, and technically complex than the BFN on phase 
shifters. Thus, for the BFN under consideration, TTD-steered technique is the only 
suitable solution that ensures operability in the frequency range from 57 to 76 GHz.

Essential schematic simplification can be achieved if binary switchable delay 
lines (BSDL) are used instead of continuously tuned ones. To determine the param-
eters of such a BSDL providing scanning angle of ±45°, the maximum time delay 
calculated in accordance with Eq. (3) is 70.8 ps. Following Eq. (10), the use of 4, 5 
and 6-bit BFNs makes it possible to obtain a sampling period of 4.7, 2.3, and 1.1 ps, 
respectively. The growth of SP leads to a corresponding increase of the variance for 
the phase quantization error, which contributes to distortions and directivity decay 
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Figure 6. 
Normalized radiation patterns formed by the BFN with ideal phase shifters at 57, 66.5, and 76 GHz in the case 
of transmitting a signal with a 30% fractional bandwidth.
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Normalized radiation patterns formed by the BFN with ideal delay lines at 57, 66.5, and 76 GHz in the case of 
transmitting a signal with a 30% fractional bandwidth.
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One possible way to characterize the amount of distortion is to simulate all 
possible scan angles and calculate maximum sidelobe level (SLL) using the above 
calculated SP values [4]. Peak and average values obtained through the entire scan 
range can be considered as figures of merit (FoMs) that determine the performance 
of BSDL. Table 2 lists the results of calculations carried out by the above technique.

Figure 8 exemplifies the distortions for BSDLs with different number of bits, 
which affect NRPs in different directions of scanning range.

When using a 4-bit BSDL, a sharp increase in the level of the sidelobes, a 
decay in directivity, and a deviation of the beam position from the desired one are 
observed. However, it is acceptable to use a 5-bit BSDL with a sampling period of 
2.3 ps, for this case.

To summarize, the following outcomes could be concluded:

1. The use of phase shifters in ultra-wideband antenna array leads to beam squint 
phenomenon; so only TTD-based BFN is suitable in such case.

2. Minimum interelement distance for an array that is operable at the frequency 
range of 57–76 GHz without grating lobes is 2 mm.

3. The maximum time delay required to ensure scanning range of ±45° is 70.8 ps 
for the array under consideration and 5-bit BSDL is feasible to simplify TTD-
based BFN construction. They provide a sampling period of 2.3 ps and a relative 
average sidelobe level of −10.9 dB over the entire scanning range (see Table 2).

4. Microwave photonics beamforming networks

As follows from Section 3, the optimal way to design ultra-wideband PAAs of 
mmWave-band is to steer the radar beam with TTD-based photonics BFN. Below, 
we will briefly review the current level of MWP BFN in order to select, using the 
data in Table 2, the optimal principle and scheme of its construction for efficient 

Number of bits SP (ps) Relative peak SLL (dB) Relative average SLL 
(dB)

4 4.7 −3.3 −5.2

5 2.3 −8.1 −10.9

6 1.1 −10.7 −12.4

Table 2. 
FoMs for BSDL with various number of bits.

Figure 8. 
Examples of radiation pattern distortion due to quantization errors.
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No Requirement Result

1 Suppressing sidelobe level Preserve the directive gain of the 
main beam

2 Null control Reduce the effects of interference 
and jamming signals

3 Simplifying the complexity of feed network Cost and power efficiency

4 Reducing the mutual coupling between BFN 
elements

Enlarge the PAA’s figures of merit

Table 3. 
Primary requirements to optical TTD-based microwave photonics BFNs.

No Time-delay 
unit

Scheme Bandwidth Steering 
method, 
settling time

Delay 
range

Source

1 Silicon 
waveguide

Binary, 2 × 2 
switches, 
MZM

8–12 GHz Discrete
<1 μs

Up to 
2.5 ns

[24]

2 Linearly 
chirped fiber 
Bragg grating

TLS and 
separate 
pump laser

56 GHz Continuously, 
optical pump 
power

200 ps [25]

3 Dispersive 
fiber prism

TLS with 
MUX

4–8 GHz Continuously, 
hopping 1 ns

— [26]

4 Dispersive 
photonics 
crystal fibers

TLS, 
four fiber 
channels, 
MZM

8–12 GHz Continuously ±31 ps [27]

5 Match in 
length fibers, 
5 bit

Spatial light 
modulators

6–18 GHz Polarization 
switched, 
20 ms

6–178.4 ps [28]

6 Dispersion 
compensation 
fiber

TLS, 8 
channels,
MZM

8–12 GHz Continuously ±43.3 ps [29]

7 Holographic 
grating

8 × 8 2D 
delay matrix

18–26.5 GHz Switchable, 
binary, 6-bit

443.3 ps [30]

8 Integrated 
ring 
resonators

TLS, binary 
tree, 1 × 8, 
MZM

2.5 GHz Continuously, 
thermooptical

1200 ps [31]

9 FBG prism 
and fiber-
optic delay 
lines matrix

2D, 2 × 2 
switches

Narrow-
band 1GHz

Switchable, 
sampling 
period 120 ps

±200 ps
360 ps

[32]

10 Integrated 
waveguide

Binary 
with 2 × 2 
switches, 
MZM

Narrow-
band, 
42.7GHz

Switchable, 4 
bit, 20 ns

15.7 ps [33]

11 Integrated 
ring 
resonator-
based delay 
lines

Binary 
with 2 × 2 
switches, 
MZM

3–7 GHz Switchable, 
few 
nanoseconds

34 ps [33]
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application in RSs of incoming RoF-based 5G networks. Table 3 lists the primary 
requirements to a TTD-based MWP BFN from the point of view of a hardware 
developer for PAA.

To meet the requirements of Table 3, a TTD-based photonics BFN should have 
enough bandwidth and delay range and support small level of settling time and 
crosstalk. Besides, it must be either continuously tunable or switchable with a suf-
ficiently small sampling period. At present, many implementations of TTD-based 
photonics BFNs exist for PAA application. Such devices are often based on a set of 
fiber or integrated delay lines, ring resonators, spatial light modulators, semicon-
ductor optical amplifiers, dispersive fibers, and so on. Optical channel is usually 
formed based on single-carrier technique using untunable laser or on multicarrier 
one with wavelength division multiplexing (WDM) using tunable laser source 
(TLS) and spectral multiplexer (MUX). RF-to-optical conversion is advantageously 
realized with the help of a Mach-Zehnder intensity modulator (MZM), but other 
types of optical modulators are also used. For reverse optical-to-RF conversion, pin-
photodiodes are exclusively utilized. Table 4 lists the key results of our search using 
journal and conference contributions have been published.

As one can see from table, the developed MWP-based BFNs provide time delays 
from tens of picoseconds to units of nanoseconds in the bandwidth up to tens of 
GHz. The results being presented allow us to conclude that it is possible to meet 
requirements 1 and 2 of Table 3 by using a known approach based on the concept 
of weighted amplitudes and phases [38]. In particular, to precisely control loss and 
delay time, the optical fibers of a slightly different length (example no 5) and the 
dispersion effect in standard single-mode (example no 3), dispersion-compensated 
(examples nos 6 and 13) or photonics crystal fibers (example no 4) were in use at 
the early stage. Later, with the development of photonics integrated technology, 
which ensured a significant reduction in a device footprint and simplifying the 
complexity of feed network (see point 3 of Table 3), the switchable integrated 
silicon waveguides (example nos. 1 and 10) or the ring microresonators (example 
nos 8, 11, and 15) began to be exploited. In addition, if it is necessary to ensure a 
continuous adjustment of the delay time, a tunable TLS (example nos 2–4, 6, 8, and 
12–14) is in common use. The requirement to reduce the mutual coupling (see point 
4 of Table 3), usually quantified as crosstalk level, occurs in common elements of 

No Time-delay 
unit

Scheme Bandwidth Steering 
method, 
settling time

Delay 
range

Source

12 TLS, 
integrated 
ring 
resonators

Phase 
modulation

3–7 GHz Continuously 300 ps [34]

13 Dispersion 
compensation 
fiber

TLS 5.9–17 GHz Continuously ±200 ps [35]

14 Linearly 
chirped fiber 
Bragg grating

Wavelength-
dependent 
recirculating 
loop

11.2 GHz Continuously 2500 ps [36]

15 Integrated 
ring 
resonators

Binary tree, 
MZM

2.05 GHz Switchable,
1 ms

630 ps [37]

Table 4. 
Examples of TTD-based photonics BFNs.
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the optical channel, for example, in optical splitters or multiplexers. Its effect in 
photonics BFNs has been still poorly studied and will be considered in Section 5.3.

5. Principles and ways to photonics BFN design

In the process of design, a developer of new MWP-based RF apparatuses is fac-
ing a problem of choosing an appropriate software. As of today, the existing optical 
and optoelectronic CAD tools (OE-CAD) are not developed like being perfected 
for three decades CAD tools intended for modeling of RF circuits (E-CAD). On the 
contrary, operating at symbolic level modern high-power microwave E-CAD tool 
solves this problem enough simply and with high precision, but there are no models 
of specific active and passive photonics components in its library. To overcome 
this problem, we have proposed and validated experimentally a new approach to 
model a broad class of promising analog microwave radio-electronics systems based 
on microwave photonics technology. Guided by them, the electrical equivalent 
circuit models for the different types of semiconductor laser, photodetector, optical 
modulator, and so on were proposed and verified [39 and refs. cited there]. Using 
these components, a simple PAA’s BFN was proposed and initially studied using 
NI AWRDE software [9]. Below, continuing work of the direction, we model a 
typical photonics BFN scheme including a set of switchable optical delay lines (see 
examples of Table 4), and a novel structural and cost-efficient configuration that, 
following the results of the previous sections, consists of microwave photonics BFN 
combining wavelength division multiplexing and TTD techniques.

5.1 The schematics for simulation

Figure 9 shows first photonics BFN schematic for comparison that is a part of 
16-element PAA’s feed network.

In this case, 16 unmodulated untunable lasers of different wavelengths λ1–λ16 
are used. Using the same RF signal, each transmission channel is converted by the 

Figure 9. 
16-element RF photonics BFN based on switchable optical delay lines.
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application in RSs of incoming RoF-based 5G networks. Table 3 lists the primary 
requirements to a TTD-based MWP BFN from the point of view of a hardware 
developer for PAA.

To meet the requirements of Table 3, a TTD-based photonics BFN should have 
enough bandwidth and delay range and support small level of settling time and 
crosstalk. Besides, it must be either continuously tunable or switchable with a suf-
ficiently small sampling period. At present, many implementations of TTD-based 
photonics BFNs exist for PAA application. Such devices are often based on a set of 
fiber or integrated delay lines, ring resonators, spatial light modulators, semicon-
ductor optical amplifiers, dispersive fibers, and so on. Optical channel is usually 
formed based on single-carrier technique using untunable laser or on multicarrier 
one with wavelength division multiplexing (WDM) using tunable laser source 
(TLS) and spectral multiplexer (MUX). RF-to-optical conversion is advantageously 
realized with the help of a Mach-Zehnder intensity modulator (MZM), but other 
types of optical modulators are also used. For reverse optical-to-RF conversion, pin-
photodiodes are exclusively utilized. Table 4 lists the key results of our search using 
journal and conference contributions have been published.

As one can see from table, the developed MWP-based BFNs provide time delays 
from tens of picoseconds to units of nanoseconds in the bandwidth up to tens of 
GHz. The results being presented allow us to conclude that it is possible to meet 
requirements 1 and 2 of Table 3 by using a known approach based on the concept 
of weighted amplitudes and phases [38]. In particular, to precisely control loss and 
delay time, the optical fibers of a slightly different length (example no 5) and the 
dispersion effect in standard single-mode (example no 3), dispersion-compensated 
(examples nos 6 and 13) or photonics crystal fibers (example no 4) were in use at 
the early stage. Later, with the development of photonics integrated technology, 
which ensured a significant reduction in a device footprint and simplifying the 
complexity of feed network (see point 3 of Table 3), the switchable integrated 
silicon waveguides (example nos. 1 and 10) or the ring microresonators (example 
nos 8, 11, and 15) began to be exploited. In addition, if it is necessary to ensure a 
continuous adjustment of the delay time, a tunable TLS (example nos 2–4, 6, 8, and 
12–14) is in common use. The requirement to reduce the mutual coupling (see point 
4 of Table 3), usually quantified as crosstalk level, occurs in common elements of 

No Time-delay 
unit

Scheme Bandwidth Steering 
method, 
settling time

Delay 
range

Source

12 TLS, 
integrated 
ring 
resonators

Phase 
modulation

3–7 GHz Continuously 300 ps [34]

13 Dispersion 
compensation 
fiber

TLS 5.9–17 GHz Continuously ±200 ps [35]

14 Linearly 
chirped fiber 
Bragg grating

Wavelength-
dependent 
recirculating 
loop

11.2 GHz Continuously 2500 ps [36]

15 Integrated 
ring 
resonators

Binary tree, 
MZM

2.05 GHz Switchable,
1 ms

630 ps [37]

Table 4. 
Examples of TTD-based photonics BFNs.
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the optical channel, for example, in optical splitters or multiplexers. Its effect in 
photonics BFNs has been still poorly studied and will be considered in Section 5.3.

5. Principles and ways to photonics BFN design

In the process of design, a developer of new MWP-based RF apparatuses is fac-
ing a problem of choosing an appropriate software. As of today, the existing optical 
and optoelectronic CAD tools (OE-CAD) are not developed like being perfected 
for three decades CAD tools intended for modeling of RF circuits (E-CAD). On the 
contrary, operating at symbolic level modern high-power microwave E-CAD tool 
solves this problem enough simply and with high precision, but there are no models 
of specific active and passive photonics components in its library. To overcome 
this problem, we have proposed and validated experimentally a new approach to 
model a broad class of promising analog microwave radio-electronics systems based 
on microwave photonics technology. Guided by them, the electrical equivalent 
circuit models for the different types of semiconductor laser, photodetector, optical 
modulator, and so on were proposed and verified [39 and refs. cited there]. Using 
these components, a simple PAA’s BFN was proposed and initially studied using 
NI AWRDE software [9]. Below, continuing work of the direction, we model a 
typical photonics BFN scheme including a set of switchable optical delay lines (see 
examples of Table 4), and a novel structural and cost-efficient configuration that, 
following the results of the previous sections, consists of microwave photonics BFN 
combining wavelength division multiplexing and TTD techniques.

5.1 The schematics for simulation

Figure 9 shows first photonics BFN schematic for comparison that is a part of 
16-element PAA’s feed network.

In this case, 16 unmodulated untunable lasers of different wavelengths λ1–λ16 
are used. Using the same RF signal, each transmission channel is converted by the 

Figure 9. 
16-element RF photonics BFN based on switchable optical delay lines.
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corresponding Mach-Zehnder modulator (MZM) to optical range and shared into 
16 branches by optical splitter (OS). Each branch consists of a switchable optical 
delay lines (ODL). Then, the delayed optical signals are summarized, converted into 
RF band by a photodiode (PD), and emitted by an ideal isotropic antenna element.

Important drawback of this scheme is the need to use a large number of lasers 
and MZMs (16 lasers and the same MZMs for a 16-element array), which makes it 
impractical due to the cumbersomeness and large energy consumption, even for 
such a relatively small PAA. In addition, according to the results of Section 3, each 
ODL must provide total delay of at least 71 ps and of digit capacity of at least 5 bits. 
That is, even when this BFN is implemented in the integrated version (see Table 4) 
using the waveguide material with the lowest losses [40], the difference in losses at 
the minimum and maximum step will be more than 30 times, which, according to 
Section 3, will lead to unacceptable distortions of the radiation pattern.

To overcome the above issues, Figure 10 demonstrates an advanced photonics 
BFN scheme that is a part of the same 16-element PAA’s feed network. In this case, 
only four unmodulated untunable lasers of different wavelengths λ1–λ4 in accor-
dance to 200 GHz ITU WDM grid are used. Laser emissions are summarized in a 
spectral multiplexer (MUX), modulated in the common MZM by RF signal, and, 
through optical circulator, are input to four-channel reflected Bragg grating (RBG). 
The levels of corresponding delayed signals are recovered by an optical amplifier 
(OA) with an optical bandpass filter (OBF) after it, and shared into 16 branches by 
OS. Each branch consists of a 3-bit switchable ODL unit delayed once more optical 
signals for 2.3, 4.6, and 9.2 ps (see results of Section 3), a spectral demultiplexer 
(DMUX), 1 × 4 optical switch (OSW), a PD, and a PAA’s antenna element. In addi-
tion, the schematic of 3-bit binary delay line is shown in Figure 11.

5.2 Models

Figures 12, 13 demonstrate the equivalent models of the BFN schemes discussed 
above that are developed using the NI AWRDE microwave electronic CAD tool. The 
proposed scheme of Figure 13 contains two units that can be implemented based on 
PICs: 3-bit optical delay line and a four-channel reflected Bragg grating module. The 
equivalent model of the first unit is shown in Figure 14. The NI AWRDE equivalent 
model of the second one was proposed and studied in detail elsewhere [41].

5.3 Simulation experiments

With the help of the developed models, a number of simulation experiments 
were carried out, the main task of which was to check the stability of the proposed 
scheme for the nonideality of the transmission characteristics of the modules and 
units that make up its composition in according with the primary requirements to 

Figure 10. 
16-element RF photonics BFN based on a combination of multichannel fiber Bragg grating and switchable 
optical delay lines.
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a TTD-based MWP BFN (see Table 3). The key parameter providing the require-
ments of point 4 of this table is a crosstalk interference, the permissible level of 
which in the TTD-based photonics BFN is still poorly studied. For example, in 
the scheme of Figure 10, there are a number of sources of crosstalk interference, 
including insufficient isolation of the arms of an optical circulator, an OS, and a 
DMUX. Experiments were carried out on the basis of specific input data received 
and substantiated in Sections 2 and 3. First, the known and the proposed schemes 
containing ideally isolated arms were modeled. A comparison of their NRPs showed 

Figure 11. 
The schematic of 3-bit binary delay line.

Figure 12. 
NI AWRDE model of 16-element RF photonics BFN based on switchable optical delay lines.
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(DMUX), 1 × 4 optical switch (OSW), a PD, and a PAA’s antenna element. In addi-
tion, the schematic of 3-bit binary delay line is shown in Figure 11.
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proposed scheme of Figure 13 contains two units that can be implemented based on 
PICs: 3-bit optical delay line and a four-channel reflected Bragg grating module. The 
equivalent model of the first unit is shown in Figure 14. The NI AWRDE equivalent 
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a TTD-based MWP BFN (see Table 3). The key parameter providing the require-
ments of point 4 of this table is a crosstalk interference, the permissible level of 
which in the TTD-based photonics BFN is still poorly studied. For example, in 
the scheme of Figure 10, there are a number of sources of crosstalk interference, 
including insufficient isolation of the arms of an optical circulator, an OS, and a 
DMUX. Experiments were carried out on the basis of specific input data received 
and substantiated in Sections 2 and 3. First, the known and the proposed schemes 
containing ideally isolated arms were modeled. A comparison of their NRPs showed 
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The schematic of 3-bit binary delay line.
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NI AWRDE model of 16-element RF photonics BFN based on switchable optical delay lines.
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Figure 13. 
NI AWRDE model of 16-element RF photonics BFN combining four-channel optical source, four-channel 
reflected Bragg grating, and 3-bit switchable optical delay lines.

Figure 14. 
NI AWRDE model of 3-bit optical delay line.

their complete identity. Figure 15 exemplifies the calculation results of NRP 
characteristics for the both schemes under testing at the lower, middle, and upper 
frequencies of the PAA’s operating range for beam deflection angles of 45° (a) and 
30° (b). Comparison with the results of formal calculations given in Section 3 allows 
us to draw a conclusion about the correctness of the developed models.

Investigation of the effect of crosstalk interference showed the overall stability 
of the proposed scheme. Figure 16 exemplifies the NRPs for the case of a joint effect 
of crosstalk (CS) in an optical circulator and amplitude asymmetry of the levels at 
the output of the optical splitter (AiOS). As on can see, their effect causes a phase 
shift of sidelobes, which leads to an increase in their level. However, their suppres-
sion meets the standard requirements for phased arrays.

Figure 15. 
Normalized radiation patterns of the both TTD-steered 16-element photonics BFNs.
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6. Conclusions

In the chapter, we explored and demonstrated the availability of using the phased 
array antennas, which were known for a long time in the radar technique, in the 
incoming fifth-generation wireless communication systems. The study was carried 
out using a specific example of designing a photonics-steered beamforming network 
(BFN) of a transmitting-phased array antenna for a remote station operating in the 
V-band with a 30% fractional bandwidth allocated in the USA as a promising one for 
future 5G systems. For this goal, we first reviewed the specialties of microwave and 
millimeter-wave photonics technique in 5G wireless networks of radio-over-fiber 
architecture. Then, to determine the input data for subsequent design, a theoretical 
background of array antenna beam steering using ideal models of phase shifters and 
true-time-delay lines was presented. A brief analysis of updated optical beamform-
ing networks produced on optical fibers, Bragg gratings or photonics integrated 
circuits, showed the possibility and efficiency of constructing the delay elements 
required for the device being developed, on the basis of photonics integrated circuits. 
The developed models and executed simulation of two versions of photonics BFN 
based on known scheme including set of optical delay lines and a novel structurally 
and cost-efficient configuration using wavelength division multiplexing and TTD 
techniques demonstrated the advantages of the proposed scheme from the point of 
view of the simplicity, key figures of merit, size, weight, and power features.
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Chapter 5

Array Pattern Based on Integrated
Antenna
Daehee Park and Dong-Ho Cho

Abstract

The number of required antenna elements is rapidly increasing, in compliance
with the development of massive multiple-input multiple-output (MIMO) and
beamforming techniques in 5G technology. Integrated antenna, which is com-
posed of multiple antenna elements, will be considered for next-generation tech-
nologies. Therefore, in this chapter, we provide the mathematical and practical
explanation of the integrated antenna for the next-generation technologies. First,
we introduce a mathematical expression of an antenna element based on spherical
vector wave modes and explain channel models for the integrated antenna and the
antenna array based on the integrated antenna. Second, we provide practical
antennas designed as the integrated antenna and verify that the integrated
antenna array can be implemented practically. Lastly, we evaluate the perfor-
mance of the integrated antenna array compared to mono-polarization and dual-
polarization dipole arrays.

Keywords: integrated antenna, integrated antenna array, spherical vector wave,
channel model, practical antenna

1. Introduction

As more high speed is required, many 5G communication systems have been
proposed. While there are a lot of technologies for the 5G communication system,
multiple-input multiple-output (MIMO) system is a basis for the 5G communica-
tion system. MIMO system has been proposed to increase spectral efficiency and
diversity gain in wireless communication. The MIMO technology enhances the
spectral efficiency and diversity gain by utilizing multiple antennas, because the
multiple antennas provide multiple channels [1, 2]. In order to obtain multiple
channels, the antenna elements have to be separated from the other antenna ele-
ments with larger gap than half-wavelength distance. However, it is difficult to
increase the number of antennas because the antenna size is limited in wireless
communication.

To enhance the spectral efficiency with compact antenna size, dual-polarization
antenna array has been used for 5G technology [3]. It is possible to obtain two
uncorrelated channels using the orthogonality of the dual-polarization antenna.
However, the dual-polarization antenna still has limitation to increase the spectral
efficiency without expanding antenna space.
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It has been studied to enhance the spectral efficiency without increasing antenna
space by using multiple radiation patterns of the antennas [4–7]. It was theoretically
proposed that six times of spectral efficiency can be obtained compared to a single
antenna by using three electric dipoles and three magnetic dipoles allocated at the
same position. It means that the multiple antennas can be integrated within a
compact size and provide multiplexing gain. Thus, the MIMO system can increase
the spectral efficiency by not only using larger antenna array size but also combin-
ing multiple radiation patterns.

On the other hand, there have been studies of array optimization technologies
for the linear antenna array according to various objective functions [8, 9]. This
antenna array could have better interference cancelation using genetic algorithms.
Then, it is also possible to enhance the spectral efficiency and diversity gain by
combining the array optimization technologies and the integrated antenna-based
array system.

In this chapter, we introduce an integrated antenna array which is a type of the
MIMO systems. The integrated antenna array consists of multiple array elements,
and the array element has multiple antenna elements. Each antenna element of the
integrated antenna has different radiation patterns to increase the spectral effi-
ciency in wireless communication area. The purpose of this chapter is to introduce
the concept of the integrated antenna array and to show the possibility to apply it
practically to wireless communication technology. We will also explain a frame-
work for next-generation technology so that we can provide further works as well.

We organize the chapter as follows. In Section 2, we explain channel models for
the integrated antenna array. In Section 3, several practical integrated antennas are
introduced to verify that the integrated antenna array can be implemented practi-
cally. In Section 4, we verify the performance of the integrated antenna array in
urban macro-cell environment compared with mono-polarization and dual-
polarization dipole antenna arrays.

2. Channel model

The channel model is dependent on the structure of the MIMO system. To
provide the channel model for the integrated antenna array, firstly we provide a
channel model for a general case as given in Figure 1 [1]. We develop the channel
model with considering complex structures.

Figure 1.
Configuration of general MIMO system.
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2.1 MIMO channel model

We consider a MIMO channel with a transmit and receive system, which is
equipped with Nt antennas and Nr antennas, respectively. The received signal y can
be expressed as

y ¼ Hxþ n, (1)

where H is the Nr �Nt MIMO channel, x is an Nt � 1 transmit signal and n is an
Nr � 1 complex Gaussian noise. Based on spatial fading correlation, the elements of
H can be described as

h ¼ vec Hð Þ ¼ R1=2
h vec Hwð Þ, (2)

where Hw is an Nr �Nt Rayleigh fading channel with uncorrelated and zero mean
entries which follow complex Gaussian distribution, Rh ¼ E hh†

� �
is the

NrNt �NrNt covariance matrix and �ð Þ† and E �f g are Hermitian and expectation
operator, respectively [1]. Here, vec Að Þ is a vectorization operation to produce a
vector with the columns of A.

We assume that the sizes of the transmit and receive antenna are negligible
compared to the distance between the transmit system and the receive system.
Then, the covariance matrix of the MIMO channel is given by

Rh ¼ R0
Ht
⊗RHr , (3)

where RHr ¼ E HH†
� �

, RHt ¼ E H†H
� �

and �ð Þ0 and ⊗ are matrix transpose and
Kronecker product operator, respectively. Therefore, the MIMO channel can be
described as [1]

H ¼ R1=2
Hr

HwR
1=2
Ht

: (4)

This channel model is called by the Kronecker model of MIMO system in general
case.

2.2 Spherical vector wave-based channel model

There are spherical vector wave (SVW) modes which are orthonormal basis
functions for arbitrary radiation pattern [10–12]. The radiation pattern of an arbi-
trary transmitter antenna is described as

F r̂ð Þ ¼ k
ffiffiffiffiffi
2η

p
∑
ιmax

ι¼1
∑
ι

ν¼0
∑
2

s¼1
∑
2

τ¼1
jτ�ιþ2TινsτAινsτ r̂ð Þ

¼ k
ffiffiffiffiffi
2η

p
∑
αmax

α¼1
jτ�ιþ2TαAα r̂ð Þ ¼ k

ffiffiffiffiffi
2η

p
A0 r̂ð Þt,

(5)

where r̂ is the direction of the radiation, Aινsτ r̂ð Þ ¼ Aα r̂ð Þ ¼ Aθ,α r̂ð Þ Aϕ,α r̂ð Þ� �
is αth

SVW mode with the multi-index α ¼ 2 ι ιþ 1ð Þ � 1þ �1ð Þsνð Þ þ τ, αmax is the maxi-
mum number of SVW modes, A r̂ð Þ is an αmax � 2 matrix containing the row vector
jτ�ιþ2Aα r̂ð Þ and t is an αmax � 1 vector with the element Tα which is the transmitting
coefficient of the transmitter antenna [10]. The SVW mode Aα r̂ð Þ is described well
in Appendix. In order to decompose the radiation pattern of a receiver antenna, the
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receiving coefficient Rινsτ can be given by Rιν1τ ¼ �1ð ÞνTιν2τ and Rιν2τ ¼ �1ð ÞνTιν1τ by
using the reciprocity relationship [10, 12].

Consider that the transmit and the receive systems have an integrated antenna
without array structure, which are composed of Nt and Nr antennas as shown in
Figure 2, respectively. From (1), the MIMO channel H may be expressed as

y ¼ RMTxþ n, (6)

where R is an Nr �Mr matrix with the receiving coefficient Rnr,mr , T is a Mt �Nt
matrix with the transmitting coefficient Tmt,nt and M is a Mr �Mt matrix which is
the channel between SVW modes [10, 12, 13]. Then, the covariance matrix of the
channel H can be derived by [14]

Rh ¼ T
0
⊗R

� �
Rm T

0
⊗R

� �†

, (7)

where h ¼ vec Hð Þ ¼ T
0
⊗R

� �
m, m ¼ vec Mð Þ and Rm ¼ E mm†f g. The covariance

matrix of the channel for the SVW modes can be described as

Rm ¼ 4π2
ðð

~A k̂r; k̂t

� �
P k̂r; k̂t

� �
~A† k̂r; k̂t

� �
dΩrdΩt: (8)

Here, ~A k̂r; k̂t

� �
¼ A k̂r

� �
⊗A k̂t

� �
, and P k̂r; k̂t

� �
¼ diag Pθθ;Pθϕ;Pϕθ;Pϕϕ

� �

where Pαβ � Pαβ k̂r; k̂t

� �
are functions of the power angular spread (PAS) which is

expressed by

Pαβ k̂r; k̂t

� �
¼ Pαβpαβ k̂r; k̂t

� �
, (9)

where α∈ θ;ϕf g, β∈ θ;ϕf g and Pαβ is coupling power from β to α [15]. The joint

probability function pαβ k̂r; k̂t

� �
is required to be normalized as follows:

ðð
pαβ k̂r; k̂t

� �
dΩrdΩt ¼ 1: (10)

Figure 2.
Configuration of MIMO system with integrated antenna.

72

Array Pattern Optimization

It is also assumed that the joint probability density function of the PAS in (10) can
be decomposed by

pαβ k̂r; k̂t

� �
¼ pαβ k̂r

� �
pαβ k̂t

� �
: (11)

Then, the SVW mode channel of the transmitter is obtained by [14].

RMt ¼ 2π
ð
A∗ k̂t

� �
P k̂t

� �
A0 k̂t

� �
dΩt, and RMr ¼ 2π

ð
A∗ k̂r

� �
P k̂r

� �
A0 k̂r

� �
dΩr: (12)

where P k̂t

� �
¼ diag Pθ k̂t

� �
;Pϕ k̂t

� �n o
, Pα k̂t

� �
¼ Pαpα k̂t

� �
and pα k̂t

� �
is the

PAS of orthogonal polarization α at transmitter side and α stands for θ and ϕ.
From (3) and (7), therefore, we can see that

RHt ¼ T†RMtT,RHr ¼ RRMrR
†: (13)

We can describe the channel model for the integrated antenna by using the SVW
modes.

2.3 Channel model for integrated antenna array

For 5G communication technology, it is important that the integrated antenna is
expandable to array structure. Thus, it is necessary to derive the channel model for
the MIMO system equipped with the integrated antenna array. The structure of the
integrated antenna array is illustrated in Figure 3.

Each antenna element has not only a radiation pattern but also a relative position
to the other antenna elements. The received signal of the MIMO system with the
integrated antenna arrays is given by

y ¼ �R �M �Txþ n, (14)

where �M is the MrLr �MtLt extended SVW mode channel, which considers
antenna positions; �R ¼ ILr⊗R, where R is an Br �Mr receiving coefficient matrix
of the receive integrated antenna; and �T ¼ ILt⊗T, where T and IN are a Mt � Bt

Figure 3.
Configuration of MIMO system with integrated antenna array.

73

Array Pattern Based on Integrated Antenna
DOI: http://dx.doi.org/10.5772/intechopen.81087



receiving coefficient Rινsτ can be given by Rιν1τ ¼ �1ð ÞνTιν2τ and Rιν2τ ¼ �1ð ÞνTιν1τ by
using the reciprocity relationship [10, 12].

Consider that the transmit and the receive systems have an integrated antenna
without array structure, which are composed of Nt and Nr antennas as shown in
Figure 2, respectively. From (1), the MIMO channel H may be expressed as

y ¼ RMTxþ n, (6)

where R is an Nr �Mr matrix with the receiving coefficient Rnr,mr , T is a Mt �Nt
matrix with the transmitting coefficient Tmt,nt and M is a Mr �Mt matrix which is
the channel between SVW modes [10, 12, 13]. Then, the covariance matrix of the
channel H can be derived by [14]

Rh ¼ T
0
⊗R

� �
Rm T

0
⊗R

� �†

, (7)

where h ¼ vec Hð Þ ¼ T
0
⊗R

� �
m, m ¼ vec Mð Þ and Rm ¼ E mm†f g. The covariance

matrix of the channel for the SVW modes can be described as

Rm ¼ 4π2
ðð

~A k̂r; k̂t

� �
P k̂r; k̂t

� �
~A† k̂r; k̂t

� �
dΩrdΩt: (8)

Here, ~A k̂r; k̂t

� �
¼ A k̂r

� �
⊗A k̂t

� �
, and P k̂r; k̂t

� �
¼ diag Pθθ;Pθϕ;Pϕθ;Pϕϕ

� �

where Pαβ � Pαβ k̂r; k̂t

� �
are functions of the power angular spread (PAS) which is

expressed by

Pαβ k̂r; k̂t

� �
¼ Pαβpαβ k̂r; k̂t

� �
, (9)

where α∈ θ;ϕf g, β∈ θ;ϕf g and Pαβ is coupling power from β to α [15]. The joint

probability function pαβ k̂r; k̂t

� �
is required to be normalized as follows:

ðð
pαβ k̂r; k̂t

� �
dΩrdΩt ¼ 1: (10)

Figure 2.
Configuration of MIMO system with integrated antenna.

72

Array Pattern Optimization

It is also assumed that the joint probability density function of the PAS in (10) can
be decomposed by

pαβ k̂r; k̂t

� �
¼ pαβ k̂r

� �
pαβ k̂t

� �
: (11)

Then, the SVW mode channel of the transmitter is obtained by [14].

RMt ¼ 2π
ð
A∗ k̂t

� �
P k̂t

� �
A0 k̂t

� �
dΩt, and RMr ¼ 2π

ð
A∗ k̂r

� �
P k̂r

� �
A0 k̂r

� �
dΩr: (12)

where P k̂t

� �
¼ diag Pθ k̂t

� �
;Pϕ k̂t

� �n o
, Pα k̂t

� �
¼ Pαpα k̂t

� �
and pα k̂t

� �
is the

PAS of orthogonal polarization α at transmitter side and α stands for θ and ϕ.
From (3) and (7), therefore, we can see that
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†: (13)
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modes.

2.3 Channel model for integrated antenna array

For 5G communication technology, it is important that the integrated antenna is
expandable to array structure. Thus, it is necessary to derive the channel model for
the MIMO system equipped with the integrated antenna array. The structure of the
integrated antenna array is illustrated in Figure 3.

Each antenna element has not only a radiation pattern but also a relative position
to the other antenna elements. The received signal of the MIMO system with the
integrated antenna arrays is given by

y ¼ �R �M �Txþ n, (14)

where �M is the MrLr �MtLt extended SVW mode channel, which considers
antenna positions; �R ¼ ILr⊗R, where R is an Br �Mr receiving coefficient matrix
of the receive integrated antenna; and �T ¼ ILt⊗T, where T and IN are a Mt � Bt

Figure 3.
Configuration of MIMO system with integrated antenna array.
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transmitting coefficient matrix of the transmit integrated antenna and an N �N
identity matrix. The covariance matrix of the MIMO channel H can be described as

Rh ¼ �T0⊗�R
� �

R �m �T0⊗�R
� �†

, (15)

where h ¼ �T0⊗�R
� �

�m, �m ¼ vec �M
� �

and R �m ¼ E �m
�m†

n o
. Here, the correlation

matrix of the channel of the SVW modes can be given by

R �m ¼ 4π2
ðð

~B k̂r; k̂t

� �
P k̂r; k̂t

� �
~B† k̂r; k̂t

� �
dΩrdΩt, (16)

where ~B k̂r; k̂t

� �
¼ B k̂r

� �
⊗B k̂t

� �
. Here, B k̂r

� �
¼ er k̂r

� �
⊗A k̂r

� �
, and the E k̂

� �

is an array element response matrix with the elements of el k̂
� �

¼ ejβ rl�roð Þk̂ , where rl
is the position of the lth array element and ro is the position of the antenna array
system.

We explained the channel models for the MIMO system with the integrated
antenna arrays mathematically. In the following section, we will verify the perfor-
mance of the integrated antenna array based on the channel model we discussed.

3. Practical antenna design

There have been many practical antennas which are designed for the integrated
antenna. Through some practical antennas, we can see that the integrated antenna
may be implemented for the wireless communication. Design of the integrated
antenna is dependent on the system requirement such as array structure and chan-
nel environment. In this section, we introduce various practical integrated antennas
for several cases.

3.1 Practical integrated antenna

It is important to integrate multiple antennas with compact size, which have
orthogonal radiation patterns of each other. There are practical integrated antennas
without considering array structure as shown in Figure 4. It is found that the
integrated antenna has two types of antenna elements which have radiation pat-
terns of electric dipole antenna and magnetic loop antenna. Planer inverted-F
antennas (PIFA) are used for the electric dipole antenna, and quarter-wavelength
slot antennas are used for the magnetic loop antenna [16, 17]. It is also seen that the
integrated antennas have three-dimensional structures because the array structure
was not considered. Therefore, it is noted that the integrated antenna may consist of
more than two antenna elements practically.

3.2 Practical integrated antenna array

The integrated antenna array may be implemented as shown in Figure 5. It is
found that the practical integrated antenna array is composed of Lt array elements.
Each array element consists of Bt antenna elements, which are designed by utilizing
a planer Yagi-Uda antenna [18].

To reduce the antenna size, we eliminated a conduct strip in front of the antenna
element and designed that l3 is larger than w2 as shown in Figure 5a. The radiation
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direction of the antenna element can be changed according to θrad, because the
antenna element radiates perpendicularly to the antenna structure. The parameters
are given by L ¼ 70 mm, W ¼ 66 mm, lc ¼ 22 mm, wc ¼ 1:5 mm, ls ¼ 24:5 mm,
ws ¼ 1:5 mm, lf ¼ 6:2 mm, wp ¼ 8 mm and lp ¼ 32 mm. It is possible to control the
impedance matching by modifying l7 and w6. The integrated antenna is produced
on a CER-10 substrate with a permittivity of 10 and a thickness of 0.64 mm. The

Figure 4.
Configuration of practical integrated antennas. (a) 6-port integrated antenna and (b) 16-port integrated
antenna.

Figure 5.
Configuration of practical integrated antenna array. (a) Antenna element for 4-port integrated antenna, (b)
4-port integrated antenna and (c) 4-port integrated antenna based 1 � 4 array.
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was not considered. Therefore, it is noted that the integrated antenna may consist of
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direction of the antenna element can be changed according to θrad, because the
antenna element radiates perpendicularly to the antenna structure. The parameters
are given by L ¼ 70 mm, W ¼ 66 mm, lc ¼ 22 mm, wc ¼ 1:5 mm, ls ¼ 24:5 mm,
ws ¼ 1:5 mm, lf ¼ 6:2 mm, wp ¼ 8 mm and lp ¼ 32 mm. It is possible to control the
impedance matching by modifying l7 and w6. The integrated antenna is produced
on a CER-10 substrate with a permittivity of 10 and a thickness of 0.64 mm. The

Figure 4.
Configuration of practical integrated antennas. (a) 6-port integrated antenna and (b) 16-port integrated
antenna.

Figure 5.
Configuration of practical integrated antenna array. (a) Antenna element for 4-port integrated antenna, (b)
4-port integrated antenna and (c) 4-port integrated antenna based 1 � 4 array.
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integrated antenna is expandable to the array structure as shown in Figure 4c,
because of the compactness of the integrated antenna.

It is necessary to verify that the integrated antenna has reasonable antenna
characteristics such as radiation efficiency, bandwidth and mutual coupling. The
proposed four-port integrated antenna was implemented as shown in Figure 6. For
the integrated antenna, the antenna elements have the same antenna characteristics
of each other because of symmetric configuration. The simulated and the measured
S-parameters of the integrated antenna are shown in Figure 7a and b, respectively,
where Saa means S1,1, S2,2, S3,3 and S4,4; Sab means S1,2, S1,4, S2,3 and S3,4; and Sac
means S1,3 and S2,4. The integrated antennas radiate at 5.7 GHz with a bandwidth of
about 300 MHz satisfying ∣Saa∣ ¼ �10 dB in the simulation and measurement. It is
also found that the antenna elements have less than �12 dB mutual couplings in the
simulation and measurement.

The simulated and measured S-parameters of the integrated antenna-based
1� 4 array system are shown in Figure 8a and b, respectively. Only the S-
parameters for Port 5 are illustrated because the integrated antenna-based array has

Figure 6.
Prototype of four-port integrated antenna.

Figure 7.
S-parameters of four-port integrated antenna. (a) Simulated results and (b) measured results.
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a symmetric configuration. It is found that the mutual coupling between antenna
elements of different array elements is lower by about �13 dB in simulation and
measurement results. Thus, it can be noted that the integrated antenna is scalable in
the array structure.

The radiation patterns of the integrated antenna are illustrated in Figure 9. It is
found that the simulated and measured radiation patterns are agreed well. It is
shown that the antenna elements radiate to y-axis in order to support the front area
of the antenna structure and have different radiation patterns. The radiation pat-
terns generated by using the transmitting coefficient matrix T are similar to the
simulated radiation patterns as well. Thus, it can be noted that the radiation pat-
terns of the practical antenna can be described in a mathematical expression.

Figure 8.
S-parameters of integrated antenna-based 1� 4 array. (a) Simulated results and (b) measured results.

Figure 9.
Radiation patterns of proposed four-port pattern antenna.
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4. Array optimization based on integrated antenna array

It is important to combine the integrated antenna array and the array optimiza-
tion algorithm. We assume that the integrated antenna array is utilized as a transmit
system, and then the channel capacity of the MIMO system may be described as

C ¼ E log det INr þ
SNR
Nt

HWW†H†

� �� �
, (17)

where SNR is signal-to-noise ratio andW is a precoding matrix [19]. To simplify the
optimization problem, we consider that the receive system has ideal channel condi-
tion, which means RHr ¼ I. From (4) and (13), the MIMO channel H is given by
H ¼ HwR

1=2
Ht

, where RHt ¼ �T†R �Mt

�T. There are three variables R �Mt
, �T andW in (17).

We can control �T and W according to R �Mt
which is given by the channel environ-

ment.
However, �T and W have different characteristics. First, �T is determined by the

structure of the integrated antenna array, while W can be changed in real time.
Second, �T is dependent on the specification of the integrated antenna such as
antenna space, required bandwidth and the number of antenna elements. W is
dependent on the specification of RF chains such as resolutions of phase shifter and
attenuator. Lastly, it is not clear to implement a specific integrated antenna
according to an arbitrary �T.

Therefore, it is necessary to optimize the �T and W with different constraints.
We study the optimization of W under practical �T.

4.1 Performance of integrated antenna

In order to show the possibility of the integrated antenna in wireless communi-
cation area, we verify the performance of the integrated antenna by optimizing W
under fixed T given by the practical 16-port and 4-port integrated antennas in the
previous section.

There are various objective functions for optimization of W, such as maximiza-
tions of spectral and energy efficiency and minimizations of interference and side
lobe level [12]. Here, we consider an objective function as a maximization of
spectral efficiency expressed by

f ¼ max
Tr WW†f g¼Nt

C: (18)

To obtain the optimum value of W, we apply a singular value decomposition
(SVD) precoding method into the integrated antenna array [19]. This SVD
precoding method provides the precoding matrix W ¼ v1⋯vNr½ �, where
USV† ¼ svd Hð Þ and V ¼ v1⋯vNt½ �.

We consider the 16-port integrated antenna as the integrated antenna without
array structure. We assume that the receive system has 16 antennas and that the
channel is a full-scattering environment, which has the PAS given by

pθt θ;ϕð Þ ¼ pϕt
θ;ϕð Þ ¼ 1

2π2
, θ∈ 0; π½ �,ϕ∈ �π; π½ �: (19)
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The channel capacity of the 16-port integrated antenna is described in Figure 10.
It is found that the channel capacity of 16-port integrated antenna achieves channel
capacity close to that of the ideal 16-port antenna.

4.2 Performance of integrated antenna array

We consider the four-port integrated antenna, which was proposed in Section 3
as the array element of the integrated antenna array. We assume that all antenna
arrays have Nt ¼ 16 antenna elements and that the receive system has ideal channel
condition which means RHr ¼ INr . We verify the performance of the integrated
antenna array compared to two reference arrays as shown in Figure 11. The refer-
ence arrays are mono-polarization (MPOL) and dual-polarization (DPOL) antenna
arrays. The MPOL and DPOL antenna arrays have array elements which are com-
posed of mono-polarization dipole and dual-polarization dipoles, respectively.
Then, MPOL, DPOL and integrated antenna arrays have Bt ¼ 1, 2 and 4 and
Lt ¼ 16, 8 and 4, respectively. Here, we consider a channel model describing an
urban macro-cell environment [20].

The channel capacities of the integrated MPOL and DPOL antenna arrays are
illustrated in Figure 12. Although the integrated antenna array occupies smaller size
than the others, the integrated antenna array has higher channel capacity than the
MPOL and DPOL antenna arrays. It means that the multiple radiation patterns of
various antenna elements for the integrated antenna may enhance the channel
capacity without increasing antenna space to utilize spatial gain.

4.3 Further works

To optimize an integrated antenna array in wireless communication area, we
study the mathematical optimization of the integrated antenna array. Under
assumption of W ¼ I, we can derive an optimization problem given by

Figure 10.
Channel capacity of practical 16-port integrated antenna.
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Figure 11.
Configuration of antenna arrays.

Figure 12.
Channel capacities of various antenna arrays.
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f ¼ max
Tr T†Tf g¼Mt

E log det INr þ
SNR
Nt

HH†

� �� �
: (20)

However, the achievable T is related to various physical parameters such as
antenna space and Q-factor. Thus, it is necessary to design the structure of the
integrated antenna which has a specific T.

On the other hand, there are different constraints and objective functions for T
andW as we mentioned. It is possible to apply various beamforming and precoding
methods appropriately according to the structure of the integrated antenna array,
such as hybrid-beamforming and low-complex precoding. It is also required to
support multiple users with the integrated antenna array.

5. Conclusion

We introduced the integrated antenna array for the 5G communication technol-
ogy and provided the MIMO channel model for the integrated antenna array. We
showed that the integrated antenna can be implemented as practical antenna sys-
tems for the wireless communication. We also proposed the practical integrated
antenna array with the four-port integrated antenna. Based on the MIMO channel
model, we explained the optimization problems for the integrated antenna array.
The performance of the integrated antenna array was verified compared to dual-
polarization antenna array. It has been shown that the integrated antenna array can
achieve higher spectral efficiency than the conventional antenna arrays. Therefore,
it could be seen that the integrated antenna array would be an attractive solution for
the next wireless communication technology.

A. Appendix

In a source-free region V filled with a homogeneous medium, the electric field
and magnetic field, with assumption of time dependence of exp �jωtð Þ, satisfy

∇� ∇�A rð Þ � k2A rð Þ ¼ 0: (21)

A rð Þ is derivable from the scalar potential Ψ rð Þ which satisfies

∇2 þ k2
� �

Ψ rð Þ ¼ 0: (22)

Consider vector wave functions M rð Þ, N rð Þ and L rð Þ given by

M rð Þ ¼ ∇� cΨ rð Þ, N rð Þ ¼ 1
k
∇�M rð Þ, L rð Þ ¼ ∇Ψ rð Þ, (23)

where c is a pilot vector. Here, M rð Þ and N rð Þ are divergence-free and orthogonal.
L rð Þ is curl-free and orthogonal with M rð Þ and N rð Þ. Then, an arbitrary electro-
magnetic field can be described with M rð Þ and N rð Þ and L rð Þ [21].

In spherical coordinates, we can obtain the solution to (22) for unbounded
media as

Ψ k; rð Þ ¼ z cð Þ
n krð ÞYnm θ;ϕð Þ, (24)
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Ψ k; rð Þ ¼ z cð Þ
n krð ÞYnm θ;ϕð Þ, (24)
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where z cð Þ
n is the radial function and Ynm θ;ϕð Þ is the complex spherical harmonic

function. The radial function z cð Þ
n is determined by an upper index cð Þ as one of the

following functions:

z 1ð Þ
n krð Þ ¼ jn krð Þ spherical Bessel functionð Þ (25)

z 2ð Þ
n krð Þ ¼ nn krð Þ spherical Neumann functionð Þ (26)

z 3ð Þ
n krð Þ ¼ h 1ð Þ

n krð Þ ¼ jn krð Þ þ jnn krð Þ spherical Hankel function of the first kindð Þ
(27)

z 4ð Þ
n krð Þ ¼ h 2ð Þ

n krð Þ ¼ jn krð Þ � jnn krð Þ spherical Hankel function of the second kindð Þ,
(28)

where c ¼ 1 and c ¼ 2 indicate standing waves and c ¼ 3 and c ¼ 4 indicate an
outgoing wave and incoming wave, respectively. The complex spherical harmonic
function Ynm θ;ϕð Þ is expressed as

Ynm θ;ϕð Þ ¼ CnmPm
n cos θð Þejmϕ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n�mð Þ! 2nþ 1ð Þ

nþmð Þ!4π

s
Pm
n cos θð Þejmϕ, (29)

where Pm
n cos θð Þ is the associated Legendre polynomial, Cnm is a normalization

factor, n ¼ 0, 1,… and m ¼ �n, � nþ 1, :::0; 1,…, n� 1, n [10]. The complex
spherical harmonic function Ynm θ;ϕð Þ can be defined by the real combinations of
the azimuth functions as follows [22]:

Yσnm θ;ϕð Þ ¼
ffiffiffi
2

p
CnmPm

n cos θð Þ cosmϕ

sinmϕ

� �
, (30)

where m ¼ 0, 1,…, n� 1, n and σ ¼ e, o (even or odd in ϕ).
The normalized vector spherical harmonics Aτσnm r̂ð Þ can be defined with using

the real spherical harmonic function Yσnm r̂ð Þ ¼ r̂Yσnm θ;ϕð Þ as follows [11]:

A1σnm r̂ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n nþ 1ð Þp ∇� rYσnm r̂ð Þ,

A2σnm r̂ð Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n nþ 1ð Þp 1

k
r∇Yσnm r̂ð Þ,

A3σnm r̂ð Þ ¼ r̂∇Yσnm r̂ð Þ:

8>>>>><
>>>>>:

(31)

where n ¼ 0, 1,…, and m ¼ 0, 1,…, n� 1, n and σ ¼ e, o. In this case, (23) may be
modified by

Mσnm k; rð Þ ¼ ∇� rz cð Þ
n krð ÞYσnm θ;ϕð Þ,

Nσnm k; rð Þ ¼ 1
k
∇� ∇� rz cð Þ

n krð ÞYσnm θ;ϕð Þ,

Lσnm k; rð Þ ¼ 1
k
∇z cð Þ

n krð ÞYσnm θ;ϕð Þ:

(32)

Because of the orthogonal relationship, furthermore, an arbitrary field E rð Þ can
be represented as
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E rð Þ ¼ ∑
σ¼e, o

∑
∞

n¼1
∑
m

m¼0

ð∞
0
dk k2 aσnm kð ÞMσnm k; rð Þ þ bσnm kð ÞNσnm k; rð Þ þ cσnm kð ÞLσnm k; rð Þ½ �:

(33)

From (25) and (32), the outgoing vector waves ψτσnm are expressed as

ψ1σnm θ;ϕð Þ ¼ ∇� rh 1ð Þ
n krð ÞYσnm θ;ϕð Þ,

ψ2σnm θ;ϕð Þ ¼ 1
k
∇� ∇� rh 1ð Þ

n krð ÞYσnm θ;ϕð Þ,

8<
: (34)

These spherical vector waves may become the solutions to the vector wave
functions Mσnm and Nσnm. The outgoing spherical vector waves can be described
approximately as

ψτσnm θ;ϕð Þ ¼ �jð Þnþ2�τ exp jkr
kr

Aτσnm r̂ð Þ þ o krð Þ�1
� �

, τ ¼ 1, 2: (35)

The far field is the outgoing spherical vector waves when the r is a very large
value relatively to the wavelength. Therefore, the general expression of the far field
can be decomposed approximately as

F r̂ð Þ ¼ ∑
α

�jð Þnþ2�τf αAα r̂ð Þ, (36)

where multi-index α ¼ 2 n nþ 1ð Þ � 1þ �1ð Þsmð Þ þ τ and s ¼ 1, 2 for σ ¼ e, o,
respectively.
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be represented as
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Chapter 6

Smart Antenna Systems Model 
Simulation Design for 5G Wireless 
Network Systems
Vincenzo Inzillo, Floriano De Rango, Luigi Zampogna and 
Alfonso A. Quintana

Abstract

The most recent antenna array technologies such as smart antenna systems (SAS) 
and massive multiple input multiple output (MIMO) systems are giving a strong 
increasing impact relative to 5G wireless communication systems due to benefits that 
they could introduce in terms of performance improvements with respect to omnidi-
rectional antennas. Although a considerable number of theoretical proposals already 
exist in this field, the most common used network simulators do not implement the 
latest wireless network standards and, consequently, they do not offer the possibility 
to emulate scenarios in which SAS or massive MIMO systems are employed. This 
aspect heavily affects the quality of the network performance analysis with regard 
to the next generation wireless communication systems. To overcome this issue, it is 
possible, for example, to extend the default features offered by one of the most used 
network simulators such as Omnet++ which provides a very complete suite of net-
work protocols and patterns that can be adapted in order to support the latest antenna 
array systems. The main goal of the present chapter is to illustrate the improve-
ments accomplished in this field allowing to enhance the basic functionalities of the 
Omnet++ simulator by implementing the most modern antenna array technologies.

Keywords: smart antenna systems, planar array, massive MIMO, Omnet++

1. Introduction

Since the start of wireless communications, concerning to the network node 
physical layer, there are two main types of antenna which can be used as a way 
to make a certain behavior on transmission/reception: omnidirectional antennas 
which radiates and receives equally in all directions, and directional antennas which 
have the capability to radiate in a specific direction. Omnidirectional approaches 
can be straight and detrimentally impact on spectral efficiency of the system, 
restricting frequency reuse [1]. These limitations force system designers and 
network planners to develop progressively advanced and costly remedies. Lately, 
the requirements of broadcast antenna technology on the quality, capacity, and 
coverage of wireless systems have motivated the development in the fundamental 
design and role of the antenna in a wireless system. In pervasive environments, 
such as mobile ad hoc network (MANET) or wireless sensor networks, employing 
an omnidirectional approach is hard and an inconvenient way to create efficient 
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systems, because of the high burden of power of network nodes [2] that may result 
in destructive phenomena such as low battery depletion and interference. A single 
antenna may also be built to have certain fixed preferential transmission and recep-
tion directions to maximize its energy consumption in a specific direction conserv-
ing power in other directions [3]. Using directional antenna could lead to several 
advantages, in terms of reduction of packet delay or improvement of the overall 
routing process [4]. In wireless communications, when a single antenna is utilized 
both to the transmitter and receiver we talk about single input, single output (SISO) 
[5] systems. Therefore, nowadays, with regard to the latest antenna technologies, 
the concept of smart antenna systems has spread. SAS are intelligent systems 
equipped with high efficiency data processing unit. This sort of systems can boost 
the coverage area and the capability of a radio communication system. The coverage 
area is simply the area where the communication link between a mobile and the 
base station can be performed. The capability is a way of measuring the amount 
of users a system can support in certain area. A smart antenna system generally 
combines an antenna array with a digital signal processing capacity to transmit 
and receive in an adaptive, spatial manner. Quite simply, such a system can quickly 
change the directionality of its radiation patterns in response to its environment. 
This may considerably increase the performance characteristics (such as capacity) 
of a wireless system. The employment of SAS in wireless mobile environments 
allows a much more reliable medium utilization with regards to the classical omni-
directional strategy. For instance, spatial division multiple access (SDMA) attempts 
to raise the capacity of a system. Generally, smart antennas get into three major 
categories: single input, multiple output (SIMO), multiple input, single output 
(MISO), and multiple input, multiple output (MIMO). In SIMO technology, one 
antenna is used at the source, and two or more antennas are used at the destination. 
In MISO technology, several antennas are used at the transmitter, and one antenna 
is utilized at the destination. In MIMO technology, multiple antennas are used at 
both source and destination.

Figure 1 illustrates an example of SISO and MIMO systems. In the SISO case, 
either the transmitter or the receiver uses a single antenna for the communication 
process; while in the MIMO, an antenna array is employed. In literature, it has 
been demonstrated how the use of directional antennas and the most recent smart 
antenna systems (SAS) technology is capable of significantly allowing high quality 
of service (QoS) requirements in spite of the omnidirectional systems that foresee 

Figure 1. 
SISO and MIMO structure example.
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limited functionalities [6, 7]. However, these solutions are unlikely to satisfy the 
requirements for 5G wireless communication systems technology. For this purpose, 
the massive MIMO technology has been proposed as efficient solution for satisfying 
the requirements for 5G that certainly include very high antenna gain and very high 
data rate in order to achieve huge system performance [8–10]. The term massive, 
means that this kind of systems employs a large number of antenna elements (at 
least 50 antennas) in the hardware architecture; indeed, relating to the modern 
wireless networks, for achieving high communication benefits in terms of through-
put, we need for a massive number of elements that is not less than 70–80 antennas 
[11]. This is mainly due to the fact that, theoretically, as the number of elements 
improves, the overall gain of the system also increases, and in fact, each single 
antenna element contributes to enhance the total gain. More specifically, from 
the antenna array theory, it is known that the overall gain is affected by the single 
element factor as well as the array factor, and this gain increases with the number of 
antenna elements. The massive MIMO are strongly recommended for beamform-
ing environments by the most recent IEEE802.11n and IEEE802.11ac standards. 
Remember that we refer to a beamforming wireless network context when commu-
nications between nodes occur through the beamforming process; the beamforming 
is defined as the capability of a node to scan and drive the antenna beam pattern 
toward a certain area or a set of directions. One of the most critical aspects in wire-
less communication environments is represented by the fact of using an adequate 
network simulator that is able to well emulate and reproduce an appropriate real 
scenario. Unfortunately, most of the existing network simulators do not provide any 
support for directional and asymmetrical communications, and thus also for SAS 
and MIMO technology. In this field, only an extremely limited amount of network 
simulators allow to emulate these very complex technologies. Unfortunately, in such 
cases, with regard to these network simulators, the cost of the license allowing the 
end user to access to the 5G package modules could result very expensive [12]. In 
this chapter, we present a set of features extending the default functionalities pro-
vided by one of the most used open source network simulator, that is the Omnet++ 
simulator, with the goal to illustrate how it is possible to actualize the existing 
simulation instruments to be suitable also for 5G wireless network communication 
environments. The chapter is organized as follows: Sections 2 and 3 provide a theo-
retical overview about SAS and massive MIMO, respectively, while Sections 4 and 
5 explain the implementation strategies in Omnet++ related in the aforementioned 
technologies.

2. Smart antenna systems

As mentioned, SAS are intelligent systems that allow a good SDMA process-
ing [13, 14]; examples of SAS are: digital beamforming systems, adaptive antenna 
systems, phased array, and others. Smart antennas are customarily categorized, 
however, as either switched beam or adaptive array systems. There could be a 
distinction between two major categories of smart antennas in terms of the opera-
tion mode:

• Switched beam: A finite number of fixed and predefined patterns without 
channel feedback.

• Adaptive array: An infinite number of patterns that are adjusted in real time 
based on such parameters, for example, channel noise conditions.



Array Pattern Optimization

88
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Figure 1. 
SISO and MIMO structure example.
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limited functionalities [6, 7]. However, these solutions are unlikely to satisfy the 
requirements for 5G wireless communication systems technology. For this purpose, 
the massive MIMO technology has been proposed as efficient solution for satisfying 
the requirements for 5G that certainly include very high antenna gain and very high 
data rate in order to achieve huge system performance [8–10]. The term massive, 
means that this kind of systems employs a large number of antenna elements (at 
least 50 antennas) in the hardware architecture; indeed, relating to the modern 
wireless networks, for achieving high communication benefits in terms of through-
put, we need for a massive number of elements that is not less than 70–80 antennas 
[11]. This is mainly due to the fact that, theoretically, as the number of elements 
improves, the overall gain of the system also increases, and in fact, each single 
antenna element contributes to enhance the total gain. More specifically, from 
the antenna array theory, it is known that the overall gain is affected by the single 
element factor as well as the array factor, and this gain increases with the number of 
antenna elements. The massive MIMO are strongly recommended for beamform-
ing environments by the most recent IEEE802.11n and IEEE802.11ac standards. 
Remember that we refer to a beamforming wireless network context when commu-
nications between nodes occur through the beamforming process; the beamforming 
is defined as the capability of a node to scan and drive the antenna beam pattern 
toward a certain area or a set of directions. One of the most critical aspects in wire-
less communication environments is represented by the fact of using an adequate 
network simulator that is able to well emulate and reproduce an appropriate real 
scenario. Unfortunately, most of the existing network simulators do not provide any 
support for directional and asymmetrical communications, and thus also for SAS 
and MIMO technology. In this field, only an extremely limited amount of network 
simulators allow to emulate these very complex technologies. Unfortunately, in such 
cases, with regard to these network simulators, the cost of the license allowing the 
end user to access to the 5G package modules could result very expensive [12]. In 
this chapter, we present a set of features extending the default functionalities pro-
vided by one of the most used open source network simulator, that is the Omnet++ 
simulator, with the goal to illustrate how it is possible to actualize the existing 
simulation instruments to be suitable also for 5G wireless network communication 
environments. The chapter is organized as follows: Sections 2 and 3 provide a theo-
retical overview about SAS and massive MIMO, respectively, while Sections 4 and 
5 explain the implementation strategies in Omnet++ related in the aforementioned 
technologies.

2. Smart antenna systems

As mentioned, SAS are intelligent systems that allow a good SDMA process-
ing [13, 14]; examples of SAS are: digital beamforming systems, adaptive antenna 
systems, phased array, and others. Smart antennas are customarily categorized, 
however, as either switched beam or adaptive array systems. There could be a 
distinction between two major categories of smart antennas in terms of the opera-
tion mode:

• Switched beam: A finite number of fixed and predefined patterns without 
channel feedback.

• Adaptive array: An infinite number of patterns that are adjusted in real time 
based on such parameters, for example, channel noise conditions.



Array Pattern Optimization

90

Switched beam antenna systems form multiple fixed beams with high sensitiv-
ity in particular directions. These antenna systems detect signal strength, choose 
from one of several predetermined, fixed beams, and switch from one beam to 
another as the mobile moves throughout an area. So, they produce a static fixed 
beam that could be electronically controlled. Adaptive antenna technology, instead, 
uses adaptive algorithm because of its ability to effectively locate and track various 
types of signals to dynamically minimize interference and maximize the intended 
signal reception. In this case, produced beam is variable and adapts itself depend-
ing on transmission channel conditions and a weight array that dynamically varies 
in time. In this context, the spatial structure is used to estimate the direction of 
arrive (DOA) or angle of arrive (AOA) by nodes. However, both systems attempt to 
increase gain according to the location of the user. The basic SAS operation prin-
ciple can be summarized by the following figure.

In Figure 2, inputs   x  1   (t) , .… ,  x  M   (t)   are multiplied by elements of a weight vector  
  W ¯   =  [ w  1  ,  w  2  , ..…  w  M  ]   that varies according to an adaptive algorithm (used only in the 
adaptive array version); y(t) is the output, while e(t) denotes the error; all terms 
are defined in functions of the discrete time t. Instead, when a switched beam 
approach is employed, because any adaptive algorithm is executed, the weight array 
can be considered missing or simply as a constant. Based on the kind of produced 
geometry pattern, SAS can be categorized into different ways. The most common 
categories include, rectangular, hexagonal, and the circular arrays. However, in 5G 
technology, the antenna arrays should be adaptive, and it is required that they have 
an adaptive capability to point the main beam toward the desired direction and 
steer the nulls toward the undesired interfering directions. In all cases, this adaptive 
mechanism should be optimized to get best performance or maximum signal to 
interference plus noise ratio (SINR) at the system’s output [15–17].

3. The massive MIMO systems

Massive MIMO is a rising technology that considerably enhances the basic 
MIMO features. The term massive MIMO is referred to the whole of systems that 
use antenna arrays with at least few hundred antennas, simultaneously serving 
multiple terminals in the same time frequency resource.

Figure 3 illustrates the basic operation principle of a massive MIMO; few users 
are served from a macrodevice (for example a rectangular array) having a large 
number of base stations (antennas). Generally, massive MIMO is an instrument that 
allows to enable the development of future broadband (fixed and mobile) networks 
which will satisfy special requirements in terms of energy-efficiency, security, 

Figure 2. 
SAS basic operation principle.
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and robustness. Structurally, a massive MIMO system consists of a group of small 
(relatively) antennas, supplied from an optical or electric digital bus that operates 
simultaneously related to a certain task. Massive MIMO, as well as the SAS systems 
are able to well exploit the spatial division multiple access (SDMA) allowing for 
an efficient resource channel utilization, both on the uplink and the downlink [18, 
19]. In conventional MIMO systems, like the long-term evolution (LTE), the base 
station transmits waveforms depending on terminals channel response estimation, 
and then these responses are quantized by some processing units and sent out back 
to the base station. Fundamentally, this is not possible in massive MIMO systems, 
especially concerning high-mobility environments [20], because optimal downlink 
pilots should be mutually orthogonal between the antennas. Therefore, in spite of 
the difficult hardware and designing implementation, these systems are becoming 
increasingly prevalent in the modern applications due to the great benefits that 
could introduce; in particular, massive MIMO can increase the wireless channel 
capacity up to 10 times and the radiated energy-efficiency up to 100 times with 
respect to the traditional LTE systems. This translates into higher gains and higher 
performance. However, the employment of these systems entails a series of issues 
that should be properly considered, for example, the interferences between termi-
nals increase as the data rate increases. Other issue is the fact that terminals con-
sume a lot of energy during the communication process in spite of the well SDMA 
exploitation. Finally, the difficulty of designing a system of limited size improves 
proportionally with the increasing of the number of antennas in the system. For 
this reason, it is necessary to find a trade-off between the number of elements and 
the requirements. Although there exist several kinds of massive MIMO systems 
depending on the geometry pattern, in this chapter, only the planar massive MIMO 
technology is exposed. We use the term planar to indicate that the array can scan the 
beam along the elevation plane θ and the azimuth plane ϕ as opposed to the linear 
arrays that scan the main beam only along θ or ϕ [21]. Planar arrays offer more gain 
and lower sidelobes than linear arrays at the expense of using more elements [22].

3.1 Planar massive MIMO

From an architectural point of view, a massive MIMO is structured depending 
on the geometry pattern that is able to form. There exist several design configura-
tions that usually are function of the kind of application to which these systems 
are destined. Anyway, in this chapter, we consider three different types of planar 
antenna arrays: the uniform rectangular planar array (URPA), the hexagonal 
planar array (HPA), and the circular planar array (CPA). Substantially, the term 
uniform means that the weight parameters   w  1  ,  w  2  , ..… ,  w  M    are all unity, thus it cannot be 
readjusted as mentioned earlier in Section 2, Figure 2. The following subsections 
synthesize the main feature of the mentioned configurations.

Figure 3. 
Massive MIMO operation principle.
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are able to well exploit the spatial division multiple access (SDMA) allowing for 
an efficient resource channel utilization, both on the uplink and the downlink [18, 
19]. In conventional MIMO systems, like the long-term evolution (LTE), the base 
station transmits waveforms depending on terminals channel response estimation, 
and then these responses are quantized by some processing units and sent out back 
to the base station. Fundamentally, this is not possible in massive MIMO systems, 
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increasingly prevalent in the modern applications due to the great benefits that 
could introduce; in particular, massive MIMO can increase the wireless channel 
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respect to the traditional LTE systems. This translates into higher gains and higher 
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exploitation. Finally, the difficulty of designing a system of limited size improves 
proportionally with the increasing of the number of antennas in the system. For 
this reason, it is necessary to find a trade-off between the number of elements and 
the requirements. Although there exist several kinds of massive MIMO systems 
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technology is exposed. We use the term planar to indicate that the array can scan the 
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arrays that scan the main beam only along θ or ϕ [21]. Planar arrays offer more gain 
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From an architectural point of view, a massive MIMO is structured depending 
on the geometry pattern that is able to form. There exist several design configura-
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are destined. Anyway, in this chapter, we consider three different types of planar 
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3.1.1 Massive MIMO URPA

The uniform rectangular planar array technology is the most simple planar 
massive MIMO configuration presenting a 2D (two-dimensional) element plane 
disposition. The geometry pattern, in this case, can be considered as a two-dimen-
sional matrix within which the antenna elements are placed.

Figure 4 illustrates an example of massive MIMO URPA configuration. 
Basically, a URPA is a two-dimensional matrix filled with a certain number of 
antenna elements (the circles in the figure) both along the x- and y-axis; these 
antenna elements are equally spaced between any successive pair of elements and 
this spacing is usually expressed in wavelengths. If we denote the number of ele-
ments placed on the x-axis with M (the rows of the matrix) and with N the number 
of antennas lying in the y-axis (the columns of the matrix), the total number of 
elements of the URPA is given by [22]:

  NumElem = M × N  (1)

where M and N are arbitrary integers typically higher than 1. In the first versions 
of the URPA, M and N were identical and limited to 8; in the modern application, 
M and N are commonly different and chosen between 8 and 12. In general, the 
radiation field formed by the antenna elements (known also with the term element 
factor) is expressed as:

   E  m   (r, θ, ϕ)  = A × f (θ, ϕ)     e   −jkr  ____ r    (2)

In Eq. (2), A is the nominal field amplitude, f(θ,ϕ) is the radiation field pattern 
of the element, and r is the radial distance between the element and the observa-
tion point, which highlights the decrease of the field in function of the distance. 
According to the pattern multiplication principle, the antenna array total electrical 
field can be expressed as:

   E  TOT   =  E  m   × AF (θ, ϕ)   (3)

In the case of URPA, the array factor equation is very similar to the ULA with the 
only difference that is designed by considering two dimensions [15, 22]:

   AF  URPA   (θ, ϕ)  =  
[

  
sin  (  M  ψ  M   ____ 2  ) 

 ________ 
sin  (   ψ  M   ___ 2  ) 

  
]

  
[

  
sin  (  N  ψ  N   ____ 2  ) 

 ________ 
sin  (   ψ  N   ___ 2  ) 

  
]

   (4)

Figure 4. 
Massive MIMO URPA example.
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With:

    ψ  M   = kd sin θ cos ϕ +  β  M  ,  ψ  N   = kd sin θ sin ϕ +  β  N       
 β  M   = − kd sin  θ  0   cos  ϕ  0  ,  β  N   = − kd sin  θ  0   sin  ϕ  0  

    (5)

The terms ψM and ψN indicate the array phase along the x- and y-axis, respec-
tively, while the terms βM and βN denote the scanning steering factors along x and 
y in function of the steering angle; finally, ϕ0 is the elevation angle relative to the 
steering angle θ0  φ  0   . Please observe that the array factor expression related to Eq. 
(6) is not normalized with respect to M and N. The overall gain of the URPA is 
expressed by the following [21]:

  G (θ, ϕ)  =   
4π   | f (θ, ϕ)  AF (  θ ,  ϕ )   )   |    2    ________________________________________   

 ∫ ϕ=0  2π     ∫ θ=0  π      | f (θ, ϕ)  AF (  θ ,  ϕ )   )   |    2  sin θ d𝜃𝜃d𝜙𝜙
    (6)

Equation (6) is the generic expression of the gain valid for all antenna types and 
is function of the element factor and the array factor. If the antenna elements are 
isotropic, we have f(θ,ϕ) = 1 and the gain becomes [23]:

  G (θ, ϕ)  = D (θ, ϕ)  =   
4π   |AF (θ, ϕ)  )  |    2   ______________________________   

 ∫ ϕ=0  2π     ∫ θ=0  π      |AF (θ, ϕ)  )  |    2  sin θ d𝜃𝜃d𝜙𝜙
    (7)

Equation (7) also expresses the directivity of the antenna; thus, from antenna 
array theory, it is possible to obtain the expression which corresponds to the maxi-
mum gain in case of isotropic antenna elements [23]:

   G  MAX   (θ, ϕ)  =   
4π ×   | AF  MAX   (θ, ϕ)  )  |    2   _________________________________   

 ∫ ϕ=0  2π     ∫ θ=0  π      | AF  MAX   (θ, ϕ)  )  |    2  sin θ d𝜃𝜃d𝜙𝜙
    (8)

where    | AF  MAX   (θ, ϕ)  )  |    2   is the square modulus related to the maximum value of the 
array factor.

3.1.2 Massive MIMO HPA

An HPA configuration usually consists of M hexagonal rings, each one having a 
total number of 6m, where m is the mth ring of the system; the antenna elements are 
uniformly distributed in the hexagonal side (Figure 5).

In case of isotropic elements, because the excitation amplitude is set to 1, the 
array factor can be expressed as the following expressions [24]:

   AF  UHPA   =   ∑ 
m=−M

  
M

     e   j𝜋𝜋 [ mv  y  −  N __ 2   v  x  −  m __ 2   v  x  ]     ∑ 
n=0

  
N

     e   j𝜋𝜋 nv  x     (9)

  N = 2M −  |m| ;  v  x   = sin θ cos ϕ;  v  x   = sin θ sin ϕ  (10)

Note that in Eq. (9), the dependence on θ and ϕ is omitted and furthermore 
the steering factor for beam scanning is not considered, while vx and vy denote the 
planar vectorial components along the x- and y-axis, respectively. The maximum 
theoretical gain is the same of the URPA case, except from the array factor term.
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theoretical gain is the same of the URPA case, except from the array factor term.
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3.1.3 Massive MIMO CPA

The geometry structure of a circular planar array is very similar to a HPA, except 
from the fact that the hexagonal ring is replaced by a circular ring. As assumed for 
the HPA, we can consider the widespread configuration having 6m antenna ele-
ments uniformly placed around the circular edge of the mth radius.

Figure 6 illustrates the CPA configuration that consists of a certain number of 
circular rings having same center but different radius with the antenna elements 
placed on the circumference of each ring. Because a CPA is a particular case of the 
hexagonal structure, the array factor equation is quite similar to the HPA expres-
sion. In case of isotropic elements, the array factor could be expressed by the 
following [25, 26]:

   AF  UCPA   = 1 +   ∑ 
m=1

  
M

     ∑ 
n=1

  
6m

     e   −j (𝜋𝜋msinθcos (ϕ− ϕ  n  ) + β  M  )    (11)

   ϕ  n   =   2𝜋𝜋n ____ 6m   =   𝜋𝜋n ___ 3m  ;  β  M   = sin  θ  0   cos  ( ϕ  0   −  ϕ  n  )   (12)

Figure 5. 
Massive MIMO HPA example.

Figure 6. 
Massive MIMO CPA example.
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Equation (11) considers the possibility to scan the beam through the use of the 
term βM, which is a function of the steering elevation ϕ0. The M and θ0 terms are 
already defined in the previous subsection. From the theory, it is also known that 
the steering vector and the array factor are closely related to the number of antenna 
elements, the array configuration, and the antenna elements excitation (which in 
this case is unitary in amplitude). It is easy to conclude that the maximum achiev-
able gain is the same of the HPA and URPA case. However, as verified for the HPA, 
the total number of elements is usually an odd number and depends on the number 
of circular ring in the structure.

4. SAS design and implementation on Omnet++

Omnet++ [27] is a discrete event simulation environment that provides com-
ponent architecture for models. Components (modules) are programmed in C++, 
and then assembled into larger components and models using a high-level language 
(NED). There are several reasons for using Omnet++ for implementing a SAS or a 
Massive MIMO. Firstly, it is an open source instrument allowing the reusability of 
models for free. Yet, it provides a full set of features and protocols especially relat-
ing to wireless network; hence, the end user developer can create new modules or 
extend the default models quite comfortably. Nevertheless, it provides an extremely 
intuitive user interface for both in developing and simulations. Unfortunately, by 
default, Omnet++ does not support asymmetrical communication between nodes. 
For enabling the simulator to support directional communications and so the SAS, 
some modifications on the original source code are required. Let us suppose that we 
aim to implement the most simple SAS technology, that is the switched beam, the 
first step needed is to design the module. For example, a phased array system could 
be implemented. In our case, we created a new directive antenna model and the rela-
tive module called PhasedArray that implements all features of a phased array system 
[28]. The main definition of the class could be synthetized as follows (Figure 7).

The function initialize initializes the module in the simulation setup. Basically, 
the function computeGain, as the name suggests, computes the antenna gain; in the 
omnidirectional case, this function simply returns 1. This function could be modi-
fied by implementing the expression defined by Eq. (2). The second step concerns 
the modifications related to the mobile node module used in Omnet, that is, the 
StandardHost module.

Figure 8 illustrates the typical StandardHost structure which consists of sub-
modules organized according to the TCP/IP layer stack. In this regard, several modi-
fications in the physical layer are required. The physical layer defines the functions 
relating to channel model propagation, power management, and modulation. More 
specifically, the ScalarAnalogModelBase class implements the channel propagation 

Figure 7. 
PhasedArray main parameters class definition.
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Omnet++ [27] is a discrete event simulation environment that provides com-
ponent architecture for models. Components (modules) are programmed in C++, 
and then assembled into larger components and models using a high-level language 
(NED). There are several reasons for using Omnet++ for implementing a SAS or a 
Massive MIMO. Firstly, it is an open source instrument allowing the reusability of 
models for free. Yet, it provides a full set of features and protocols especially relat-
ing to wireless network; hence, the end user developer can create new modules or 
extend the default models quite comfortably. Nevertheless, it provides an extremely 
intuitive user interface for both in developing and simulations. Unfortunately, by 
default, Omnet++ does not support asymmetrical communication between nodes. 
For enabling the simulator to support directional communications and so the SAS, 
some modifications on the original source code are required. Let us suppose that we 
aim to implement the most simple SAS technology, that is the switched beam, the 
first step needed is to design the module. For example, a phased array system could 
be implemented. In our case, we created a new directive antenna model and the rela-
tive module called PhasedArray that implements all features of a phased array system 
[28]. The main definition of the class could be synthetized as follows (Figure 7).

The function initialize initializes the module in the simulation setup. Basically, 
the function computeGain, as the name suggests, computes the antenna gain; in the 
omnidirectional case, this function simply returns 1. This function could be modi-
fied by implementing the expression defined by Eq. (2). The second step concerns 
the modifications related to the mobile node module used in Omnet, that is, the 
StandardHost module.

Figure 8 illustrates the typical StandardHost structure which consists of sub-
modules organized according to the TCP/IP layer stack. In this regard, several modi-
fications in the physical layer are required. The physical layer defines the functions 
relating to channel model propagation, power management, and modulation. More 
specifically, the ScalarAnalogModelBase class implements the channel propagation 
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PhasedArray main parameters class definition.
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model that provides for a static power assignment by default, for example, in the 
case of isotropic antenna, both the transmission and the reception power are set 
to 1. This issue can be fixed by inserting a simple power algorithm for node power 
management in order to create a dynamic power quantity assignment based on 
transmission direction and angular position of each node (Figure 9).

The offset term is a function of two parameters: the mainLobeAngle and the 
spreading factor. The first term, as already mentioned, represents the angle of maxi-
mum radiation; the second term can vary from −1.5 to 2 according to the number of 
radiating elements of the array. In particular, the larger is the number of elements, 
the greater is the spreading factor value. This feature allows to take into account the 
spreading effect that affects the overall pattern varying the number of elements. In 
Algorithm 1, it can be observed that based on the transmissionDirection value, the 
power is fractioned opportunely. If the transmissionDirection value is not related to 
any sidelobe level, the power is reduced to 0. Therefore, if we want to implement an 
adaptive array system, the main problem is to individuate the best way for executing 
the adaptive algorithm into the simulation. A possible efficient solution could be 

Figure 9. 
Power algorithm pseudo-code.

Figure 8. 
StandardHost module Omnet++ structure.
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to provide for a co-simulation. The co-simulation, for instance, can be performed 
using any combination of network simulators and Matlab [29]. Matlab enhances 
the working of network, simulating tool, and increases the speed of testing and 
processing by using different toolboxes. In this case, it is possible to divide the 
overall task, that is, the simulation into two subtasks. The first subtask is handled 
by Omnet++ that provides for the network scenario; while the second subtask is 
managed by Matlab that performs the adaptive algorithm operations [30].

Figure 10 represents the communication process between the two parts based 
on a client-server paradigm. Omnet++ executes the simulation and dynamically 
sends the physical parameters (the power and noise in this case) related to a certain 
communication between couple of nodes to Matlab; Matlab executes the adap-
tive algorithm (the least mean algorithm in this case) based on the data received 
in input, computes the updated weighted vector, and sends backwards the data 
to Omnet++. The communication between the two parts can be easily realized by 
using TCP sockets.

5. Massive MIMO design and implementation on Omnet++

The latest release of the Omnet++ simulator (the 5.3 version), does not offer 
a support to asymmetrical communications and does not implement the latest 
IEEE802.11ac standard. More specifically, Omnet++ offers a complete support for 
802.11b/g and the most recent 802.11n standard, but does not support the specifica-
tions related to the 802.11ac standard. Furthermore, these features are not sufficient 
for emulating the latest massive MIMO technologies in the simulator. In fact, the 
maximum data rate supported in the radio module used in the current latest ver-
sion of Omnet++ is 54 Mbps, along with a 64-QAM modulation, according to the 
802.11n specifications. In view of these issues, it is possible to extend the Omnet++ 
features both by providing a full 802.11ac radio environment and a new massive 
MIMO antenna module suitable for 5G wireless network environments operating 
according to the IEEE802.11ac.

5.1 IEEE802.11ac implementation

The first step consists of the implementation of the 802.11ac standard in the 
physical modules of Omnet++. Basically, this process involves modifications as 
regards two microlayers: the error model and the modulation. The error model deter-
mines the computation of the bit error rate (BER) curves and the error probability 
in function of the data rate. Obviously, as already stated, the current error models 

Figure 10. 
Co-simulation for SAS adaptive array.
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Figure 10. 
Co-simulation for SAS adaptive array.
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are determined by considering the maximum data rate of 54 Mbps. For this reason, 
this aspect should be fixed in order to design a support of data rates in the order 
of the Gbps. The modulation is the feature that offers the possibility to achieve 
the data rate values specified for VHT (very high throughput) and in the current 
latest version Omnet++ is limited to 64-QAM; this aspect determines the data rate 
upper-bound in the simulations. The family of modules related to the error model 
and modulation are contained in the physicallayer package.

Figure 11 illustrates the structure of the physicallayer package. The package con-
sists of a remarkable number of subpackages, each one determining a feature for the 
physical layer, observing that the error model and the modulation microlayers are 
contained in this package along with main modeling channel attributes, such as the 
propagation and the pathloss management. Thus, in order to understand updates 
introduced for implementing the IEEE802.11ac standard, the following figures 
show a block diagram including the main Omnet++ classes (known also as modules) 
involved in the modification process.

Figure 12 represents the module block diagram related to the implementation of 
the VHT features for the transmitter at physical layer. Each class/module is repre-
sented by a rectangle, while the dashed-line arrows and the continued-line arrows 
indicate the use and the inheritance relationship, respectively. The Ieee80211Radio 
module uses the Ieee80211TransmitterBase module that is defined by the following 
NED (network description language) code lines:

In Listing 1, the main parameters of the Ieee80211TransmitterBase module are 
illustrated. The opMode parameter indicates the kind of IEEE802.11 standard that is 
determined by a lower-case letter. In this regard, we modified the default code by add-
ing the ac operation mode. Note that also the 5-GHz frequency band configurations 
have been added. The transmitter uses the class Ieee80211CompliantBands for retriev-
ing the available bands and the Ieee802ModeBase class obtaining the operation mode. 
This latest class inherits the parameters offered by the classes Ieee80211VHTMode and 
Ieee80211VHTCode that contains the new data rate values specified by the 802.11ac 
standard according to the VHT specifications. For this purpose, we added all the data 
rate values provided by the standard by varying the carrier frequency and the number 
of spatial streams. The Ieee80211VHTCode is the module that computes the error prob-
ability functions depending on the kind of modulation used in simulation. A similar 
block diagram could be designed for the receiver.

In the diagram of Figure 13, it is possible to analyze the hierarchical relation-
ships at the receiver. It is important to highlight that the error model is mainly used 
by the receiver rather than the transmitter. Omnet++ uses some of the error models 
offered from the NS3 (Network Simulator 3) simulator that are the Yans and the 

Figure 11. 
Physicallayer Omnet++ package structure.
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Nist models [31]. Basically, these error modules compute the BER probability values 
in function of the modulation. For enabling the 802.11ac, we extended the default 
code of Omnet++ by adding the BER computation functions for 256, 512, and 1024-
QAM modulation.

Listing 2 contains a part of the full code of the Ieee80211NistErrorModel class. The 
function get256QamBer computes and returns the BER relating to a 256-QAM modula-
tion; the BER is evaluated by computing the Zeta function that depends on the SINR.

5.2 Massive MIMO module design and implementation

Once we modified the physical layer in order to support the specifications of the 
VHT standard including the error model and modulations, we designed the mas-
sive MIMO antenna modules. The antenna modules are defined in the physicallayer 
package, as depicted in Figure 12. Actually, the default antennas in the physicallayer 
package are:

• ConstantGainAntenna: A simple antenna having a unique basic parameter: the 
gain. As suggested by the name, the gain set in the configuration file remains 
constant, while a simulation run is executed.

Figure 12. 
VHT implementation in the transmitter.

Listing 1. 
Ieee80211TransmitterBase.ned definition.



Array Pattern Optimization

98

are determined by considering the maximum data rate of 54 Mbps. For this reason, 
this aspect should be fixed in order to design a support of data rates in the order 
of the Gbps. The modulation is the feature that offers the possibility to achieve 
the data rate values specified for VHT (very high throughput) and in the current 
latest version Omnet++ is limited to 64-QAM; this aspect determines the data rate 
upper-bound in the simulations. The family of modules related to the error model 
and modulation are contained in the physicallayer package.

Figure 11 illustrates the structure of the physicallayer package. The package con-
sists of a remarkable number of subpackages, each one determining a feature for the 
physical layer, observing that the error model and the modulation microlayers are 
contained in this package along with main modeling channel attributes, such as the 
propagation and the pathloss management. Thus, in order to understand updates 
introduced for implementing the IEEE802.11ac standard, the following figures 
show a block diagram including the main Omnet++ classes (known also as modules) 
involved in the modification process.

Figure 12 represents the module block diagram related to the implementation of 
the VHT features for the transmitter at physical layer. Each class/module is repre-
sented by a rectangle, while the dashed-line arrows and the continued-line arrows 
indicate the use and the inheritance relationship, respectively. The Ieee80211Radio 
module uses the Ieee80211TransmitterBase module that is defined by the following 
NED (network description language) code lines:

In Listing 1, the main parameters of the Ieee80211TransmitterBase module are 
illustrated. The opMode parameter indicates the kind of IEEE802.11 standard that is 
determined by a lower-case letter. In this regard, we modified the default code by add-
ing the ac operation mode. Note that also the 5-GHz frequency band configurations 
have been added. The transmitter uses the class Ieee80211CompliantBands for retriev-
ing the available bands and the Ieee802ModeBase class obtaining the operation mode. 
This latest class inherits the parameters offered by the classes Ieee80211VHTMode and 
Ieee80211VHTCode that contains the new data rate values specified by the 802.11ac 
standard according to the VHT specifications. For this purpose, we added all the data 
rate values provided by the standard by varying the carrier frequency and the number 
of spatial streams. The Ieee80211VHTCode is the module that computes the error prob-
ability functions depending on the kind of modulation used in simulation. A similar 
block diagram could be designed for the receiver.

In the diagram of Figure 13, it is possible to analyze the hierarchical relation-
ships at the receiver. It is important to highlight that the error model is mainly used 
by the receiver rather than the transmitter. Omnet++ uses some of the error models 
offered from the NS3 (Network Simulator 3) simulator that are the Yans and the 

Figure 11. 
Physicallayer Omnet++ package structure.

99

Smart Antenna Systems Model Simulation Design for 5G Wireless Network Systems
DOI: http://dx.doi.org/10.5772/intechopen.79933

Nist models [31]. Basically, these error modules compute the BER probability values 
in function of the modulation. For enabling the 802.11ac, we extended the default 
code of Omnet++ by adding the BER computation functions for 256, 512, and 1024-
QAM modulation.

Listing 2 contains a part of the full code of the Ieee80211NistErrorModel class. The 
function get256QamBer computes and returns the BER relating to a 256-QAM modula-
tion; the BER is evaluated by computing the Zeta function that depends on the SINR.

5.2 Massive MIMO module design and implementation

Once we modified the physical layer in order to support the specifications of the 
VHT standard including the error model and modulations, we designed the mas-
sive MIMO antenna modules. The antenna modules are defined in the physicallayer 
package, as depicted in Figure 12. Actually, the default antennas in the physicallayer 
package are:

• ConstantGainAntenna: A simple antenna having a unique basic parameter: the 
gain. As suggested by the name, the gain set in the configuration file remains 
constant, while a simulation run is executed.

Figure 12. 
VHT implementation in the transmitter.
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• CosineAntenna: It is the cosine pattern antenna designed in [32]. This model 
results very usefully for W-CDMA systems.

• DipoleAntenna: The well-known dipole antenna; it is possible to set in the con-
figuration file the length of the dipole (expressed in meters).

• InterpolatingAntenna: This antenna model computes the gain in function of the 
direction of the signal, using linear interpolation.

• IsotropicAntenna: It is the classical omnidirectional/isotropic antenna; it pro-
vides for unity gain by radiating the signal at the same way toward all directions.

• ParabolicAntenna: This model is based on a parabolic approximation of the 
main lobe radiation pattern.

However, the detailed description of all kinds of antennas is beyond the scope 
of this chapter, which instead aims to illustrate the features of the designed massive 
MIMO modules.

Listing 3 illustrates the main definition parameters of the MassiveMIMOURPA 
antenna module. Note that the module inherits the basic features of the AntennaBase 
module; besides the main antenna array parameters such as the length the distance 
and the frequency the module provides for the setting of the steering angle thetazero 
in order to support the beam piloting; as already mentioned in Section 3.1.1, M and 
N represent the number of elements to be placed on the y- and x-axis, respectively. 
As a further example, in order to understand the implementation of the logic 
operations of the modules, the following pseudocode illustrates a portion of the 
MassiveMIMOURPA.cc definition:

The algorithm in Figure 14 depicts the main functions of the 
MassiveMIMOHPA.cc class. The function getMaxGain computes the maximum 

Figure 13. 
Error model designing at the receiver.

Listing 2. 
Nist error model, BER computation example.
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gain according to Eq. (10); the function getNumAntennas returns the total 
number of antennas of the massive MIMO; the result of double integral (given 
by the risInt variable) is evaluated by implementing the Simpson method in C++ 
in the function computeIntegral; Observe that the integral could be computed 
by using some mathematical software tools such as Matlab and then passed 
to Omnet++, but in this case, we decided to implement the evaluation in C++ 
because the computation is once and because the use of MATLAB with this kind 
of very complex antenna module could significantly slow down the simulation. 
Finally, the function computeGain evaluates the gain in function of the direc-
tion EulerAngles components and the steering angle according to Eq. (9) (that 
however does not consider the scan term); the portion of code of computeGain 
function that is shown in Figure 14 is related to the implementation of the sum-
mations of Eq. (9).

5.3 Planar massive MIMO model validation

The validation of the designed models is accomplished by illustrating some log 
screens related to the debug runs and by analyzing some useful statistics extracted 
from the simulations. The following table includes the most important simulation 
set parameters.

Listing 3. 
MassiveMIMOURPA.ned definition.

Figure 14. 
MassiveMIMOUHPA.cc pseudo-code.
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from the simulations. The following table includes the most important simulation 
set parameters.

Listing 3. 
MassiveMIMOURPA.ned definition.

Figure 14. 
MassiveMIMOUHPA.cc pseudo-code.
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The simulations have been accomplished by using 20 different seeds and 
extracting the confidence intervals obtained by the repetitions considering a 
confidence level set to 95%. The traffic is represented by user datagram protocol 
(UDP) data packets randomly generated (based on the simulation seed) by differ-
ent couples of nodes. The number of spatial streams is set to 8. Therefore, most of 
the antenna parameters including the number of elements and the spacing in the 
system are the same used in [26], with the only exception that we also provide the 
beam steering angle setting. For simulations, we considered such data rates pro-
vided by the IEEE802.11ac standard in function of the number of spatial streams. In 
order to validate the model, the first test consists of the analysis of such run simula-
tion logs.

Figure 15 represents a portion of log extracted by a randomly chosen simula-
tion run related to the case of URPA; the result of the log is printed on the console 
perspective of Omnet++; the red rectangle highlights the main line of the log, which 
displays the result of the computed gain in function of the current angle; the main 
line synthesizes that the value of the gain corresponding to the angle of 43.59° 
is 41.96 dB; considering the steering angle of 45°, we can manually compute the 
maximum gain that is the gain corresponding to the maximum radiation angle (thus 
the steering angle) by using Eq. (10) and replacing the terms of the equation with 
the values used in Table 1:

   G  MAX   ( θ  0   =  45   ° , ϕ)  =   4π ×  90   2  _______ 772.97   −  δ   θ  0     = 42.16 dB  (13)

where δθ0 represents the attenuation in dB related to the steering angle with 
respect to the maximum gain corresponding to θ0 = 0° (which is 42.39 dB). In  
Eq. (13), the value of 772.97 at the denominator is the result of the double integral 
computed by the simulator, using the Simpson method [33]. The gain value of 

Antenna model Massive MIMO URPA/HPA/CPA

Network standard IEEE802.11ac

Num. of elements 90 (URPA), 91 (HPA), 91 (CPA)

Steering angle 45°

Elem. spacing 0.5 λ

Carrier freq. 5 GHz

Channel bandwidths [MHz] 20, 40, 80, 160

Data rates [Mbps] from 57.8 to 6933.3

Traffic data type UDP

Sim. area size 500 × 500 m

Sim. time 300 s

Table 1. 
Main simulation parameter set.

Figure 15. 
Portion of log extracted by simulations.
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41.9647 dB related to the angle of 43.5949° is almost about close to the maximum 
gain value, as we could expect, because the considered angle lies in the main lobe 
region.

For a further investigation, by using the sensor array analyzer tool provided 
by Matlab [29], it is possible to represent the radiation pattern plots related the 
designed massive MIMO URPA model. In Figure 16(a), it can be observed that the 
obtained gain value, achieved corresponding to the angle of 43.5949° is very consis-
tent with the obtained gain value related to log of Figure 16. Finally, Figure 16(b) 
illustrates the three-dimensional polar radiation pattern of the designed model.

6. Conclusions

This chapter illustrated the most recent research works in the simulation field 
about SAS and planar massive MIMO 5G technologies, with the aim to make an 
overview about research advances accomplished in this context. In this regard, 
after a brief analysis, useful for providing a minimum of theoretical knowledge 
about these kinds of technologies and applications, the chapter illustrated some 
aspects of the latest related works in this area. Relative to the experimental and 
practical analysis, one of the most used simulation tool, that is the Omnet++ 
simulator, has been considered. In this respect, it has been highlighted that, by 
modifying the default physical operations provided by the simulator in terms of 
power management, modulations and channel propagation model and at the same 
time, by designing a proper SAS or massive MIMO antenna module, it is possible to 
emulate a wireless network scenario consistent with the latest 5G standard specifi-
cations. Nevertheless, it also highlighted that, for enabling the simulator to support 
these kinds of technologies, it is required to implement the specifications defined 
by the most recent IEEE standards such as the 802.11n and 802.11ac to establish 
an interconnection between the logical operations and the physical simulation 
resources.

Figure 16. 
Designed model radiation pattern: (a) Az cut rectangular plot, (b) 3D polar plot.
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