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1. Introduction

Power plants are very significant for all industry sectors that depend on exergy processes. Since 
many factories use such energies for their major processes, they have installed power plants 
on account of their factories. Installing power plants can gain their energy in an efficient way 
for the factory. This book poses exergy and application technology to energy processes. This 
book impresses on the exergy with an overview of all of the energy systems. Energy and exergy 
efficiencies related to thermodynamic laws are carried out for the power plant and technology. 
All processes depend on energy that is used more than other similar factories.

These calculations can be determined by thermodynamics laws and their general and specific 
formulas. Using a Rankine Cycle is more effective than the other thermodynamic cycles. In 
addition, it includes mass and energy conversion according to a dead state. All these formulas 
and calculations pose energy and exergy efficiencies.

This book poses energy and exergy efficiency of energy systems and industry about several 
different factories. Technoeconomic analysis is carried out for the energy and exergy efficiency 
progresses that should be applied in power plant of factory, which is the center of a factory. In 
addition, power plant can be an essential influence for factories’ lucrativeness. Hence, process 
stream for the factory energy solutions can be determined energy and exergy efficiencies. This 
application also can be used for energy saving by power plant’s exergy. This book aims to 
define a comprehensive overview of the application of power plants. In conclusion, this book 
aims to demonstrate the efficiency of energy and new technological developments in many 
different areas for power plants.

© 2019 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2. A brief of power plants

This book covers energy and exergy efficiency of power plants in the industry. Technoeconomic 
analysis is carried out for the energy and exergy efficiency progresses that should be applied 
in power plant of many different factories, which are the center of a factory. In addition, 
power plant can be an essential influence for factory profit. For this reason, the process 
flow in the factory energy solution, the energy and exergy efficiencies contained in the 
Thermodynamic Law can be determined [1]. This application can be used for energy saving 
by the power plant. Moreover, there are Thermodynamic Laws in nuclear energy studies 
[2]. Energy and exergy analysis studies are also applied in wind energy [3]. Different topics 
and advantages such as solar energy and fuel cell energy and exergy analyses are empha-
sized from renewable energy sources [4-6]. Energy production also plays a major role in the 
power plants with fluid bed boiler [7-9]. Power plants are very significant for all industry 
sectors that depend on exergy processes. Since many factories use such energies for their 
major processes, they have installed power plants on account of their factories. Installing 
power plants can gain their energy in an efficient way for the factory. This book explores 
the view of general exergy that is valid for all energy systems. In this way, the cost of ther-
moeconomic, energy and exergy is known as exergoeconomic (technoeconomic) [10, 11].  
These data can be analyzed by sensitivity, uncertainty, and other data analysis methods [1, 2, 
4, 6, 12, 13]. Power plants are very significant for all industry sectors that depend on exergy 
processes. Since many factories use such energies for their major processes, they have installed 
power plants on account of their factories [14]. Installing power plants can gain their energy in 
an efficient way for the factory. These calculations are based on the laws of Thermodynamics 
and their general and special formulas.

2.1. Methods, calculations, and Rankine cycle

Using general cycle Rankine cycle that is more effective cycle than the other thermodynamic cycles. 
The Rankine cycle for the steam power plant is given in Figure 1. Boiler feed water is pumped 
to the economizer. From here, the pressure-reducing valve is sent to the boiler. In detail, energy 
calculations are made according to the input and output data from 6 points of Rankine cycle [1].

The temperature-entropy diagram in the Rankine cycle used for the steam power plant cycle 
is shown in Figure 2.

Rankine cycle calculations are calculated according to the following formulas. Thermodynamic 
vapour tables are used in calculations. The turbine dryness fraction is calculated from Eq. (1) 
as below [1]:

   x  t6,o   =  ( s  t5,i   −  s  c1,i  )  /  s  c1,fg    (1)

where   x  
t6,o

   —turbine dryness fraction output, [−];   s  
t5,i

   — turbine entropy input, [kJ/kg K];   s  
c1,i

   —
condenser entropy input, [kJ/kg K]; and   s  

c1,fg
   —condenser entropy (difference between satu-

rated liquid and steam), [kJ/kg K].

Power Plants in the Industry4

The turbine enthalpy output is calculated from Eq. (2) as follows [1]:

   h  t6,o   =  h  t6f,o   +  x  t6,o   .  h  t6fg,o    (2)

Figure 1. Steam power plant, Rankine cycle [1].

Figure 2. Steam power plant, Rankine cycle T-S diagram [1].

Introductory Chapter: Application of Power Plants in the Industry
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where   h  
t6,o

   — turbine enthalpy output, [kJ/kg];   h  
t6f,o

   —turbine-saturated fluid enthalpy output, 
[kJ/kg]; and   h  

t6fg,o
   —urbine-saturated liquid and vapor enthalpy output, [kJ/kg].

Boiler feed water pump work calculations are presented in the following equation Eq. (3) [1]:

   w  pp   =  [ v  pp,f   ×   ( P  2   –  P  1  )   pp
  ]  /  η  pp    (3)

where   w  
pp

   —pump work, [kJ/kg];   v  
pp,f

   —specific volume of saturated liquid of feed pump,  
[m3/kg];    ( P  

2
   –  P  

1
  )   

pp
   —supply pump pressure difference, [kPa]; and   η  

pp
   —pump efficiency is 

accepted as 80% [1].

The heat input to the fluidized bed boiler is found in the following equation Eq. (4) [1]:

   q  k4,i   =  ( h  k5,o   −  h  v4,o  )   (4)

where   q  
k4,i

   — boiler heat input, [kJ/kg];   h  
k5,o

   — boiler enthalpy output, [kJ/kg]; and   h  
v4,o

   — pressure-
reducing valve enthalpy outlet, [kJ/kg].

Turbine work can be given in Eq. (5) as follows [1]:

   w  t   =  η  t    η  j   ( h  t5,i   −  h  t6fg,o  )   (5)

where   w  
t
   —turbine work [kJ/kg];   η  

t
   —turbine yield was accepted as 85% [1]; and   η  

j
   —generator 

efficiency is accepted as 95% [1].

Net work (The amount of energy production) is found in the following equation Eq. (6) as 
follows [1]:

   w  net   =  w  t   −  w  pp    (6)

where   w  
net

   —net work, [kJ/kg] ;  w  
t
   —turbine work, [kJ/kg];  and  w  

pp
   —pump work, [kJ/kg].

Thermal efficiency can be given in equal Eq. (7) as follows [1]:

   η  th   =  w  net   /  q  k4,i    (7)

 where  q  
k4,i

   —boiler heat input, [kJ/kg];   η  
th

   —thermal efficiency, [%];  and  w  
net

   —net work, [kJ/kg].

Irreversibility equation can be defined by Eq. (8) as follows [1]:

  I =  [ T  ∞   x ( ( s  k5,o   −  s  pp,f  )  +  (−  q  k4,i   /  T  k4,i  ) ) ]  +  [ T  ∞   x ( ( s  pp,f   −  s  t6,o  )  +  ( q  k4,o   /  T  ∞  ) ) ]   (8)

where I—irreversibility, [kJ/kg];   s  
k5,o

   —boiler entropy output, [kJ/kg K];   s  
t6,o

   — turbine entropy 
output, [kJ/kg K];   s  

pp,f
   — feed-pump-saturated liquid entropy output, [kJ/kg K]; and   T  

∞
   — dead 

state temperature, [K].

Exergy lost can be given in equal Eq. (7) as follows [1]:

Power Plants in the Industry6

 Exℓ = (ht5,i – hpp2,o) – [T∞ × (st5,i – spp2,o)] (9)

where Exℓ—exergy lost, [kJ/kg]; ht5,i—turbine enthalpy input, [kJ/kg]; hpp2,o—feed pump 
enthalpy output, [kJ/kg]; st5,i—turbine entropy input, [kJ/kg K]; and spp2,o—feed pump entropy 
output,[kJ/kg K].

The application of net energy transfer can be calculated from Eq. (10) as follows [1]:

 Ennet = wt + ht6,o – hk4,i (10)

where Ennet:—net energy transfer, [kJ/kg]; wt—turbine work, [kJ/kg]; ht6,o—turbine enthalpy 
output, [kJ/kg]; and hk4,i—boiler enthalpy input, [kJ/kg].

2.2. Lime production energy and exergy calculation

According to the data obtained from the factory, the energy and exergy calculations of the 
lime from the fluid boiler were made according to the following formulas.

Accordingly, the amount of CaO can be found from Eq. (11) as follows [1, 9]:

 mCaO =   m  Ca  (OH)   2  
    % CaO (11)

where mCaO—lime (CaO) mass flow rate, [kg/h];   m  
Ca  (OH)   

2
  
   —Ca   (OH)   

2
   mass flow rate, [kg/h]; and % 

CaO—lime percentage, [%].

The energy of lime (CaO) is found in the following equation Eq. (12) as follows [1, 9]:

 EnCaO = mCaO× hCaO (12)

where EnCaO—lime energy, [W]; mCaO—lime (CaO) mass flow rate, [kg/h]; and hCaO—lime 
enthalpy, [kJ/kg].

The lime (CaO) exergy can be found in the following Eq. (13) as follows [1, 9]:

 ExCaO = mCaO × ψCaO (13)

where ExCaO—lime exergy, [W]; mCaO—lime (CaO) mass flow rate, [kg/h]; and ψCaO—lime-
specific exergy, [kJ/kg].

The energy consumption per lime production is found in the following equation Eq. (14) as 
follows [1, 9]:

 en = En/mCaO (14)

Introductory Chapter: Application of Power Plants in the Industry
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th

   —thermal efficiency, [%];  and  w  
net

   —net work, [kJ/kg].

Irreversibility equation can be defined by Eq. (8) as follows [1]:

  I =  [ T  ∞   x ( ( s  k5,o   −  s  pp,f  )  +  (−  q  k4,i   /  T  k4,i  ) ) ]  +  [ T  ∞   x ( ( s  pp,f   −  s  t6,o  )  +  ( q  k4,o   /  T  ∞  ) ) ]   (8)

where I—irreversibility, [kJ/kg];   s  
k5,o

   —boiler entropy output, [kJ/kg K];   s  
t6,o

   — turbine entropy 
output, [kJ/kg K];   s  

pp,f
   — feed-pump-saturated liquid entropy output, [kJ/kg K]; and   T  

∞
   — dead 

state temperature, [K].

Exergy lost can be given in equal Eq. (7) as follows [1]:
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 Exℓ = (ht5,i – hpp2,o) – [T∞ × (st5,i – spp2,o)] (9)

where Exℓ—exergy lost, [kJ/kg]; ht5,i—turbine enthalpy input, [kJ/kg]; hpp2,o—feed pump 
enthalpy output, [kJ/kg]; st5,i—turbine entropy input, [kJ/kg K]; and spp2,o—feed pump entropy 
output,[kJ/kg K].

The application of net energy transfer can be calculated from Eq. (10) as follows [1]:

 Ennet = wt + ht6,o – hk4,i (10)

where Ennet:—net energy transfer, [kJ/kg]; wt—turbine work, [kJ/kg]; ht6,o—turbine enthalpy 
output, [kJ/kg]; and hk4,i—boiler enthalpy input, [kJ/kg].

2.2. Lime production energy and exergy calculation

According to the data obtained from the factory, the energy and exergy calculations of the 
lime from the fluid boiler were made according to the following formulas.

Accordingly, the amount of CaO can be found from Eq. (11) as follows [1, 9]:

 mCaO =   m  Ca  (OH)   2  
    % CaO (11)

where mCaO—lime (CaO) mass flow rate, [kg/h];   m  
Ca  (OH)   

2
  
   —Ca   (OH)   

2
   mass flow rate, [kg/h]; and % 

CaO—lime percentage, [%].

The energy of lime (CaO) is found in the following equation Eq. (12) as follows [1, 9]:

 EnCaO = mCaO× hCaO (12)

where EnCaO—lime energy, [W]; mCaO—lime (CaO) mass flow rate, [kg/h]; and hCaO—lime 
enthalpy, [kJ/kg].

The lime (CaO) exergy can be found in the following Eq. (13) as follows [1, 9]:

 ExCaO = mCaO × ψCaO (13)

where ExCaO—lime exergy, [W]; mCaO—lime (CaO) mass flow rate, [kg/h]; and ψCaO—lime-
specific exergy, [kJ/kg].

The energy consumption per lime production is found in the following equation Eq. (14) as 
follows [1, 9]:

 en = En/mCaO (14)
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where CaO is lime and enCaO is the energy consumption per lime production, [kJ/kg].

Lime energy quality can be found in the following Eq. (15) as follows [1, 9]:

 ΘCaO = ExCaO/EnCaO (15)

where ΘCaO is the lime energy quality, [%].

2.3. Thermal energy efficiency calculations of fluidized bed boiler

The following formulas are used for the calculation of the factory thermal boiler energy 
efficiency.

The energy input amount of the boiler is calculated from Eq. (16) as follows [1]:

 qk,i = mk,i Cp (Tk,o - Tk,i) (16)

where qk,i—amount of energy entering the boiler, [kW]; mk,i—water flow rate, [kg/h]; Tk,i—
fluid boiler water inlet temperature, [°C]; Tk,o—fluid boiler water outlet temperature, [°C]; and 
Cp—specific thermal capacity, [kJ/kg K].

The heat transfer resulting from combustion in the boiler is calculated from Eq. (17) as follows [1]:

 qk,o = my Hu (17)

where my—fuel flow in the boiler, [kg/h]; and Hu—combustion temperature (thermal value), 
[kJ/kg].

Accordingly, the efficiency of the boiler (ηk) is calculated from Eq. (18) as follows [1]:

 ηk = qk,i/qk,o (18)

The energy and exergy analysis in the fluidized bed boiler is easily calculated from all these 
formulas. In addition, lime energy can also be included in the calculations.

3. Conclusion

This book poses application of a power plant technology in terms of calculation with thermo-
dynamic laws. In addition, this chapter indicates energy and exergy efficiency of power plants 
in the industry. Technoeconomic analysis is carried out for the energy and exergy efficiency 
progresses that should be applied in power plant of sugar factory, which is the center of a fac-
tory. In addition, power plant can be an essential influence for factory profit. It is concluded 
that the laws and properties of thermodynamics should be the result-oriented, especially for 
power plants. This application can be used for energy savings by the power plant.

Power Plants in the Industry8

Power plants are very significant for all industry sectors that depend on exergy processes. 
Since many factories use such energies for their major processes, they have installed power 
plants on account of their factories. Installing power plants can gain their energy in an efficient 
way for the factory. This book poses exergy and application technology to energy processes. 
This book impresses on the importance of an exergy with an overview of all of the energy 
systems. Energy and exergy efficiencies related to thermodynamic laws are carried out for the 
power plant and technology.

All processes depend on energy that is used more than the other similar factories. These calcu-
lations can be determined by thermodynamics laws and their general and specific formulas. 
Using a general cycle, Rankine cycle, is a more effective cycle than the other thermodynamic 
cycles. In addition, it includes mass and energy conversion according to a dead state. All these 
formulas and calculations pose energy and exergy efficiencies.

This book poses energy and exergy efficiency of energy systems and industry about several 
different factories. Technoeconomic analysis is carried out for the energy and exergy efficiency 
progresses that should be applied in power plant of factory, which is the center of a factory.

As a result, power plants can play an effective role in increasing the profitability of factories. 
For this reason, energy and exergy efficiencies can be determined by thermodynamic laws in 
order to make the process flow of the plants more efficient in energy solutions. In this way, 
power generation in power plants can be made more useful by identifying energy and exergy 
efficiencies.

Nomenclature

% CaO lime percentage, [%]

ΘCaO lime energy quality, [%]

   ( P  2   –  P  1  )   pp    supply pump pressure difference, [kPa]

  h  ∞    dead state enthalpy, kJ/kg

  h  i    enthalpy input, kJ/kg

  h  k5,o    boiler enthalpy output, [kJ/kg]

  h  o    enthalpy output, kJ/kg

  h  t6,o    turbine enthalpy output, [kJ/kg]

  h  t6f,o    turbine-saturated fluid enthalpy output, [kJ/kg]

  h  t6fg,o    turbine-saturated liquid and vapour enthalpy output, [kJ/kg]

  h  v4,o    pressure-reducing valve enthalpy outlet, [kJ/kg]

  m  Ca  (OH)   2       Ca   (OH)   2   mass flow rate, [kg/h]

  q  k4,i    boiler heat input, [kJ/kg]
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where CaO is lime and enCaO is the energy consumption per lime production, [kJ/kg].
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 ΘCaO = ExCaO/EnCaO (15)
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The following formulas are used for the calculation of the factory thermal boiler energy 
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Accordingly, the efficiency of the boiler (ηk) is calculated from Eq. (18) as follows [1]:
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The energy and exergy analysis in the fluidized bed boiler is easily calculated from all these 
formulas. In addition, lime energy can also be included in the calculations.

3. Conclusion

This book poses application of a power plant technology in terms of calculation with thermo-
dynamic laws. In addition, this chapter indicates energy and exergy efficiency of power plants 
in the industry. Technoeconomic analysis is carried out for the energy and exergy efficiency 
progresses that should be applied in power plant of sugar factory, which is the center of a fac-
tory. In addition, power plant can be an essential influence for factory profit. It is concluded 
that the laws and properties of thermodynamics should be the result-oriented, especially for 
power plants. This application can be used for energy savings by the power plant.
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Since many factories use such energies for their major processes, they have installed power 
plants on account of their factories. Installing power plants can gain their energy in an efficient 
way for the factory. This book poses exergy and application technology to energy processes. 
This book impresses on the importance of an exergy with an overview of all of the energy 
systems. Energy and exergy efficiencies related to thermodynamic laws are carried out for the 
power plant and technology.

All processes depend on energy that is used more than the other similar factories. These calcu-
lations can be determined by thermodynamics laws and their general and specific formulas. 
Using a general cycle, Rankine cycle, is a more effective cycle than the other thermodynamic 
cycles. In addition, it includes mass and energy conversion according to a dead state. All these 
formulas and calculations pose energy and exergy efficiencies.

This book poses energy and exergy efficiency of energy systems and industry about several 
different factories. Technoeconomic analysis is carried out for the energy and exergy efficiency 
progresses that should be applied in power plant of factory, which is the center of a factory.

As a result, power plants can play an effective role in increasing the profitability of factories. 
For this reason, energy and exergy efficiencies can be determined by thermodynamic laws in 
order to make the process flow of the plants more efficient in energy solutions. In this way, 
power generation in power plants can be made more useful by identifying energy and exergy 
efficiencies.

Nomenclature

% CaO lime percentage, [%]

ΘCaO lime energy quality, [%]

   ( P  2   –  P  1  )   pp    supply pump pressure difference, [kPa]

  h  ∞    dead state enthalpy, kJ/kg

  h  i    enthalpy input, kJ/kg

  h  k5,o    boiler enthalpy output, [kJ/kg]

  h  o    enthalpy output, kJ/kg

  h  t6,o    turbine enthalpy output, [kJ/kg]

  h  t6f,o    turbine-saturated fluid enthalpy output, [kJ/kg]

  h  t6fg,o    turbine-saturated liquid and vapour enthalpy output, [kJ/kg]

  h  v4,o    pressure-reducing valve enthalpy outlet, [kJ/kg]

  m  Ca  (OH)   2       Ca   (OH)   2   mass flow rate, [kg/h]

  q  k4,i    boiler heat input, [kJ/kg]
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  q  k4,i    boiler heat input, [kJ/kg]

  s  ∞    dead state entropy, kJ/kg K

  s  c1,fg    condenser entropy (difference between saturated liquid and steam),  
[kJ/kg K]

  s  c1,i    condenser entropy input, [kJ/kg K]

  s  i    entropy input, kJ/kg K

  s  k5,o    boiler entropy output, [kJ/kg K]

  s  o    entropy output, kJ/kg K

  s  pp,f    feed pump-saturated liquid entropy output, [kJ/kg K]

  s  t5,i    turbine entropy input, [kJ/kg K]

  s  t6,o    turbine entropy output, [kJ/kg K]

  T  ∞    dead state temperature, K

  v  pp,f    specific volume of saturated liquid of feed pump, [m3/kg]

  w  net    net work, [kJ/kg]

  w  net    net work, [kJ/kg]

  w  pp    pump work, [kJ/kg]

  w  pp    pump work, [kJ/kg]

  w  t    turbine work [kJ/kg]

  w  t    turbine work, [kJ/kg]

  x  t6.o    turbine dryness fraction output, [−]

  η  ex    exergy efficiency, %

  η  j    generator efficiency is accepted as 95% [1]

  η  pp    pump efficiency is accepted as 80% [1]

  η  t    turbine yield was accepted as 85% [1]

  η  th    thermal efficiency, [%]

∞ dead state

CaO lime

Cp specific thermal capacity, [kJ/kg K]

enCaO energy consumption per lime production, [kJ/kg]

EnCaO lime energy, [W]

Ennet net energy transfer, [kJ/kg]
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ExCaO lime exergy, [W]

Exℓ exergy lost, [kJ/kg]

 h  specific air or steam enthalpy, kJ/kg

hCaO lime enthalpy, [kJ/kg]

hk4,i boiler enthalpy input, [kJ/kg]

hpp2,o feed pump enthalpy output, [kJ/kg]

ht5,i turbine enthalpy input, [kJ/kg]

ht6,o turbine enthalpy output, [kJ/kg]

Hu combustion temperature (thermal value), [kJ/kg]

i input (Inlet)

I irreversibility, kJ/kg

mCaO lime (CaO) mass flow rate, [kg/h]

mCaO lime (CaO) mass flow rate, [kg/h]

mCaO lime (CaO) mass flow rate, [kg/h]

mk,i water flow rate, [kg/h]

my fuel flow in the boiler, [kg/h]

n amortization period, year

o output (Outlet)

qk,i amount of energy entering the boiler, [kW]

 s  specific, air or steam entropy, kJ/kg K

spp2,o feed pump entropy output,[kJ/kg K]

st5,i turbine entropy input, [kJ/kg K]

T sugar temperature, K

Tk,i fluid boiler water inlet temperature, [°C]

Tk,o fluid boiler water outlet temperature, [°C]

vi fluid inlet velocity, m/s

vo fluid outlet velocity, m/s

wt turbine work, [kJ/kg]

Ψ specific air or steam-specific flow exergy, kJ/kg

ψCaO lime-specific exergy, [kJ/kg]
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Abstract

The aim of this study is to analyze several possible hypotheses for the development of a
power plant in the context of the local electricity and heat market. The energy market may
be constraint by the probable cessation of the activity of the most important customer in
the industrial market, hereinafter referred to as “strategic customer.” Stopping its activity
would deprive the power plant of an annual electricity supply of 28.02% of the electricity
production estimated in the “continuity” hypothesis with the strategic customer, namely
an annual heat of 78.19% of the heat output of the same alternative. It is very clear that
stopping the activity of the company constitutes a disability for the power plant, whose
magnitude has been highlighted by the comparative analysis of several possible scenarios
of modernization, modernization-development, and development. As far as the electricity
market is concerned, the power plant belongs to the area that is strongly equipped with
sources of electricity production. With regard to the thermal energy market, the power
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day. The opening of the electricity market fundamentally altered the trading environment,
with a residual energy demand at regulated prices. This is mainly due to the fact that small
companies and residential consumers have low volumes, and the costs of changing the vendor
may indicate that the decision is uneconomic [1, 2]. The fundamental position in the develop-
ment of a power plant is to minimize the risks (in the case of PPP—public-private partnership
projects) ensuring that in the sizing of the transaction and in the market activity, each risk is
identified and allocated to the entity capable of administering, diminishing, or supporting it
[3, 4]. Main risks in the development of a power plant are considered to be:

• The overall risk of the deregulated market—appears to be a challenge to all electricity
producers, except for the “must run” type. In a deregulated market, the most common
ways to significantly reduce this risk are bilateral physical contracts and hedging con-
tracts.

• Risk of nonscrutiny—can be contracted through contracts, or if possible, export contracts.

• General regulatory risk—applies to any manufacturer; keeping it at an acceptable level is
achieved through the knowledge of long-term energy policy and political stability.

• The risk of regulating the environmental impact—the most difficult to appreciate and
manage; shall apply in the same amount to all competitors, who produce electricity using
the same type of fuel.

• Risk of noncredulity—a robust economic and financial analysis to persuade the banks on
the feasibility of the project substantially reduces this risk.

• Fuel price risk—one of the most visible risks. Even if it is difficult to quantify, it is obvious
that the trend for the price of fuel, especially hydrocarbons, is on the rise.

The power plant has as its activity, the production of electric and thermal energy (steam and
hot water), for industrial and urban consumers in the city. The plant has the following capac-
ities installed: steam generators of 420�t/h, 140 bar, 540�C operating with primary fuel—lignite
and support fuel—HFO for the flame and 50 and 25 MW turbo generators. The evacuation of
the produced electric power is done through the 110 kV connection substation to the National
Energy System. The evacuation of thermal energy to its main consumer, the industrial and
urban consumers in the city, is achieved through technological and heating networks.

2. Current position of the power plant in the energy market

2.1. Electricity market

The plant’s electricity production is based on the existence of traditional consumers such as the
most important economic agent, the “strategic customer” and the adjacent locality.

Although the share in total deliveries differs considerably between consumers, the customer
portfolio is characterized by the fact that:

Power Plants in the Industry16

• SEN is an important customer, requesting 75% of the total deliveries.

• The economic agent is a strategic customer, considering the level of safety in the electricity
supply.

The strategic customer’s consumption was approximately constant; the electricity production
increased with the optimization of the operation of the power plant.

In Tables 1–3, the values resulting from the statistical processing of the average monthly
powers are presented.

It is noted that unlike other consumers, the strategic customer records consumption averages
close to the maximum/minimum values, emphasizing the continuity of the power supply. Dur-
ing the operation of the power plant, it has emphasized “minor” energy exchanges: consumers
connected directly, termed third parties—0.11% of total deliveries made to the contour of the
power plant.

Clearly, the future of the power plant depends on the evolution of the demand for electricity,
primarily in the area, but also on the entire national market and export prospects, respectively.

Parameter, UM Condensation Heat Total

Maximal peak power, extrapolated, MWe 145.008 139.111 272.126

Weighted average multiannual power, MWe 72.923 75.021 147.944

Minimum average monthly power, MWe 18.062 23.108 51.582

Average standard deviation, MWe 34.054 31.799 53.583

Table 1. The “raw” energy production.

Parameter, UM TOS Deliveries Total

Maximal peak power, extrapolated, MWe 43.112 221.932 262.989

Weighted average multiannual power, MWe 27.993 120.101 148.667

Minimum average monthly power, MWe 13.307 42.105 55.309

Average standard deviation, MWe 8.021 46.988 54.860

Table 2. Technological consumptions and energy supply.

Parameter, UM Strategic customer NES Deliveries

Maximal peak power, extrapolated, MWe 32.014 190.996 222.072

Weighted average multiannual power, MWe 29.987 90.012 120.126

Minimum average monthly power, MWe 23.026 10.877 42.396

Average standard deviation, MWe 1.563 47.084 47.424

Table 3. Energy supply to strategic customer and to the NES.
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Of great importance is the existence of eligible consumers in the area, who can conclude
contracts at longer intervals. Their motivation may be: a certain tradition of previous collabo-
ration with the power plant, the possibility of negotiating convenient clauses, an advantageous
price due to the low transport and distribution tariff, and preferential financial arrangements
including price variations in time that share the risk of variations of high fuel prices.

2.2. Thermal energy market

The portfolio of consumers active on the power plant’s thermal energy market has a less
disadvantageous structure, given that the strategic customer has a significant share. The power
plant produces heat and delivers heat using thermal agents: industrial steam at a pressure of
40 bar for the strategic customer, industrial steam at a pressure of 13 bar for the strategic
customer, and hot water for “urban” consumers in the locality. The disappearance of the
strategic consumer will dictate decisively the structure of the plant’s operating scheme. In
terms of supplying the city with thermal energy, it is made through a branched type hot water
network. The thermal power to cover the current heat demand is approximately 154 MWt for
the maximum winter regime and 15 MWt for maximum summer mode when intermittent hot
water is delivered.

Maintaining the current centralized heating system from a cogeneration source is appropriate
due to the absence of a viable technical and economic alternative in the medium term; the town
is not connected to the natural gas network. This makes it impossible to replace the cogenera-
tion source with quaternary, block, or apartment heating plants. Individual stove heating is
excluded in condominiums. Tables 4 and 5 synthesize the data related to thermal energy
production and supply corresponding to various thermal levels and to various types of
consumers.

Parameter, UM Max. Monthly averages Socket SRR

Maximal peak power, extrapolated, MWt 99.38 98.86 89.18 50.67

Weighted average multi annual power, MWt 87.92 85.04 66.92 19.83

Minimum average monthly power, MWt 52.01 50.11 37.89 0.00

Average standard deviation, MWt 7.06 7.37 15.62 13.94

Table 4. Characteristic values of 40 bar technological steam deliveries.

Parameter, UM Steam, 13 bar District heating Deliveries to TP

Maximal peak power, extrapolated, MWt 192.01 155.32 95.57

Weighted average multiannual power, MWt 127.43 66.98 37.29

Minimum average monthly power, MWt 73.88 10.92 1.08

Average standard deviation, MWt 25.68 49.31 34.83

Table 5. Characteristic values of 13 bar technological steam and hot water supply.

Power Plants in the Industry18

Compared to the electricity market, which has at least national coverage, thermal energy has,
for obvious technical reasons, a strictly local character. The eventual disappearance of the
major thermal consumer creates relatively pessimistic premises in terms of the potential for
the evolution of demand for thermal energy and its exploitation.

Even if the power plant currently occupies a strong position in the energy market, its evolution
may change either through the development of the most important economic agent or through
the predictable development of the city.

The existence of eligible customers is very important for the evolution of power plant. They
can conclude contracts on the long terms—their competitive strength depends on their own
development programs and financing schemes.

At the same time, it is estimated that in about several years, the city will be connected to the
natural gas network, which may lead to disconnections of urban consumers, respectively, a
decrease of the demand for heat by 3–5%. To this can be added the self-limiting trends of the
consumption of heat and hot water, which will be manifested with the development of mea-
surement systems and the “individualization” of invoices due to the generalization of the
thermal points and the blocks or stairs, the introduction of hot water meters and using
thermostatic valves and cost allocators.

However, there are number of directions for increasing the area in terms of the development of
the thermal energy market using hot water: development of a new housing district—an
average consumption of 32% (10.5 MWt) of the current average annual urban consumption of
about 35 MWt is estimated. The development of greenhouses at the outskirts of the city will
increase the average annual heat supply in the hot water network by 7.2 MWt (16%). These,
summed up at the peak of winter with the current thermal load, outline an increase of about
52% of peak demand for thermal energy.

3. Technical analysis for modernization and development of the power
plant

The following evolving alternatives for the power plant are developed:

• Modernization alternatives (AM), which will keep the plant’s current architecture and
add a DKAR 22 turbine and desulphurization plant.

• Modernization-development alternatives (AMD), which will keep part of the current
scheme of the boiler plant, namely the cogeneration stage that provides the heating and
domestic hot water needs of the city.

• Alternative of development (AD), which relies on closing the existing power plant and
building/installing new groups.

The “development” groups can keep current energy conversion technology, the Rankine-Hirn
water-steam cycle, or they can work on mixed water-steam cycle technology. In both cases, the
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required heat demand for the city is met and the fossil fuel energy is converted into electricity
and heat at higher yields than the current scheme. The fuels to be used are lignite (L),
coal (H), and natural gas (G).

3.1. Modernization alternatives

3.1.1. Modernization of the existing facilities with existing fuels and strategic customer operation,
A1-AM1

This is the “continuity” alternative, involving the commissioning of the steam counter pressure
at 22 bar turbine, nominal parameters 135 bar, 535�C. The plant will consume primary energy
generated by the combustion of 9,402,028 MWh/year fuels, lignite, and a combustion support
fuel, delivering to the fence an amount of electricity of 1,697,729 MWh/year and thermal energy,
36 bar industrial steam, 16 bar industrial steam, and hot water, respectively 2,970,201 MWh/year.

3.1.2. Modernization of existing fuel exchanges and strategic customer operation, A2-AM2

The alternative consists of the change of lignite fuel in coal to reduce fuel/ash flows and the
costs of transporting, handling, and storing them. The power plant will consume primary
energy generated by the combustion of 9,205,007 MWh/year fuels, delivering 1,766,108 MWh/
year to the fence. The amount of annual heat is the same as in the previous case.

3.1.3. Modernization of existing facilities with existing fuel and without the strategic customer, A3-AM3

In this hypothesis, the plant will consume primary energy generated by the combustion of
5,591,227 MWh/year fuels, delivering to the fence an amount of electricity of 1,189,662 MWh/
year and thermal energy from the hot water, respectively 1,008,164 MWh/year.

3.1.4. Modernization of existing facilities with fuel change and without strategic customer, A4-AM4

This alternative is similar to A3-AM3 and consists of the change of lignite fuel in coal based on
the same boiler and turbine equipping schemes as in the previous case.

Thus, the power plant will consume primary energy generated by the combustion of 5,385,005
MWh/year fuels, delivering to the fence an amount of electricity of 1,301,104 MWh/year. The
amount of annual thermal energy is the same as in the previous case.

3.2. Modernization-development alternatives

3.2.1. Modernization of existing installations and development with a new unit of 100 MW, without
changing the conversion technology, A5-AMD1

It is a development modernization solution, which consists of coupling a 420 t/h steam gener-
ator with a simple cycle turbine, new investment, to increase the electric energy output from
the power plant.

The plant will consume primary energy generated by the combustion of 8,262,441 MWh/year
fuels, delivering to the fence an amount of electric energy of 1,981,112 MWh/year. In this and in
the previous case, the amount of annual thermal energy is the same.

Power Plants in the Industry20

3.2.2. Modernization of existing installations and development with a new 100 MW unit without
changing the conversion technology with fuel change, A6-AMD2

The alternative is similar to the one above, except that there is a change of solid, lignite-fired
fuel into coal.

3.2.3. Modernization of existing installations and development with a new 220 MW with intermediate
overheating, without changing the conversion technology, A7-AMD3

It is a modernization solution consisting of the transformation of two (three) boilers for
intermediate overheating, in the 2 � 50% scheme, with a new 220 MW turbine. The power will
be 343 MW in winter mode and 297 MW in summer mode.

In this hypothesis, the power plant will consume primary energy generated by the combustion
of 8,901,121 MWh/year fuels, delivering to the fence an amount of electric energy of 2,1981,787
MWh/year to the fence.

It is the scenario with the largest amount of electric energy.

3.2.4. Modernization of existing installations and development with a new 200 MW unit without
changing the conversion technology with fuel change, A8-AMD4

The hypothesis is similar to the one above, except that the shift of solid lignite fuel into coal,
with additional investment, is also emerging.

3.2.5. Modernization of existing installations and development with a new unit with conversion
technology change—CCGA 110 MW single shaft, A9-AMD5

This alternative preserves some of the existing capacities of the lignite energy conversion
technology, introducing in addition a combined gas-steam cycle. The plant will consume
primary energy generated by combustion of 6,401,117 MWh/year fuels, delivering to the fence
a quantity of electric energy 1,911,027 MWh/year.

3.2.6. Modernization of existing facilities and development with a new unit changing conversion
technology—CCGA 110 MW single shaft and fuel, A10-AMD6

The scenario is similar to the one above, except that the shift of solid lignite fuel into coal, with
additional investment, is also emerging.

3.3. Scenarios of development

3.3.1. Development with a new 225 MW with intermediate overheating without changing conversion
technology, A11-AD1

The current equipment with turbines is abandoned and a new group with intermediate
overheating and urban outlet is installed, operating on two existing boilers and delivering in
the system a maximum power of 190 MW in winter and 220 MW in summer. The plant will
consume primary energy generated by the combustion of 5,552,219 MWh/year fuels, to the
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fuel into coal.

3.2.3. Modernization of existing installations and development with a new 220 MW with intermediate
overheating, without changing the conversion technology, A7-AMD3

It is a modernization solution consisting of the transformation of two (three) boilers for
intermediate overheating, in the 2 � 50% scheme, with a new 220 MW turbine. The power will
be 343 MW in winter mode and 297 MW in summer mode.

In this hypothesis, the power plant will consume primary energy generated by the combustion
of 8,901,121 MWh/year fuels, delivering to the fence an amount of electric energy of 2,1981,787
MWh/year to the fence.

It is the scenario with the largest amount of electric energy.

3.2.4. Modernization of existing installations and development with a new 200 MW unit without
changing the conversion technology with fuel change, A8-AMD4

The hypothesis is similar to the one above, except that the shift of solid lignite fuel into coal,
with additional investment, is also emerging.

3.2.5. Modernization of existing installations and development with a new unit with conversion
technology change—CCGA 110 MW single shaft, A9-AMD5

This alternative preserves some of the existing capacities of the lignite energy conversion
technology, introducing in addition a combined gas-steam cycle. The plant will consume
primary energy generated by combustion of 6,401,117 MWh/year fuels, delivering to the fence
a quantity of electric energy 1,911,027 MWh/year.

3.2.6. Modernization of existing facilities and development with a new unit changing conversion
technology—CCGA 110 MW single shaft and fuel, A10-AMD6

The scenario is similar to the one above, except that the shift of solid lignite fuel into coal, with
additional investment, is also emerging.

3.3. Scenarios of development

3.3.1. Development with a new 225 MW with intermediate overheating without changing conversion
technology, A11-AD1

The current equipment with turbines is abandoned and a new group with intermediate
overheating and urban outlet is installed, operating on two existing boilers and delivering in
the system a maximum power of 190 MW in winter and 220 MW in summer. The plant will
consume primary energy generated by the combustion of 5,552,219 MWh/year fuels, to the
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fence a quantity of electric energy 1,397,782 MWh/year to the fence. The amount of annual
thermal energy is the same as in the previous case.

3.3.2. New 225 MW with intermediate overheating without change of conversion technology with fuel
change, A12-AD2

The alternative is similar to the one above, except that the change of solid, lignite-fired, coal-
powered fuel with supplementary investment increases.

3.3.3. Development with a new unit and change of conversion technology—CCGA 220 MW triple
shaft, A13-AD3

This scenario completely abandons the equipment of today’s turbines and installs a mixed gas-
steam cycle consisting of 273 MW gas turbines, a rehabilitation boiler, and a 68 MW steam
turbine running on natural gas.

The power plant will consume primary energy generated by combustion of 3,567,884 MWh/
year, delivering to the fence an amount of electric energy of 1,698,117 MWh/year. In this and in
the previous case, the amount of annual thermal energy is the same.

4. Technical and economic analyzes of hierarchy of proposed technical
scenarios

The purpose of the economic analysis is to:

• identify and assess the costs and revenues of the various scenarios of developing and/or
upgrading the power plant in order to optimize the production of electric and thermal
energy;

• compare costs and revenues for the proposed scenarios;

• establish a ranking of the proposed scenarios based on the technical and economic effi-
ciency achieved with the help of the established performance indicators;

• perform the sensitivity analysis of the main performance indicators on changes in the
economic input data, validating the proposed scenario ranking.

The forecast for financial flows is based on direct costs (which may be associated with the
production of electricity and heat) and revenues.

Thus:

• Direct costs include entries calculated based on material costs, staff costs, overhead costs,
and maintenance costs.

• The investment includes engineering costs, equipment costs, construction and assembly
costs, and design and study costs.
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The total investments for each scenario are shown in Table 6.

The most important observations regarding the values presented are: switching from lignite to
charcoal operation entails very high costs, which create discrepancies between solutions of the
same type in terms of investment; the most expensive solution turns out to be the A8-AMD4

scenario, and the cheapest is maintaining the current profile with the introduction of
desulphurization facilities.

It noted the presence in the first four scenarios of three solutions based on the use of lignite,
even if it is not about the evaluation of operating costs, where the price of fuel would be
preponderant.

4.1. Economic performance indicators

The economic analysis involves calculating the financial indicators of the projects. For this
purpose, the updated financial flow method was used in line with internationally accepted
standards. For the calculation of performance indicators, the updated financial flow also
includes the amount of the investment [3, 5, 6].

The project performance evaluation criteria are: net income, NI; internal return rate, IRR; and
updated recovery period of invested capital, Ta.

Net income is calculated based on the annual financial flow (At), which takes into account
investment expenses, operating expenses, and revenues. Future annual flows generated by
the investment are updated at the time of commissioning of new plants. The viability of the
project is established if the net income, calculated over the entire analysis period (t), is positive
for an update rate (a) considered. The relationship for the net income estimation is:

No Alternative Investments (mil. Euro)

1 A3-AM3 75

2 A4-AM4 135

3 A5-AMD1 134

4 A6-AMD2 207

5 A7-AMD3 198

6 A8-AMD4 271

7 A9-AMD5 170

8 A10-AMD6 228

9 A11-AD1 151

10 A12-AD2 181

11 A13-AD3 171

Table 6. Estimates of investments by objective.

Modernization and Development Scenarios of the Power Plants in the Present Energy Market Context
http://dx.doi.org/10.5772/intechopen.80887

23



fence a quantity of electric energy 1,397,782 MWh/year to the fence. The amount of annual
thermal energy is the same as in the previous case.

3.3.2. New 225 MW with intermediate overheating without change of conversion technology with fuel
change, A12-AD2

The alternative is similar to the one above, except that the change of solid, lignite-fired, coal-
powered fuel with supplementary investment increases.

3.3.3. Development with a new unit and change of conversion technology—CCGA 220 MW triple
shaft, A13-AD3

This scenario completely abandons the equipment of today’s turbines and installs a mixed gas-
steam cycle consisting of 273 MW gas turbines, a rehabilitation boiler, and a 68 MW steam
turbine running on natural gas.

The power plant will consume primary energy generated by combustion of 3,567,884 MWh/
year, delivering to the fence an amount of electric energy of 1,698,117 MWh/year. In this and in
the previous case, the amount of annual thermal energy is the same.

4. Technical and economic analyzes of hierarchy of proposed technical
scenarios

The purpose of the economic analysis is to:

• identify and assess the costs and revenues of the various scenarios of developing and/or
upgrading the power plant in order to optimize the production of electric and thermal
energy;

• compare costs and revenues for the proposed scenarios;

• establish a ranking of the proposed scenarios based on the technical and economic effi-
ciency achieved with the help of the established performance indicators;

• perform the sensitivity analysis of the main performance indicators on changes in the
economic input data, validating the proposed scenario ranking.

The forecast for financial flows is based on direct costs (which may be associated with the
production of electricity and heat) and revenues.

Thus:

• Direct costs include entries calculated based on material costs, staff costs, overhead costs,
and maintenance costs.

• The investment includes engineering costs, equipment costs, construction and assembly
costs, and design and study costs.

Power Plants in the Industry22

The total investments for each scenario are shown in Table 6.

The most important observations regarding the values presented are: switching from lignite to
charcoal operation entails very high costs, which create discrepancies between solutions of the
same type in terms of investment; the most expensive solution turns out to be the A8-AMD4

scenario, and the cheapest is maintaining the current profile with the introduction of
desulphurization facilities.

It noted the presence in the first four scenarios of three solutions based on the use of lignite,
even if it is not about the evaluation of operating costs, where the price of fuel would be
preponderant.

4.1. Economic performance indicators

The economic analysis involves calculating the financial indicators of the projects. For this
purpose, the updated financial flow method was used in line with internationally accepted
standards. For the calculation of performance indicators, the updated financial flow also
includes the amount of the investment [3, 5, 6].

The project performance evaluation criteria are: net income, NI; internal return rate, IRR; and
updated recovery period of invested capital, Ta.

Net income is calculated based on the annual financial flow (At), which takes into account
investment expenses, operating expenses, and revenues. Future annual flows generated by
the investment are updated at the time of commissioning of new plants. The viability of the
project is established if the net income, calculated over the entire analysis period (t), is positive
for an update rate (a) considered. The relationship for the net income estimation is:

No Alternative Investments (mil. Euro)

1 A3-AM3 75

2 A4-AM4 135

3 A5-AMD1 134

4 A6-AMD2 207

5 A7-AMD3 198

6 A8-AMD4 271

7 A9-AMD5 170

8 A10-AMD6 228

9 A11-AD1 151

10 A12-AD2 181

11 A13-AD3 171

Table 6. Estimates of investments by objective.

Modernization and Development Scenarios of the Power Plants in the Present Energy Market Context
http://dx.doi.org/10.5772/intechopen.80887

23



NI ¼
Xn
t¼1

At

1þ að Þt (1)

The net income reported under the project to the updated investment is the “net income rate,
RNI,” expressed in USDNI/USDinvestment.

RNI ¼ NIPPIF
t¼1

IEt

1það Þt
(2)

This efficiency indicator derives from the “3e” rule - identifies the financial efficiency as an
effect/effort ratio. It allows not only the appreciation of the project itself (for which RNI higher
than one is recommended) but also the comparison of several technical and economic variants
(which entail considerably different investment costs).

The internal ratio (IRR) is also based on the updated cash flow and represents the “update”
rate for which net income becomes zero. This is an indicator of the maximum interest rate at
which borrowings can be made to finance the capital investment. The calculation relation for
determining the internal ratio is:

Xn
t¼1

At

1þ rð Þt ¼ 0 (3)

Upgraded recovery time (Ta) is a superior net income concept, especially for large-scale
businesses. The method updates the net earnings, recorded each year, determining the period
of recovery of the invested capital. It is a clear criterion for accepting projects.

The acceptability criterion is that the recovery period is less than the normal use period. This
period corresponds to the moment when the cumulative net cumulative revenue becomes
zero:

XTa

t¼1

At

1þ að Þt ¼ 0 (4)

The economic analysis, expressed by the updated net income, internal rate update, and refund
time in update values gives the results presented in Table 7.

As can be seen from table, the most economically viable comparisons from the economic point
of view are: the A11-AD1 solution presents the best value for economic efficiency indicators;
A3-AM3 is ranked second; the A7-AMD3 solution is ranked third, following the economic
analysis.

It is, however, observed that, in the assumptions considered, none of the solutions analyzed
leads to positive net income values under the reference prices considered.
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From these results, there is a group of solutions that are more effective (in relative terms) than
the rest of the proposed scenarios. Solutions that involve running on coal cannot be an option
for the development of the boiler because of the very high investment involved in boiler
modification. Also, solutions that propose natural gas operation do not provide special eco-
nomic performance, mainly due to the high price of this fuel.

As regards the internal return rate of the investment, in none of the projects it exceeds the
discount rate of 10%. In conclusion, none of the projects is profitable, all are accompanied by
losses. Solutions selected to be the subject of financial analysis are those that occupy the top
four positions of the rankings, namely, A3-AM3, A5-AMD1, A7-AMD3, A11-AD1 Table 8.

It can be concluded that the plant must continue to operate on lignite. The installation of new
groups, in parallel or not with the modernization of existing ones, will be decided by the price
of capitalizing the electricity that will be produced. With faster growth than the forecasted
price of electricity, the solutions will be favored, which increase the installed power of the plant
and the annual amount of electricity produced and delivered.

No Alternative Investment, mil. Euro NI, mil. Euro The internal rate of return, %

1 A3-AM3 �1.007 0.63 —

2 A4-AM4 �6.107 — —

3 A5-AMD1 �1.912 0.20 —

4 A6-AMD2 �9.348 — —

5 A7-AMD3 �1.831 2.66 —

6 A8-AMD4 �9.799 — —

7 A9-AMD5 �4.015 — —

8 A10-AMD6 �8.346 — —

9 A11-AD1 �899 6.33 —

10 A12-AD2 �5.637 — —

11 A13-AD3 �5.548 — —

Table 7. Values of economic criteria for proposed scenarios.

No Alternative VNA, mil. Euro RIR, % TRA, years

1 A11-AD1 �899 6.33 —

2 A3-AM3 �1.007 0.63 —

3 A7-AMD3 �1.831 2.66 —

4 A5-AMD1 �1.912 0.20 —

Table 8. Solutions selected to be the subject of financial analysis.
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4.2. Sensitivity analysis

The aim of the sensitivity analysis is to determine the variation of the economic indicators
values when certain parameters are changing and to check the ranking obtained from the
economic analysis for various scenarios [7].

The most important parameter at which the sensitivity of economic indicators is checked is the
slope of increasing electricity price. This increase was considered, as a reference value, to be
10% per year [8, 9]. The sensitivity of economic efficiency (expressed by net income variation)
was studied to change this growth slope from 5 to 15%. The values obtained from the calcula-
tion for the four proposed scenarios are presented in Table 9.

The conclusions resulted from this sensitivity analysis are:

• The efficiency of the project is extremely sensitive to the change in the price of energy
recovery; any change in the slope of growth in the next few years may even change the
order of the proposed scenarios;

• If there is not an annual increase of at least 10% of the electricity price, the continuity
solution with the modernization of the existing equipment is the only one eligible; the
conclusion is logical because in the absence of industrial heat consumption and a favor-
able evolution of the price of energy recovery, it is not efficient to make new investments.

• On the contrary, with an increase of the electric energy tariff up to 15%/year, the A7-AMD3

solution becomes the most efficient proposal because it is the project that offers the highest
annual electricity for sale. In addition, the solution becomes economically efficient, with a
positive NI value.

From the point of view of the variation of the electricity tariff on the market, these simulations
were made in the assumption of an annual increase of electricity tariff of 10%/year. When this
increase is higher (15%/year), the order is preserved, even NI for the first rank is positive
because this is the project that offers the largest annual amount of electricity for sale. When
this increase is lower (5%/year), the continuity scenario, A3-AM3, is on the first place because,

Alternative Slope variation of increase of electricity price

5% 10% (ref) 15%

A11-AD1 �2.011 �899 231

A3-AM3 �1.982 �1.007 �33

A7-AMD3 �3.593 �1.831 �68

A5-AMD1 �3.435 �1.912 �390

Table 9. Sensitivity of NI (millions Euro) to the change in the slope of the electricity price increase.
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in the absence of industrial heat consumption and a favorable evolution of the energy recovery
tariff, it is not efficient to make new investments [10].

5. Environmental impact

Primary fuel used is Oltenia lignite, support fuel—oil. Table 10 shows the energy characteris-
tics of fuel use. An environmental impact assessment was conducted for each energy solution,
by taking into consideration the energy generators functioning on lignite and fuel oil as
support fuel amounting to a 6% heating contribution, respectively; the amount of solid parti-
cles issued, the amount—concentration of CO2, SO2, and NOx.

The environmental impact assessment is analyzed on four technical options, all without the
main economic agent, namely: A3-AM3—equipment: actual—new type turbine, fuel type: 95%
coal, 5% liquid fuel support, energy with fuel: coal 5,301,116 MWh/year and liquid fuel 340,006
MWh/year, A5-AMD1—equipment: actual—new type turbine—100, fuel type: 95% coal, 5%
liquid fuel support, energy with fuel: coal 7,880,065 MWh/year and liquid fuel 498,963 MWh/
year, A7-AMD3—equipment: actual—new type turbine - 200, fuel type: 95% coal, 5% liquid
fuel support, energy with fuel: coal 8,401,060 MWh/year and liquid fuel 528,714 MWh/year
and A11-AD1—equipment: new group with intermediate superheating and urban connection,
fuel type: 93% coal +7% liquid fuel support, energy with fuel: coal 5.046.869 MWh/year and
liquid fuel 376,981 MWh/year [11].

The calculations impose, in a first stage, the determination of the chemical composition to the
equivalent fuel, the coal-HFO mixture. The recurrence relationship is:

X ¼ mcXi þmHFOXHFO (5)

Energy characteristic Primary fuel Support fuel

Chemical composition,% Ci 23.10 87.15

Hi 1.80 10.70

Oi 9.60 0.70

Sc
i 1.50 1.00

Ni 0.63 0.15

Ai 21.60 0.20

Wt
i 41.77 0.10

Low calorific power, Hi, kJ/kg 7753.60 40,595

Table 10. Energy characteristics of fuels.
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where mc, mHFO is the mass participation of the coal and the HFO in the mixture, and Xi, XHFO

is the percentage participation of the element in the coal composition, respectively, in HFO
composition, to the initial state.

The second stage aims at determining the combustion products [12–15]. Therefore, is deter-
mined [16]:

• theoretical amount of oxygen required for combustion, Nm3/kg:

V0
O2 ¼ 1:867

C
100

þ 5:6
H
100

þ 0:7
Sc
100

� 0:7
O
100

(6)

• theoretical volume of dry air required for combustion, Nm3/kg:

V0
a ¼

1
0:21

1:867
C
100

þ 5:6
H
100

þ 0:7
Sc
100

� 0:7
O
100

� �
(7)

• theoretical volume of humid air needed for combustion, Nm3/kg:

V0
aum ¼ 1:0161V0

a (8)

• theoretical volume of triatomic gases, Nm3/kg:

V0
RO2 ¼ 1:867

Cþ 0:375Sc
100

(9)

• theoretical volume of diatomic gases, Nm3/kg:

V0
N2 ¼ 0:79V0

a þ 0:8
N
100

(10)

• theoretical volume of water vapor, Nm3/kg:

V0
H2O ¼ 0:112H þ 0:01244Wt þ 0:00161 � x � V0

a (11)

• theoretical volume of dry combustion gases, Nm3/kg:

V0
gu ¼ V0

RO2 þ V0
N2 (12)

• theoretical volume of the combustion gases, Nm3/kg:
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V0
ga ¼ V0

gu þ V0
H2O (13)

• real volume of the combustion gases, Nm3/kg:

Vga ¼ V0
ga þ λ� 1ð ÞV0

aum (14)

• actual flow of the combustion gases:

DgN ¼ Bech � Vg λð Þ (15)

Table 11 shows the calculation of the enthalpy of the combustion gases according to the
temperature and the coefficient of excess air.

The scheme for calculation of the combustion and the exit temperature of gases in the furnace
has been carried out using Matlab-Simulink software [12–15]. In Figure 1, the scheme for
combustion calculation is given.

Figure 2 shows the scheme for the determination of the equivalent fuel chemical composition.

The amount of particulate matter emitted is given by, [g/s]:

Mc ¼ 10 Aþ qm
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32700
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αcB (16)

and the ash concentration before the electrostatic precipitator, [mg/Nm3]:

cc ¼ Mc

DgN
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t [�C] Ig
0 Ia I0aum Ig = Ig
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1600 8392.33 382.4 5772.5 9912.7 11048.2

Table 11. Enthalpy-temperature—Coal-HFO mixture, qHFO = 6%.

Modernization and Development Scenarios of the Power Plants in the Present Energy Market Context
http://dx.doi.org/10.5772/intechopen.80887

29



where mc, mHFO is the mass participation of the coal and the HFO in the mixture, and Xi, XHFO

is the percentage participation of the element in the coal composition, respectively, in HFO
composition, to the initial state.

The second stage aims at determining the combustion products [12–15]. Therefore, is deter-
mined [16]:

• theoretical amount of oxygen required for combustion, Nm3/kg:

V0
O2 ¼ 1:867

C
100

þ 5:6
H
100

þ 0:7
Sc
100

� 0:7
O
100

(6)

• theoretical volume of dry air required for combustion, Nm3/kg:

V0
a ¼

1
0:21

1:867
C
100

þ 5:6
H
100

þ 0:7
Sc
100

� 0:7
O
100

� �
(7)

• theoretical volume of humid air needed for combustion, Nm3/kg:

V0
aum ¼ 1:0161V0

a (8)

• theoretical volume of triatomic gases, Nm3/kg:

V0
RO2 ¼ 1:867

Cþ 0:375Sc
100

(9)

• theoretical volume of diatomic gases, Nm3/kg:

V0
N2 ¼ 0:79V0

a þ 0:8
N
100

(10)

• theoretical volume of water vapor, Nm3/kg:

V0
H2O ¼ 0:112H þ 0:01244Wt þ 0:00161 � x � V0

a (11)

• theoretical volume of dry combustion gases, Nm3/kg:

V0
gu ¼ V0

RO2 þ V0
N2 (12)

• theoretical volume of the combustion gases, Nm3/kg:

Power Plants in the Industry28

V0
ga ¼ V0

gu þ V0
H2O (13)

• real volume of the combustion gases, Nm3/kg:

Vga ¼ V0
ga þ λ� 1ð ÞV0

aum (14)
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DgN ¼ Bech � Vg λð Þ (15)

Table 11 shows the calculation of the enthalpy of the combustion gases according to the
temperature and the coefficient of excess air.

The scheme for calculation of the combustion and the exit temperature of gases in the furnace
has been carried out using Matlab-Simulink software [12–15]. In Figure 1, the scheme for
combustion calculation is given.

Figure 2 shows the scheme for the determination of the equivalent fuel chemical composition.

The amount of particulate matter emitted is given by, [g/s]:

Mc ¼ 10 Aþ qm
Hi

32700

� �
αcB (16)

and the ash concentration before the electrostatic precipitator, [mg/Nm3]:

cc ¼ Mc

DgN
(17)

t [�C] Ig
0 Ia I0aum Ig = Ig

0 + Ia + (λ-1)I0aum

λf = 1.2 λf = 1.4

100 434.90 15.24 318.1 514.2 576.9

200 883.04 31.97 638.9 1041.8 1171.3

400 1815.93 69.11 1299.7 2143.9 2402.1

800 3845.12 148.3 2710.2 4541.7 5080.04

1000 4930.64 193.1 3456.8 5811.6 6501.6

1400 7203.18 312.7 4994.8 8506.2 9507.9

1600 8392.33 382.4 5772.5 9912.7 11048.2

Table 11. Enthalpy-temperature—Coal-HFO mixture, qHFO = 6%.

Modernization and Development Scenarios of the Power Plants in the Present Energy Market Context
http://dx.doi.org/10.5772/intechopen.80887

29



Figure 1. Scheme for determining the equivalent fuel chemical composition [12–15].
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The amount and concentration of CO2 are:

MCO2 ¼ 36:66 � C � B (18)

cCO2 ¼ MCO2

DgN
(19)

The concentration of SO2 before the desulphurization installation (with η = 0.94 in order to
respect the limit 400 mg/Nm3) is:

cSO2 ¼ MSO2

DgN
(20)

Figure 2. Scheme for the calculation of the combustion products [12–15].
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The amount and the concentration of NO2 are:

MNO2 ¼ B �Hi � kNO2 (21)

cNO2 ¼ MNO2

DgN
(22)

In order to lower the cNO2 value below the regulated one, a primary method of reducing the
concentration of NO2 may be used. For example: low excess air, reducing the preheating
temperature of the air, and low NOx burners. Environmental conditions imposed can only be
met by imposing minimum technical measures, whatever the scenario being analyzed.
Table 12 shows these measures, namely, efficiency of the electrostatic precipitator, efficiency
of the wet scrubber, primary method of NOx reduction, and reduction of the rate of excess air
upon exhaust (to approximately 1.4).

Comparing the four technical scenarios analyzed, it is noted that the most environmentally
friendly are in order: the development scenario with a 200 MW group and the continuity
scenario in the current scheme.

6. Result and discussion

The possible cessation of strategic customer activity will drastically reduce the plant’s opera-
tional efficiency and compromise further participation in its energy market, whatever the
scenario under consideration. The only ways to survive the power plant are:

• Administrative integration of the power plant with the mining units so that the lignite
price is less than 8 Euro/MWht. In Figure 3, one can see the tendency of variation in the
operational cost of energy (electrical + thermal) for the four scenarios, compared to the
continuity scenario characterized by the maintenance of the strategic client.

No Parameter A3-AM3 A5-AMD1 A7-AMD3 A11-AD3

1 Coal flow, t/h 263.66 422.39 447.98 274.03

2 HFO flow, t/h 4.00 5.69 6.10 4.45

3 Combustion gases flow, m3
N/h 1124.46 1677.38 1775.87 1084.02

4 Amount retained slag and ash, t/year 522,550 794,122 822,550 510,310

5 Amount CO2 produced, t/year 2,119,006 3,158,961 3,352,088 2,041,116

6 NOx reduction method primary primary primary primary

7 Needed limescale, t/year 105,000 159,000 167,144 101,020

8 Production of dry gypsum, t/year 141,011 220,191 224,998 137,200

9 Electrofilter efficiency, % 99.9 99.9 99.9 99.9

10 Wet scrubber efficiency, t/year 93 93 93 93

Table 12. Minimum technical measures require.
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The calculation was based on the situation, where the weight of the fuel of 8.5 Euro/MWht is
70% in the total expenses of the boiler plant. The lowest cost is given by the current scheme in
operation with the most important customer. The next scenario is the development with a
200 MW group.

• Conclusion of long-term electricity contracts at prices slightly above the market price.

• Efficiency of branch activity by increasing the share of fuel in electricity from 70 to 80–
85%.

• Finding an industrial steam consumer to replace the current one in the thermal balance of
the power plant.

• Increasing the thermal energy delivered in cogeneration by finding low-level heat con-
sumers (greenhouses); in this case, the operation of the plant can only be profitable in
seasonal mode (15 October–15 March).

7. Conclusions

The plant will only be able to operate on scenarios that use primary fuel, lignite. The choice of
one or the other of the existing solutions will be based solely on the analysis of the evolution of
the price of electricity utilization. If this parameter has an annual growth slope of more than
10%, projects involving the increase of installed power, A3-AM3, are preferred and should be
taken into account. However, if, in the coming years, there is a slower increase in the price of

Figure 3. Variation of the specific energy cost depending on the lignite price [10].
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electricity used, caution should be exercised when making a decision on new investments in
the increase of installed power.
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Abstract

This chapter presents technological innovations that support asset integrity manage-
ment—a crucial activity for optimising plant efficiency. In ageing thermal and geother-
mal power plants, critical assets such as steam piping are subject to high pressures and 
temperatures that accelerate damage mechanisms. Traditionally, the critical locations of 
these assets undergo routine inspection which is both costly and time consuming and 
affects the plant reliability and energy availability. There is an increasing trend in the 
application of non-destructive testing (NDT) and information technologies to in-service 
monitoring of these assets. The aim of this chapter is to provide a comprehensive over-
view of the state-of-the-art monitoring technologies for steamlines, with a focus on high 
temperature ultrasonic guided wave techniques. The enabling technologies, which 
include high temperature sensors, diagnostic data analysis algorithms and their moni-
toring performances, are reviewed. These technological advancements enable inspection 
without interruption of plant operations, and provide diagnosis and prognosis data for 
condition-based maintenance, increasing plant safety and its operational efficiency.

Keywords: thermal power plant, steamlines, non-destructive testing, ultrasonic guided 
waves, structural health monitoring, temperature compensation, monitoring data 
analysis, defect detection, optimised maintenance planning

1. Introduction

Thermal power plants (fossil fuel: coal, natural gas, oil; nuclear; and biomass) are critical to 
the global security of supply, accounting for 80% of global electricity [1], and provide flex-
ibility in capability and availability to meet increasing electricity demand. To remain com-
petitive in emerging utilities markets, the costs of power production need to be reduced. To 
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achieve this, utilities have two key objectives: to reduce capital costs by deferring replace-
ment and life extension of expensive components; and to reduce operating and maintenance 
(O&M) costs by optimising operations, inspection and maintenance procedures. The need for 
reduced CO2 emissions, improved plant efficiency and availability also drives harsher (high 
process temperatures and pressures) and cyclic duty schedules, resulting in accelerated and 
severe creep-fatigue damage. This demands increased attention on the critical components. 
However, reduction of O&M costs may promote fewer, shorter, substandard maintenance 
and inspection outages, thus placing the critical infrastructure at a greater risk of failure.

In recent years, there has been an increased emphasis on the development of damage progno-
sis systems that can inform the operators of a structure’s health and developing damage, and 
can provide an estimate of its remaining useful life. These systems have the potential to trans-
form maintenance procedures from schedule-driven to condition-based implementation, thus 
cutting the time for which the structures are offline, reducing life-cycle costs and decreasing 
labour requirements. Structural health monitoring (SHM) is an essential component of any 
damage prognosis system. It allows in-service monitoring of a structure for damage and pro-
vides information about any anomalies detected.

This chapter is devoted to high temperature pipelines (HTPs) which are critical components 
in a thermal power plant (TPP), providing connections between the feed water pumps, the 
boiler or heat exchanger and the turbine. Each plant has several kilometres of HTP carrying 
steam under extreme temperature and pressure conditions. At present, the majority of TPPs 
have an average operating age of over 30 years and HTP failure is listed among the major 
causes of ageing TPP outages. HTPs suffer continuous cyclic loading and extreme tempera-
ture and pressures, and are known to develop defects through a range of mechanisms—creep, 
fatigue [2], creep-fatigue [3] and thermal fatigue [4], and corrosion [5]. Root-cause analyses of 
super-heated boiler-tube failure [6] indicate thermal shock and differential thermal expansion 
are also responsible for defect development. High pH values for steam have been reported to 
cause stress corrosion cracking (SCC) in heat-affected zones (HAZs) [7].

Failure to detect such defects in HTPs have resulted in catastrophic failures (examples in 
Figure 1) every year or two, causing loss of life and widespread power cuts, with environ-
mental damage and negative financial consequences.

Figure 1. Crack appearance on the outer and inner walls of a furnace tube [7].
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High resolution non-destructive testing (NDT) technologies such as X-ray and ultrasonic 
testing (UT) are state-of-the-art for periodic inspection and can detect cracks and wall thick-
ness reduction. These techniques, however, present many challenges, such as over-heating 
equipment, personnel risks of heat exhaustion or burns, and the difficulty of accessing the 
pipe surfaces and are therefore only employed during planned maintenance outages. These 
traditional NDT techniques can provide only local condition information and thus require 
access to the pipe by, e.g., erection of kilometres of scaffolding and extensive lagging removal, 
which is expensive and time consuming. The guided wave testing (GWT) approach, on the 
other hand, provides a non-invasive remote solution with the ability to screen long lengths of 
pipe and provides 100% cross section area coverage from a single test point; it is also ideal for 
road crossings and buried pipes. GWT has been widely adopted by the Oil and Gas Industry 
and, until recently, this approach was used periodically for routine off-load inspections with 
re-deployable, detachable sensor systems. Repeated access to pipes for re-deployment, how-
ever, can be costly and time-consuming, and only possible for HTPs during outages. There 
are many current commercial systems (for example, see [8, 9]) used in the Oil & Gas Industry, 
but their operational temperature limits prevent their use on HTP.

This chapter first describes the underlining background of guided wave testing and its influ-
ence by temperature. Then recent developments on high temperature transducer design, 
coupling and data analytics relevant for the application will be discussed. The chapter can 
serve to provide guidelines for future developments of GWT-based SHM systems for HTP.

2. Background of ultrasonic guided wave technology

2.1. Ultrasonic wave theory

The term “ultrasound” refers to the propagation of mechanical stress waves in a medium at 
frequencies above 20 kHz, i.e. above the human audible range. Like any other wave, these 
waves have a velocity ( c ), wavelength    (  λ  ) and frequency ( f ) which are defined by Filipczynski 
[10] and related by Eq. (1).

  c = f𝜆𝜆  (1)

An infinite medium supports two possible wave modes: compression and shear. The particle 
displacement for these wave modes and the direction of propagation are shown in Figure 2.

Compression waves are made up of particles vibrating in the same direction as the propa-
gation of the wave. They can propagate in solids, liquids and gases. Shear (also known as 
transverse) waves vibrate perpendicular to the direction of propagation and can exist only in 
materials with shear “stiffness” (solids and viscous liquids). Compression and shear waves 
travel at different velocities but are constant in most materials at a constant temperature. The 
propagation velocities of compression waves (  c  

c
   ) and shear waves (  c  

s
   ) are related to the mate-

rial’s density ( ρ ), Poisson ratio ( μ ) and Young’s modulus (E) or the modulus of rigidity (G) by 
Eq. (2, 3).
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achieve this, utilities have two key objectives: to reduce capital costs by deferring replace-
ment and life extension of expensive components; and to reduce operating and maintenance 
(O&M) costs by optimising operations, inspection and maintenance procedures. The need for 
reduced CO2 emissions, improved plant efficiency and availability also drives harsher (high 
process temperatures and pressures) and cyclic duty schedules, resulting in accelerated and 
severe creep-fatigue damage. This demands increased attention on the critical components. 
However, reduction of O&M costs may promote fewer, shorter, substandard maintenance 
and inspection outages, thus placing the critical infrastructure at a greater risk of failure.

In recent years, there has been an increased emphasis on the development of damage progno-
sis systems that can inform the operators of a structure’s health and developing damage, and 
can provide an estimate of its remaining useful life. These systems have the potential to trans-
form maintenance procedures from schedule-driven to condition-based implementation, thus 
cutting the time for which the structures are offline, reducing life-cycle costs and decreasing 
labour requirements. Structural health monitoring (SHM) is an essential component of any 
damage prognosis system. It allows in-service monitoring of a structure for damage and pro-
vides information about any anomalies detected.

This chapter is devoted to high temperature pipelines (HTPs) which are critical components 
in a thermal power plant (TPP), providing connections between the feed water pumps, the 
boiler or heat exchanger and the turbine. Each plant has several kilometres of HTP carrying 
steam under extreme temperature and pressure conditions. At present, the majority of TPPs 
have an average operating age of over 30 years and HTP failure is listed among the major 
causes of ageing TPP outages. HTPs suffer continuous cyclic loading and extreme tempera-
ture and pressures, and are known to develop defects through a range of mechanisms—creep, 
fatigue [2], creep-fatigue [3] and thermal fatigue [4], and corrosion [5]. Root-cause analyses of 
super-heated boiler-tube failure [6] indicate thermal shock and differential thermal expansion 
are also responsible for defect development. High pH values for steam have been reported to 
cause stress corrosion cracking (SCC) in heat-affected zones (HAZs) [7].

Failure to detect such defects in HTPs have resulted in catastrophic failures (examples in 
Figure 1) every year or two, causing loss of life and widespread power cuts, with environ-
mental damage and negative financial consequences.

Figure 1. Crack appearance on the outer and inner walls of a furnace tube [7].
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High resolution non-destructive testing (NDT) technologies such as X-ray and ultrasonic 
testing (UT) are state-of-the-art for periodic inspection and can detect cracks and wall thick-
ness reduction. These techniques, however, present many challenges, such as over-heating 
equipment, personnel risks of heat exhaustion or burns, and the difficulty of accessing the 
pipe surfaces and are therefore only employed during planned maintenance outages. These 
traditional NDT techniques can provide only local condition information and thus require 
access to the pipe by, e.g., erection of kilometres of scaffolding and extensive lagging removal, 
which is expensive and time consuming. The guided wave testing (GWT) approach, on the 
other hand, provides a non-invasive remote solution with the ability to screen long lengths of 
pipe and provides 100% cross section area coverage from a single test point; it is also ideal for 
road crossings and buried pipes. GWT has been widely adopted by the Oil and Gas Industry 
and, until recently, this approach was used periodically for routine off-load inspections with 
re-deployable, detachable sensor systems. Repeated access to pipes for re-deployment, how-
ever, can be costly and time-consuming, and only possible for HTPs during outages. There 
are many current commercial systems (for example, see [8, 9]) used in the Oil & Gas Industry, 
but their operational temperature limits prevent their use on HTP.

This chapter first describes the underlining background of guided wave testing and its influ-
ence by temperature. Then recent developments on high temperature transducer design, 
coupling and data analytics relevant for the application will be discussed. The chapter can 
serve to provide guidelines for future developments of GWT-based SHM systems for HTP.
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2.1. Ultrasonic wave theory

The term “ultrasound” refers to the propagation of mechanical stress waves in a medium at 
frequencies above 20 kHz, i.e. above the human audible range. Like any other wave, these 
waves have a velocity ( c ), wavelength    (  λ  ) and frequency ( f ) which are defined by Filipczynski 
[10] and related by Eq. (1).

  c = f𝜆𝜆  (1)

An infinite medium supports two possible wave modes: compression and shear. The particle 
displacement for these wave modes and the direction of propagation are shown in Figure 2.

Compression waves are made up of particles vibrating in the same direction as the propa-
gation of the wave. They can propagate in solids, liquids and gases. Shear (also known as 
transverse) waves vibrate perpendicular to the direction of propagation and can exist only in 
materials with shear “stiffness” (solids and viscous liquids). Compression and shear waves 
travel at different velocities but are constant in most materials at a constant temperature. The 
propagation velocities of compression waves (  c  
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rial’s density ( ρ ), Poisson ratio ( μ ) and Young’s modulus (E) or the modulus of rigidity (G) by 
Eq. (2, 3).

Pipeline Health Monitoring to Optimise Plant Efficiency
http://dx.doi.org/10.5772/intechopen.80844

39



   C  c   =  √ 
___________

    
E (1 − μ) 

 __________  ρ (1 + μ)  (1 − 2μ)       (2)

   C  s   =  √ 
_______

   E ______ 2ρ (1 + μ)      =  √ 
__

   G __ ρ      (3)

Acoustic impedance (Z) is used to calculate the reflection and transmission coefficients 
between two media and is defined as the product of wave velocity (c) and material density ( ρ ).

  Z = 𝜌𝜌c  (4)

Transmission through a finite layer is dependent on the layer’s thickness, acoustic impedance 
and the frequency of the wave. Layers can be acoustically transparent when their thickness 
is equal to an integral multiple of half wavelengths; due to the formation of standing waves 
within the layer. This holds when the incident wave is perpendicular to the surface. When the 
wavelength is much larger than the thickness of the layer, both sides of the layer are approxi-
mately in phase so the layer is effectively transparent and these bulk waves travel through a 
material unaffected by boundaries. Waves that travel along the layers instead of through them 
are called ultrasonic guided waves (UGW).

Other wave modes such as Rayleigh waves [11] occur due to object boundaries. Rayleigh 
waves have an elliptical vibration with the major axis of vibration perpendicular to the direc-
tion of propagation. These surface waves exist in a half-space, a surface backed by a semi-
infinite volume, and can penetrate to a 1.5 λ  depth below the surface. In contrast, Lamb waves 
fill the entire volume, provided its thickness is less than 2 λ . These were first analysed on plates 
by Horace Lamb [12] and can be considered as Rayleigh waves bounded by two parallel 
edges. The fundamental theory of Lamb waves and a review of their applications for long-
range inspection of different structures have been reviewed [13].

Figure 2. Illustration of particle motion in the two bulk wave modes: longitudinal and shear.
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Just as with plates, hollow tubes have a thin cross section and are bounded by two surfaces. 
Guided waves in hollow cylinders and thin walled tubes have thus been explored [14] and 
are also termed Lamb waves. Lamb wave theory assumes an infinite rectangular plate as the 
medium, but in a hollow cylinder, the circumferential curvature results in a continuous (peri-
odic) boundary condition in distinction to a plate’s infinite edge. Therefore the propagation 
of Lamb waves in tubes is more complex and exists in more numerous modes in tubes than in 
plates. These will be described in the next section.

2.2. Guided waves in pipes

Guided wave propagation in cylindrical structures has been thoroughly investigated by Gazis 
and Zemanek [15, 16] who showed the presence of three basic families based on their dis-
placement patterns: Axially symmetric wave modes—longitudinal (L) and torsional (T); and 
non-axially symmetric—flexural (F) modes, as illustrated in Figure 3.

Looking along the pipe from one end, the L wave mode can be visualised as a travelling bulge, 
the F wave as a flexing of the pipe in any number of directions and the T wave as a twisting 
of the pipe. The wave modes’ designations defined by Meitzler [17] include two numbers, for 
example, T(0, 1), where the first number is the circumferential wavenumber (also known as 
the order) and the second number denotes the sequential mode. If the order is zero the wave 
is axially symmetric and the displacement pattern does not vary around the circumference. 
All torsional and longitudinal wave modes are axially symmetric. If the order is higher than 
zero, the wave is non-axially symmetric and must be flexural.

The guided wave particle displacement, u (and particle velocity) is a function of frequency, 
material thickness and the diameter of the pipe with the following relation in Eq. (5) [18].

  u = A  e   i (kz+  n θ ________ 2 π  −ω t)    (5)

where  A  is a constant, k is the wavenumber along the axis of the pipe, z is the distance along 
the pipe, n is the wavenumber around the circumference of the pipe and  θ  is the angle around 

Figure 3. Representation of (a) longitudinal, L (b) torsional, T and (c) flexural, F wave modes in pipes.

Pipeline Health Monitoring to Optimise Plant Efficiency
http://dx.doi.org/10.5772/intechopen.80844

41



   C  c   =  √ 
___________

    
E (1 − μ) 

 __________  ρ (1 + μ)  (1 − 2μ)       (2)

   C  s   =  √ 
_______

   E ______ 2ρ (1 + μ)      =  √ 
__

   G __ ρ      (3)

Acoustic impedance (Z) is used to calculate the reflection and transmission coefficients 
between two media and is defined as the product of wave velocity (c) and material density ( ρ ).

  Z = 𝜌𝜌c  (4)

Transmission through a finite layer is dependent on the layer’s thickness, acoustic impedance 
and the frequency of the wave. Layers can be acoustically transparent when their thickness 
is equal to an integral multiple of half wavelengths; due to the formation of standing waves 
within the layer. This holds when the incident wave is perpendicular to the surface. When the 
wavelength is much larger than the thickness of the layer, both sides of the layer are approxi-
mately in phase so the layer is effectively transparent and these bulk waves travel through a 
material unaffected by boundaries. Waves that travel along the layers instead of through them 
are called ultrasonic guided waves (UGW).
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infinite volume, and can penetrate to a 1.5 λ  depth below the surface. In contrast, Lamb waves 
fill the entire volume, provided its thickness is less than 2 λ . These were first analysed on plates 
by Horace Lamb [12] and can be considered as Rayleigh waves bounded by two parallel 
edges. The fundamental theory of Lamb waves and a review of their applications for long-
range inspection of different structures have been reviewed [13].
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Just as with plates, hollow tubes have a thin cross section and are bounded by two surfaces. 
Guided waves in hollow cylinders and thin walled tubes have thus been explored [14] and 
are also termed Lamb waves. Lamb wave theory assumes an infinite rectangular plate as the 
medium, but in a hollow cylinder, the circumferential curvature results in a continuous (peri-
odic) boundary condition in distinction to a plate’s infinite edge. Therefore the propagation 
of Lamb waves in tubes is more complex and exists in more numerous modes in tubes than in 
plates. These will be described in the next section.

2.2. Guided waves in pipes

Guided wave propagation in cylindrical structures has been thoroughly investigated by Gazis 
and Zemanek [15, 16] who showed the presence of three basic families based on their dis-
placement patterns: Axially symmetric wave modes—longitudinal (L) and torsional (T); and 
non-axially symmetric—flexural (F) modes, as illustrated in Figure 3.

Looking along the pipe from one end, the L wave mode can be visualised as a travelling bulge, 
the F wave as a flexing of the pipe in any number of directions and the T wave as a twisting 
of the pipe. The wave modes’ designations defined by Meitzler [17] include two numbers, for 
example, T(0, 1), where the first number is the circumferential wavenumber (also known as 
the order) and the second number denotes the sequential mode. If the order is zero the wave 
is axially symmetric and the displacement pattern does not vary around the circumference. 
All torsional and longitudinal wave modes are axially symmetric. If the order is higher than 
zero, the wave is non-axially symmetric and must be flexural.

The guided wave particle displacement, u (and particle velocity) is a function of frequency, 
material thickness and the diameter of the pipe with the following relation in Eq. (5) [18].

  u = A  e   i (kz+  n θ ________ 2 π  −ω t)    (5)

where  A  is a constant, k is the wavenumber along the axis of the pipe, z is the distance along 
the pipe, n is the wavenumber around the circumference of the pipe and  θ  is the angle around 

Figure 3. Representation of (a) longitudinal, L (b) torsional, T and (c) flexural, F wave modes in pipes.
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the circumference as defined in Figure 3. There are a number of wave modes present at any 
given frequency. These wave modes can also be described mathematically by the character-
istic equation, Eq. (5). The solution of the characteristic equation then provides dispersion 
curves which are used to illustrate the variation in the wave’s phase velocity (  v  

p
   ) and group 

velocity (  v  
g
   ) over a range of frequencies for each wave mode. Commercial software such as 

DISPERSE [19] and GUIGUW [20] solve the characteristic equation through iterative compu-
tation to generate dispersion curves for multilayer structures.

The group velocity dispersion curve of a 6 inch Schedule 40 steel pipe (Figure 4) shows that 
more than 50 wave modes exist below 100 kHz. For non-dispersive wave modes in a particu-
lar frequency range, the phase velocity dispersion curve will be flat with   v  

p
    close to   v  

g
    [21]. In 

contrast, dispersive wave modes spread in space over time as they have frequency-dependent 
velocities and different   v  

p
    and   v  

g
   . Non-dispersive signals are preferred for ultrasonic testing 

as dispersion complicates the analysis of signals for flight measurement [22] and reduces the 
signal to noise ratio. In Figure 4, the highlighted fundamental torsional T(0,1) and longitudi-
nal L(0,2) modes are non-dispersive in the frequency range of interest for UGW. These wave 
modes have been implemented for GWT technique, which will be described now.

2.3. Pipeline inspection using guided wave testing

In conventional UT, high frequency ultrasound is used to measure wall thickness examining 
the volume of material directly under the test probe location. In contrast, in GWT, an ultrasonic 
pulse is transmitted along the pipelines via a pulse-echo system (Figure 5) which comprises of 
a pulser-receiver, a laptop PC to control the test and an array of transducers designed to trans-
mit the desired wave mode. Guided waves within pipelines at lower frequencies possess low 
attenuation and can propagate long distances (tens of meters in each direction). A proportion 

Figure 4. Group velocity dispersion curves for a 6” schedule 40 steel pipe [23].
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of the energy contained in the propagating wave front will be reflected back to the tool when 
an acoustic impedance change occurs due to the presence of a feature or discontinuity in the 
pipe. It can provide 100% coverage of the cross section of the pipe; detecting and locating both 
internal and external defects without disrupting operation.

This technology enables rapid screening of long lengths of pipes and is also commonly known 
as long range ultrasonic testing (LRUT). The definitions and standards for LRUT instrumenta-
tion, data collection and analysis have been set in the International Standard ISO 18211:2016 
“Nondestructive testing—Long-range inspection of above-ground pipelines and plant piping 
using guided wave testing with axial propagation” [24].

Initial field trials of this technique were carried out in the mid-1990s [26] where a dry coupled 
transducer system [27] was used to excite L(0,m) mode and propagation distances approach-
ing 50 m were reported. The same research group began to refine previous findings through 
their development of a shear transducer and details on responses from a variety of discon-
tinuities found in industrial pipework were reported [28]. This led to the development of 
several commercial GWT systems [8, 9] which were widely adopted by the Oil and Gas 
Industry for periodic off-load inspections and have shown reliable defect detection capability 
for (reducing) defects that remove around 3–9% of the pipe cross section area.

2.3.1. Guided wave mode selection

Dispersion and multiple guided wave modes are the main problems for GWT [29] and excita-
tion of single and non-dispersive wave mode is of practical importance [30] to obtain signals 
that can be reliably interpreted. The selection of guided wave mode and frequency for GWT 
depends on properties of the system under inspection (dispersion, attenuation, and sensitiv-
ity) and on the transduction system (excitability, detectability and selectivity). Based on these 
properties, a procedure for identification of suitable modes for a particular inspection task 
was proposed by Wilcox [31]. T(0,1) and L(0,2) modes are the most attractive modes for GWT 

Figure 5. Schematic of guided wave pipe inspection and monitoring system [25].
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of the energy contained in the propagating wave front will be reflected back to the tool when 
an acoustic impedance change occurs due to the presence of a feature or discontinuity in the 
pipe. It can provide 100% coverage of the cross section of the pipe; detecting and locating both 
internal and external defects without disrupting operation.

This technology enables rapid screening of long lengths of pipes and is also commonly known 
as long range ultrasonic testing (LRUT). The definitions and standards for LRUT instrumenta-
tion, data collection and analysis have been set in the International Standard ISO 18211:2016 
“Nondestructive testing—Long-range inspection of above-ground pipelines and plant piping 
using guided wave testing with axial propagation” [24].

Initial field trials of this technique were carried out in the mid-1990s [26] where a dry coupled 
transducer system [27] was used to excite L(0,m) mode and propagation distances approach-
ing 50 m were reported. The same research group began to refine previous findings through 
their development of a shear transducer and details on responses from a variety of discon-
tinuities found in industrial pipework were reported [28]. This led to the development of 
several commercial GWT systems [8, 9] which were widely adopted by the Oil and Gas 
Industry for periodic off-load inspections and have shown reliable defect detection capability 
for (reducing) defects that remove around 3–9% of the pipe cross section area.

2.3.1. Guided wave mode selection

Dispersion and multiple guided wave modes are the main problems for GWT [29] and excita-
tion of single and non-dispersive wave mode is of practical importance [30] to obtain signals 
that can be reliably interpreted. The selection of guided wave mode and frequency for GWT 
depends on properties of the system under inspection (dispersion, attenuation, and sensitiv-
ity) and on the transduction system (excitability, detectability and selectivity). Based on these 
properties, a procedure for identification of suitable modes for a particular inspection task 
was proposed by Wilcox [31]. T(0,1) and L(0,2) modes are the most attractive modes for GWT 

Figure 5. Schematic of guided wave pipe inspection and monitoring system [25].
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as they are non-dispersive and their mode shape has uniform stress over the whole cross sec-
tion of the pipe providing 100% coverage.

In GWT, the sensitivity is a function of the signal-to-coherent-noise ratio where the coherent 
noise is caused by excitation of unwanted modes. It is therefore essential to design the trans-
ducer system to excite only the chosen mode. Longitudinal modes may provide ~2.5 times 
more flaw sensitivity compared to torsional modes [32] but complex signal processing is 
required due to their dispersive nature. In practice, the torsional mode is more commonly 
used as it is non-dispersive in the entire frequency range, it does not get influenced by fluid 
in the pipe unlike longitudinal modes (due to their radial displacement) and is also easier to 
excite in pure form, which will be described in the next section.

2.3.2. Guided wave excitation

There are several transduction technologies for generation and detection of UGW includ-
ing electromagnetic acoustic transducers (EMATs) [33], piezocomposite transducers, mag-
netostrictive devices [34], lasers and the most commercially used piezoelectric transducers. 
A transducer can excite all the modes that exist within its frequency bandwidth. This can 
complicate signals and make their interpretation difficult.

Initial development of a piezoelectric transducer system for GWT of pipes [26] reported the 
use of two circumferential rings of dry coupled shear transducer [27] to obtain unidirectional 
propagation of L(0,2) mode. The directionality is achieved with the application of time delays 
and phase manipulation between the rings. However, the second axially symmetric L(0,1) 
mode is also excited by the two-ring system and can make interpretation of the results less 
reliable. Additional rings of transducers can be implemented to supress the L(0,1) mode but 
this adds to the cost of the system, especially for larger diameter pipes. Longitudinal modes 
are also affected by the fluid in the pipe because of their radial displacement.

The T(0,1) mode, on the other hand, is the only axially symmetric torsional mode in the fre-
quency range of interest. So only two rings of transducers are required to obtain single mode 
and unidirectional excitation. Torsional forcing can be achieved by simply rotating the shear 
transducer used for the L(0,2) mode by 90° to apply the force in the circumferential direc-
tion rather than axially. A transducer array with an even circumferential spacing between 
transducers generates signals with high-level mode purity. To cancel the propagation of non-
axisymmetric Flexural modes, the number of transducers in the ring should be greater than 
the highest order of flexural mode present in the chosen frequency range [35].

In terms of excitation input, narrow band signals are generally used, such as several cycles 
of sine wave modulated with a window function (e.g. Hanning). They provide good signal 
strength and avoid dispersion while propagating long distances. The choice of central fre-
quency for this excitation is based on the desired mode which should have low dispersion 
over this narrow band so that all frequencies will travel at the same velocity, minimising 
errors introduced by dispersion. By exciting all transducers in a ring equally and concur-
rently, an axially symmetric mode is launched.
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2.3.3. Guided wave propagation and reflections

When an axisymmetric mode (T or L) is incident on an axisymmetric feature such as a flange, 
uniform weld or a square end, axisymmetric modes are reflected. But in the presence of non-
axisymmetric features such as corrosion, a non-axisymmetric wave will be reflected back to 
the transducer rings. A number of studies have explored the interaction of UGW modes with 
defects [35] and features in pipes such as flanges and pipe supports [28]. For the L(0,2) mode the 
reflection from defects has been evaluated as a function of defect depth, axial and circumferen-
tial extent and of excitation frequency [36]. Likewise the interaction of the T(0,1) mode with pipe 
defects [37] such as cracks and notches [38] and holes [39]. The presence and axial locations of 
defects can thus be determined by analysing these reflections and their time of arrival.

2.4. Pipeline monitoring system requirements

SHM using GWT has found a variety of practical applications on the rail, ship hull, aircraft and 
containment structures [40] and the requirement for continuously assessing the integrity of criti-
cal pipelines has fostered activities to develop their monitoring systems. A state-of-the-art review 
of pipe monitoring technologies can be found in [41] but these are not targeted for HTP. There 
are pipe monitoring solutions for HTP offered by Ionix [42] and Permasense [43] used for wall 
thickness monitoring but can only provide local coverage at the installed location. To enable 
long range inspection using GWT for SHM of pipelines, there is a requirement for permanently 
installed transducers to repeatedly transmit excitation signals and receive responses which are 
then analysed for early detection of defects to ensure the integrity of the pipeline. The system 
should be reliable throughout prolonged exposure to variable environmental and operational 
conditions. A monitoring solution based on GWT-gPIMS [44] is offered by Guided Ultrasonic 
Ltd. and its stability and defect detection capabilities have been demonstrated [45]. This is how-
ever limited to operate at temperatures below 90°C and hence not applicable for HTPs. The fol-
lowing sections review HT transducer designs and the data analysis for temperature corrections 
that can enable the application to HTPs.

3. High temperature guided wave transducers

3.1. Piezoelectric transducer design

Piezoelectric sensing is the most promising technique due to its high-temperature stability and 
reliability, and its cost-effectiveness with simple and light-weight construction [46]. Piezoelectric 
transducers are constructed using five main components: a face plate, a piezoelectric element, 
backing/damping block, casing and electrical connections, as illustrated in Figure 6.

The electrical connection allows the transfer of an electrical pulse to and from the piezoelectric 
element. The live connection is generally made with a lead, and earthing is effected via the cas-
ing. The casing also provides mechanical support for the whole transducer as well as electrical 
shielding for the piezoelectric element. The damping or backing block damps the vibration 
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as they are non-dispersive and their mode shape has uniform stress over the whole cross sec-
tion of the pipe providing 100% coverage.

In GWT, the sensitivity is a function of the signal-to-coherent-noise ratio where the coherent 
noise is caused by excitation of unwanted modes. It is therefore essential to design the trans-
ducer system to excite only the chosen mode. Longitudinal modes may provide ~2.5 times 
more flaw sensitivity compared to torsional modes [32] but complex signal processing is 
required due to their dispersive nature. In practice, the torsional mode is more commonly 
used as it is non-dispersive in the entire frequency range, it does not get influenced by fluid 
in the pipe unlike longitudinal modes (due to their radial displacement) and is also easier to 
excite in pure form, which will be described in the next section.

2.3.2. Guided wave excitation

There are several transduction technologies for generation and detection of UGW includ-
ing electromagnetic acoustic transducers (EMATs) [33], piezocomposite transducers, mag-
netostrictive devices [34], lasers and the most commercially used piezoelectric transducers. 
A transducer can excite all the modes that exist within its frequency bandwidth. This can 
complicate signals and make their interpretation difficult.

Initial development of a piezoelectric transducer system for GWT of pipes [26] reported the 
use of two circumferential rings of dry coupled shear transducer [27] to obtain unidirectional 
propagation of L(0,2) mode. The directionality is achieved with the application of time delays 
and phase manipulation between the rings. However, the second axially symmetric L(0,1) 
mode is also excited by the two-ring system and can make interpretation of the results less 
reliable. Additional rings of transducers can be implemented to supress the L(0,1) mode but 
this adds to the cost of the system, especially for larger diameter pipes. Longitudinal modes 
are also affected by the fluid in the pipe because of their radial displacement.

The T(0,1) mode, on the other hand, is the only axially symmetric torsional mode in the fre-
quency range of interest. So only two rings of transducers are required to obtain single mode 
and unidirectional excitation. Torsional forcing can be achieved by simply rotating the shear 
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tion rather than axially. A transducer array with an even circumferential spacing between 
transducers generates signals with high-level mode purity. To cancel the propagation of non-
axisymmetric Flexural modes, the number of transducers in the ring should be greater than 
the highest order of flexural mode present in the chosen frequency range [35].

In terms of excitation input, narrow band signals are generally used, such as several cycles 
of sine wave modulated with a window function (e.g. Hanning). They provide good signal 
strength and avoid dispersion while propagating long distances. The choice of central fre-
quency for this excitation is based on the desired mode which should have low dispersion 
over this narrow band so that all frequencies will travel at the same velocity, minimising 
errors introduced by dispersion. By exciting all transducers in a ring equally and concur-
rently, an axially symmetric mode is launched.
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2.3.3. Guided wave propagation and reflections

When an axisymmetric mode (T or L) is incident on an axisymmetric feature such as a flange, 
uniform weld or a square end, axisymmetric modes are reflected. But in the presence of non-
axisymmetric features such as corrosion, a non-axisymmetric wave will be reflected back to 
the transducer rings. A number of studies have explored the interaction of UGW modes with 
defects [35] and features in pipes such as flanges and pipe supports [28]. For the L(0,2) mode the 
reflection from defects has been evaluated as a function of defect depth, axial and circumferen-
tial extent and of excitation frequency [36]. Likewise the interaction of the T(0,1) mode with pipe 
defects [37] such as cracks and notches [38] and holes [39]. The presence and axial locations of 
defects can thus be determined by analysing these reflections and their time of arrival.

2.4. Pipeline monitoring system requirements

SHM using GWT has found a variety of practical applications on the rail, ship hull, aircraft and 
containment structures [40] and the requirement for continuously assessing the integrity of criti-
cal pipelines has fostered activities to develop their monitoring systems. A state-of-the-art review 
of pipe monitoring technologies can be found in [41] but these are not targeted for HTP. There 
are pipe monitoring solutions for HTP offered by Ionix [42] and Permasense [43] used for wall 
thickness monitoring but can only provide local coverage at the installed location. To enable 
long range inspection using GWT for SHM of pipelines, there is a requirement for permanently 
installed transducers to repeatedly transmit excitation signals and receive responses which are 
then analysed for early detection of defects to ensure the integrity of the pipeline. The system 
should be reliable throughout prolonged exposure to variable environmental and operational 
conditions. A monitoring solution based on GWT-gPIMS [44] is offered by Guided Ultrasonic 
Ltd. and its stability and defect detection capabilities have been demonstrated [45]. This is how-
ever limited to operate at temperatures below 90°C and hence not applicable for HTPs. The fol-
lowing sections review HT transducer designs and the data analysis for temperature corrections 
that can enable the application to HTPs.

3. High temperature guided wave transducers

3.1. Piezoelectric transducer design

Piezoelectric sensing is the most promising technique due to its high-temperature stability and 
reliability, and its cost-effectiveness with simple and light-weight construction [46]. Piezoelectric 
transducers are constructed using five main components: a face plate, a piezoelectric element, 
backing/damping block, casing and electrical connections, as illustrated in Figure 6.

The electrical connection allows the transfer of an electrical pulse to and from the piezoelectric 
element. The live connection is generally made with a lead, and earthing is effected via the cas-
ing. The casing also provides mechanical support for the whole transducer as well as electrical 
shielding for the piezoelectric element. The damping or backing block damps the vibration 
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Figure 7. Sketch of a piezoelectric transducer frequency response of a narrow-band (red) and a broadband transducer 
(blue) (left) and the highlighted region (right) shows the usable region for UGW.

of the piezoelectric element after the excitation pulse has been transmitted. The piezoelectric 
element generates the mechanical signal from an electrical input—or, conversely, an electrical 
signal from a mechanical input—enabling transmission and reception of ultrasonic signals, 
respectively. The face-plate protects the fragile piezoelectric element.

In order to properly design a piezoelectric transducer the following factors must be addressed: 
(a) all wave modes apart from the one being used for inspection must be suppressed; (b) fre-
quency response should be linear (Figure 7) in the region of operation (otherwise neighbour-
ing resonant frequencies may give rise to mode coupling, frequency jumps and performance 
dips); and (c) the transducer efficiency must be high.

The major challenge for ultrasonic testing at high temperature is to develop transducers 
that can operate at the target temperatures whilst providing suitable coupling between the 
transducer and the target material, and provide long term stable performance at the target 
temperature. This application requires careful selection of materials as presented below.

3.2. High temperature piezoelectric materials

The electromechanical properties that characterise piezoelectric materials are described by a 
number of interrelated coefficients standardised by the IEEE [47]. These coefficients include 

Figure 6. Construction of a generic piezoelectric transducer.
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piezoelectric, dielectric and elastic material properties. High temperature piezoelectric mate-
rials are being developed for SHM and NDE of the new generation turbines and critical 
structures in more efficient nuclear/electrical power plants. The temperature limitation of the 
piezoelectric materials is governed by increased conductivity and mechanical attenuation and 
variation of the piezoelectric properties with temperature.

There are a number of high temperature materials commercially available and others under 
development. These are of two types: ferroelectric polycrystalline (such as barium titanate—
BaTiO3 and lead zirconate titanate—PZT) and single crystals (such as Quartz—SiO2 and 
Lithium Niobate—LiNbO3). The single crystals have high electrical resistivity and low losses, 
they avoid domain-related ageing behaviour and have an excellent thermal stability. Various 
piezoelectric materials have been researched for high temperature applications, including 
quartz, gallium phosphate (GaPO4), langasite (La3Ga5SiO14), and aluminium nitride (AlN). 
Each of these materials has unique advantages and drawbacks for use in HTPE transducers 
and a detailed review of these materials with their properties can be found in [48–50].

A useful guide for the selection of the appropriate piezoelectric material is its figure-of-
merit (FOM) depending on the specific application [51]. The FOM for a high temperature 
transducer is the product of piezoelectric charge and voltage coefficients (dij × gij), where a 
higher value gives a higher electromechanical coupling defining the ratio of stored electrical 
energy to applied mechanical energy, and vice versa. Phase transitions are also an important 
consideration for material selection, as, beyond specific temperatures, the ferroelectric mate-
rial may transform from its ferroelectric phase to a high symmetry non-ferroelectric phase. 
The transition temperature is also referred to as the Curie temperature (Tc) and above this 
temperature, the material is permanently depolarized and no longer piezoelectric. For high 
temperature monitoring applications, it is not recommended to use ferroelectric materials 
at temperatures exceeding 0.5Tc [52] in order to minimise thermal ageing and property deg-
radation. Figure 8 shows the FOM of selected piezoelectric materials for high temperature 
shear transducer.

Figure 8. High temperature piezoelectric materials and their maximum operating temperature and electromechanical 
coupling factor in the thickness mode.
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To apply the electric field and to obtain the generated charge signal in the piezoelectric mate-
rial, thin film electrodes (~100 nm) are commonly applied. Many metallic, metallic alloys and 
conductive ceramic electrodes have been researched for high temperature applications. The 
most popular is a platinum thin film electrode (recommended for T < 650°C) with persisting 
excellent electrical properties, high melting point and resistance to oxidation. Other thin film 
electrodes for operation at temperatures up to 850°C have been summarised in [53]. The shape 
of the electrode can also influence the behaviour or mode of vibration as shown in a previous 
study [54], so FEA modelling is often necessary to achieve the desired displacement patterns.

3.3. High temperature transducer backing

In contrast to bulk resonant transducers which have relatively low internal damping making 
them very good for producing resonant transducers, piezoelectric materials must be damped 
heavily to produce broadband, guided-wave transducers.

3.4. Transducer assembly for high temperatures

To assemble the transducer the components in Section 3.1 must be bonded together. There are 
limitations on how this can be done without damaging the parts—particularly the piezoelec-
tric material. The temperature required for bonding must not be high enough to cause melting 
and must be below half of the piezoelectric material’s Curie temperature. The bond must 
also remain strong at the operating temperature of the device, as the transducer assembly 
can suffer permanent damage at high temperatures caused by excessive differential thermal 
expansion. The pressure used in the bonding process is another key parameter—at too high 
a pressure there could be damage to the parts. A crack on one part will cause diffraction of 
the acoustic waves which could seriously affect the performance of the transducer. The bond 
must also be elastic in order to be able to change shape as the piezoelectric deforms, and as 
the other parts of the transducer expand or contract due to changes in temperature. Common 
methods of bonding include the use of high temperature epoxy, which is a thermosetting 
polymer used as a glue. Also, glass solder can be used up to 500°C, after which it reacts 
chemically with other components. Other methods include regular soldering, diffusion bond-
ing, ultrasonic welding, cementing, sol–gel and vacuum brazing. A comprehensive review of 
these bonding techniques and designs of ultrasonic transducers for high temperature can be 
found in [48].

3.5. Transducer coupling mechanism

The mechanical wave generated within the piezoelectric element has to be coupled into the 
object to be inspected. There are three different methods of acoustic coupling at high tem-
peratures: dry-coupling (with a high pressure); fluid coupling; and solid coupling. For high 
frequency UT, the ultrasound propagates through the transducer’s face plate to the object 
through a couplant, generally a gel but an elastomer or water can also be used. However, 
for UGW shear wave transducers, a coupling with a high modulus of rigidity must be used, 
which is commonly achieved by dry-coupling. The piezoelectric transducers may be attached 
to the pipe using adhesives. The effect of adhesive on the ultrasonic vibrations has been 
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investigated through parametric studies on bonding layer properties such as adhesive thick-
ness and shear modulus [55]. Improperly prepared bonding layers with uneven distribution 
of adhesives under the transducer can significantly reduce the performance of the transducer. 
Two methods—electromechanical impedance characterisation and time-domain terahertz 
spectroscopy [56]—have been previously used to assess the quality of these adhesive bond.

4. Guided wave monitoring data analysis

Once the SHM system is installed on the pipe, regular inspection data is recorded into a moni-
toring database. The collected UGW data is then processed to provide information regarding 
the presence of a defect and information regarding its type, location and severity. The perfor-
mance of defect detection techniques relies on the hypothesis that the recorded signal remains 
stable if no defect is present. The UGW data is, however, susceptible to changes in environ-
mental and operational conditions (EOCs) such as temperature, humidity, pressure, vibra-
tion, flow, etc., influencing the electronic devices, transducer time behaviour and even the 
structure itself. Of the EOCs, temperature has been shown to be the dominant effect on UGW, 
often masking the real damage information. This can lead to false diagnostics and prognostics 
and therefore to ensure the reliability of the SHM system, the data should be corrected for any 
temperature induced variations. In the following sections, the effect of temperature on the 
UGW signals will be described and different data correction methodologies are discussed. 
Thereafter, approaches for defect detection from the corrected data are presented.

4.1. Effect of temperature on ultrasonic guided waves

Propagation of sound depends on the type, temperature and composition of the medium. 
Several investigations into the effect of temperature on the recorded waveform have been car-
ried out [57] and change of temperature has been shown to be the main source of fluctuations 
in the received signals [58]. The influence of temperature on GWT of pipes is a combination 
of effects on the pipe mechanical properties and on ultrasonic transducers and their bonding 
[59]. However, for small temperature variations of a few degrees, the effect on transducer 
performance has been shown to be significantly less than that on wave propagation [60].

UGW signals undergo changes in amplitude and phase under the influence of varying tem-
perature. The phase shift in the transducer signals is mainly attributable to the change in wave 
propagation velocity from changes in the mechanical properties of the pipe [61]. Changes in 
signal amplitude are attributable to changes in the temperature-dependant properties of the 
ultrasonic transducer, particularly of the piezoelectric and adhesive materials, as described 
in Section 3. It is possible through careful selection of adhesives and transducer materials to 
minimise this variability.

The relevant pipe mechanical properties are the elastic and shear moduli and the density, 
which relate to the elasto-acoustic properties of the material, acoustical absorption and ultra-
sonic wave velocity. Thermal expansion changes propagation distance directly and indirectly 
through changes in the thickness of the pipe. The effects of temperature are also reported to be 
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these bonding techniques and designs of ultrasonic transducers for high temperature can be 
found in [48].

3.5. Transducer coupling mechanism

The mechanical wave generated within the piezoelectric element has to be coupled into the 
object to be inspected. There are three different methods of acoustic coupling at high tem-
peratures: dry-coupling (with a high pressure); fluid coupling; and solid coupling. For high 
frequency UT, the ultrasound propagates through the transducer’s face plate to the object 
through a couplant, generally a gel but an elastomer or water can also be used. However, 
for UGW shear wave transducers, a coupling with a high modulus of rigidity must be used, 
which is commonly achieved by dry-coupling. The piezoelectric transducers may be attached 
to the pipe using adhesives. The effect of adhesive on the ultrasonic vibrations has been 
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investigated through parametric studies on bonding layer properties such as adhesive thick-
ness and shear modulus [55]. Improperly prepared bonding layers with uneven distribution 
of adhesives under the transducer can significantly reduce the performance of the transducer. 
Two methods—electromechanical impedance characterisation and time-domain terahertz 
spectroscopy [56]—have been previously used to assess the quality of these adhesive bond.

4. Guided wave monitoring data analysis

Once the SHM system is installed on the pipe, regular inspection data is recorded into a moni-
toring database. The collected UGW data is then processed to provide information regarding 
the presence of a defect and information regarding its type, location and severity. The perfor-
mance of defect detection techniques relies on the hypothesis that the recorded signal remains 
stable if no defect is present. The UGW data is, however, susceptible to changes in environ-
mental and operational conditions (EOCs) such as temperature, humidity, pressure, vibra-
tion, flow, etc., influencing the electronic devices, transducer time behaviour and even the 
structure itself. Of the EOCs, temperature has been shown to be the dominant effect on UGW, 
often masking the real damage information. This can lead to false diagnostics and prognostics 
and therefore to ensure the reliability of the SHM system, the data should be corrected for any 
temperature induced variations. In the following sections, the effect of temperature on the 
UGW signals will be described and different data correction methodologies are discussed. 
Thereafter, approaches for defect detection from the corrected data are presented.

4.1. Effect of temperature on ultrasonic guided waves

Propagation of sound depends on the type, temperature and composition of the medium. 
Several investigations into the effect of temperature on the recorded waveform have been car-
ried out [57] and change of temperature has been shown to be the main source of fluctuations 
in the received signals [58]. The influence of temperature on GWT of pipes is a combination 
of effects on the pipe mechanical properties and on ultrasonic transducers and their bonding 
[59]. However, for small temperature variations of a few degrees, the effect on transducer 
performance has been shown to be significantly less than that on wave propagation [60].

UGW signals undergo changes in amplitude and phase under the influence of varying tem-
perature. The phase shift in the transducer signals is mainly attributable to the change in wave 
propagation velocity from changes in the mechanical properties of the pipe [61]. Changes in 
signal amplitude are attributable to changes in the temperature-dependant properties of the 
ultrasonic transducer, particularly of the piezoelectric and adhesive materials, as described 
in Section 3. It is possible through careful selection of adhesives and transducer materials to 
minimise this variability.

The relevant pipe mechanical properties are the elastic and shear moduli and the density, 
which relate to the elasto-acoustic properties of the material, acoustical absorption and ultra-
sonic wave velocity. Thermal expansion changes propagation distance directly and indirectly 
through changes in the thickness of the pipe. The effects of temperature are also reported to be 
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increased at greater propagation distance. The relationship between the difference in arrival 
times of the signal and the change in temperature of the structure can be written as

  𝛿𝛿t =   d __ v   (α − γ) 𝛿𝛿T  (6)

Here,  𝛿𝛿t  is the difference in arrival times of signals when the change in temperature of the 
structure is  𝛿𝛿T . d is the distance propagated by the wave and v is the wave velocity.  α  is the 
coefficient of thermal expansion and  γ  is the coefficient of change in phase velocity.  γ  is usually 
significantly greater than  α  and hence from Eq.(6), it can be seen that the main contribution to 
the time shift due to temperature variations is from the change in wave velocity. Also, since 
the time shift is directly proportional to the propagation distance, the effect of temperature 
variation increases with propagation distance. The inverse relation to the wave velocity sug-
gests that faster modes will be less affected than slower ones.

4.2. Signal processing for data correction

Temperature-induced variations in UGW signals can adversely affect the defect detection capa-
bilities as observed in a previous study [62] which investigated the effect of temperature varia-
tion on Lamb waves from ambient temperatures up to 70°C. The temperature effect (analysed 
using principal components) was reported much more pronounced than the effect of a drilled 
damage (hole) with a diameter of 1 mm. There have been several investigations within the 
SHM research community to address this issue, and a number of temperature-compensation 
strategies have been proposed. The main objective of temperature compensation is to achieve 
propagation time and amplitude correction, and these strategies can be divided into two tech-
niques: data driven and analytical physics-based.

For data driven techniques, a large baseline set of transducer measurements from the structure 
at a different temperature is required. It has been suggested to use a ‘bank’ of baseline signals for 
various temperatures and to pick a baseline signal which minimises differences relative to the 
test signal for that temperature. This method is called optimum baseline selection (OBS) and the 
selection criteria can be based on mean square deviation [57] or maximum residual amplitude 
[63]. A large baseline set is not always available and in some cases, the temperature of the selected 
baseline can be different from the temperature of the test signal. In order to adjust the selected 
baseline, baseline signal stretch (BSS) was introduced, which in its simplest form only requires a 
single baseline datum at a reference temperature. BSS is carried out using time domain stretching 
where local coherence is estimated as a function of time using short time cross-correlation [57]. A 
combination of BSS and OBS has been applied by [59, 63–65] to provide enhanced temperature 
compensation while requiring a reduced number of baseline data sets. New methodologies pro-
posed for stretch-based temperature compensation [66] operate on signals in the stretch factor 
and scale-transform domain and have shown improved computation speed.

The physics-based compensation techniques [57, 67] are based on transducer signal recon-
struction at different temperatures based on underlying physical principles as described in 
Section 4.1. One such technique is proposed in [68] where the changes in elastic modulus and 
thermal expansion were used to model the varying time-of-flight over a modest temperature 
range within ±50°C, which gave good agreement with experiments. These analytical solutions 
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were limited to simple structural geometries and boundary conditions. Analytical models can 
also be coupled with data-driven strategies, with fewer baseline measurements making this 
approach efficient, practical and useful (Figure 9) as demonstrated in [69].

4.3. Damage detection methodologies

To detect whether the pipeline being inspected has developed damage, a method for damage 
detection must be applied to the corrected data. Damage detection is generally performed 
by unsupervised algorithms, as the inspection data corresponding to the damage state is 
not known a priori. One such algorithm is outlier analysis (OA) [70] where damage sensitive 
features are extracted from the signals, and the aim is to identify if the measured signal has 
deviated from the baseline distribution by defining a threshold. This threshold depends on 
the baseline data and its statistical representation. The analysis can be applied as univariate or 
multivariate depending on the number of features. Root mean square (RMS) value has been 
successfully used as a damage sensitive feature for detection of notch and hole type defects on 
a plate [57], and for corrosion type defects on pipes [71] using torsional and flexural modes. For 
multivariate analysis, a vector of damage index is formed by extracting a number of features 
and classical methods of multi-variate statistics such as principal component analysis (PCA) is 
applied to them. For the multi-variate case, OA can be performed using a self-organising map-
ping technique [72] or Mahalanobis squared distance [70]. An artificial neural network (ANN) 

Figure 9. Example results of temperature correction, (top) original signals, signals after (middle) correction in the time 
domain, and (bottom) phase and amplitude correction [69].
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were limited to simple structural geometries and boundary conditions. Analytical models can 
also be coupled with data-driven strategies, with fewer baseline measurements making this 
approach efficient, practical and useful (Figure 9) as demonstrated in [69].

4.3. Damage detection methodologies

To detect whether the pipeline being inspected has developed damage, a method for damage 
detection must be applied to the corrected data. Damage detection is generally performed 
by unsupervised algorithms, as the inspection data corresponding to the damage state is 
not known a priori. One such algorithm is outlier analysis (OA) [70] where damage sensitive 
features are extracted from the signals, and the aim is to identify if the measured signal has 
deviated from the baseline distribution by defining a threshold. This threshold depends on 
the baseline data and its statistical representation. The analysis can be applied as univariate or 
multivariate depending on the number of features. Root mean square (RMS) value has been 
successfully used as a damage sensitive feature for detection of notch and hole type defects on 
a plate [57], and for corrosion type defects on pipes [71] using torsional and flexural modes. For 
multivariate analysis, a vector of damage index is formed by extracting a number of features 
and classical methods of multi-variate statistics such as principal component analysis (PCA) is 
applied to them. For the multi-variate case, OA can be performed using a self-organising map-
ping technique [72] or Mahalanobis squared distance [70]. An artificial neural network (ANN) 

Figure 9. Example results of temperature correction, (top) original signals, signals after (middle) correction in the time 
domain, and (bottom) phase and amplitude correction [69].
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based method was applied in [70] for damage classification and it was able to outperform 
OA for damage detection with just one feature. However, for implementing an ANN based 
approach, data from the structure with known types and levels of damage is required.

5. Conclusions

This chapter presents GWT for structural health monitoring of high temperature pipelines to 
support asset integrity management and condition based maintenance for optimising plant 
efficiency. To provide the reader with a background on GWT, a comprehensive overview of 
this technology covered the fundamental theory of guided waves in pipes, GWT system com-
ponents and the desired input parameters for optimising performance. GWT technology has 
been widely used in the industry for routine inspection of pipelines. To avoid costs associated 
with repeated access, monitoring systems have been developed and have demonstrated the 
improved reliability of information and enhanced defect detection capability. The enabling 
technologies for HTP monitoring, which include high temperature guided wave transduc-
ers, temperature data correction and diagnostic algorithms, are reviewed. These technologies 
can advance the current GWT-based monitoring systems for application on HTPs. This will 
provide diagnosis and prognosis data to ensure the integrity of HTPs without interruption of 
plant operation, thus increasing plant safety and its operational efficiency.
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based method was applied in [70] for damage classification and it was able to outperform 
OA for damage detection with just one feature. However, for implementing an ANN based 
approach, data from the structure with known types and levels of damage is required.

5. Conclusions

This chapter presents GWT for structural health monitoring of high temperature pipelines to 
support asset integrity management and condition based maintenance for optimising plant 
efficiency. To provide the reader with a background on GWT, a comprehensive overview of 
this technology covered the fundamental theory of guided waves in pipes, GWT system com-
ponents and the desired input parameters for optimising performance. GWT technology has 
been widely used in the industry for routine inspection of pipelines. To avoid costs associated 
with repeated access, monitoring systems have been developed and have demonstrated the 
improved reliability of information and enhanced defect detection capability. The enabling 
technologies for HTP monitoring, which include high temperature guided wave transduc-
ers, temperature data correction and diagnostic algorithms, are reviewed. These technologies 
can advance the current GWT-based monitoring systems for application on HTPs. This will 
provide diagnosis and prognosis data to ensure the integrity of HTPs without interruption of 
plant operation, thus increasing plant safety and its operational efficiency.
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Abstract

This chapter summarizes the results of experimental modeling of lightning impacts that 
has been carried out several years on the problem of lightning protection of electric power 
objects, including power plants, primarily in order to increase the stability of their work. 
The main purpose of the research is to offer the testing facilities and testing schemes of 
lightning protection. A feature of the models proposed to the attention is the use of the 
energy of an explosive magnetic generator (EMG). In the first part of the chapter, the 
investigation connects with direct lightning current impact. For this purpose, a prototype 
of mobile testing complex on the basis of an explosive magnetic generator (MTC EMG) 
was developed. The results of MTC EMG field testing for loads with ohmic resistances 
of 2–10 Ω in the form of current and voltage pulses are presented. The results of an elec-
tromagnetic impulse impact in the near field of lightning were modeled experimentally 
in the second part of the chapter. As a result, the electrical field strength with a rising 
of voltage front about 100 ns were up to 500 kV/m, and about 0.2 T/μs of the magnetic 
induction increasing were obtained in the experiments. The paper provides estimates of 
the techno-economic analysis of the practical application of the development.

Keywords: power plant lightning protection, modeling of pulse lightning impact, 
explosive magnetic generator (EMG), electrically exploding conductors (EEC)
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With the development and complication of the structure of the energy facilities, the main 
problem of electric power industry is to ensure stable operation of power plants and transport 
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of energy to the consumers. In this regard, the role of protection from external influences, 
especially from lightning, is growing steadily. The numerous experts’ statements noted that 
the ground wires of high voltage line (HVL) supports of stations and cable ways on power 
plants do not provide the required reliability of the electric grids for the highest voltage classes. 
Statistics of accidents and breakdowns in the operation of equipment energy indicates a high 
rate of lightning outages. They ranged from 20 to 50% of the total number of disconnections. 
The lightning storm outages have negative effect on the station operation, lines, and substa-
tion equipment, reducing the switch operational life and causing overvoltage switching on 
the equipment. Lightning also causes interference in chains of secondary commutation and 
devices of microprocessor technology, by means of induced electromagnetic fields. Because a 
lightning refers under the category of natural phenomena which is difficult to study, there is 
a great interest in full scale modeling effects of lightning. Full simulation of the effects of light-
ning in some cases is the only source of reliable information on the grounds that it affects on 
multiple related objects HVL and power plants, as well as to cause nonlinear processes in soils 
and ground wires when spreading the lightning currents. Understanding of the mechanisms 
and effects of lightning basic parameters for modeling were taken from work [1].

In the first part of the chapter presents the results of a full scale simulation of lightning cur-
rents, affecting directly the grounding devices designed to ensure the safe operation of power 
facilities. For these purposes have been designed, manufactured, and tested the mobile test 
complex (MTC EMG). A feature of this complex was the use of a helical explosive magnetic 
generator (EMG) as a pulse current source. EMG can convert the energy of the explosive in 
the electromagnetic energy that issues the current pulse in the load. Physical principles of 
work of explosive magnetic generators are reflected in a lot of classical works. For example, 
[2] gives the base of physical effects and the methods of generation high level electromagnetic 
fields. In [3], much attention is paid to EMG with a metal armature, the processes of energy 
conversion of detonation products into electrical energy pulses, and their efficiency. In [4], 
various schemes used to connect EMG to loads are discussed. References [5, 6] present the 
experimental and theoretical work of the Sarov’s nuclear center in the direction of lightning 
simulation using EMG on large grounded objects. EMG using in the experiments to exam-
ine spark soil processes [7], allowed us to represent the level of energy and pulse values of 
generated currents. The ways of transition from theory to practical schemes that use EMG 
in mobile testing facility were reported by authors in [8] firstly. It demands the reduction of 
explosive weight that allows realization of EMG, as a consumable item of MTC EMG. The 
theory of energy transfer from the EMG to high impedance load [9] was used for efficiently 
transfer energy from the EMG with using transformer circuits. Mathematical modeling of 
the dynamics of the EMG in a circuit with concentrated parameters allowed choosing the 
law of inductance output in the operation of EMG to provide a given front of the current 
pulse in the load without the use of switches. The theoretical background and mathematical 
modeling of such scheme are described in [10, 11]. In [10], the good agreement of the results of 
mathematical modeling and experimental measurements is illustrated. This chapter provides 
more complete results of field tests of MTC EMG. The active inductive load of two types is 
considered. In the first case, this is the ground loop. In the second case, it is a special model 
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load. The ground loop forms an active load resistance of 2–4 Ω. In the case of the model load, 
the resistivity is increased to 10 Ω. The results of field tests showed stable reproduction of 
pulse values of currents at reliability, safety, and mobility of the complex.

The second part of this chapter presents the results of modeling the effects of high power elec-
tromagnetic impulse (EMI), disturbing the stability of energy systems. Such impact is not only 
on the result of a natural disaster—a thunderstorm, but also occurs at the use of electromag-
netic pulse weapons and nuclear explosions. The pulse effect of lightning is accompanied by a 
change in the induction of the magnetic field in time. In this work, the near field of EMI impact 
was experimentally modeled by means of a source made on the basis of an explosive magnetic 
generator. The objects of influence were electronic measuring devices used in the experiment 
and made in a protected design. The front of the pulse current of EMI source was sharpened 
by a fast key on the basis of electro-explosive conductors (EEС) placed in the load circuit. The 
regime of rapid explosion was provided by the intense short-term action of the pulse current 
on the EEC. Reports collected in the chapter [12] are the basis for understanding the physics 
of the phenomenon of explosion conductors. The theory of explosion of EEC together with 
similarity criterion reflecting the relationship of mode of energy release in a conductor during 
the explosion with its physical properties was used in the selection of parameters of EEC 
[13–20]. As shown in [14, 15], input in EEC energy sufficient for sublimation of conductors 
was the main requirement. Criterion for the optimal explosion of conductors in the case of 
capacitive storage as a pulsed energy source was considered in [17]. We used this approach 
when we started to simulate the explosion of conductors with a pulse source according to the 
Marx-Arkadyev scheme. The results were reported at the previous conferences on lightning 
protection [20]. The use of EMG is reported in this chapter. Two experiments were conducted 
for the same sources. The first experiment was prepared on the basis of preliminary calcula-
tions and was a trial one for the second. The measuring and recording equipment includes: 
control and measuring equipment, including Rogowski coil, voltage divider, oscilloscopes, 
and high speed camera HX3 of Japanese production for registration of the rapid process of 
explosion of the EEC. Evidence of a powerful EMI impact on electronic equipment was the 
fact that none of the devices could not record the data due to the interference and failure 
except for a specially designed device. This device was designed for other tasks as a recorder 
of lightning current. In spite of the use of standard means of protection against electromag-
netic interference (metal housing grounded at a common point, isolated power supplies, and 
shielding), the level of exposure was high.

The results of both experimental and theoretical studies of the models presented were pre-
sented at conferences on Interaction of Intense Energy Fluxes with Matter, Elbrus, Kabardino-
Balkaria, Russia “Elbrus” and Lightning Protection, St. Petersburg, Russia from 2012 to 2018. 
One of the presentations of the authors can be found on the conference website [20].

The third part of this chapter is devoted to the importance of full scale lightning simulation for 
lightning protection systems of power plants in terms of technical and economic indicators. 
The effectiveness assessments are based on the theory set out in the report at the lightning 
protection conference held in St. Petersburg in April 2018, a reference to the report is in [21].
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Figure 1. Schematic diagram of the generator of lightning currents with the connected load.

2. MTC EMG for full scale simulation of lightning currents

2.1. The principles of MTC EMG creation

During the development of the MTC EMG, several technical solutions were tested. The nec-
essary requirements for the complex are: stable reproduction of pulse values of currents, 
while in operation for high voltage source, mobility, reliability, and safety. In the circuitry of 
MTC EMG explosive current breaker in the EMG circuit and closer in the load circuit were 
excluded, as they have essentially nonlinear characteristics and do not allow reproducing 
pulses of similar energy. The absence of untriggered discharger in the load circuit relieved 
the voltage jump when the transformer was in no load operation. In the new circuit, the load 
is always connected to the secondary winding of the pulse transformer (PT), and the EMG is 
directly connected to the primary winding of the PT. It gives possible to control the voltage on 
the load, setting the desired mode of operation of the EMG.

The formation of the front of the current pulse was provided by the design of the EMG.  
Special attention was paid to the geometry of the final section of the generator. The use 
of conical geometry in comparison with cylindrical geometry leads to an increase in the 
liner sliding speed. It is important that in these generators, the increase in the speed of 
the liner sliding along the spiral is achieved not by using a more powerful explosive, but 
due to the optimal angle of the cone spiral. For matching the EMG and the load, losses in 
the primary circuit of the transformer and the inductive-ohmic nature of the load were 
taken into account. Estimates made with the help of an equivalent circuit of substitution 
[10, 11] made it possible to obtain a condition for minimizing losses in the primary circuit, 
depending on the parameters of the circuit. At the same time, the efficiency of the energy 
transfer of the EMG to the inductive-ohmic load began to depend not only on the coupling 
coefficient of the pulse transformer windings and the ratio of the load inductance and 
the inductance of the secondary transformer winding, but also on the ratio of the active 
resistances of the primary and second transformer windings. In such a scheme, shown in 
Figure 1, the energy is transferred into the load both during the operation of the EMG and 
after completion, and thus, the pulse transformer is actually the storage of electromagnetic 
energy. In this case, the dissipation of a part of the energy in the primary circuit after the 
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termination of the work of the EMG occurs. Estimates showed that when the condition for 
minimizing losses in the primary circuit is fulfilled, the efficiency of the transfer of energy 
into the load may exceed 50%.

MTC EMG is located on two KAMAZ vehicles. The lightning current generator, where EMG 
is the main element and refers to the spiral type, is mounted on the first four-axle base vehicle. 
The control panel of the test complex is located on the second three-axle base vehicle. The 
main elements of the lightning current generator are shown in Figure 2.

The most important elements of the lightning current generator are the EMG and the pulse 
transformer (PT). EMG is placed in an explosive protection chamber, which excludes the 
destruction of the equipment of the complex during the operation. The explosion chamber is 
capable of withstanding explosions, which correspond to 5 kg in TNT equivalent. Thus, the 
EMG is the only consumable element of the MTC EMG. To match the EMG with the load, a 
pulse transformer with a low inductance primary winding is used. The transformer provides 
a maximum voltage on the primary/secondary windings of 100/1500 kV and a maximum 
current in the primary/secondary windings of 5000/100 kA. The transformer ratio is 55. The 
winding coupling coefficient is not less than 0.95. The design takes into account the require-
ments for limiting weight and increase in strength. The total weight of the equipment does 
not exceed 80% of the carrying capacity of the vehicle to ensure cross-country capability. 
The primary and secondary windings are made on one cylinder. High voltage output is 

Figure 2. The main elements of the lightning current generator: 1—EMG; 2—explosion protection chamber; 3—pulse 
transformer; 4—container body; 5—bushing insulator.
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Figure 1. Schematic diagram of the generator of lightning currents with the connected load.
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termination of the work of the EMG occurs. Estimates showed that when the condition for 
minimizing losses in the primary circuit is fulfilled, the efficiency of the transfer of energy 
into the load may exceed 50%.

MTC EMG is located on two KAMAZ vehicles. The lightning current generator, where EMG 
is the main element and refers to the spiral type, is mounted on the first four-axle base vehicle. 
The control panel of the test complex is located on the second three-axle base vehicle. The 
main elements of the lightning current generator are shown in Figure 2.

The most important elements of the lightning current generator are the EMG and the pulse 
transformer (PT). EMG is placed in an explosive protection chamber, which excludes the 
destruction of the equipment of the complex during the operation. The explosion chamber is 
capable of withstanding explosions, which correspond to 5 kg in TNT equivalent. Thus, the 
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Figure 3. Photo of field tests (a) and experimental diagram (b). 1—lightning current generator; 2—control machine; 
3—impulse current input rod; 4—internal input circuit (dashed for the 2nd experiment); 5—ground loop; 6–9—voltage 
dividers; 10 and 11—Rogowski coils.

carried out through a bushing insulator with a height of about 3 m. The commands between 
the control panel and the lightning current generator are transferred via fiber-optic com-
munication lines. The measuring complex consists of self-contained recorder oscillograph. 
Recorders have autonomous power supply and are in a shielded enclosure. The recorder can 
be placed under any potential.

Most technical solutions are patented. In this scheme, a capacitive storage of electric energy 
is used as an initial energy source for creating an initial magnetic field in the EMG with an 
energy of up to 100 kJ. The initialization system is designed to initiate an explosive charge in 
the generator. The system does not contain electric detonators, which significantly increases 
the safety of work with explosives.
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2.2. The results of the field tests of the MTC EMG on the ground loop

Field tests for an active load of up to 4 Ω were carried out in the east of the Moscow region. The 
test stand was located on the territory of approximately 70 m × 70 m. The photo of the place-
ment of the MIK VMG and the experimental diagram are shown in Figure 3. The load was 
the ground between two ground loops. Ground loops were made of an aluminum wire with a 
diameter of 10–12 mm, located at a depth of 0.5 m. The external ground loop was 55 m × 55 m 
square. The internal ground loop in the first experiment was 15 m × 15 m, which corresponded 
to a load resistance of 2 Ω, in the second—4 m × 4 m (load resistance—4 Ω). The current was 
transmitted from the MTC EMG insulator mast to the pulse input rod into the internal circuit 
via the current transmission line. The total inductance, taking into account the air transmis-
sion line, did not exceed 80 μH.

During the tests, the following parameters were recorded: initial current (powering current) 
of the EMG, current of the EMG (current of the primary winding of the PT), current in the 
load (current in the secondary winding of the PT), voltage at the MTC EMG output, that is, on 
inductive-active load, and voltage on the active load.

Rogowski coils were designed to record the derivative of current. They were used with-
out integrators. The current was calculated by software integration of the data, taking into 
account the sensitivity of each coil. Voltage dividers were used to measure the voltage. The 
first voltage divider was connected to the high voltage output of the MTC EMG. The sec-
ond voltage divider was connected to the load. To improve the transient characteristics, low 
inductance carbon resistors with a total resistance of 20 kΩ were used, which were located in 
a fiberglass pipe filled with transformer oil. To reduce the effect of parasitic capacitance of the 
resistor to the ground, when measuring, a pulsed current transformer on a ferrite core with 
a transformation ratio of 1:55 was used in a divider. This gave a galvanic isolation between 
the secondary circuit with the oscillograph and the primary circuit with the measured signal. 
Output voltage ratio was 1:220,000 (~1 MV:5 V).

Figure 4. The measured values of the currents in the load for the 1st (dotted line) and 2nd experiments.
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Measurement of the resistance of the load (ground) was carried out before the beginning of 
the experiments. It is assumed that the potential of the outer loop due to its low resistance 
is zero. This assumption is satisfied (with an accuracy of 0.5%) for the experiment with an 
internal contour of 4 m × 4 m (experiment no. 2) and about 7% for an internal contour of 
15 m × 15 m (experiment no. 1). The main results of the two tests (experiments) are presented 
in the graphs of Figures 4 and 5 and in Table 1.

Parameters/experiment no. No. 1 No. 2

Initial resistance between current input circuits (active load), Ω 2 4

Load inductance, μH 75 86

Initial energy of EMG, kJ 23 43

Maximum amplitude of the current in the load, kA 50 63

Energy generated by EMG, kJ 900 1500

The maximum amplitude of the output voltage of MTC EMG, kV 220 450

Maximum amplitude of the active load voltage, kV 100 250

Rise time of the current pulse, μs 30 25

Half-amplitude duration of the current pulse, μs 120 80

Energy dissipated in the active load, kJ 500 800

The increase in energy (energy in the active load with respect to the initial energy of the EMG) 21 20

Table 1. Parameters registered in the experiments.

Figure 5. The measured values of the voltage on the load for the 1st (pale color) and the 2nd experiments.
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Tests of the MTC EMG on the ground loop in the configuration, when the current flowed in 
the ground between the outer and inner contours, showed a linear increase in the voltage on 
the load with a decrease in the dimensions of the inner contour. A further increase in the load 
resistance in the tests became possible when the experimental scheme was changed and the 
use of model resistance.

2.3. Results of field tests of MTC EMG on model load

MTC EMG field testing on the terminal parameter of the load specified in the development 
was carried out on a model load with an active resistance of 10 Ω and an inductance of about 
150 μH. The tests were carried out on the territory of JIHT RAS, Shatura, Moscow region. 
Scheme and photo of the experiment are presented in Figure 6.

Figure 6a shows a diagram of the connection of the model load to the lightning current gen-
erator via a pulse transformer, as well as the location of the Rogowski coils for measuring 
currents and voltage dividers for measuring the voltage in the circuit. A model load has been 
developed and manufactured specifically for testing. The active load was modeled by a 10-Ω 
noninduction resistance.

Figure 6. Scheme (a) and the photo (b) of the experiment for model load. SIE—source of initial energy with a capacitive 
storage; PT—pulse transformer; RL—resistive (active) load; LL—inductive load; RC 1… RC 3—Rogowski coils; HVD 1, 
HVD2—high voltage resistive dividers (1000 kV).
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Parameter Value

Active load resistance, Ω 10

Load inductance, μH 150

Voltage of the source of initial energy, kV 62

Amplitude value of the powering current, kA 115

The initial energy of the EMG, kJ 73

The maximum derivative of the EMG current, kA/μs 310

The maximum amplitude of the EMG current, kA 6010

Energy generated by EMG, kJ 900

The maximum amplitude of the voltage at the MTC EMG output, kV 810

Maximum amplitude of the voltage on the active load, kV 495

Maximum amplitude of the current in the load, kA 44

The energy produced by the MTC EMG, kJ 1640

Energy dissipated in the active load, kJ 550

The increase in energy (energy in the active load with respect to the initial energy of the EMG) 7

Rise time of the current pulse, μs 37

Half-amplitude duration of the current pulse, μs 50

Table 2. Basic parameters in the tests for model load.

In the foreground of Figure 6b, there is a lightning current generator on the first vehicle, on 
the left—an active load (a noninduction resistor) and two voltage dividers: at the MTC EMG 
output and on the load. In the background, there is the second vehicle with the control panel.

Figure 7. Voltage at the MTC EMG output from the voltage divider no. 1 and on the active load from the voltage divider 
no. 2.
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Resistance was installed vertically. The inductive load was modeled by wires connecting the 
resistive load. To reduce the size, the high voltage connection of the wire for the active load 
was made in the form of a spiral.

The main results of tests for the model load are presented in Table 2 and in the graphs of 
Figures 7–9. In these experiments, the signals were recorded on single-channel autonomous 
oscilloscopes; recording was performed at a given level of the input signal, which explains the 
time shift of the graphs relative to zero.

As can be seen from Tables 1 and 2, the increase in the active load resistance leads to a decrease 
in the energy transfer efficiency of the load from 55 to 33%, which corresponds to the theory 
[10, 11]. Thus, the use of MIC HMG for high resistance loads is less effective.

Figure 8. Load current.

Figure 9. Schematic diagram of an experimental model with a power source based on the EMG. СOL and LOL—are the 
capacitance and inductance of overhead line; RC1—Rogowsi coil in the EMG circuit; RC2—Rogowsi coil in the load 
circuit; CT—the current transformer as part of voltage divider.
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Figure 10. General view of an experimental model with EMG.

3. Simulation of electromagnetic pulse effects

3.1. Problem statement

The pulse effect of lightning is accompanied by a change in the induction of the magnetic field 
in electrically conductive objects in time. The induction effect of the lightning channel is sig-
nificant at distances commensurate with the length of the lightning channel. Induced voltages 
arise as a result of such influence on various technical means, for example, overhead trans-
mission lines, grounding devices, etc. Induced voltage leads to the appearance of parasitic 
currents in the secondary circuits and external power cables due to the conductive coupling. 
The experimental model based on the EMG is a laboratory setup producing EMI impact on a 
limited space of 2 m × 2 m × 4 m. The schematic diagram of the electrical control and measuring 
equipment is shown in Figure 9.

The source of the pulse current is a helical-type explosive generator—EMG also. Output of 
current to the load is carried out through a pulse transformer (PT) and overhead transmission 
line (OL). The direct and reverse branches of the overhead lines are located on the insulator 
supports and are common for all experiments. The electrical explosion conductors (EEC) are 
at the end of the overhead line. General view of an experimental model is represented in 
Figure 10, and the view of EMG assembly is represented in Figure 11.

EEC in the EMI models is the key element. The regime of fast explosion is provided by the 
intense short-term action of the pulse current generated by the source. The rapid increase in 
resistance in exploding conductors leads to arising of a strong electric field. Together with the 
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emerging magnetic field, an electromagnetic disturbance is formed by the EMI effect. The EEC 
in our models was made from the copper. Copper has a relatively low boiling point and low 
heat of vaporization. The current reaches the maximum by the end of evaporation if sufficient 
energy is supplied to the conductor [11]. The selection of EEC parameters, as the number, 
cross section, and length of the EEC, was carried out taking into account the similarity criteria 
reflecting the relationship of the character of the energy release in the explosion in the conduc-
tor with its physical properties. At the initial stage, the estimates were performed according to 
the criterion for capacitive energy sources set out in [16], but due to the difference in the pulse 
current fronts, they were overestimated in terms of the energy required for the explosion of 
conductors. The main criterion is the ratio of the transmitted EEC energy to the mass of the 
explosive conductor, which characterizes the initial stage of the explosion. From the balance 
of the inputted energy and the minimum specific energy required for the explosion, it is pos-
sible to estimate the limit mass of the conductors m = (W0/  w ~   ), where W0—inputted energy, J; 
ρcu —copper density;   w ~  ~  w ~    

m
   +   w ~    

s
   ,    w ~    

m
   —specific melting energy;    w ~    

s
   — specific heat of sublimation 

for copper. Properties of substances were taken from the directory [18],    w ~    
m

    = 2.13·105 J/kg,    w ~    
s
    = 

wv/ρcu = 5.28·106 J/kg (wv = 4.7·1010 J/m3), where wv is the amount of heat required to convert a 
unit volume of the conductor material into a metal vapor consisting of neutral atoms. In this 
regard, the energy   w ~    can be interpreted as the minimum specific energy of electrothermal 
destruction of the conductor material. For a source with a capacitive storage, W0 is its initial 
energy, which corresponds to the current action integral calculated for the first quarter of the 
period. For a source with EMG, W0 was estimated from the produced energy of EMG, taking 
into account the efficiency of transmission through the transformer to the load and corrected 
from the integral of the current action in the load. The total cross section of the conductors was 
calculated from the energy balance and was associated with the integral of the current: Ssum 
= √(Id⋅ρe/  w ~   /ρcu), where Id =   ∫ 

0
  τ     I   2  (t) dt —action integral, where ρe is the electrical resistivity, which 

was taken at the melting point. The current in the load for the first experiment was initially 
modeled numerically; it was supposed that the conductor is torn at the maximum value of the 
current. Further, the rate of input of the critical energy density in the adiabatic approximation 

Figure 11. EMG assembly, before installation in the explosion protection chamber.
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Figure 11. EMG assembly, before installation in the explosion protection chamber.
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Figure 12. Impulse current and voltage values obtained with the explosion of conductors in the 1st experiment.

is estimated dW/dt = jC2ρe, W/m3, jC ~ 3.4⋅1011 А/м2, critical current density for copper conductor 
[3, 11]. The time scale of the explosion of the copper conductor was estimated from the law of 
conservation of momentum (the equation of motion taking into account the equation of state, 
at equilibrium of the liquid and gas-plasma phase). Thus, the estimated time of the explosion 
corresponded to the value of τв ~ r0√(ρc/pc), where r0 is the radius of a conductor and ρc and 
pc are the density and pressure at the critical point. For copper ρc = 2.27⋅103 kg/m3, pc = 9.04⋅103 
atm [18], for conductors 80–120 μm, the time was about 80–110 ns. As shown by experiments, 
the preliminary calculation gave higher values of the integral of the current than in practice. 
This was because the front-of-the-model current was steeper. Therefore, two experiments with 
the same initial energy were carried out. The first experiment was trial for the second one. The 
analysis of the results of the first experiment allowed us to specify the parameters of the node 
of the pulse exacerbation in order to control the formation of the voltage pulse.

3.2. Results of laboratory experiments

We use the initial energy source for powering the EMG, it was about 15 kJ (a capacitor bank of 
90 μF was charged to 18 kV). An overhead line inductance was 5.5 μH.

In the first experiment, 25 conductors of 120 μm diameter were taken. The full cross-sectional 
area of the conductors is 28⋅10−8 m2. The total mass of all conductors amounted to about 2.5 
g. The number of conductors was determined by the requirement to obtain an explosion of 
conductors at the stage of current growth in the load. The specific energy obtained by the 
conductors is 12.5/2.4–5.2 kJ/g; it is roughly equal to the energy of the sublimation of copper. 
The experiment showed, see Figure 12, that the current was cut off (and the voltage increased 
abruptly) at the initial phase of the current rise. The current pause mode does not occur, and 
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the further increase in the current is associated with the transition of the EEС into an electri-
cally conductive plasma state. To achieve higher voltage amplitudes, we need to input more 
energy. This meant that we need to climb higher along the current curve to the time of the 
explosion of the EEC. To do this, we need to take more conductors, for input more energy, 
with a smaller diameter of each to increase the speed of energy input.

In accordance with the described reasoning, in the second experiment, 96 copper conductors 
with a diameter of 80 μm were taken. The total area of the cross sections of the conductors is 
48⋅10−8 m2. The total mass of all conductors was about 4.3 g. The initial charging voltage was 
chosen as in the previous experiment, ~18 kV, respectively, the initial energy was about 15 kJ, 
as in the previous experiment. The explosion of the EEC occurred at 92 μs, which corresponds 
to the current drop and voltage peak, as illustrated in Figure 13. The maximum value of 
the current in the explosion was about 70 kA. In the current distribution, see Figure 13, we 
see again a nonpause mode of EEC transition into an electrically conductive plasma state. 
Further, the current increases again after several periods of high frequency oscillations to 
a maximum value of 127 kA, Figure 13. Then the plasma conductivity decreases due to the 
expansion of the plasma column, and the current begins to fall. Voltage amplitude at the 
moment of explosion was about 550 kV, and the electric field strength was about 550 kV/m. 
Voltage peak occurred approximately 0.5 μs after the explosion of conductors. The front of 
the voltage pulse was estimated to be approximately 100 ns. Estimates of the current density 
in the explosion gave a value of about 3⋅1011 A/m2. The resistance growth rate was about 16 Ω/
μs. The energy inputted in the EVP during the explosion is about 60 kJ. Specific energy was 
60/4.3–14 kJ/g, approximately 2.7 times more of sublimation energy of a copper.

Characteristics of high speed camera Memrecam HX-3 (16 Gb, exposition time—200 ns, frame 
rate of 750,000 frame per second at working special resolution 320 × 24) allowed to fix the 

Figure 13. Experimentally obtained impulse current and voltage at the load (EEC).
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Figure 15. Photo of the device for registration of current derivative from the source of powerful EMI action in the near 
field based on the 4th generation lightning current recorder.

time of the explosion. Three frames, shot one after another, include: the first frame—before the 
explosion, the middle frame clearly illustrates the locally glowing area of the exploded conduc-
tor, and the next frame—a glowing plasma column formed by the products of the explosion 
of the EEC. The column has a radius much exceeding the initial radius of the wire, Figure 14. 
The split of the image is connected with the re-reflection from the neighboring conductors. 
Displayed glow significant attenuated on one-hundredth the frame that corresponds to time 
over 130 μs after the explosion (~220 μs). At this time, the current almost disappears.

The change of magnetic induction occurring around the EEP at the moment of break was 
estimated from the Ampere law in the approximation of a single turn solenoid, (N = 1),  
   ∂ B ___ ∂ t   =   

μ0 · N
 _______ 2 · π ·  r  

OL
     ·   

∂ I __ ∂ t   , where μ0 is the magnetic constant and rOL is a half-height of OL. The maximum 
value of the current derivative at EEW break was about 170 кА/μs that gives a value of abo
ut    ∂ B ________ ∂ t   = − 0.2T / μs . The successful use of special devices that measure pulse current at the EMI 
effect was demonstrated and the obtained curves represented in Figure 15. These devices 
are a new generation of self-contained oscilloscope recorders used for the first time in the 

Figure 14. Average frame illustrates of EEC explosion. The top frame is before the explosion and the bottom after the 
explosion.
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measuring equipment of the MTC EMG. Then, they were modified to register the currents 
of a multicomponent lightning. They have been successfully tested on 220 kV power lines 
of main electric networks of the South of Russia. In the conditions of strong level of electro-
magnetic interferences, devices reliably record current derivative and voltages, followed by 
playback and processing of data on the computer. Analog-to-digital data conversion is 12 
bits. The duration of data recording for each component of the lightning current is 600 μs. 
The temporal resolution of the recorded data is about 100 ns. Further application of this 
registrar in this research area will be accompanied by an increase in its temporary resolution.

4. Techno economic analysis of the effectiveness of the application 
of models

There is not a ready-made model of techno economic analysis of the creation project of com-
mercial samples of testing complexes for lightning protection tasks. We took as a basis of the 
economic expediency of the introduction of system of lightning protection from the point of 
view of minimizing outages caused by lightning. The analysis is based on the idea of calculat-
ing the internal rate of return (IRR) of the protection method, as well as the data on lightning 
outage presented in the report [21], University of S. Paulo, Brazil. The main numerical indi-
cators for economic calculations and the list of lightning protection services are close to the 
Russian market. The methodology is based on an analysis of the cost of lightning protection 
and the benefits of lightning protection. The benefit was regarded as an opportunity to save on 
the damage caused by the emergency situation both at the power plant itself and the damage 
caused by the delay in the supply of electricity to consumers, including the payment of fines 
for regulated direct and indirect losses. It was taken into account what can be represented in 
monetary terms, excluding social and moral aspects. The simplified calculation did not take 
into account such aspects as: loss of communication, information, Internet access, reduced 
mobility of the population, damage to frozen products, disruption of banks, state institutions, 
etc. The main costs are the measures used to increase the lightning resistance of power plants. 
These include the improvement of insulation resistance, the use of earthed shielded cables, 
the installation of arresters in distribution networks, as well as the installation of grounding 
devices that carry out the removal of lightning currents into the ground. The volume of storm 
shutdowns was considered as a total number of cases and also with respect to areas with dif-
ferent population densities. Different protection systems with different degrees of complexity 
were considered. The average costs and benefits for each system were reduced to a unit of 
time. The obtained input data allowed estimating the values of cash flows and calculating the 
IRR for each protection system. This rate is equal to the ratio of profit (the amount of losses that 
can be avoided) to the amount of costs (investments). The following conclusions are made:

• The lightning protection project is effective and appropriate if the final IRR rate is higher than 
the minimum rate of return for long-term financing, and for Russia, it is about 7% per annum. 
That is, the energy distribution company should have a positive return on investment.

• Developing countries, where the cost of capital is high, face great difficulties in investing 
in protection systems, especially in regions with low population density and low income.
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measuring equipment of the MTC EMG. Then, they were modified to register the currents 
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If we continue the study of technical and economic analysis in accordance with the proposed 
methodology in relation to the effectiveness of the implementation of the development of 
testing systems for our project, we can add the following conclusions:

• We get the amount of benefits for the development of integrated solutions. Each benefit 
from the selected protection measure can be tested separately. And most importantly, it 
is possible to get the best comprehensive solution in the application of several protection 
measures. In theory, such solutions are difficult to obtain because the overall protection 
solution is not simply the sum of individual measures. For example, for grounding devices 
that perform the removal of lightning currents, to minimize the resistance of multipath 
grounding, it must take into account the specific resistance of the soil.

• Developed complex solutions based on the tests can be standardized according to the 
adopted standards of protection and reproduced in the form of ready-made solutions.

• By using testing complexes in the construction of power plants or scheduled safety inspec-
tions, it is possible to reduce the safe level of overvoltage and, accordingly, the number of 
lightning outages.

• The creation and use of such test complexes are of high importance for developed coun-
tries, which have a high level of requirements for the operation of power plants, namely, to 
the quality and continuity of the energy supplied by them.

The cost of MIC EMG, without the option of EMI impact analysis, is approximately $ 2.3 million 
per 1 MJ of energy, which is transferred to the load. The evaluation was performed in 2017. As 
a result of R & D, a sample of testing complex, laboratory test stands, and a set of design and 
technological documentation necessary for the transition to commercial samples were obtained.

It should be noted that the test complexes based on EMG are a means for testing the existing 
protection of power stations from lightning. Despite the fact that the basis of EMG work is the 
physic-chemical law of conversion of chemical energy explosives into electrical energy with 
an efficiency of not more than 10%, and this tool is able to generate pulsed currents of the 
mega-ampere level and the electric field intensity of MV/m per microsecond, not achievable 
by other methods. In the transition from R & D to commercial facility, it requires a detailed 
calculation, first of all, of the technical and economic effect of the use of testing complex. The 
powerful impact of lightning is a probabilistic process for the power plant, but the level of 
destruction is much higher than any other losses. To calculate this effect, it is necessary to take 
specific parameters to improve lightning protection, applying to the technique described in 
work [22, 23], and calculate energy and exergy efficiencies. The return on investment in such 
complexes is likely to be correctly compared with the level of return on capital from long-term 
investments. There is a direct connection with the economic development of the country, 
which can afford high tech equipment.

5. Conclusion

Field tests of MIC EMG demonstrated stable reproduction of pulse values of currents during 
operation: its mobility, reliability, and safety. For the range of loads with active resistance from 
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1 to 10 Ω and inductance of 70–150 μH, the amplitude values of the currents ranged from 70 
to 40 kA. Thus, the efficiency of application of MIC EMG for modeling lightning currents at 
low resistance loads such as grounding at electrical substations and power plants has been 
confirmed. The practical application of MIC EMG will allow increasing the level of lightning 
protection of strategically important energy facilities both at the stage of their building con-
struction and during preventive inspections.

Laboratory testing of the generator of powerful EMI impacts on the basis of the EMG and 
electro explosive conductors in the load circuit confidently registered voltage pulses with the 
front of about 100 ns and the amplitude of the electric field strength of about 500 kV/m. The 
growth rate of the magnetic field intensity in the near field reached 0.2 T/μs. In practice, the use 
of such a facility will allow to solve the problem of optimizing the location of the elements of 
grounding devices in order to equalize the potentials in the grounding systems and to identify 
parasitic connections in electrical circuits, including those induced in the secondary circuits of 
underground utilities.

The tests of the described system samples showed the readiness of the development for the 
transition to commercial development. This chapter of the techno economic analysis of the 
development provides an approach to assess the profitability of the complex depending on 
the location of the power plant and the required level of lightning protection.
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Energy can be treated as an essential element for the development of society. Therefore, 
aspects like process’ efficiency and environmental impacts must be considered when 
choosing the supply source. In Brazil, an event showed the fragility of a system that relies 
on in only one source to attend their necessities; a truckers strike made the whole country 
stop. The energy sector has a similar situation; more than 60% of Brazilian energetic 
matrix is represented by one source, hydroelectric power plants. The availability of solar 
radiation and wind in Brazil makes it possible to diversify its energetic matrix. Thus, the 
aim of this study is investigating the potential of hybrid solar-wind power plants in two 
basins of Minas Gerais—Brazil, São Francisco Basin and Jequitinhonha Basin, as well as 
compare their viabilities in order to address social issues. By analyzing INMET database 
and economic factors, the study has shown that it is feasible to implement renewable 
power plants in the basins of the study area, whether individually (solar or wind energy) 
or hybrid system. It shows in addition that hybrid system should be prioritized, since it 
presents lower cost, when compared to solar power plant, and more reliability due to 
seasonality of both sources.
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1. Introduction

Energy plays a very important role in society’s development, thus it is present in almost every 
activity [1]. The author in [2] discussed one of the principal forms of energy, which is the 
electrical one and it can be obtained by a bunch of ways:

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[7] Vilkov YV, Kravchenko AS, Selemir VD, Terehin VA. Instruments and Experimental 
Techniques. 2011;54:375

[8] Shurupov AV, Dudin SV, et al. In: Proceedings of the 12th International Conference on 
the Generation of Megagauss Magnetic Fields and Related Experiments; 13-18 July 2008; 
Novosibirsk. 2008. p. 298

[9] Herlach F. Explosive-driven energy generators with transformer coupling. Journal of 
Physics E: Scientific Instruments. 1979;12(5):421-429

[10] Shurupov AV, Kozlov AV, Zavalova VE, Bazelyan EM, et al. Mobile testing complex 
based on an explosive magnetic generator. Journal of Applied Mechanics and Technical 
Physics. 2015;56(1):158-165. DOI: 10.1134/S002189441501023X

[11] Shurupov AV, Kozlov AV, Zavalova VE, Shurupov MA, Fortov VE. The sources of 
pulse current based on explosive magnetic generators for mobile testing facility. IEEE 
Transactions on Plasma Science. 2016;44(10):1956-1960. DOI: 10.1109/TPS.2016.2566929

[12] Chace WG, Moore HK. Exploding Wires. New York: Plenum Press; 1962

[13] Oreshkin VI, Barengol’ts SA, Chaikovsky SA. Numerical calculation of the current spe-
cific action integral at the electrical explosion of wires. Technical Physics. 2007;52:642-650

[14] Borisevich SL, Cherkas SL. Technical Physics. 2012;57:1380-1386

[15] Pikuz SA, Tkachenko SI, Barishpol’tsev DV, et al. Technical Physics Letters. 2007;33:651-654

[16] Khishchenko KV, Tkachenko SI, et al. International Journal of Thermophysics. 2002;23: 
1359-1367

[17] Khainatskii SA. Condition for realization of an optimum regime of the electric explosion 
of conductors in liquid media. Technical Physics Letters. 2009;35:299-301

[18] Grigoryev IS, Meilihov EZ. Fizicheskie Velichini: Spravochnik. Moscow: Energoatomisdat; 
1991 (in Russian)

[19] Bushman AV, Fortov VE, Kanel’ GI, Ni AL. Intense Dynamic Loading of Condensed 
Matter. Washington: Taylor & Francis; 1993

[20] Zavalova VE. Results of Electromagnetic Pulse Impact Simulation for the Purpose of 
Energy Facilities Lightning Protection [Internet]. 2018. Available from: http://en.rclp2018.
com/presentations/

[21] Bernal PSM, Piantini A, Parente V. Cost-Benefit Analysis of Lightning Protection Systems  
in Distribution Networks [Internet]. 2018. www.rcgi.usp.br. Available from: http://en. 
rclp2018.com/upload/iblock/a30/a30575f09c84c12796cd2e47ba331d9f.pdf

[22] Taner T, Sivrioglu M. Energy-exergy analysis and optimisation of a model sugar factory 
in Turkey. Energy. 2015;93(1):641-654

[23] Taner T, Sivrioglu M. A techno-economic & cost analysis of a turbine power plant: A case 
study for sugar plant. Renewable and Sustainable Energy Reviews. 2017;78:722-730. DOI: 
10.1016/j.rser.2017.04.104

Power Plants in the Industry80

Chapter 5

Hybrid Power Plants: A Case Study

Eduarda Moreira Nascimento,
Júnio de Souza Damasceno and
Sabrinne Kelly Souza

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.80034

Provisional chapter

DOI: 10.5772/intechopen.80034

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Hybrid Power Plants: A Case Study

Eduarda Moreira Nascimento,  
Júnio de Souza Damasceno and  
Sabrinne Kelly Souza

Additional information is available at the end of the chapter

Abstract

Energy can be treated as an essential element for the development of society. Therefore, 
aspects like process’ efficiency and environmental impacts must be considered when 
choosing the supply source. In Brazil, an event showed the fragility of a system that relies 
on in only one source to attend their necessities; a truckers strike made the whole country 
stop. The energy sector has a similar situation; more than 60% of Brazilian energetic 
matrix is represented by one source, hydroelectric power plants. The availability of solar 
radiation and wind in Brazil makes it possible to diversify its energetic matrix. Thus, the 
aim of this study is investigating the potential of hybrid solar-wind power plants in two 
basins of Minas Gerais—Brazil, São Francisco Basin and Jequitinhonha Basin, as well as 
compare their viabilities in order to address social issues. By analyzing INMET database 
and economic factors, the study has shown that it is feasible to implement renewable 
power plants in the basins of the study area, whether individually (solar or wind energy) 
or hybrid system. It shows in addition that hybrid system should be prioritized, since it 
presents lower cost, when compared to solar power plant, and more reliability due to 
seasonality of both sources.

Keywords: hybrid power plants, solar, wind, feasibility, São Francisco Basin, 
Jequitinhonha Basin

1. Introduction

Energy plays a very important role in society’s development, thus it is present in almost every 
activity [1]. The author in [2] discussed one of the principal forms of energy, which is the 
electrical one and it can be obtained by a bunch of ways:

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



a. Work transformations generated by mechanical energy from waterfalls and/or wind force.

b. Thermal energy from the Sun which can be directly used as thermoelectric source or used 
on a photovoltaic way by means of panels.

c. From heat (combustion, geothermal energy, sun, nuclear fission) through the use of ther-
mal machines.

Some aspects are crucial when talking about energy. One is related to the environmental 
impacts associated to the energy production and that should always be the smallest possible 
[3]; another one is the exergy, “measures the ability of a source to produce useful work” [4], 
which will, in a second moment, be converted into electrical energy. Therefore, as some have 
been discussing, the production of energy must focus on efficiency [5].

In Brazil, the year of 2018 was tagged by an event that showed the fragility of a system that 
relies on only one source to attend their necessities. A truckers strike made the whole country 
stop [6]. The situation of energy supply is quite similar. Figure 1 shows the Brazilian ener-
getic matrix, where it is possible to see that more than 60% of Brazilian energetic matrix is 
represented by one source, hydroelectric power plants1. Although hydroelectric energy can be 
considered a renewable source, it cannot be treated as a sustainable source2 [7, 8]. When talk-
ing about sustainability, we are debating something that can endure over time, meeting the 
present generation needs without compromising the future generations’ needs [9]. It matters 
to find alternative resources to meet these requirements.

Renewable energy sources are playing an important role in the supply of energy for electric-
ity, transport, heat, among others. It currently attends a range between 15 and 20% of world’s 
total energy demand. There is a bunch of alternatives of renewable energy resources, such as 

1In the world, about 20% of the energy supply is due to its source [8].
2The construction of a dam involves several social and environmental impacts, such as land flooding, people displace-
ments, reduction on biodiversity, sedimentation, and so on [8].

Figure 1. Brazilian Energetic Matrix—2015 [10].
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biomass, geothermal, solar, modern bio-energy, wind, and it has been particularly favorable 
for more remote areas, such as rural areas [7, 8, 11].

Despite various options, two of them have excelled: solar and wind resources. The market of 
wind power and solar photovoltaic are being the most dynamic, with high rates of average 
growth [12, 13]. All around the world, for both, solar and wind sources, the availability of 
them is higher than the utilization’s necessity [14, 15].

For photovoltaic generation capacity field, Brazil is compared with desert areas—which are 
the best places in terms of solar radiation—such as Dangola, city in Saudi Arabia desert [16] as 
well as in the wind field, Brazil has lack of capacity of production [15]. Despite of this quantity 
of “feedstock,” these systems are dependent of a series of natural variables, and a hybrid 
system that combines these two elements seems to be the ideal arrangement.

In Brazil, municipalities attended by the electricity service have a great representativeness, 
over than 95% of the total residences [17]. Nevertheless, speaking about rural areas, its cover-
age percentage is quite lower, reaching about 89.7%. The biggest energy lacuna is seen at the 
northern region, with something like 24% of rural households without electricity, followed by 
Northeast (7.4%) and Central West (6.8%) rural areas.

The municipalities of Jequitinhonha and São Francisco river basins have advanced positively 
in public services in the last few years. The energy sector has advanced considerably by 
increasing access to electricity from traditional sources to rural families in the region, reaching 
more than 90% of residencies.

Thus, this chapter has the objective of investigating the potential of hybrid solar-wind energy 
exploration in Minas Gerais, especially in the Jequitinhonha and São Francisco river basins, 
which is the most economically underprivileged region of the state, and with good natural char-
acteristics, proposing a cost estimate based on the electricity consumption of each municipality.

1.1. Solar energy

1.1.1. The solar resource

The solar energy that hits the Earth’s surface as sunlight is about 10,000 times superior as the 
humanity gross demand [18]. In this context, exist two basic “technologies that convert sun-
light into useful forms of energy”. The first is the solar photovoltaic (PV) models/panels that 
directly convert sunlight into electricity. The second is a thermal system where the thermal 
energy coming from the Sun produces steam, and this last one is used to produce electricity. 
This thermal energy can still be used directly for water heat and/or industrial processes [8, 14].

1.1.1.1. Photovoltaic energy

The main uses of photovoltaic energy are observed for commercial purposes, residences, and 
public buildings; however, despite what one might think, these locations have great represen-
tativeness in energy consumption scenario. In Brazil, this value is 40% [19]. PV panels, which 
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can be installed in series or parallel to generate direct current (DC), are used for this system, 
and they come in two different crystal structures: a polycrystalline and monocrystalline. The 
first one is usually less efficient because it is composed of just one crystal, making it cheaper; 
the last one has high efficiency, but it costs a bit more. Panels should not be chosen only based 
on its price, but many factors have to be put into account such as brand, physical size, durabil-
ity, certifications. Moreover, the efficiency of PV panels depends on incoming solar radiation 
intensity, inclination of PV panels, wind speed, among others [19–22].

1.1.1.2. Thermoelectric use

The way of producing power, where thermal energy becomes electricity, happens in two pro-
cesses, the creation of steam and the use of that steam to turn on a turbine, which generates 
electricity as we can see in Figure 2. Because of the turbines boundaries, this method has a low 
efficiency, about 25% [8, 23].

1.1.1.3. The Brazilian potential

Brazil has natural characteristics that favor the use of solar energy. It is located at latitude 
range with high incidence of solar radiation [14]. According to the solarimetric atlas [16], the 
northern region of Brazil has solar radiation compared with the best regions of the world, and 
its values of daily solar radiation, monthly average is 8–22 MJ/m2, can be seen in Figure 3.

1.2. Wind energy

1.2.1. Windy resource

Seeking for technologies that minimize negatives impacts on the energy generation, the 
windy resource has gained attention. Beyond a production with no pollution during the 
power generation, it is widely available [8, 25]. “Wind energy is the kinetic energy contained 

Figure 2. Solar thermal conversion system [24].
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in the moving air masses.” Nevertheless, for this source to be considered technically feasible, 
its density must be higher or equal to 500 W/m2, at a height of 50 m, requiring a minimum 
wind speed of 7–8 m/s [15, 24]. According to World Meteorological Organization, these spe-
cial conditions are only found in 13% of the Earth’s surface [26].

1.2.2. Principles of technology

In order to obtain energy from the wind, some turbines are responsible to capture and trans-
form the kinetic energy of the air mass into mechanical energy. Then, a generator is applied 
and converts the mechanical energy into electricity. A standardization has been established 
for turbines design as follows: horizontal rotation axis, three shovels, active alignment, induc-
tion generator and non-flexible structure [15, 24].

1.2.3. Brazilian and global scenario

The world’s capacity of energy production is about three times higher than the energy con-
sumed all around the world in 2004; this value is 53,000 TWh/year, and the estimation of 

Figure 3. Daily solar radiation, monthly average–MJ/m2 dia [21].
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consumption for 2020 is 27,326 TWh/year. Talking about Brazil, the majority of the studies 
speak of wind potential values of 60,000 MW [15].

1.2.4. Conflict points: economics and land use

Wind power generation system does not require any type of fuel for its operation, which 
represents an advantage. However, the equipment cost seems to be a problem. In addition, it 
requires special accommodating characteristics, such competing demand for land use.

For economics, the biggest issue is related to the investment cost (Id), simulations ran by [27] 
has shown that investment cost is guide by the following equation:

   I  d   =  C  s   · Ne  (1)

where Cs is the unity investment cost and Ne is the installed power. As wind generator rep-
resents the main part of Cs, its value is not as high as other types of energy. For land use, 
off-shore is an alternative [8].

1.3. Hybrid exploration

A hybrid renewable energy system (HRES) supply consists of two or more power generation 
technologies combined to enhance the system efficiency, and it can be considered a “modern 
environmental friendly solution.” The HERS can come either in stand-alone or in grid con-
nected mode, showing itself as good option for remote locations [7, 28].

Renewable energy sources such as solar and wind are dependable of natural/climatic char-
acteristics that are not easy predictable; therefore, the combinations of these two sources can 
increase the system effectiveness twice [29–31]. Another system that has gained attention is fuel-
cell generation system, which demonstrates high efficiency and low pollution [32]. However, 
considering that these cells require pure hydrogen, and therefore, equipment to purify the fuel, 
it is not going to be used in this study, but its potential can be considered in future studies.

Figure 4 shows the scheme of a common solar-wind hybrid system.

Figure 4. Diagram of a solar-wind hybrid system [11].
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2. Methodology

2.1. Study area

Municipalities from two basins compose the study area: São Francisco and Jequitinhonha.

The São Francisco River Basin has great importance in the political, economic and social 
scenario of the country, considered the route of national integration through the connection 
between the Southeast, Midwest and Northeast regions of Brazil. The basins cover an area of 
638,576 km2, which corresponds to 8% of Brazil and 40% of the state of Minas Gerais. The São 
Francisco River born in Serra da Canastra in the state of Minas Gerais, covering 2863 km and 
contributing to the regional development of 521 municipalities in the states of Minas Gerais, 
Goiás, Bahia, Pernambuco, Sergipe, Alagoas and the Federal District [10, 31]. The vegetation 
in the region includes the transition area of Cerrado and the Caatinga with small fragments 
of Atlantic Forest with significant structure, complexity, and forest density. However, in the 
State of Minas Gerais, 96% of the Atlantic Forest and 75% of the Cerrado were deforested in 
their historical occupation process [17].

The São Francisco Basin presents distinct socioeconomic patterns that cover areas of high 
wealth and areas of high population density, as well as areas of intense poverty and well-
dispersed populations, with rural population in the upper São Francisco with approximately 
26% of the total basin [33, 34]. The basin has multiple uses, 77% of total demand for irrigation 
and 12% for hydroelectric power supply [35].

The Jequitinhonha River Basin has an area of approximately 70,315 km2, and 65,660 km2 (93%) 
is located in the state of Minas Gerais. The basin is bordered in the west by the São Francisco 
river basin. The Jequitinhonha river has its source in the Serra do Espinhaço, covering 920 km 
[36]. The basin is characterized by significant climatic heterogeneity, acting in a dynamic way 
with the physical and biotic means that are determinant for significant geoenvironmental 
features, including ecological and cultural patterns that influence the modalities of the use of 
natural resources [9]. The vegetation is composed of cerrado, fields and transitional vegeta-
tion of the Atlantic Forest and Caatinga [33].

The region has a high poverty rate with high exodus to large centers and more than two-
thirds of the population occupying the rural area. The main human activities are related to 
agriculture, mining and garimpo [37].

Municipalities were chosen from these two basins based on the social perspective as 
well as renewable resources availability, and also considering if the city had National 
Meteorological Institute (INMET) station, so that it would be possible to analyze the real 
date. From São Francisco Basin, the cities were: Curvelo, Espinosa, Montes Claros, Ouro 
Branco, Pirapora, Pirapora, and Três Marias. From Jequitinhonha Basin: Águas Vermelhas, 
Almenara, Belmonte, Capelinha, Diamantina, Itaobim, Rio Pardo de Minas, and Salinas 
(Figure 5).
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consumption for 2020 is 27,326 TWh/year. Talking about Brazil, the majority of the studies 
speak of wind potential values of 60,000 MW [15].
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Figure 4. Diagram of a solar-wind hybrid system [11].
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2.2. Energy consumption

Understanding energy consumption and need of each municipality is crucial to a successful 
work and that reveals the reality; therefore, based on the approach used by [38], average 
residential energy use [10] and residential coverage [17] data were collected.

2.3. Hybrid potential

For the hybrid potential, bibliographic research and INMET (National Meteorological 
Institute) database were used in order to understand the natural resources available (solar 
radiation and wind) and how those renewable energy works [39].

Renewable energy resources, solar and wind, were studied through bibliographic research, as 
well as, their availability on the municipalities what compose the study area. The main bibli-
ographies used were solar and wind atlases of Minas Gerais and Brazil [40–43]; but also, the 
study counted on interview with expert in the field of energy [44, 45]. The cities were chosen 
focusing on the social aspect and solar/wind availability.

INMET database, which contains radiation and wind velocity records for fourteen municipali-
ties that compose the study area (Águas Vermelhas, Almenara, Belmonte, Capelinha, Curvelo, 
Diamantina, Espinosa, Itaobim, Montes Claros, Ouro Branco, Pirapora, Salinas, Rio Pardo de 
Minas, and Três Marias), provided real date necessary to validate this work. From these data, 
the means of radiation and velocity of the winds were taken for each of the municipalities for 

Figure 5. Representation map of municipalities location [11].
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all months of the year, considering a period of 3 years of data for each municipality. Since the 
data from INMET database were provided in different metric system of those used in energy 
system, adjustments, conversions and weight were made on it.

Kruskal-Wallis nonparametric variance test and for Dunn’s test, the Dunn’s test was used in 
order to comparatively analyze solar radiation and wind velocity data for the municipalities. 
Dunn’s test was used in the BioEstat 5.3 program [46].

2.4. System dimensioning

The dimension and design of a hybrid system are ruled by three factors: energy consumption, 
efficiency of the equipment, and availability of natural resources. For this project, was defined 
that the use of each of the renewable resources would follow the criteria of lower price, while 
meeting the energy demand [47].

Following [38] approach, generic models of photovoltaic and wind power systems were used 
according to [48] for a close-to-reality system design. The specification is shown in Table 1. 
It is worth mentioning that the amount of equipment required to each location differs, since 
their energy use, need, and natural resources are different.

Eq. (2) [37] represents the electricity generated by a photovoltaic system. It evaluates the area 
of the panel in m2 (A); the efficiency of the panel in percentage (r); average solar radiation (H) 
and; a performance ratio, which represents the loss coefficient and ranges 0.5 and 0.9 (PR), the 
standard value of PR is 0.75. The evaluation gets an energy value (E) in kWh.

  E =  A   ∗   r   ∗   H   ∗  PR  (2)

It is worth mentioning that the photovoltaic-software calculator was used in order to calculate 
the photovoltaic electric generation. The calculator uses Eq. (2).

For wind power, the equation evaluates density of air, which is given in kg/m3 (ρ); area of the 
wind turbine, considering the diameter of the rotors (A); the wind speed (V); aerodynamic 
coefficient of rotor power (Cp) and; the efficiency of generator and transmission set (η), Eq. (3).

  P (Watts)  = 12ρArV3Cpη  (3)

Equipment Nominal power/capacity Cost (RS) Lifespan (years)

PV module 1 kW 1500 25

Wind generator 10 kW 1000 20

Battery bank 1 kWh 70 10

Inverter 2000 Wp 800 20

Table 1. Equipment specification [47].
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meeting the energy demand [47].

Following [38] approach, generic models of photovoltaic and wind power systems were used 
according to [48] for a close-to-reality system design. The specification is shown in Table 1. 
It is worth mentioning that the amount of equipment required to each location differs, since 
their energy use, need, and natural resources are different.

Eq. (2) [37] represents the electricity generated by a photovoltaic system. It evaluates the area 
of the panel in m2 (A); the efficiency of the panel in percentage (r); average solar radiation (H) 
and; a performance ratio, which represents the loss coefficient and ranges 0.5 and 0.9 (PR), the 
standard value of PR is 0.75. The evaluation gets an energy value (E) in kWh.

  E =  A   ∗   r   ∗   H   ∗  PR  (2)

It is worth mentioning that the photovoltaic-software calculator was used in order to calculate 
the photovoltaic electric generation. The calculator uses Eq. (2).

For wind power, the equation evaluates density of air, which is given in kg/m3 (ρ); area of the 
wind turbine, considering the diameter of the rotors (A); the wind speed (V); aerodynamic 
coefficient of rotor power (Cp) and; the efficiency of generator and transmission set (η), Eq. (3).

  P (Watts)  = 12ρArV3Cpη  (3)

Equipment Nominal power/capacity Cost (RS) Lifespan (years)

PV module 1 kW 1500 25

Wind generator 10 kW 1000 20

Battery bank 1 kWh 70 10

Inverter 2000 Wp 800 20

Table 1. Equipment specification [47].
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When comes to wind sources, it presents different speeds in its vertical profile. Normally, 
wind turbines are located 30 m above the ground, but wind speed is measured at 30 m from 
the ground in INMET stations; therefore, Logarithmic Law of the Winds has to be used in 
order to obtain reliable data of wind speed [49]. The law follows Eq. (4); where velocity (V) 
of a wanted point (Z) is a function of a velocity (Vref) at a known point (Zref) and Roughness 
length in the current wind direction (Z0). As all the cities of the study area are located in Minas 
Gerais, Z0 is assumed 1 m, based on the Atlas of Brazilian wind potential [8].

  V =  V  ref   ln  ( ZZ  0  )  / ln  ( Z  ref    Z  0  )   (4)

3. Results and discussions

3.1. Energy consumption

In 2014, the energy consumption in Minas Gerais was 10,698 GWh and the number of resi-
dences covered by this power was 6,884,946 [17]; thus, the average residential consumption of 
the state was 1.55 MWh/year or 129 kWh/month. The residential electrical consumption of the 
studied municipalities is shown in Table 2.

Montes Claros, since it is the most populous municipality of the study, is also the one that 
presents greater consumption of the residential class.

Municipality N° residencies Municipality consumption (GWh/year)

Águas Vermelhas 1781 0.23

Almenara 10,168 1.31

Belmonte 723 0.09

Capelinha 52,549 6.79

Curvelo 45,574 5.89

Diamantina 9322 1.20

Espinosa 7109 0.92

Itaobim 6024 9.90

Montes Claros 99,667 0.78

Ouro Branco 10,355 12.87

Pirapora 15,006 1.34

Rio Pardo de Minas 6006 1.94

Salinas 10,156 0.78

Três Marias 8176 1.31

Table 2. Energy consumption of the studied municipality [10, 31, 37].
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3.2. Hybrid potential

The hybrid potential is measured by the availability of renewable source, radiation index 
and wind speed. For photovoltaic purpose, a municipality is considered apt when the aver-
age radiation index is 5.5 kWh/m2 day [25]. The municipalities that compose the study area 
show the following radiation (kWh/m2 day  [50]), according to analyses of INMET database, 
Águas Vermelhas 5.6; Almenara 5.5; Belmonte 5.0; Capelinha 4.7; Curvelo 5.7; Diamantina 
5.3; Espinosa 6.2; Itaobim 5.6; Montes Claros 5,7; Ouro Branco 4.5; Pirapora 5.9; Rio Pardo 
de Minas 5.2; Salinas 5,9 e; Três Marias 5,7 (Figure 6). Regarding the basin, for Jequitinhonha 
Basin, Belmonte and Capelinha are not able to receive a photovoltaic system, and for São 
Francisco Basin, Ouro Branco is not able to support this sort of system in the parameters of 
this study. Another important factor for this study is daytime radiation (insolation), which is 
shown in (Figure 7), the pattern is that radiation increases during the day until reaches the 
highest values at 15 h (3 p.m.), showing slitting smaller values at 16 h (4 p.m.), when they 
start to decrease again. The decrease factor revealed to be faster than the increase. For wind 
energy, the turbines are activated when the winds reach a speed of 3 m/s. For the study area, 
the municipalities that have shown feasibility for the implementation of wind energy system 
are Diamantina, Espinosa, Ouro Branco, Rio Pardo de Minas, and Três Marias (Figure 8). 
The municipalities that have both solar and wind potential are Espinosa and Três Marias 

Figure 6. Average radiation for studied municipalities [11].

Figure 7. Average insolation for studied municipalities [11].
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Figure 6. Average radiation for studied municipalities [11].
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Figure 8. Average wind speed for studied municipalities [11].

Figure 9. Average wind behavior during the day for studied municipalities [11].

(both of them from São Francisco Basin); therefore, they are able to receive a hybrid system. 
These data were corroborated by the variance test that indicated a significant difference of 
these municipalities in relation to the others that were analyzed (H = 72.0573; p < 0.0001). It is 
worth mentioning that the Logarithmic Law of the Winds were applied to every municipal-
ity considering 30 m from the ground, which means that some of the cities would be able to 
receive this system at higher altitudes; however, it would be so much expansive that would 
be economically unfeasible.

Of the municipalities eligible for the hybrid system, only Espinosa has no wind availability 
during 24 h of the day (Figure 9).

3.3. System dimensioning

Dimensioning a system depends on the demand and resource available. For this study, dimen-
sioning follows the principle of supplying 100% of cities demand for residential category. 
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The representation of each part of the hybrid system will be done by “f” as the photovoltaic 
portion and (f-1) the wind part. For municipalities where wind average was not enough to 
carry a wind system, (f-1) is equal to zero; therefore, the entire demand will be supplied by f 
(photovoltaic system). The size of “f” also differs among cities, for the difference of demand 
as well as solar radiation and wind speeds [38].

Analyses from INMET databases have shown that some municipalities have potential for 
solar system (Águas Vermelhas 5.6; Almenara 5.5; Curvelo 5.7; Itaobim 5.6; Montes Claros 5.7; 
Pirapora 5.9; and Salinas 5.9), other for wind system (Diamantina, Ouro Branco, and Rio Pardo 
de Minas), and two of them for hybrid system (Espinosa and Três Marias). Just Belmonte and 
Capelinha revealed to be incapable to comport any of the system in the parameters of this study.

For the hybrid-system-municipalities (Espinosa and Três Marias), (f-1) is different from zero. 
For Diamantina, Ouro Branco, and Rio Pardo de Minas, “f” is equal to zero and for all other 
(f-1) is equal to zero, except for Belmonte and Capelinha, which did not meet the minimum 
standards considered in this study.

A simulation of prices, amount of equipment for each municipality is shown in Table 3 fol-
lowing the specifications and prices (considering batteries and inverters as well) mentioned 
in Section 2.2.3 (Table 1).

The simulations shown in Table 3 revels that, when technically feasible, hybrid systems should 
be prioritized, since they show lower cost and are more reliable considering seasonality of solar 

Municipality Consumption (GWh/year) N° Panels N° of wind 
generators

Estimated cost (R$)

Águas Vermelhas 0.23 1.09 0 1,195,646.15

Almenara 1.31 6 0 6,581,538.46

Belmonte 0.09 — — —

Capelinha 6.79 — — —

Curvelo 5.89 25.69 0 28,179,953.85

Diamantina 1.2 0 100 423,000.00

Espinosa 0.92 25 90 408,123.08

Itaobim 9.9 44.89 0 49,240,876.92

Montes Claros 12.87 55 0 60,330,769.23

Ouro Branco 12.88 0 1000 4,230,000

Pirapora 1.34 5727 0 6,282,078.46

Rio Pardo de Minas 1.94 0 190 803,700.00

Salinas 0.78 3365 0 3,691,146.15

Três Marias 1.06 40 105 488,026.92

Table 3. Energy consumption of the studied municipalities [11].
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Figure 8. Average wind speed for studied municipalities [11].

Figure 9. Average wind behavior during the day for studied municipalities [11].
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Ouro Branco 12.88 0 1000 4,230,000

Pirapora 1.34 5727 0 6,282,078.46

Rio Pardo de Minas 1.94 0 190 803,700.00

Salinas 0.78 3365 0 3,691,146.15

Três Marias 1.06 40 105 488,026.92

Table 3. Energy consumption of the studied municipalities [11].
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and wind resource. The wind resource is the second resource that presents the best initial cost, 
losing only to hydroelectric power stations [51], which proves the data obtained in this study.

3.4. Environmental and social perspective

Although solar and wind energy represent a sustainable and renewable source of energy, 
they still have negative impact that have to be considered and mitigated, even if their impacts 
are small compared to traditional sources [52].

With regard to the environment, the raw material for solar energy is silicon, which has to be 
mined; therefore, all the mining impact has to be considered and represent the main impact 
of photovoltaic panels. Even though this is a negative impact, it also represents an advantage 
for Brazilian market, since the country has large reserves of quality quartz that can generate 
silicon with high purity, cells and solar modules [53].

For wind energy, the main impact is the death of birds due to collision. It is estimated that col-
lisions with wind turbines kills approximately 20,000 to 37,000 birds per year [54]; however, 
this number represents only 0.003% of birds death, since other anthropological activities have 
a major influence on this number, such as building, car, chemicals. For wind energy, there are 
still noise and visual pollution.

Other impact to be quoted is the land use for both systems, since they require a large area [55].

For social, there is much gain in this sort of energy system. First, these systems do not release 
pollutant, so they are safer and healthier, the greenhouse gas life cycle for renewable energy, 
including manufacturing, installation, operation and maintenance and dismantling, is mini-
mal [56]. Substituting fossil fuels for renewable energy can reduce premature mortality and 
generally reduce health costs [57].

Another benefit is that solar and wind systems do not represent conflict of use of water, since 
they require little use of water [58]. In addition, they require more labor, so they create more 
jobs per invested currency, and jobs tend to be created in rural areas, which help to avoid 
rural exodus [58, 59].

4. Conclusions

In Brazil, the year of 2018 was tagged by an event that showed the weakness of a system 
that relies on in only one source to attend their necessities; a truckers strike made the whole 
country stop. The energy sector has a similar situation; more than 60% of its energetic matrix 
is represented by one source, hydroelectric power plants. So, due to the importance of the 
energy sector, the energetic matrix needs to be a bit diversified.

The analyses carried on in this study demonstrated that Minas Gerais, more specifically 
municipalities on São Francisco and Jequitinhonha Basins, shows technical feasibility to 
receive renewable energy system, whether solar, wind or hybrid system. The economical 
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analyses also revealed that it is economically viable, nuclear power plants, Angra I and II 
nuclear plants, with a combined capacity of about 2000 MW, received an investment of R$ 
6.576 billion [58], a photovoltaic field of this proportion (2000 MW) would cost about R$8 
billion, as shown in this project (see Table 3, Pirapora), this option has a close price of what 
was spent in the nuclear power plants, and it is a cleaner option, free of risk to the population.

Even though hydroelectric plants continue to be more economically viable [44, 45], the use of 
other source of energy is important in order to protect Brazilian market, diversifying national 
energy matrix.

After all, the study has shown that hybrid system is a viable alternative for Minas Gerais, 
specially the basins of São Francisco and Jequitinhonha. In addition, it could represent the 
crucial change to address social issues in these basins.
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analyses also revealed that it is economically viable, nuclear power plants, Angra I and II 
nuclear plants, with a combined capacity of about 2000 MW, received an investment of R$ 
6.576 billion [58], a photovoltaic field of this proportion (2000 MW) would cost about R$8 
billion, as shown in this project (see Table 3, Pirapora), this option has a close price of what 
was spent in the nuclear power plants, and it is a cleaner option, free of risk to the population.
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Abstract

Nuclear fusion, the process that powers the sun and the stars, is heralded as the ultimate 
energy source for the future of mankind. The promise of nuclear fusion to provide clean 
and safe energy, while having abundant fuel resources continues to drive global research 
and development. However, the goal of reaching so-called “breakeven” energy condi-
tions, whereby the energy produced from a fusion reaction is greater than the energy put 
in, is yet to be demonstrated. It is the role of ITER, an international collaborative experi-
mental reactor, to achieve breakeven conditions and to demonstrate technologies that will 
allow fusion to be realized as a viable energy source. However, with significant delays 
and cost overruns to ITER, there has been increased interest in the development of other 
fusion reactor concepts, particularly by private-sector start-ups, all of which are explor-
ing the possibility of an accelerated route to fusion. This chapter gives a comprehensive 
overview of nuclear fusion science, and provides an account of current approaches and 
their progress towards the realization of future fusion energy power plants. The range of 
technical issues, associated technology development challenges and future commercial 
opportunities are explored, with a focus on magnetic confinement approaches.

Keywords: nuclear fusion, power plant, plant design, plant operation, environmental 
impact, sustainability, DEMO

1. Introduction: a brief history of nuclear fusion

Under enormous pressures and temperatures, two or more atomic nuclei are able to over-
come the coulombic barrier and, through the quantum tunneling effect, join together to create 
a heavier nucleus, and to release enormous amounts of energy in the process. This reaction is 
called nuclear fusion. It is the process that combines lighter elements to create heavier elements, 
from which the energy released is what powers the sun and the stars [1]. Nuclear fusion has 
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the potential to provide almost limitless energy for mankind, as its primary fuel sources are 
abundant [2], there is no risk of a runaway reaction or meltdown, and no long-lived high-level 
radioactive waste or harmful greenhouse emissions are produced (see Section 5) [3]. As such, 
the possibility of creating a star on earth and harnessing the energy from the fusion reaction 
is heralded as the solution to all of mankind’s energy problems [4]. The aim of this study is to 
provide an overview of current development efforts into nuclear fusion as an energy source.

Figure 1 illustrates the binding energy of atomic nuclei and shows the differences between 
the easily confused nuclear fusion and nuclear fission reactions. Nuclear fission involves the 
splitting of unstable heavy atomic nuclei (illustrated by the leftward arrow on the right-hand 
side of the figure), whereas fusion involves the fusing of light atomic nuclei (illustrated by the 
upward arrow on the left-hand side of the figure).

Nuclear fusion was first observed earlier than nuclear fission. In 1934, an experiment involv-
ing scientists Oliphant, Harteck and Lord Rutherford, where by bombarding deuterium ions 
into target compounds containing deuterium, they observed that a new isotope of hydrogen 
and a neutron had been produced [6]. They theorized that a “hydrogen transmutation effect” 
had taken place [6], and it was later proven that this effect had in fact been the D-D fusion 
reaction (the reaction between two deuterium isotopes).

Although discovered prior to World War II, efforts to utilize the fusion reaction as a source of 
energy did not materialize until the 1950s [7]. Meanwhile, scientific understanding of the nuclear 
fission reaction, and the mechanisms by which energy could be produced from it, lead to rapid 
commercialization of fission technology in the early 1960s. During the same period, nuclear 
fusion research was considered slow, and was considered as being in “Purgatory” [8] due to the 
relative lack of progress as compared with fission. However, unlike fission, which occurs spon-
taneously in certain elements in nature and for which the reaction can be easily controlled in 
manmade reactors, fusion only occurs in stars (and the supernovae of starts) where the intense 
gravitational pressure and high temperatures allow the fusion reaction to take place. Given 

Figure 1. Binding energies of atomic nuclei (from hydrogen to uranium) [5].
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the extremity of the conditions required, it was immediately clear that the task of mimicking a 
star and harnessing energy from the fusion reaction on Earth would be a significant challenge.

In 1965, promising experimental results were published by the Soviet Union from a novel 
nuclear fusion device called a Tokamak. A tokamak, which is a Russian acronym for “Toroidalnaya 
Kamera Magnitmaya saksial’nym” (which translates to “toroidal chamber with axial magnetic 
field”), is a donut-shaped device that was designed for the purpose of confining a high tem-
perature plasma using a magnetic field, which is explained in more detail in Section 3. At first, 
experimental findings from tokamak experiments were largely ignored by the international 
fusion research community. However, by the beginning of 1970s the efficacy of the tokamak 
became apparent, and many countries followed by developing their own tokamak machines. 
Notable tokamaks around the world include: the Joint European Torus (JET) in U.K. (designed, 
constructed, and operated by the European Union, and Euratom, starting in the late 1970s and 
continues operation today), the Japan Torus-60 (JT-60) in Japan (which is now being upgraded 
to JT-60SA “Super Advanced”).

Since the end of the Cold War, focus has shifted towards international collaboration on the 
development of fusion. Together, the European Union, India, Japan, Russia, United States, 
South Korea and China are involved in the construction of the ITER tokamak (previously an 
acronym for International Thermonuclear Experimental Reactor, but now solely referred to as 
ITER, which is Latin for “the way”). A diagram showing the cross-section of ITER is shown in 
Figure 2. Under construction in Saint-Paul-lès-Durance, near Provence, in France, ITER will 
be the largest fusion reactor in the world to date and is considered the next major step in the 
path towards fusion energy. The primary objective is for ITER to yield a fusion reaction that 
produces five times more energy than is needed to sustain the fusion reaction (see Section 2),  
but it will also demonstrate the scientific and technological feasibility of fusion energy using 
tokamaks. “First plasma” in ITER (the start of preliminary D-D operation) is currently sched-
uled to begin in 2025, but the start of full power D-T operation (the reaction between deute-
rium and tritium), which will allow an attempt at achieving breakeven conditions, has been 
pushed back almost two decades from the original start date and will now begin in 2035.

Figure 2. ITER tokamak and plant systems [9].
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2. Fundamentals of nuclear fusion science

During the fusion of two or more light atomic nuclei, the mass of the product of the fusion 
reaction is slightly less than the sum of the reactants. This difference in mass is the conversion 
of mass into energy, as was theorized by Albert Einstein, and later proven. The relationship 
between mass and energy is shown in Eq. (1), where E, m and c are the energy released, the 
mass difference, and the speed of light respectively. In case of a nuclear fusion reaction, the 
surplus binding energy will be released as kinetic energy of particles, as detailed below.

  E =  Δmc   2   (1)

As shown in Figure 1, a helium-4 (4He) nucleus has the greatest binding energy of any atom 
lighter than carbon-12 (12C), and as such it is therefore the most stable of the light elements. 
Therefore, in terms of effectively utilizing energy from the nuclear fusion reaction, and to 
produce a stable product, it is most desirable to fuse light atoms that result in the production 
of a helium nucleus. Fusing lighter atomic nuclei has another significant advantage. The lower 
electric charge of lighter atoms leads to a reduced level of repulsion when interacting with 
other atomic nuclei, increasing the likelihood that a fusion reaction will occur. Nuclear fusion 
reactions between the lightest isotopes of hydrogen, deuterium (2D) and tritium (3T), as shown 
as Eqs. (2)–(4), are therefore the best candidates for the fuel cycle in future fusion reactors [3].

       2  D  +   2  D →      3  T  (1.01 MeV)   +   1  H  (3.03 MeV)   (2)

       2  D  +   2  D →      3  He  (0.82 MeV)   +   1  n  (2.45 MeV)   (3)

       2  D  +   3  T →      4  He  (3.52 MeV)   +   1  n  (14.06 MeV)   (4)

But of the three reactions shown, which offers the best option to be utilized as an energy source? 
The difficulty of a nuclear fusion reaction can be expressed by the reactivity, which is defined 
as the probability of a reaction occurring, per unit time, per unit density of target nuclei [10]. 
Reactivities of nuclear fusion reactions can be obtained by a multiplication of the nuclear cross 
section σ, and the relative velocity ν [10]. Figure 3 shows the averaged reactivity <σν> of the 
reactions Eqs. (2)–(4), as well as other possible fusion reactions between light atomic nuclei. 
As is clear, the lower the reactivity, the more extreme the conditions must be for the fusion 
reaction to occur. The figure shows that the reactivity between atomic nuclei of deuterium and 
tritium (the D-T reaction) is the most favorable, and it is for this reason that efforts are currently 
focused on producing a D-T fusion reactor. However, despite the fact that the reactivity of the 
D-T reaction makes it favorable from a physics perspectives, as detailed in Section 6, due to 
complications surrounding the long-term availability of tritium, unwanted chemical proper-
ties, and the higher energy neutrons produced by the reaction, other fusion fuels that avoid the 
use of tritium may be preferable. Of these, the D-D fusion reaction, as shown in Eqs. (2) and 
(3), as well as other aneutronic fusion reactions (reactions not resulting in the production of 
neutrons), are considered to be the best long-term options for future fusion reactors.

Power Plants in the Industry104

Although the D-T fusion reaction requires the lowest kinetic temperature for the fusion reac-
tion to occur, extremely high temperatures in the order of tens of keV are still required. Fusion 
reactors must be designed to provide and contain the conditions needed for nuclear fusion 
reactions to occur. In a fusion reactor, atoms of deuterium and tritium are heated to very high 
temperatures. At high temperatures, the electrons surrounding an atom separate from the 
nucleus, forming an ionized and electrically conductive substance called a plasma (plasma is 
the fourth state of matter). For fusion to occur, the plasma containing the fusion fuels must 
reach the thermal (kinetic) energy required, which requires the need to both contain and to 
heat the plasma. Plasma can be contained by magnetic fields, as it is positively charged. Being 
electrically conductive, it is also possible to induce a current in the plasma. There are a num-
ber of ways fusion plasmas can be controlled, and these are explained in Section 3.

To generate net positive energy from a fusion reaction, the energy released by the reaction must 
be greater than the energy that is required to induce the reaction. In the case of a fusion reactor, 

Figure 3. Averaged reactivity <σν> of nuclear fusion reactions between light atomic nuclei [11, 12].
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nucleus, forming an ionized and electrically conductive substance called a plasma (plasma is 
the fourth state of matter). For fusion to occur, the plasma containing the fusion fuels must 
reach the thermal (kinetic) energy required, which requires the need to both contain and to 
heat the plasma. Plasma can be contained by magnetic fields, as it is positively charged. Being 
electrically conductive, it is also possible to induce a current in the plasma. There are a num-
ber of ways fusion plasmas can be controlled, and these are explained in Section 3.

To generate net positive energy from a fusion reaction, the energy released by the reaction must 
be greater than the energy that is required to induce the reaction. In the case of a fusion reactor, 

Figure 3. Averaged reactivity <σν> of nuclear fusion reactions between light atomic nuclei [11, 12].
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this is the ratio of the energy output from nuclear fusion reactions in the plasma to the energy 
supplied to sustain the plasma, and is known as the fusion energy gain Q, or Qfus. The conditions 
to achieve Q = 1, the moment at which the energy produced is equal to the energy put in, is 
known as scientific breakeven conditions. In the case of a fusion reactor, auxiliary system power 
requirements and inefficiencies in the production of electricity mean that scientific breakeven 
conditions are not sufficient for a commercial fusion reactor. Instead, the ratio of energy pro-
duction from the fusion reactor must be compared against the total energy consumption of the 
whole fusion power plant. This is known as the engineering gain Qeng. Similarly, the conditions 
required to achieve Qeng = 1 is known as “engineering breakeven,” and it is achieving these 
conditions that is the true goal on the pathway to the realization of fusion energy.

There are three ways to improve the value of Q, in order to get closer to fusion conditions. 
Firstly, by increasing the rate of the fusion reaction (increasing the output energy) whilst 
simultaneously reducing the level of external heating needed (decreasing in the input energy), 
the value of Q can be increased. This is shown by the volumetric rate of the fusion reaction, f, as 
in Eq. (5), where n is the density of the fuel, and <σν> is the averaged reactivity. Since <σν> is 
proportional to the square of T, the volumetric rate of fusion reaction f is proportional to n2T2, 
thus when both are increased it leads to an increase in Q. The rate of the fusion reaction is 
dependent on both the density of the plasma, and on the plasma temperature, and increasing 
the temperature and density are thus two of the ways to increase Q.

  f = 0.25  n   2  < σν >  (5)

The third way to increase Q pertains to the efficiency of a fusion plasma to maintain its high-
temperature and high-density plasma conditions. This is known as the energy confinement 
time τE, and is expressed by Eq. (6), where W and Pheat are the thermal energy and the heating 
energy of the plasma, respectively [13]. The confinement time τE is the first-order delay time 
constant of the plasma thermal energy when the heating energy Pheat = 0, and is a measure of 
how well a fusion plasma can be contained.

    dW ___ dT   =  P  heat   −   W __  τ  E      (6)

In summary, Qfus is closely linked to the plasma density, the plasma temperature, and the effi-
ciency of contained thermal energy (confinement time). All must be increased to achieve the 
conditions required for nuclear fusion. These three factors combine as nTτE, which is known 
as the fusion triple product, or the Lawson criterion [14]. The triple product is used to evaluate the 
performance of a fusion reactor, and efforts have seen the value of the triple product increase 
steadily over time, although little improvement has been made in the past two decades.

3. Nuclear fusion reactors

3.1. Approaches to fusion reactors

Although several approaches to controlling and containing a fusion plasma exist, the two 
primary approaches being explored are based on the concept of magnetic confinement, and 
inertial confinement.
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Magnetic confinement fusion (MCF) reactors are the more advanced of the two approaches, and 
they utilize magnetic fields generated by electromagnetic coils to confine a fusion plasma in a 
donut-shaped (torus) vessel. There are two primary types of torus-shaped fusion devices. The 
tokamak, such as ITER (as introduced in Section 1), utilizes magnetic coils arranged around a 
torus-shaped vessel, which generates a toroidal magnetic field to confine the plasma, and uses 
a secondary poloidal magnetic field to drive the current in the plasma [13]. Other tokamak 
variants, such as the spherical tokamak design, which has a lower aspect ratio (the ratio of the 
outer radius to the inner radius of the torus), exhibits different and potentially better plasma 
performance but with the tradeoff of increased difficulty in engineering design [22].

Another magnetic confinement concept is the stellarator, which uses magnetic coils in a helical 
configuration around the plasma vessel, creating a spiral-shaped magnetic field which is used 
to drive the current. The differences between tokamak and stellarator systems are illustrated 
in Figure 4. The stellarator is considered to be a potential long-term solution, and stellarator-
based fusion reactors are actively being explored, but like the spherical tokamak may present 
a great challenge in engineering design [15].

Unlike magnetic confinement approaches, inertial confinement fusion (ICF) approaches attempt 
to externally heat and compress fusion fuel targets to achieve the very high temperatures even 
higher densities required to initiate the nuclear fusion. For most ICF concepts and approaches, 
high power lasers are used to compress and heat the fuel.

Recently, a third approach, which exploits the parameter space between the conditions pro-
duced and needed for magnetic and inertial confinement, has gained traction in recent years, 
and is receiving much scientific, and even commercial, attention. Magnetized target fusion (MTF), 
sometimes known as magnetized inertial fusion (MIF), looks to exploit the use of higher density 
plasmas than for MCF approaches, but lower power lasers and other drivers than those used in 
ICF approaches. MTF may offer a unique route to fusion, and the accelerated development of 
a number of unique concepts has seen significant support, particularly in the United States of 
America where the U.S. ARPA-E (Advanced Research Projects Agency-Energy) “ALPHA” pro-
gram has provided support for exploration into the magnetized target fusion route to fusion [17].

3.2. Progress in reactor development

As described in Section 2, nuclear fusion reactors are often evaluated by their ability to achieve 
high plasma density n, confinement time τE, and temperature T. As such, the history of fusion 
reactors is best viewed as a history of the improvement of the fusion gain Q on the Lawson 

Figure 4. Helical and tokamak magnetic confinement fusion reactors [16].
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this is the ratio of the energy output from nuclear fusion reactions in the plasma to the energy 
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conditions that is the true goal on the pathway to the realization of fusion energy.

There are three ways to improve the value of Q, in order to get closer to fusion conditions. 
Firstly, by increasing the rate of the fusion reaction (increasing the output energy) whilst 
simultaneously reducing the level of external heating needed (decreasing in the input energy), 
the value of Q can be increased. This is shown by the volumetric rate of the fusion reaction, f, as 
in Eq. (5), where n is the density of the fuel, and <σν> is the averaged reactivity. Since <σν> is 
proportional to the square of T, the volumetric rate of fusion reaction f is proportional to n2T2, 
thus when both are increased it leads to an increase in Q. The rate of the fusion reaction is 
dependent on both the density of the plasma, and on the plasma temperature, and increasing 
the temperature and density are thus two of the ways to increase Q.
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The third way to increase Q pertains to the efficiency of a fusion plasma to maintain its high-
temperature and high-density plasma conditions. This is known as the energy confinement 
time τE, and is expressed by Eq. (6), where W and Pheat are the thermal energy and the heating 
energy of the plasma, respectively [13]. The confinement time τE is the first-order delay time 
constant of the plasma thermal energy when the heating energy Pheat = 0, and is a measure of 
how well a fusion plasma can be contained.
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In summary, Qfus is closely linked to the plasma density, the plasma temperature, and the effi-
ciency of contained thermal energy (confinement time). All must be increased to achieve the 
conditions required for nuclear fusion. These three factors combine as nTτE, which is known 
as the fusion triple product, or the Lawson criterion [14]. The triple product is used to evaluate the 
performance of a fusion reactor, and efforts have seen the value of the triple product increase 
steadily over time, although little improvement has been made in the past two decades.
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3.1. Approaches to fusion reactors

Although several approaches to controlling and containing a fusion plasma exist, the two 
primary approaches being explored are based on the concept of magnetic confinement, and 
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they utilize magnetic fields generated by electromagnetic coils to confine a fusion plasma in a 
donut-shaped (torus) vessel. There are two primary types of torus-shaped fusion devices. The 
tokamak, such as ITER (as introduced in Section 1), utilizes magnetic coils arranged around a 
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a secondary poloidal magnetic field to drive the current in the plasma [13]. Other tokamak 
variants, such as the spherical tokamak design, which has a lower aspect ratio (the ratio of the 
outer radius to the inner radius of the torus), exhibits different and potentially better plasma 
performance but with the tradeoff of increased difficulty in engineering design [22].

Another magnetic confinement concept is the stellarator, which uses magnetic coils in a helical 
configuration around the plasma vessel, creating a spiral-shaped magnetic field which is used 
to drive the current. The differences between tokamak and stellarator systems are illustrated 
in Figure 4. The stellarator is considered to be a potential long-term solution, and stellarator-
based fusion reactors are actively being explored, but like the spherical tokamak may present 
a great challenge in engineering design [15].

Unlike magnetic confinement approaches, inertial confinement fusion (ICF) approaches attempt 
to externally heat and compress fusion fuel targets to achieve the very high temperatures even 
higher densities required to initiate the nuclear fusion. For most ICF concepts and approaches, 
high power lasers are used to compress and heat the fuel.

Recently, a third approach, which exploits the parameter space between the conditions pro-
duced and needed for magnetic and inertial confinement, has gained traction in recent years, 
and is receiving much scientific, and even commercial, attention. Magnetized target fusion (MTF), 
sometimes known as magnetized inertial fusion (MIF), looks to exploit the use of higher density 
plasmas than for MCF approaches, but lower power lasers and other drivers than those used in 
ICF approaches. MTF may offer a unique route to fusion, and the accelerated development of 
a number of unique concepts has seen significant support, particularly in the United States of 
America where the U.S. ARPA-E (Advanced Research Projects Agency-Energy) “ALPHA” pro-
gram has provided support for exploration into the magnetized target fusion route to fusion [17].

3.2. Progress in reactor development

As described in Section 2, nuclear fusion reactors are often evaluated by their ability to achieve 
high plasma density n, confinement time τE, and temperature T. As such, the history of fusion 
reactors is best viewed as a history of the improvement of the fusion gain Q on the Lawson 
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Diagram. The Lawson Diagram in Figure 5 illustrates the progress in fusion reactor develop-
ment, showing progression towards the Lawson criterion, with the central ion temperature 
(T) shown on the horizontal axis, and the product of plasma density the energy confinement 
time (nτE) shown on the vertical axis. The diagram shows that since the 1970s fusion reactors 
have seen a steady improvement towards scientific breakeven conditions (Q = 1). However, 
whilst the scientific community wait on the delayed ITER project to begin operation, progress 
towards breakeven has stagnated over the past two decades, as all focus has been on ensuring 
ITER’s success, which has diverted effort, resources in the way of both funding and manpower, 
and time for the exploration of other pathways, and even alternative tokamak concepts.

4. Nuclear fusion power plant design and operation

4.1. Harnessing the energy from the fusion reaction

All information presented here pertains only to the D-T fusion reaction, as the majority of devel-
opment efforts are based on the D-T fuel cycle. However, it is worth mentioning that aneutronic 

Figure 5. The development of fusion reactors since the 1970s (adapted from [18]).

Power Plants in the Industry108

fusion fuels, such as the proton-boron-11 reaction, or those involving helium-3, are considered 
to present promising and viable alternatives for long-term use as fuels for fusion energy. Refer to 
[19] for a comprehensive overview of the range of potential fuel cycles for future fusion reactors.

The primary energy released by the D-T fusion reaction is in the form of kinetic energy, which 
is carried by the products of the reaction. Of the two products, the majority of the energy is 
carried by the neutron (14.1 MeV), with the remainder being carried by the helium nucleus 
(3.5 MeV). As helium carries a positive charge, it will be affected by magnetic fields of the 
reactor, and as such the majority of the kinetic energy carried by the helium nuclei from 
fusion reactions will remain in the plasma, with the energy transferred to the plasma provide 
a self-heating effect to help sustain the fusion reaction. However, the kinetic energy carried by 
the neutrons, which are uncharged particles, will not remain in the plasma and instead will 
deposit their energy as heat in the walls of the reactor. Fusion power plant concepts intended 
for energy production will capture the energy carried by the neutrons in a blanket surround-
ing the reactor. The heat energy captured by the blanket will be extracted and converted 
into electricity through a thermodynamic cycle. It should be noted that whilst the energy is 
transferred by the neutrons, they also have potential to cause significant radiation damage. 
This is a major issue for future fusion reactors and must be designed for (see Section 5.1).

4.2. Energy production

The Rankine cycle is a closed steam turbine system used to generate electricity by convert-
ing energy from a heat source. A standard Rankine cycle follows a four-stage process. Water 
enters a boiler, for which the energy is provided by a heat source (in this case a fusion blanket 
which is heated primarily by the energy deposited from neutrons), where the energy from the 
heat carried away in the water is hot enough to form a saturated steam. The saturated steam 
passes through a steam turbine, where it expands transferring its energy to a turbine as rota-
tional energy, which is used to turn a generator to produce electricity. Following the expan-
sion through the turbine, the resulting wet steam enters the condenser, where it is converted 
back into the liquid phase. Finally, the liquid water passes through a pump, which returns 
the working fluid from a low-pressure boiler to a high-pressure boiler, and the cycle repeats. 
Currently, the Rankine cycle, as well as variations of the Rankine Cycle such as the reheat and 
regenerative Rankine cycle, are widely used at coal, oil and nuclear fission power plants. Due 
to the similarities in the conditions of nuclear fission reactors in that they produce high-grade 
heat, fusion power plants of the future are also expected to employ a Rankine cycle.

The Brayton cycle is now utilized at many natural gas power plants. As nuclear fusion reactors 
have the potential to operate at high-temperatures, fusion power plants of the future operating 
on the Brayton cycle also have the potential to achieve a higher energy production efficiency 
than systems using a Rankine cycle. Proposals to use fusion in more advanced electricity gen-
eration cycles include the possibility of using the Integrated Gasification Fuel Cell (IGFC) cycle 
or the Magnetohydrodynamic (MHD) generator cycle. In fact, the potential for fusion to produce 
high-grade process heat opens a number of avenues for future energy generation technology. 
Novel ideas for process heat applications of nuclear fusion, for purposes such as hydrogen 
production [20], high-temperature salt water desalination [21], or biomass gasification could 
facilitate the deep decarbonization of a larger proportion of primary energy markets, allow-
ing fusion technology to be used to better support ever-increasing global energy demand.
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fusion fuels, such as the proton-boron-11 reaction, or those involving helium-3, are considered 
to present promising and viable alternatives for long-term use as fuels for fusion energy. Refer to 
[19] for a comprehensive overview of the range of potential fuel cycles for future fusion reactors.

The primary energy released by the D-T fusion reaction is in the form of kinetic energy, which 
is carried by the products of the reaction. Of the two products, the majority of the energy is 
carried by the neutron (14.1 MeV), with the remainder being carried by the helium nucleus 
(3.5 MeV). As helium carries a positive charge, it will be affected by magnetic fields of the 
reactor, and as such the majority of the kinetic energy carried by the helium nuclei from 
fusion reactions will remain in the plasma, with the energy transferred to the plasma provide 
a self-heating effect to help sustain the fusion reaction. However, the kinetic energy carried by 
the neutrons, which are uncharged particles, will not remain in the plasma and instead will 
deposit their energy as heat in the walls of the reactor. Fusion power plant concepts intended 
for energy production will capture the energy carried by the neutrons in a blanket surround-
ing the reactor. The heat energy captured by the blanket will be extracted and converted 
into electricity through a thermodynamic cycle. It should be noted that whilst the energy is 
transferred by the neutrons, they also have potential to cause significant radiation damage. 
This is a major issue for future fusion reactors and must be designed for (see Section 5.1).

4.2. Energy production

The Rankine cycle is a closed steam turbine system used to generate electricity by convert-
ing energy from a heat source. A standard Rankine cycle follows a four-stage process. Water 
enters a boiler, for which the energy is provided by a heat source (in this case a fusion blanket 
which is heated primarily by the energy deposited from neutrons), where the energy from the 
heat carried away in the water is hot enough to form a saturated steam. The saturated steam 
passes through a steam turbine, where it expands transferring its energy to a turbine as rota-
tional energy, which is used to turn a generator to produce electricity. Following the expan-
sion through the turbine, the resulting wet steam enters the condenser, where it is converted 
back into the liquid phase. Finally, the liquid water passes through a pump, which returns 
the working fluid from a low-pressure boiler to a high-pressure boiler, and the cycle repeats. 
Currently, the Rankine cycle, as well as variations of the Rankine Cycle such as the reheat and 
regenerative Rankine cycle, are widely used at coal, oil and nuclear fission power plants. Due 
to the similarities in the conditions of nuclear fission reactors in that they produce high-grade 
heat, fusion power plants of the future are also expected to employ a Rankine cycle.

The Brayton cycle is now utilized at many natural gas power plants. As nuclear fusion reactors 
have the potential to operate at high-temperatures, fusion power plants of the future operating 
on the Brayton cycle also have the potential to achieve a higher energy production efficiency 
than systems using a Rankine cycle. Proposals to use fusion in more advanced electricity gen-
eration cycles include the possibility of using the Integrated Gasification Fuel Cell (IGFC) cycle 
or the Magnetohydrodynamic (MHD) generator cycle. In fact, the potential for fusion to produce 
high-grade process heat opens a number of avenues for future energy generation technology. 
Novel ideas for process heat applications of nuclear fusion, for purposes such as hydrogen 
production [20], high-temperature salt water desalination [21], or biomass gasification could 
facilitate the deep decarbonization of a larger proportion of primary energy markets, allow-
ing fusion technology to be used to better support ever-increasing global energy demand.
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4.3. Operation modes

There are two proposed modes of plant operation for electricity production in fusion power 
plants. The first is steady-state mode, which would allow the plant to generate electricity at 
a constant rate, as is the case in current nuclear fission power plants. Alternatively, fusion 
power plants could operate in pulsed mode, whereby the reactor system alternates between a 
short plasma burning period (concept designs see burn period range from 30 min to several 
hours), and a shut-off period (also known as a dwell period) to recharge for the next pulse. 
Some plant concepts based on a pulsed operational mode are designed with thermal reser-
voirs that use residual heat to enable continued electricity generation during dwell periods. 
Concepts that cannot manage continuous energy production in pulsed mode are considered 
intermittent and thus may not be viable as an electricity generating source but may still be 
useful for process heat applications, as detailed in Section 4.2.

An alternative is to design smaller (“compact”) fusion reactors modules, which then operate 
together in a modular power plant configuration. By designing a power plant so that of a set 
of fusion reactor modules, some are operational whilst others are in a dwell period, intermit-
tent fusion devices could still prove viable for electricity production. A modular power plant 
configuration also opens up the possibility of load-following capability and co-generation, by 
switching on a greater number of modules to provide electricity at times of high grid demand 
and then switching the output for the purposes of process heat applications at times of low 
grid demand. This concept is possible with some of the approaches being explored by various 
fusion initiatives, and is suggested in [22] (see Section 6), as well as by an array of concepts 
employing the use of fission SMRs (Small Modular Reactors), which share many similarities 
with the modular fusion power plant concept [21, 23].

5. Challenges to the realization of a nuclear fusion power plant

5.1. Science, engineering and technology

The science, engineering and technology challenges ahead on the route to commercial fusion 
are vast and wide-ranging. Principally, for magnetic confinement D-T reactor concepts, the 
primary technical issues that must be overcome are: [15].

• Stable operation of fusion plasmas

• Design and development of a heat exhaust system (known as the divertor)

• Development of neutron-resistant fusion materials

• Development of tritium breeding technology

• Development of reliable magnet systems

For the success of any fusion device, the operation and control of a high-performance plasma is 
crucial. The development of reliable plasma regimes with mitigation procedures that prevent 
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instabilities and disruptions in the plasma from causing damage to the walls of the reactor 
are the subject of much current research around the globe and is a primary focus on the ITER 
project [15]. Further, to handle the heat from the plasma, and to remove the helium “ash” (the 
alpha particles) that is produced by the D-T fusion reaction itself, a plasma heat exhaust, known 
as a divertor, is also required. An integrated divertor design must be developed to be effective 
at handling the intense heat (10 MW/m2 is the design basis for ITER [15]) and the high neutron 
loads over the long operational timescales that will be required for a fusion power plant [15, 24]. 
Divertors are specific to the tokamak approach, but any MCF power plant concept, or perhaps 
even MTF approaches, will have to consider a power handling and plasma exhaust system.

In addition to materials needed for the divertor, plasma facing materials (sometimes known 
as the first wall) must also be developed to provide radiation shielding for protection of the 
magnets, diagnostics and control equipment, as well as workers and the environment (using a 
bio-shield), whilst simultaneously allowing neutrons through to the tritium fuel breeding blan-
ket where the energy deposited is used to produce electricity and to breed new fuel to sustain 
the fusion fuel cycle (see below). The requirements of fusion materials differ to those used for 
nuclear fission reactors. The neutrons from the D-T fusion reaction are of a much higher energy, 
and with the reduction of nuclear waste and safety in mind, materials for fusion are subject 
to judicious selection to ensure that long-lived radioactive waste is not produced through 
the interaction of fusion neutrons with the surrounding reactor structure [21]. In eliminating 
certain isotopes, the list of materials available for use in fusion reactors becomes significantly 
limited, thus providing an added challenge on top of an already difficult problem. An example 
of the trade-offs is apparent when considering the development of Reduced Activation Ferritic 
Martensitic (RAFM) steels for fusion applications, which upon neutron irradiation better retain 
their properties and do not produce any long-lived radioactive waste, but instead suffer from 
other performance limitations and have more of a limited thermal operation range [25].

Neutron resistant materials also play a critical role in the structure of the tritium breeding blan-
ket systems. The tritium breeding systems have two primary purposes: to breed new tritium 
fuel from D-T fusion neutron interaction with lithium, and to capture and extract the energy 
carried by the neutrons in the form of heat so that energy can be produced (see Section 4). 
Challenges in the design of breeding blankets are wide-ranging. Materials selection, the removal 
of heat and associated thermal hydraulic challenges, as well as the breeding mechanism itself, 
all present disparate problems but require an integrated solution. To date, no proof-of-concept 
for tritium breeding technology has been demonstrated, though a range of designs exist, and 
preliminary testing and computer modeling has been the focus in the absence of experimental 
data. However, even if breeding technology is developed, issues surrounding the sustainability 
of breeding blankets may present an additional hurdle, as discussed in Section 5.5 [15, 26].

The final of the core challenges for fusion is in the development of efficient superconducting mag-
nets, which are required to provide the magnetic field to contain a fusion plasma. Until recently, 
most effort was focused on the use of low temperature superconducting (LTS) magnets, which 
are capable of carrying the high fields and currents necessary for large scale magnetic confine-
ment fusion reactors, but that are large in size, and must be cooled to liquid helium temperatures 
(~4 K) at significant cryogenic cost. Recent developments in magnet technology has seen the 
development of high-temperature superconductors (HTS) which can carry greater currents at 
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4.3. Operation modes
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plants. The first is steady-state mode, which would allow the plant to generate electricity at 
a constant rate, as is the case in current nuclear fission power plants. Alternatively, fusion 
power plants could operate in pulsed mode, whereby the reactor system alternates between a 
short plasma burning period (concept designs see burn period range from 30 min to several 
hours), and a shut-off period (also known as a dwell period) to recharge for the next pulse. 
Some plant concepts based on a pulsed operational mode are designed with thermal reser-
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intermittent and thus may not be viable as an electricity generating source but may still be 
useful for process heat applications, as detailed in Section 4.2.
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fusion initiatives, and is suggested in [22] (see Section 6), as well as by an array of concepts 
employing the use of fission SMRs (Small Modular Reactors), which share many similarities 
with the modular fusion power plant concept [21, 23].
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• Stable operation of fusion plasmas
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instabilities and disruptions in the plasma from causing damage to the walls of the reactor 
are the subject of much current research around the globe and is a primary focus on the ITER 
project [15]. Further, to handle the heat from the plasma, and to remove the helium “ash” (the 
alpha particles) that is produced by the D-T fusion reaction itself, a plasma heat exhaust, known 
as a divertor, is also required. An integrated divertor design must be developed to be effective 
at handling the intense heat (10 MW/m2 is the design basis for ITER [15]) and the high neutron 
loads over the long operational timescales that will be required for a fusion power plant [15, 24]. 
Divertors are specific to the tokamak approach, but any MCF power plant concept, or perhaps 
even MTF approaches, will have to consider a power handling and plasma exhaust system.

In addition to materials needed for the divertor, plasma facing materials (sometimes known 
as the first wall) must also be developed to provide radiation shielding for protection of the 
magnets, diagnostics and control equipment, as well as workers and the environment (using a 
bio-shield), whilst simultaneously allowing neutrons through to the tritium fuel breeding blan-
ket where the energy deposited is used to produce electricity and to breed new fuel to sustain 
the fusion fuel cycle (see below). The requirements of fusion materials differ to those used for 
nuclear fission reactors. The neutrons from the D-T fusion reaction are of a much higher energy, 
and with the reduction of nuclear waste and safety in mind, materials for fusion are subject 
to judicious selection to ensure that long-lived radioactive waste is not produced through 
the interaction of fusion neutrons with the surrounding reactor structure [21]. In eliminating 
certain isotopes, the list of materials available for use in fusion reactors becomes significantly 
limited, thus providing an added challenge on top of an already difficult problem. An example 
of the trade-offs is apparent when considering the development of Reduced Activation Ferritic 
Martensitic (RAFM) steels for fusion applications, which upon neutron irradiation better retain 
their properties and do not produce any long-lived radioactive waste, but instead suffer from 
other performance limitations and have more of a limited thermal operation range [25].

Neutron resistant materials also play a critical role in the structure of the tritium breeding blan-
ket systems. The tritium breeding systems have two primary purposes: to breed new tritium 
fuel from D-T fusion neutron interaction with lithium, and to capture and extract the energy 
carried by the neutrons in the form of heat so that energy can be produced (see Section 4). 
Challenges in the design of breeding blankets are wide-ranging. Materials selection, the removal 
of heat and associated thermal hydraulic challenges, as well as the breeding mechanism itself, 
all present disparate problems but require an integrated solution. To date, no proof-of-concept 
for tritium breeding technology has been demonstrated, though a range of designs exist, and 
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higher field than LTS, and with greater cryogenic efficiency, owing to the operating temperature 
(“high-temperature” is a misnomer that refers to potential high-performance magnet operation 
at 20–30 K, rather than 4 K). Development in HTS, which may lead to the development of more 
efficient smaller fusion reactors as they are capable of operating at higher field [22, 27].

All issues have interdependencies, and an integrated solution is required and being sought 
for future fusion devices, and in the development approach. See [15, 28, 29].

5.2. Safety

Unlike nuclear fission reactors, nuclear fusion reactors do not have any risk of a runaway 
reaction or meltdown. In the case of any abnormalities in fusion reactor conditions, such as an 
abnormal plasma pressure or density spike, the plasma will dissociate and collapse, and the 
fusion reaction will cease. The level of decay heat in a fusion reactor after the termination of 
the plasma is very low compared with fission reactors, which must be cooled after shutdown 
to prevent core melt. In principle, nuclear fusion power plants do not require an Emergency 
Core Cooling System (ECCS), as even in a Loss of Cooling Accident (LOCA) the plasma inside 
the reactor would dissociate due to the influx of impurities from the reactor vessel walls as 
the surfaces heat up due to the lack of coolant available. In such an event, once the plasma has 
dissociated, all that remains is residual decay heat, for which studies suggest that the small 
temperature increases do not lead to melting, and therefore decay heat in a fusion power plant 
is considered as a low safety risk [30]. Despite this, consideration of such accident scenarios 
will still be made based on the rigorous method of Probabilistic Risk Assessment (PRA) [30].

Nuclear fusion power plants will not produce high level or transuranic radioactive waste 
like that produced by fission power plants. However, nuclear fusion power plants will still 
produce large quantities of intermediate level waste as a result of the existence of high energy 
neutrons and the in-vessel tritium-contaminated (tritiated) dust that becomes embedded in 
the reactor walls and components. Radioactive waste from fusion is unavoidable, even with 
efforts to develop materials such as RAFM steels to reduce the radioactivity and quantities of 
waste from the reactor structure. Another important example of the impossibility of avoid-
ing the production of radioactive waste from fusion is in the selection of breeding blanket 
materials, as the neutron irradiation of lead, a crucial breeding material (neutron multiplier) 
can result in the production of the isotope polonium-210, which is a strong alpha emitter. 
As such, both issues present a challenge, as the waste from fusion power plants will remain 
significantly radioactive for a number of decades, perhaps even presenting a higher level of 
radiological risk than the waste produced in fission reactors in the short-term, and tritiated 
materials will require novel handing techniques [31]. While the risks associated with radioac-
tive materials in the long-term are considered to be lower than those associated with waste 
produced from fission reactors, which can last for millions of years, it is likely that a similar 
level of regulation and licensing will be required to ensure that plant design and waste han-
dling is fit for purpose, safe, and factored in to design and costing.

5.3. Nuclear proliferation and security risks

Nuclear fusion power plant concepts are generally considered to have a lower risk of 
nuclear proliferation. Nuclear fusion power plants will not handle any currently designated 
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special nuclear materials. Currently safeguarded are: 239Pu, 233U and enriched uranium (235U). 
However, it is not inconceivable that weapons-grade 239Pu or 233U could be produced using 
the neutrons from a fusion reactor by replacing the blanket materials with natural uranium 
or thorium [32]. Moreover, tritium, the primary fuel for fusion, can be used to boost the yield 
of thermonuclear fission and fusion weapons, and thus careful accountancy of the fuel will 
be required [33]. While the nuclear proliferation and security risks regarding nuclear fusion 
power plants are significantly lower than those required for fission power plants, it is likely 
that stringent safeguarding for fusion power plants will be required. These must be devel-
oped in accordance with International Atomic Energy Agency (IAEA) recommendations.

5.4. Environmental impacts

Although fusion power plants will release small quantities of tritium to within already defined 
limits, they will not produce greenhouse gases or other air pollutants [34]. As a result, the 
environmental impacts associated with nuclear fusion power plants will instead be primar-
ily attributed to construction, operation and maintenance, including fuel supply chains, and 
waste disposal. Environmental Life Cycle Assessments (LCA) suggest that life cycle green-
house gas emissions of nuclear fusion electricity generation will be somewhere between 6 and 
12 g CO2 equivalent per kWh of electricity production. This is in line with recent renewables 
estimates [35], and current light water nuclear power plants (5.7 g/kWh), and an order of 
magnitude lower than for coal power plants (270 g/kWh) [36–38].

5.5. Sustainability

The fuels of nuclear fusion power plants are deuterium and tritium. Deuterium is an isotope 
of hydrogen with the isotopic ratio of 150 ppm, or 1 part in 6700 atoms of hydrogen. As such, 
deuterium is abundant in seawater and can be extracted using well-established separation 
processes. Tritium, on the other hand, does not occur in nature in any significant quantity, 
and is only produced by commercial purposes as a by-product in heavy water CANDU fis-
sion reactors. Tritium is a radioactive isotope, decaying with a half-life of 12.3 years, and with 
supply coming only from CANDU reactors, supply is severely limited, as a global stockpile 
of only around 30 kg is available for commercial use worldwide (and the same stockpile must 
supply ITER with almost 20 kg). That commercial fusion reactors require 55.6 kg of tritium 
per year per GW (thermal) for operation, future fusion power plants cannot depend on an 
external supply of CANDU tritium (or otherwise) for commercial operation. Instead, tritium 
is expected to be produced by neutron interaction with lithium, specifically the isotope lith-
ium-6, in breeding blankets, under the reaction shown in Eq. (7).

       6  Li + n  →   4  He  (2.05 MeV)   +   3  T  (2.75 MeV)    (7)

The quantity of tritium produced in the breeding blanket must be greater than that used 
by the fusion reactor, and therefore the reactor must have a TBR (tritium breeding ratio) 
above 1 in order to achieve “tritium self-sufficiency”. Therefore, although the fuel itself that is 
required for fusion is tritium, the consumable fuel for a fusion power plant is in fact lithium.

On lithium and deuterium sources alone, it is estimated nuclear fusion power plants could 
provide the electricity needs of humanity for tens of millions of years (from 14 million [2] 
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radiological risk than the waste produced in fission reactors in the short-term, and tritiated 
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Nuclear fusion power plant concepts are generally considered to have a lower risk of 
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of hydrogen with the isotopic ratio of 150 ppm, or 1 part in 6700 atoms of hydrogen. As such, 
deuterium is abundant in seawater and can be extracted using well-established separation 
processes. Tritium, on the other hand, does not occur in nature in any significant quantity, 
and is only produced by commercial purposes as a by-product in heavy water CANDU fis-
sion reactors. Tritium is a radioactive isotope, decaying with a half-life of 12.3 years, and with 
supply coming only from CANDU reactors, supply is severely limited, as a global stockpile 
of only around 30 kg is available for commercial use worldwide (and the same stockpile must 
supply ITER with almost 20 kg). That commercial fusion reactors require 55.6 kg of tritium 
per year per GW (thermal) for operation, future fusion power plants cannot depend on an 
external supply of CANDU tritium (or otherwise) for commercial operation. Instead, tritium 
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above 1 in order to achieve “tritium self-sufficiency”. Therefore, although the fuel itself that is 
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On lithium and deuterium sources alone, it is estimated nuclear fusion power plants could 
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to 23 million years [38]). This leads us to the consideration that the resources for nuclear 
fusion are ‘virtually unlimited.’ Current terrestrial deposits of lithium are estimated at 53 mil-
lion tons [39]. Given that a nuclear fusion power plant with an electrical output of 1 GWe 
requires between 10 and 35 tons of lithium over its operational lifetime [2], 2500 1 GWe fusion 
power plants would require up to 90,000 tons, notwithstanding competition for lithium from 
advanced technologies such as large scale battery storage. However, it is more complex when 
considering that many fusion breeder concepts rely on the use of lithium-6 rather than natural 
lithium. Lithium-6 has an isotopic abundance of only 7.5%, and therefore to obtain 90,000 tons 
of lithium-6, a total of 1.2 million tons of natural lithium would be required. Even so, this is 
only around 2% of the current known terrestrial deposits, and a backstop also exists in the 
form of seawater in which the abundance of lithium and some other key minerals is relatively 
high. Thus, although production cost would likely increase, lithium could be procured from 
seawater in the future [40, 41]. Even with competition for lithium, resources appear plentiful 
for the purposes of fusion, particularly since technological advancements towards D-D and 
aneutronic fuel cycles may eventually avoid the need for tritium production altogether.

However, resource limitations do exist with other critical materials required for future nuclear 
fusion reactors. There are potentially significant issues in the supply of helium gas for the 
cryogenic cooling systems, beryllium for the tritium breeder blanket, and some critical metals 
that are required for construction of the fusion reactor structure.

Helium resource is expected to be of limited availability for future fusion reactors, and thus 
improving the efficiency of cooling systems, as well as efforts to reduce and recycle the overall 
helium inventory, is needed to ensure longevity of the current supply [42]. As above, the lack 
of tritium available from external sources necessitates the inclusion of a tritium breeder blan-
ket, which will mean lithium as the primary fuel. However, as even enriched lithium-6 tritium 
breeder blankets are expected to be insufficient to achieve a TBR > 1, beryllium will be used as 
a neutron multiplier in order to increase the neutron yield and give a higher TBR. Total cur-
rent global deposits of beryllium are estimated at 100,000 to 150,000 tons, and the quantity of 
beryllium required per reactor is in the order of 400 tons per GWe. Therefore, current beryllium 
deposits would be far insufficient to support 2500 GWe of installed fusion reactors using beryl-
lium as the neutron multiplier in the tritium breeder blanket [2]. Fortunately, lead-based tritium 
breeder blankets, which also provide neutron multiplication and as such offers a substitution 
option, are also being explored as lead is abundant and cheap. Structural materials, such as vana-
dium and niobium, are not abundant and although recycling or even extraction from seawater 
may be possible, alternative metals for alloying should be sought for longer-term fusion reactors.

6. First-Of-A-Kind fusion power plants

6.1. DEMO projects

In anticipation of the successful demonstration of the technical feasibility of nuclear fusion 
power plants based on the tokamak approach in ITER, many nations around the world are 
now proposing Demonstration Nuclear Fusion Power Plants (DEMO) designs. DEMO will be 
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based on design, engineering and operational experience of ITER, and is expected to be the 
First-Of-A-Kind (FOAK) commercially viable fusion power demonstrator in the world (even 
though it may never produce power to the electricity grid).

SlimCS is a DEMO power plant proposed by JAEA (Japan Atomic Energy Agency, later 
reformed into QST in 2016). SlimCS will have a fusion thermal output of 2.95 GW and an elec-
trical output of 1 GW, and it will assess the economic viability of a large-scale fusion power 
plant. The reactor is of similar size to ITER, with a major radius of 5.5 m, and an aspect ratio of 
2.6 [43]. The Japanese government publicly announced that the decision to construct a DEMO 
reactor will be made in 2030s, in order to realize the commercialization of fusion energy by the 
middle of the twenty-first century. As this puts the SlimCS schedule in the same timeframe as 
the operation of ITER, it is uncertain as to what extent ITER will inform SlimCS.

The European Union has a dedicated team within EUROfusion which is focused on develop-
ing the design of a European version of a DEMO fusion device, EU DEMO. Similarly, EU 
DEMO is considered to be the last step before the full-scale commercial roll-out of fusion 
energy technology. EU DEMO is primarily designed to be a pulsed machine but is expected to 
deliver long pulse durations with only a short dwell time. The expected fusion thermal output 
is currently envisaged to be in the order of 2 GW, with electrical output at 500 MW, but the 
design is only in at a conceptual stage [44, 45].

6.2. Innovative approaches by private companies

Due to delays and cost overruns in ITER, questions have been raised over the viability of the 
ITER pathway as being the best route to fusion energy. This has led to increasing uncertainty 
over future involvement and project funding, most notably from the United States of America. 
Such issues with the ITER project have not helped to shift the longstanding perception that 
commercial fusion is “always 30 years away” [46]. However, alternative fusion energy con-
cepts are also being developed in parallel to the ITER project and are slowly increasing in 
technological maturity. And such activities have become the subject of increased international 
interest over recent years. Delays to the public fusion program, combined with novel ideas, 
disruptive technologies, and an injection of private funding has led to the birth of a number 
of private-sector start-ups, all looking for a faster route to fusion [47]. Both Tokamak Energy 
Ltd in the UK, and Commonwealth Fusion Systems, a spin-out company from MIT in the US, are 
developing tokamak variants that operate on alternative high-performance plasma regimes 
that make use of the benefits of HTS magnets [22, 27].

Non-tokamak reactor concepts are looking to explore entirely different configurations and are 
considering different ways of initiating, heating and sustaining plasmas. The ARPA-E ALPHA 
program in the United States of America, which has supported a number of start-ups exploring 
the physics space between inertial and magnetic confinement fusion, with the vision that it may 
lead to an “easier” route to fusion. This approach is intended to support a number of promising 
concepts, to spread the risk of failure and therefore at the same time to increase the chances 
of success [17, 47]. General Fusion, a Canadian-based start-up company is developing a reactor 
based on an entirely novel acoustically-driven system, which will operate in pulse mode [48]. 
TAE Technologies (formerly Tri-Alpha Energy), a US-based start-up, is exploring the possibilities 
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of liner-driven proton-boron11 fusion, opting to avoid the complications that arise from the 
D-T fuel cycle, and are already looking at medical applications as a potentially important mar-
ket [49]. Indeed, of further interest is that Lockheed Martin also has an internal “Skunkworks” 
team dedicated to developing a novel fusion reactor approach. Although few details have been 
released, the reactor concept is that of a magnetic cusp device, and although patents have been 
filed, progress towards the realization of fusion energy of the magnetic cusp device is largely 
being kept secretive [50]. Numerous other fusion start-ups exist, all with the goal of delivering 
commercial fusion energy. Whether or not these efforts are on the road to success remains to be 
seen, but a “new fusion race” and the competition it brings is expected to spark technological 
advancement in a multitude of areas that will likely benefit all in the fusion community, and 
those outside it, in the pursuit of the holy grail: commercially viable fusion energy.

7. Conclusions: the road to a nuclear fusion power plant

Nuclear fusion has received frequent cynicism, with the longstanding quip that it is “always 
30 years away,” in reference to the fact that since the 1970s fusion scientists have continually 
predicted that fusion energy will take 30 years to become commercial [46]. It appears that 
this has always been the case, and critics say it always will be. With this in mind, it could 
appear disingenuous to make the same statement here at the current time, but the realization 

Figure 6. Current timeline for the commercialization of nuclear fusion energy [15, 22, 27, 43, 44, 48].
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of a commercial fusion power plant is expected in around 30 years’ time. To conclude this 
overview study, Figure 6 provides a summary of current efforts, showing key concepts and 
expected milestones, on the pathway to commercial nuclear fusion energy.

The result of this review study highlights the current plans for the development of fusion 
to deliver on the promise of fusion energy. Current plans to realize fusion power are 
continuously updated, however should be treated with caution, as they are subject to 
uncertainties, unknown obstacles to technological progression and resource limitations 
in funding and manpower; all of which may limit the ability to achieve future goals in 
a timely manner. At the current time, however, it is expected that fusion energy will 
become a reality in less than 30 years. Every effort to ensure this timescale is realized 
should be made so that fusion can fulfill its potential and make the much-needed impact 
in global energy.
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of liner-driven proton-boron11 fusion, opting to avoid the complications that arise from the 
D-T fuel cycle, and are already looking at medical applications as a potentially important mar-
ket [49]. Indeed, of further interest is that Lockheed Martin also has an internal “Skunkworks” 
team dedicated to developing a novel fusion reactor approach. Although few details have been 
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filed, progress towards the realization of fusion energy of the magnetic cusp device is largely 
being kept secretive [50]. Numerous other fusion start-ups exist, all with the goal of delivering 
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seen, but a “new fusion race” and the competition it brings is expected to spark technological 
advancement in a multitude of areas that will likely benefit all in the fusion community, and 
those outside it, in the pursuit of the holy grail: commercially viable fusion energy.

7. Conclusions: the road to a nuclear fusion power plant

Nuclear fusion has received frequent cynicism, with the longstanding quip that it is “always 
30 years away,” in reference to the fact that since the 1970s fusion scientists have continually 
predicted that fusion energy will take 30 years to become commercial [46]. It appears that 
this has always been the case, and critics say it always will be. With this in mind, it could 
appear disingenuous to make the same statement here at the current time, but the realization 

Figure 6. Current timeline for the commercialization of nuclear fusion energy [15, 22, 27, 43, 44, 48].
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of a commercial fusion power plant is expected in around 30 years’ time. To conclude this 
overview study, Figure 6 provides a summary of current efforts, showing key concepts and 
expected milestones, on the pathway to commercial nuclear fusion energy.

The result of this review study highlights the current plans for the development of fusion 
to deliver on the promise of fusion energy. Current plans to realize fusion power are 
continuously updated, however should be treated with caution, as they are subject to 
uncertainties, unknown obstacles to technological progression and resource limitations 
in funding and manpower; all of which may limit the ability to achieve future goals in 
a timely manner. At the current time, however, it is expected that fusion energy will 
become a reality in less than 30 years. Every effort to ensure this timescale is realized 
should be made so that fusion can fulfill its potential and make the much-needed impact 
in global energy.
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Abstract

This chapter presents the recent research on various strategies for power plant flexible 
operations to meet the requirements of load balance. The aim of this study is to investi-
gate whether it is feasible to integrate the thermal energy storage (TES) with the thermal 
power plant steam-water cycle. Optional thermal charge and discharge locations in the 
cycle have been proposed and compared. Dynamic modeling and simulations have been 
carried out to demonstrate the capability of TES integration in supporting the flexible 
operation of the power plant. The simulation software named SimuEngine is adopted, 
and a 600 MW supercritical coal-fired power plant model is implemented onto the soft-
ware platform. Three TES charging strategies and two TES discharging strategies are 
proposed and verified via the simulation platform. The simulation results show that it 
is feasible to extract steam from steam turbines to charge the TES and to discharge the 
stored thermal energy back to the power generation processes. The improved capability 
of the plant flexible operation is further studied in supporting the responses to the grid 
load demand changes. The results demonstrated that the TES integration has led to much 
faster and more flexible responses to the load demand changes.

Keywords: supercritical coal-fired power plant, SimuEngine, thermal energy storage, 
flexible operation, load shifting
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in maintaining load balance and providing the grid frequency control service as they are 
considered as dispatchable power generation units. Fossil fuel power plants are now required 
to work more flexible and to respond faster with more frequent start-ups or shutdowns for 
maintaining power network stability; this can cause two serious issues: low plant efficiency 
and low load factors. To address these issues, it is essential to explore new technologies and 
operation strategies.

Currently, approximately 39% of global electricity is generated from hard coal, which how-
ever produces a large amount of ash, nitrogen oxide, and carbon dioxide. The supercritical 
boiler was first developed in the US in the 1950s [3], which was a type of technology with 
improved efficiency and hence reduced carbon dioxide and toxic emissions per unit of electri-
cal energy generation.

The flexible operation is needed for supercritical coal-fired power plants to stabilize the grid 
frequency. The flexibility of a supercritical power plant can be achieved by a carbon capture 
facility, which is used to control capture rates in response to variable load demand and carbon 
prices [4–7]. A method called ‘condensate throttling’, proposed in [8], could rapidly increase 
or decrease the power output of a plant. Additionally, the regulation of extracted steam for 
high-pressure heater could be used to enhance the primary control reserves and to offer the 
operational flexibility [9, 10].

The boiler turbine coordinated control is a popular control strategy to regulate power genera-
tion in thermal power plants. However, the plant response is slow due to the large delay of the 
energy transfer from the fuel supply to the water-steam loop [10]. Furthermore, because the 
thermal inertia of a once-through boiler is smaller than a natural circulation boiler, the capabil-
ity of offering primary frequency reserve is decreased. This motivates the utilization of TES in 
supercritical coal-fired power plants, as the TES could provide the additional thermal reserve.

Currently, the TES has been widely used in various thermal power plants for flexible plant 
operation. Several studies [11, 12] were reported on the integration of TES into combined 
heat and power (CHP) generations. Also, the study of a combined-cycle gas turbine (CCGT) 
power plant combined with TES in order to improve the plant flexibility was presented in [13]. 
Besides, many studies have been reported in the area of solar thermal power plants integrated 
with TES, in which TES is used for time shifting of energy delivery in an economic way [14, 15].

This chapter presents flexible operation of a supercritical coal-fired power plant via the TES 
integration. Section 2 describes the structure and operation of a supercritical coal-fired power 
plant and the simulation platform used for this study. Section 3 discusses the integration 
strategies of TES with the supercritical power plant. Section 4 presents the improved opera-
tional flexibility of supercritical power plant when integrating with TES. Section 5 gives the 
concluding remarks.

2. Description of a supercritical power plant and simulation 
platform

A thermal steam power plant generates electricity by transforming various types of energy 
fuel sources making use of an idealized thermodynamic cycle called the “Rankine cycle.” The 
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Carnot efficiency dictates that the thermal efficiency of a power plant is mainly dominated 
by the temperature and pressure of the steam entering the steam turbines. Above the critical 
point for water at 374.15°C and 22.12 MPa, there is no phase transition from water to steam. A 
sub-critical coal-fired power plant with water/steam working under the critical point typically 
has an efficiency between 33 and 39%. In comparison, a supercritical or ultra-supercritical 
power plant can achieve a much higher efficiency of up to 48% [1]. Therefore, supercritical 
power plants have been extensively developed since the 1950s and constructed worldwide, 
thanks to the simultaneous development of novel materials and components which can with-
stand high pressure/temperature and adverse working conditions.

A simplified schematic of a typical supercritical coal-fired power plant is illustrated in 
Figure 1. The pulverized coal from the mill is burnt in the boiler furnace, releasing com-
bustion heat to the feed water coming from the Economizer. During elevation of the water 
inside the water wall and superheater exchanger tubes, the water is transferred directly to 
the supercritical steam without evaporation. Unlike a subcritical power plant, a drum is not a 
necessary component in the so-called once-through boiler and it can be replaced by a smaller 
steam-water separator acting as the drum’s role in the consideration of low load working 
conditions. A reheater is used to absorb the heat from downstream flue gas and reheat the 
exhaust steam from the high pressure (HP) turbine before it enters the intermediate pressure 
(IP) turbine. Several streams of steam are extracted from different locations of HP, IP, and 
low-pressure (LP) turbines to preheat the feed water.

An industrial 600 MW supercritical coal-fired power plant has been used as a reference plant 
in this study. The on-site measurement data including temperature, pressure, and mass flow 
rates of the water/steam at different locations under the nominal power output of 600 MW 
have been collected and summarized in Table 1.

Figure 1. Simplified schematic of a supercritical coal-fired power plant.
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In principle, a power plant model can be established based on the energy and mass conserva-
tion equations for different components in the power plant system [9, 16].

Mass balance:

    
∂ ρ

 ___ ∂ t   +   
∂ (𝜌𝜌v)  _____ dz   = 0.  (1)

Energy balance:

    
∂ (𝜌𝜌h) 

 _____ ∂ t   +   
∂ (𝜌𝜌vh) 

 ______ ∂ z   =   
∂ p

 ___ ∂ t   + Q,  (2)

where,  ρ ,  v ,  h ,  p  are the density, velocity, enthalpy, and pressure of the working fluid in the 
specific control volume respectively, and  Q  is the heat flow across the boundary of the control 
volume.

To perform the off-line tests with the optional control mechanism and dynamic responses 
for a practical power plant, a more detailed and visualized simulation platform called 
SimuEngine was initially developed by Tsinghua University, China and then further exploited 
in the University of Warwick, UK. The supercritical power plant model implemented on the 
SimuEngine can deal with a complex flow net, which represents a typical power plant system 
consisting of resistance component (such as valves), power components (such as fans), inertia 
node and source-sink nodes. The joints in a flow net are defined as nodes, while the channels 
connected with the nodes are defined as branches. Node pressure method is applied to solve 
the nonlinear flow net equations in order to obtain the nodes’ pressure and flow rates of the 
branches. The simulation results have been verified by the real operational plant data. More 
detailed descriptions of the fluid network models can be found in previous publications by 
the authors’ group [17, 18].

Temperature (°C) Pressure (MPa) Flow rate (kg/s)

HP heater inlet 166.86 27.65 484

HP heater outlet 263.49 27.48 484

Economizer outlet 312.63 27.3 484

Super heater outlet/HPTB inlet 562.04 25.1 483.9

HPTB outlet 304.72 4.41 445.9

IPTB inlet 565.66 3.8 406.4

IPTB outlet 354.86 0.9 387.2

LPTB inlet 354.86 0.9 309.2

Table 1. Main water/steam parameters in a 600 MW supercritical coal-fired power plant.
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3. TES integration strategies and results

This section presents the integration strategies and simulation results of a supercritical coal-fired 
power plant with TES. There are three types of TES: sensible heat storage, latent heat storage, 
and chemical heat storage. The latent heat storage is applied to the hybrid system, as its energy 
density is higher than sensible heat storage and the cost is lower than chemical heat storage.

3.1. TES charging strategies

TES charging can be realized by extracting steam from different locations of the water-steam 
loop of the power plant and flowing the extracted steam through heat exchangers to store ther-
mal energy during the off-peak period. In this way, the electrical power output can be regulated 
while maintaining the constant heat duty of the boiler. This study is conducted to find the 
answers to the following challenging questions: where the TES can be integrated and how much 
thermal energy can be extracted without degrading the plant thermal performance? Three heat 
extraction (TES charging) strategies have been investigated with two optional thermal energy 
extraction locations, which are Intermediate Pressure Turbine (IPTB) inlet and Low Pressure 
Turbine (LPTB) inlet. As shown in Table 1, the steam temperature at IPTB inlet and LPTB inlet 
are around 565 and 355°C, and the pressures at these two inlets are around 3.8 and 0.9 MPa, 
respectively. The simulation results are presented and analyzed in the following subsections.

3.1.1. Extracting steam from IPTB and looping back to the condenser

While the steam extraction point is set at the inlet of the IPTB, the relatively high temperature 
steam will pass a series of heat exchangers to store the thermal energy contained in the steam. 
The exhaust steam at the outlet of the TES is mixed with the LPTB outlet steam and enters the 
condenser. The schematic of this TES charging strategy is shown in Figure 2.

The amount of steam extraction is controlled by the valve openings. With different valve 
openings, the mass flow rate of the steam entering the IPTB and LPTB is changed, as a result, 
the power output is reduced. The simulation results of the mass flow rates in the TES and the 
variations of the plant power output with different valve openings are shown in Figure 3.

From Figure 3, it is clear that the amount of the steam extraction needs to be restricted to a 
feasible range in order to maintain a stable power output. The simulation study indicates that 
the maximum flow rate of steam extraction from the IPTB inlet is 80 kg/s, and the relative 
reduction of the output power is 13.3% in comparison with its rated power.

3.1.2. Extracting steam from LPTB and looping back to the condenser

Instead of the IPTB inlet, the steam extraction at the inlet of LPTB is studied in this section. 
After the charging process, the steam will flow into the condenser mixing together with the 
LPTB outlet steam. The schematic of this TES charging strategy is shown in Figure 4.
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The exhaust steam at the outlet of the TES is mixed with the LPTB outlet steam and enters the 
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The amount of steam extraction is controlled by the valve openings. With different valve 
openings, the mass flow rate of the steam entering the IPTB and LPTB is changed, as a result, 
the power output is reduced. The simulation results of the mass flow rates in the TES and the 
variations of the plant power output with different valve openings are shown in Figure 3.

From Figure 3, it is clear that the amount of the steam extraction needs to be restricted to a 
feasible range in order to maintain a stable power output. The simulation study indicates that 
the maximum flow rate of steam extraction from the IPTB inlet is 80 kg/s, and the relative 
reduction of the output power is 13.3% in comparison with its rated power.
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Instead of the IPTB inlet, the steam extraction at the inlet of LPTB is studied in this section. 
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LPTB outlet steam. The schematic of this TES charging strategy is shown in Figure 4.
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The simulation results of the mass flow rates in the TES and plant power output changes with 
different valve openings are shown in Figure 5. The simulation study indicates that in order 
to maintain a reasonably stable power output, the maximum rate of steam extraction from the 
LPTB inlet is 56 kg/s (corresponds to the valve opening of 60%), and the relative reduction of 
the output power is 6.5% (561 MW).

3.1.3. Extracting steam from IPTB and feeding steam back at LPTB inlet

The study reported in this section is to investigate whether the thermal storage can be con-
trolled in order to regulate the temperature and pressure of the exhaust steam at the outlet of 
the TES. When the temperature of the steam is controlled to have the same value as required 

Figure 2. Schematic of the first TES charging strategy.

Figure 3. Dynamic responses of mass flow rate in TES and output power: (a) mass flow rate and (b) output power.
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by the LPTB inlet, the steam can be fed back to the LPTB inlet directly to mix with the steam 
coming from IPTB. The schematic of this TES charging strategy is shown in Figure 6.

The simulation results of the mass flow rates in the TES and the power output associated with 
different valve openings are shown in Figure 7.

With various operating conditions and application of the above TES charging strategy, the 
maximum flow rate of steam which can be extracted from the inlet of IPTB is 174 kg/s (cor-
responds to the valve opening of 60%), and the adjustment range of the output power is 3.9% 
(576.5 MW). Excess extraction will lead to the steam pressure being lower than the operating 

Figure 4. Schematic of the second TES charging strategy.

Figure 5. Dynamic responses of mass flow rate in TES and output power: (a) mass flow rate and (b) output power.
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pressure required by the IPTB. So this strategy only works with a small range of power regu-
lation. The advantage of this strategy is that the steam can be recycled back to LPTB without 
modifying the whole system cycle.

3.2. TES discharging strategies

During the electricity peak demand period, the stored thermal energy in the TES will be dis-
charged back to the water steam loop to increase the total electricity generation. Two strategies 
have been studied: the first one is to use TES to produce high temperature and high-pressure 
steam, which is then fed into the LPTB inlet; another is to use TES to preheat the feed water 
instead of using the original preheaters. The simulation study for these two strategies is pre-
sented and analyzed in the following subsections.

Figure 7. Dynamic responses of mass flow rate in TES and output power: (a) mass flow rate; (b) output power.

Figure 6. Schematic of the third TES charging strategy.
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3.2.1. Using TES to produce additional steam for LPTB

During the TES discharging process, part of the feed water flows into the bottom of the TES 
section from the deaerator, evaporates into steam and is superheated while it rises along the 
heat exchanger tubes in the TES, then it leaves the TES in the status of superheated steam. 
Heat is transferred from the TES to increase the temperature of the water/steam passing 
through the tubes. The steam is then fed to the LPTB inlet and produces an additional electric 
power output. As part of the feed water is taken out of the deaerator, more water is needed to 
be pumped into the deaerator in order to maintain the steam flow rates in the HPTB and IPTB. 
Figure 8 shows the schematic diagram of the proposed TES discharging strategy.

Figure 9 shows the simulation results of power output with the heat discharge. With vari-
ous valve openings, the increased steam flow rate and power output are observed. From the 
simulation study, the maximum flow rate of the steam generated from the TES is 72.6 kg/s. As 
a result, the corresponding overall output power is 644.4 MW, which nearly approaches the 
design limit of the power plant.

3.2.2. Using TES to heat feed water instead of preheaters

In a coal-fired supercritical power plant, part of the steam is taken out from the steam turbines 
to preheat the feed water, as shown in Figure 10. In this supercritical coal-fired power plant, 
there are three HP heaters and a group of LP heater. The steam taken out from the HPTB 
is used for No. 1 and No. 2 HP heaters, the extracted steam from the IPTB is used for No. 
3 HP heater, and the steam taken from LPTB is used for LP heater as shown in Figure 10. 

Figure 8. Schematic of the first TES discharging strategy.
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3.2.1. Using TES to produce additional steam for LPTB

During the TES discharging process, part of the feed water flows into the bottom of the TES 
section from the deaerator, evaporates into steam and is superheated while it rises along the 
heat exchanger tubes in the TES, then it leaves the TES in the status of superheated steam. 
Heat is transferred from the TES to increase the temperature of the water/steam passing 
through the tubes. The steam is then fed to the LPTB inlet and produces an additional electric 
power output. As part of the feed water is taken out of the deaerator, more water is needed to 
be pumped into the deaerator in order to maintain the steam flow rates in the HPTB and IPTB. 
Figure 8 shows the schematic diagram of the proposed TES discharging strategy.

Figure 9 shows the simulation results of power output with the heat discharge. With vari-
ous valve openings, the increased steam flow rate and power output are observed. From the 
simulation study, the maximum flow rate of the steam generated from the TES is 72.6 kg/s. As 
a result, the corresponding overall output power is 644.4 MW, which nearly approaches the 
design limit of the power plant.

3.2.2. Using TES to heat feed water instead of preheaters

In a coal-fired supercritical power plant, part of the steam is taken out from the steam turbines 
to preheat the feed water, as shown in Figure 10. In this supercritical coal-fired power plant, 
there are three HP heaters and a group of LP heater. The steam taken out from the HPTB 
is used for No. 1 and No. 2 HP heaters, the extracted steam from the IPTB is used for No. 
3 HP heater, and the steam taken from LPTB is used for LP heater as shown in Figure 10. 

Figure 8. Schematic of the first TES discharging strategy.
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The amount of the steam extraction is controlled by regulating valve openings. When these 
valves are closed, more steam will pass through the downstream turbines and produce more 
power. However, this operation leads to the decrease of the feed water temperature. With the 
TES integration, in order to maintain the feed water temperature, the feed water will bypass 
the preheaters and flow into TES to raise its temperature. Simulation results are shown in 
Figure 11.

Figure 10. Schematic of the second TES discharging strategy.

Figure 9. Dynamic responses of mass flow rate in TES and output power: (a) mass flow rate and (b) output power.
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When the valve used to extract steam for No.3 HP heater is closed, the feed water will 
bypass the No.3 HP heater and it will be heated by the TES. Accordingly, the output power 
is increased to nearly 615 MW from 600 MW. When those valves for extracting steam to feed 
to the LP heater are closed, the feed water will bypass the LP heater and enter the TES for 
heating. As a result, the output power is increased to around 616.5 MW from 600 MW. When 
those valves for extracting steam to feed to the LP heater and No. 3 HP heater are closed, the 
feed water will bypass the LP heater and No. 3 HP heater and be heated by TES. Then the 
output power is increased to 634 MW from 600 MW. This method requires no plant structure 
changes so it is more feasible and cost-effective although the power regulation capability is 
limited to a small range.

4. Improvement in dynamic performance

The simulation results have shown that the power plant could be operated with increased 
flexibility within a wider range of power output through TES integration. The TES could 
accumulate or release thermal energy to regulate the plant power output, therefore it offers 
the enhanced capability in providing the services to load shifting. The dynamic performance 
of the supercritical power plant with or without TES integration is compared in this section.

The simulation results are shown in Figures 12 and 13. The solid line is the power output 
dynamic responses with the TES integration in action, in which the output power is regu-
lated with the support of TES charging and discharging processes while the amount of feed 
coal (fuel input) remains the constant. The dashed line represents the power output without 
TES integration where the power output is directly controlled by changing the flow rate of 
coal feeding. It can be seen that the power plant integrated with TES shows faster dynamic 
responses and smoother transitions compared with the power plant without TES.

Figure 11. Using TES to heat feed water instead of preheater: (a) mass flow rate and (b) output power.
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5. Conclusion

This chapter describes the simulation study of TES integration into a supercritical coal-fired 
power plant for efficient and flexible plant operation. Three TES charging strategies, and two 
TES discharging strategies were investigated. The simulation results show that it is feasible to 
extract thermal energy from the water-steam cycle for TES charging during the off-peak time 
period and to discharge the stored thermal energy back to the power generation process to 
water steam loop during the peak demand period to boost the power generation. According 
to the results, following conclusions can be drawn:

1. The flexibility of a supercritical coal-fired power plant can be improved with the TES 
integration.

2. For the TES charging process, the amount of the steam extraction needs to be restricted to 
a feasible range in order to maintain a stable power output.

Figure 13. Peak period.

Figure 12. Off-peak period.
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3. For the first TES discharging strategy, the maximum mass flow rate of generated steam is 
72.6 kg/s, and the corresponding overall output power is 644.4 MW.

4. For the second TES discharging strategy, the maximum output power is 634 MW.

5. With the TES integration, the supercritical coal-fired power plant presents faster dynamic 
responses to the load demand changes.
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