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Preface

Radio frequency(RF) refers to an oscillation rate of an alternating electric current or voltage
or of a magnetic, electric or electromagnetic field or mechanical system with frequencies be‐
tween the upper limit of audio frequencies (>20KHz) and the lower limit of infrared fre‐
quencies (<300GHz). The rapid development of modern compact wireless devices is driven
by the fast growing market of wireless communication. The increased popularity and easy
operation of RF devices for different end users and corporate applications such as RFID,
Bluetooth, Zigbee and Wi-Fi devices, non-contacting medical instruments and sensors, in
recent years, have raised the demand for small power and less off-chip components that
tend to achieve integration of multiple transmitter/receiver chains on the same die with add‐
ed security and convenience in our daily lives. Concurrent technologies allow scientists and
researchers to reinvent low power, high performance and reliable RF systems, circuits and
components for many home and commercial applications. The features of RF systems, cir‐
cuits and components are still being researched and integrated in existing systems to create
marketable and potential new RF systems and devices including many exciting applications.

The fulfilment of the increased demand for low power, high performance and reliable RF
devices is now possible because of the continuous downscaling of CMOS technology. But at
the same time, because of the downscaled CMOS process, many issues related to RF circui‐
tries such as low noise amplifier (LNA), especially at the analogue front end, need to be con‐
sidered and solved with reduced power supply.

An antenna is an inherent part of every RF communication system. Without an efficient,
compact and low cost antenna, the RF communication for systems such as RFID and Wi-Fi.
cannot be implemented. The choice of antenna type, size, shape and substrate material plays
a vital role in the overall RF system. Specifically, carbon nanotube (CNT) based materials
can be a good choice for a high-performance antenna substrate material for RF systems.

Today’s telecommunication industry must provide services such as: mobility, high speed
and large capacity to the end-users. Luckily, concurrent modern tools and technology help
the researchers to implement suitable RF communication systems. It is obvious that RF pro‐
vides the mobility whereas optical fiber ensures the speed and capacity. Therefore, radio
over fiber (RoF) communication and microwave photonics (MWP) based circuitry will pro‐
vide good support for the rapidly growing telecom industry.

The next decade will be the decade of internet of things (IoT). In order to achieve the bene‐
fits of IoT, electromagnetic interference (EMI) compensation will be a vital issue as it limits
the radio range (RF desensitization). Therefore, an insightful and efficient RF desensitization
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model is necessary to estimate EMI levels on RF antennas so that the engineering issues
such as where to place the IoT device or setting the radiation specification of the device etc.
can be easily addressed.

In this book, we represent contributions from world-leading experts on the latest develop‐
ments and state-of-the-art results in RF systems, circuits and components to address current
research challenges. The book offers a comprehensive and systematic description of technol‐
ogies, architectures and methodologies of various efficient, secure, scalable and reliable RF
applications.

This book will serve as a valuable reference point for researchers, educators and engineers
who are working with RF based applications as well as graduate students who wish to un‐
derstand, learn and discover opportunities in this emerging research and development area.
It is our hope that the work presented in this book will open new discussions and generate
new and innovative ideas that will further develop this important area.

We thank the authors for their outstanding and timely contributions. We would like to
thank InTech for the opportunity to publish this book. Our special thanks go to Ms. Romina
Skomersic for her continued support and professionalism during the whole publication
process of this book.

Mamun Bin Ibne Reaz
Centre of Advanced Electronic and Communication Engineering

Faculty of Engineering and Built Environment
Universiti Kebangsaan Malaysia, Malaysia

Mohammad Arif Sobhan Bhuiyan
Electrical and Electronics Engineering

School of Electrical and Computer Engineering
Xiamen University Malaysia, Malaysia
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Abstract

The development of high-performance radio frequency (RF) transceivers or multi-
standard/reconfigurable receivers requires an innovative RF front-end design to ensure
the best from a good technology. In general, the performance of front-end and/or building
blocks can be improved only by an increase in the supply voltage, width of the transistors
or an additional stage at the output of a circuit. This leads to increase the design issues like
circuit size and the power consumption. Presently, the wireless market and the need to
develop efficient portable electronic systems have pushed the industry to the production
of circuit designs with low-voltage power supply. The objective of this work is to intro-
duce an innovative single-stage design structure of low noise amplifier (LNA) to achieve
higher performance under low operating voltage. TSMC 0.18 micron CMOS technology
scale is utilized for realizing LNA designs and the simulation process is carried out with a
supply voltage of 1.8 V. The LNA performance measures are analyzed by using an Intel
Core2 duo CPU E7400@2.80GHz processor with Agilent’s Advanced Design System
(ADS) 2009 version software.

Keywords: CMOS, RF circuits, VLSI design

1. Introduction

Today, there is an increased market demand for portable wireless communication devices and
high-speed computing devices. This is true because low cost and high integration have
resulted in the commercial success in wireless communication integrated circuits. But these
devices are operated by batteries which have only a limited lifetime. The battery technology
has not improved on par with electronics technology. As the developments in battery technol-
ogy have failed to keep up with an increasing current consumption in wireless communication
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devices, innovative circuit design techniques are required in order to reduce the power con-
sumption and to utilize the low voltage. Radio frequency ICs are the basic building blocks of
portable wireless communication systems. The use of a manufacturing technology for
implementing and integrating these circuits is very important. The decision is based mainly
on cost and integration levels. In the radio frequency circuit design, the technologies such as
GaAs (Gallium Arsenide), SiGe (Silicon Germanium), and BiCMOS (Bipolar CMOS) provide
good performance in high-frequency characteristics. But these processes lead to an increase in
cost and process complexity [1]. In recent years, CMOS technology has been used as it is the
best for implementation of low cost and high integration level systems on the chip.

Another aspect for the realization of analog circuits in CMOS technology is the possibility of
reduction in supply voltage with each technology generation. The development of low-voltage
analog RF circuits is means economy. At the same time, the existing circuit topologies cannot
conform to the required high-performance wireless specifications under low-voltage opera-
tion. Hence, it is of a great need to introduce new design evaluations of wireless direct
conversion receiver front-end circuits that can successfully handle low-supply voltages. The
choice of receiver architecture, circuit topology design, and systematic optimization of the
front-end blocks is always important. The choice of the receiver architecture, fundamental
receiver front-end parameters needed in RF circuit design, the significance of CMOS technol-
ogy, and MOS transistors high-frequency characteristics are discussed briefly. IEEE 802.11b/g
wireless standards and its front-end specifications are the main target applications for the
designs evaluated and are then presented.

2. Review of receiver architectures

The purpose of the receiver in wireless communication system is to perform certain operations
required for the received signal such as amplification, frequency translation, and analog-to-
digital conversion with adequate signal-to-noise ratio before subjected to digital signal
processing. The performance of a receiver is analyzed by the ability to receive the strong or
weak signal in the presence of strong interferences. The performance measures are expressed
in terms of sensitivity, selectivity, fidelity, and dynamic range. The selection of receiver archi-
tecture is based on performance, cost, and power dissipation. The integration level along with
the number of off-chip components determines the cost of the receiver. The existing receiver
topologies in RF transceivers are Zero-IF, Heterodyne, Low-IF, and Wide-band IF. The descrip-
tion of these receiver architectures is briefly given in this thesis.

2.1. Direct conversion receiver

A direct conversion receiver (DCR) is also named as homodyne, synchrodyne, or zero-IF
receiver. It was developed in 1932 by a team of British scientists. This receiver provides the
most natural solution to detect information transmitted by a carrier in just a single conversion
stage. The simplified block diagram of a typical direct conversion receiver is shown in Figure 1.
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A synchrodyne receiver is a radio receiver that demodulates the incoming radio signal using a
synchronous detection driven by a local oscillator. The signal conversion (RF to IF) to baseband
is done in a single-frequency conversion. The RF signal from the antenna is pre-filtered by a
bandpass filter (BPF) to suppress the signals out of the reception band. The signal is amplified
at the low-noise amplifier (LNA) stage and down-converted into zero intermediate frequency
(IF) by the mixer stage. The resulting IF signal frequency is the difference between the RF and
local oscillator signal frequencies. In the case of the phase and frequency-modulated signals,
the down-conversion process should be performed in quadrature to prevent signal sidebands
from aliasing on one another. As the local oscillator is centered in the desired channel, it
requires signal and noise to occupy both the upper and lower sidebands. The down-
conversion architecture produces an image at zero-IF frequency, and thus no image filter is
required.

The important characteristic of the direct-conversion receiver is that amplification and filtering
are mostly performed at the baseband rather than at the RF. The required signal is selected
with the help of a low-pass-type baseband filter (BBF). The low-pass filter with a bandwidth of
a half of the symbol rate removes the adjoining channels at baseband. As the filtering is
performed at low frequencies, filters can be realized in on-chip without using external high-Q
components. Most of the signal processing action takes place at low frequencies, thereby
minimizing power consumption. The DCR eliminates the image rejection problem existing in
other radio architectures [2]. However, an inadequate amplitude and phase balance between
in-phase and quadrature-phase signals can increase the bit-error rate [3, 4]. It has its own
disadvantages such as a highly sensitive to flicker noise and DC offsets. These problems can
be eliminated in the wideband system design by making use of high-pass filters. The DCR
avoids the complexity of the superheterodyne’s two or more frequency conversions, IF stages,
and image rejection issues. Recent research works proved that the zero-IF is always popular
and is widely used for RF applications due to its simplicity, fewer off-chip components, and
minimized power. Most of the receivers use the same RF front-end which includes LNA,
mixer, and an oscillator. As per the constructional and performance point of view, direct
conversion receivers are more suitable to satisfy the following constraints such as simplicity,

Figure 1. Direct conversion receiver.
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integration level, less off-chip components, and power dissipation. The described front-end
circuits are all targeted for direct conversion receivers.

CMOS is always cheap in processing cost and one of the best technologies for the implemen-
tation of analog design without any adaptations. Further, it can provide better integration of
digital circuitry with high-performance analog circuits. Also, it provides the possibility of
complete system on-chip, entire analog front-end, and the digital demodulator implemented
on the same die. CMOS technology has the capability to operate at a lower supply voltage than
the BiCMOS technology. This is due to the fact that each transistor has a typical switch on
voltage of 0.7–0.8 V, and thus the minimum supply voltage required for BJT circuits is about 2–
3 V. But modern CMOS processes provide many different threshold voltages (Vt) such as high,
moderate, and low standards. For instance, MOS transistors with a lower threshold can be
utilized in analog or digital circuits, where speed is important.

On the other hand, devices with a higher threshold are useful when the low-power consump-
tion of the digital circuits is affected by leakage currents. This feature enables the circuitry
design under low operating voltage even when technology is scaled down toward deep
submicron CMOS processes.

Technology scaling is the primary factor in achieving high-performance circuit designs and
systems. Each reduction in CMOS technology scaling has a reduced gate delay, doubled the
device density, and a reduced energy per transition. To achieve this, each transistor width,
length, and oxide dimensions are also scaled by 30%. Taiwan Semiconductor Manufacturing
Company (TSMC) is the world’s largest dedicated semiconductor foundry, providing the
industry’s leading process technology. TSMC 0.18 micron CMOS logic process is widely used
for various electronic systems such as microprocessors, microcontrollers, and high-speed pro-
cessors. It provides the device models under the operating voltage of 1.8 V. Therefore, this
technology scale is utilized for realizing front-end designs. TSMC 0.18-μm RF CMOS models
used in this research work are shown in Figure 2. The simplified device specifications are
given in Table 1. The benefits and drawbacks of silicon technologies are highlighted in this
section. The availability of accurate simulation models, high-frequency models, and noise
models of devices are essential for accurately predicting the performance of RF circuits.

2.2. Overview of wireless standards

Currently, wireless applications in 2.4/5 GHz frequency range are receiving greater attention
because it is relatively economical and its potential for system on-chip integration. IEEE
802.11a/b/g is a set of promising standard in the market of portable/wireless communication
devices such as cellular phones, WLANs, RFID, global positioning systems, etc. In the 5-GHz
frequency range, the IEEE 802.11a standard is purely based on orthogonal frequency division
multiplexing (OFDM) modulation technology, and it is compatible with data rates up to 54
Mbps. It provides nearly four to five times the data rate and has 10 times the overall system
capacity as currently available in IEEE 802.11b wireless systems [5, 6].

The IEEE 802.11b/g operates in the 2.4–2.5 GHz ISM band, which use the direct sequence,
spread spectrum signaling (DSSS) with a maximum data rate of 11Mbps, and occupies the
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same frequency spectrum with a data rate of 54 Mbps with orthogonal frequency division
multiplexing (OFDM) modulation methods, respectively. The proposed work is mainly
highlighted to meet the direct conversion specification of IEEE 802.11b/g applications as
shown in Table 1.

2.3. Research issues

Recently, reported designs are based on inductively degenerated cascode LNAs which do not
satisfy an optimum gain, a lowest NF, and a better impedance matching. The evaluation of an
active mixer with moderate linearity is one of the challenges in low-voltage design and has
become an important issue in most analog IC applications. Gilbert mixer is the commonly used
double-balanced, active mixer configuration. A better performance can be achieved using this
structure. But this needs increase in the current through the transconductance stage and
switching stage, and therefore a higher supply voltage will be required. It has a stacked
structure which limits its use in low-voltage applications. In general, two types of oscillators
namely LC tank and ring oscillators are often used to generate a local frequency. In GHz
frequency applications, ring topology is usually preferred because of its improved noise

Blocks Gain Noise figure IIP3

LNA 16 dB 3 dB �5 dBm

MIXER 10 dB 4 nV/√Hz 10 dBm

Table 1. IEEE 802.11b/g DCR front-end specifications.

Figure 2. TSMC 0.18-μm RF CMOS models.
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performance and lower-power consumption. It avoids the use of spiral inductors which are
employed in LC tank oscillators. But these oscillators need to be realized by using digitally
controlled logics with efficient delay elements for a high-frequency generation.

Reported LC oscillator designs provided changes only to the elements in tuned circuitry and
analyzed the performance. It is clearly understood that the performance of front-end blocks
can be improved either by increasing the supply voltage or by providing additional stages at
the output. The abovementioned problem motivated to introduce an innovative single-stage
design of front-end blocks under low operating voltage for 2.4 GHz/5GHz wireless applica-
tions. The simplified block diagram of a direct conversion receiver (DCR) front-end used in
this research work is shown in Figure 3. It represents the process of incoming 2.4 GHz RF
signal frequency (fRF) by the LNA and down-converted into 150-MHz intermediate frequency
(fIF) by the mixer. The first stage of a receiver front-end is typically a low-noise amplifier (LNA)
whose main function is to provide sufficient gain in order to overcome the noise of next stages.
The receiver’s sensitivity mainly depends upon the LNA noise figure and gain. A down-
conversion mixer is always followed by the RF low-noise amplifier. It is one of the most
important parts and used to translate one frequency into another. It changes the RF signal into
an IF output signal. Intermediate frequency (IF) is the difference between RF and LO signal
frequencies.

Mixer plays an important role in improving the overall system linearity. Oscillator is a signal
generation circuit where tuned and amplifier blocks only decide the required frequency of
oscillation. The digital revolution and higher growth of portable wireless devices market
require many changes to the analog front-ends. It also requires new architectures, techniques,
and high integration level. The CMOS design is chosen in this research because it can provide
an attractive solution for RF analog circuits in terms of cost and integration level. The technol-
ogy scaling in CMOS has increased the cutoff frequency of transistors and allows the improved
performance of analog circuits. This chapter describes the importance of front-end blocks
along with the necessity of low-voltage design and then discusses the known techniques and
structures for the performance of front-end circuits. As can be seen from Figure 4, front-end is

Figure 3. Block diagram of DCR front-end.
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an interface between the antenna and the digital signal-processing unit of the wireless receiver.
Basically, front-ends are responsible for tracking weak signal (RF) at a high frequency and
translating into IF signal for transmitting with high power levels. It needs high-performance
analog circuits like RF amplifier (LNA), mixer, and an oscillator. Recently, the wireless market
and the need to develop efficient portable electronic systems have pushed the industry to the
production of circuit designs with a low-voltage power supply. In the past years, low-power
consumption usually was less considered among key design specifications. But today, both
increased device/circuit density of current CMOS technology and battery-operated portable
systems necessitate low-voltage, low-power system/circuit design [7–9].

Figure 5 represents the channel length and supply voltage variation in deep sub-micron CMOS
technologies [6]. It is observed that CMOS technology leads to smaller and smaller channel
lengths, and the performance of RF communication circuit design will continue to improve
with the reduction of supply voltage. One common technique for reducing power in analog or
digital circuits is to reduce the supply voltage. In this research, front-end designs are evaluated
under the supply voltage of 1.8 V. The constraint toward the low-voltage design is the

Figure 4. Front-end in wireless receiver.

Figure 5. CMOS voltage scaling.
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threshold voltage and drain-source saturation voltage which do not scale down at an exact rate
as the supply voltage or do not scale under a low-supply voltage. It is a problem as well as a
challenge to face for analog designer due to the limited voltage headroom. Some circuit
designs can only operate under a higher supply voltage with desirable properties and lose
their high performance in a low-voltage environment. Therefore, alternative circuit structures
or even system topologies need to be investigated. In modern CMOS processes, critical analog
and RF circuits can be implemented with dual-gate, multi-threshold, and thick-oxide
MOSFETs, which tolerate higher supply voltages, but this solution increases the cost, since
additional processing masks are required [10–15]. The development of low-voltage CMOS
analog and RF front-end circuits is essential and economically advantageous.

2.4. Low-noise amplifier design

A low-noise amplifier is the first stage of the receiver front-end and it is used to increase the
signal power coming from the antenna while introducing less noise by the same LNA. Figure 6
shows the block diagram of LNA. In general, the LNA structure is composed of impedance
matching block for input/output section (IMN, OMN) and amplification block (AMP).
Matching networks account for performing part of filtering, optimum noise performance, and
provides stability at the input as well as output. The matching elements are passive, consisting
of strip lines, inductors, capacitors, and resistors. RS and RL represent the source and load
impedances, respectively.

The cascode structure is popularly used in LNA for narrow-band wireless applications. It is a
two-stage amplifier consisting of common source and common gate (CS-CG) stages. The
following are the basic characteristics of a cascode amplifier such as a higher input-output
isolation, a higher input/output impedance, and a higher gain with bandwidth. Figure 7
represents the simplified cascode structure. It is a combination of an amplifying device (CS
transistor- M1) with a load device (CG transistor- M2).

CS transistor M1 is considered as input stage driven by a signal source Vin. It is also used to
drive a CG transistor M2 as output stage, with output signal Vout. Lg and Ls are the gate, source
inductors of M1, respectively, responsible for impedance matching. Ld is the drain inductor of
M2, responsible for output impedance matching. The importance of CS and CG stages has
been highlighted by design equations and is given subsequently.

Figure 6. Block diagram of LNA.
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2.4.1. Single-ended dual-CS low-noise amplifier (SDC LNA)

The amplification block (CS stage) of the cascode amplifier is revised in this research to achieve
an optimized performance in single-ended and differential topologies using ADS software.
These LNAs are titled as SDC and DDC LNA. The amplification block is altered by dual nMOS
transistors at the CS stage. The purpose of this structure is to eliminate the use of an additional
stage at the output for further amplification. It does not occupy much area in implementation
and reduce the design complexity than two-stage LNA designs. Figure 8 represents the dual
CS stage of LNA. An inter-stage inductor is added in between the CS and CG stages for
improving the impedance matching. Figure 9 represents the schematic of SDC LNA architec-
ture. It comprises input stage inductor Lg, inter-stage inductor LIS, dual CS transistors M1 - M2,
single CG transistor M3, and output impedance matching inductor Ld. The bias current is
chosen to provide the optimum overdrive voltage for dual CS transistors using transistor M4
and resistor R, Cin and Co are blocking capacitors used to block DC signal and allow only AC
signal.

Figure 7. Cascode structure.

Figure 8. Structure of dual CS stage.
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From the schematics, an equivalent model of input stage is developed for determining the
simplified theoretical expressions of input impedance and output impedance of the dual CS
stage and it is shown in Figure 10. The gate-source capacitances and drain-source currents are
paralleled in this model. Cgs1, Cgs2, and Gm1,2 Vgs represent the gate-to-source capacitances of
nMOS transistors M1, M2 and drain-source currents of both transistors. Gm1,2 is the sum of
transconductances gm1 and gm2. The input impedance of the MOSFET’s without feedback is
usually capacitive due to the gate-source capacitance. In order to get the resistive input
impedance, an inductive feedback (Ls) is added to the source.

The input impedance seen at the gate of M1 and M2 is expressed in Eq. (1). At resonance,
inductive and capacitive impedances are canceled out, and hence the input impedance
becomes purely resistive.

Figure 9. Schematic of SDC LNA.

Figure 10. Equivalent model of input stage.
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Zin ¼ Ls gm1 þ gm2

� �
Cgs1 þ Cgs2

¼ ωTLs (1)

The required gate inductor (Lg) and source inductor (Ls) cancel out the imaginary part of the
input impedance at 9 and 1 nH, respectively. The optimum quality factor (Q) for the best NF is
about 8, with a corresponding Fmin of 1.77 dB. An inter-stage matching inductor of 3 nH is
placed in between the dual CS and CG stages.

The output impedance of the common source stage with inter-stage matching inductor is
derived by using Eq. (2)

Zout ¼ SLis þ 1
S Cds1 þ Cds2ð Þ þ

gm1 þ gm2

� �
Ls

Cds1 þ Cds2ð Þ (2)

where Cds1, Cds2 are the drain-to-source capacitances of the transistors M1, M2. In the design of
RF front-end, the mixer directly follows the LNA. Hence, the output impedance matching of
LNA is not an issue. If the LNA output load is either an external filter or there is a need to
measure the performance of the LNA alone, then the output of the LNA needs to be matched
with certain impedance.

The selection of the cascode topology simplified the analysis by neglecting the gate-drain
capacitance. The on-chip spiral inductor Ld and output capacitor Co with values of 15 nH and
0.5 pF are used for output matching. The LNA circuit is designed by minimizing the noise
figure for a gain constraint of 20 dB and an input and output matching constraints of �10 dB at
2.4 GHz. The width of the transistors in dual CS stage is assumed to be equal in the design
analysis. The W/L ratio of cascode transistor (M3) is the same as that of a common source
stage. The bias transistors width and current are arbitrarily selected as one-tenth of that of the
CS transistor. With the help of operating frequency (ωo) and the gate-to-source capacitance,
the optimized width of the transistors can be computed at a particular frequency of interest.
The optimized LNA performance is achieved by the transistor width values of 70–100 μm. The
LNA performance is evaluated for radio frequencies of 2.4 and 5 GHz, respectively. The design
analysis with suitable formulae has been expressed in the next section.

2.4.2. Differential dual CS low-noise amplifier (DDC LNA)

A differential topology approach is usually preferred in RF design due to its well-known
characteristics of immunity to common mode disturbances, rejection to parasitic couplings,
and an increased dynamic range. It produces a differential output which is more flexible for
feeding signal information to the second stage of front-end. Here, the LNA is evaluated in
differential topology, and its novel design is given in detail. Figure 11 shows the schematic of
DDC CMOS LNA. Each common source (CS) stage of cascode structure is built by two parallel
transistors instead of one, and called as dual CS stage. It comprises an input stage formed by
inductors Lg and Ls, two inter-stage inductors (Lis), four common source transistors (M1, 2 -
M3, 4), and two common gate transistors (M5-M6). Two drain inductors LD are used for output
impedance matching. This structure is suitable for multiple demands of LNA such as gain,
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noise figure, and linearity. The equivalent circuit of the single cascode stage is shown in
Figure 12, where the transistors M1, M2 are replaced by gate-source capacitances (Cgs1, Cgs2),
channel currents (gm1Vgs1, gm2Vgs2), and gate-drain capacitances (Cgd1, Cgd2). ro1 and ro2 are
the output resistances of two nMOS transistors M1, M2, respectively.

The cascoding transistors (M5, M6) reduce the interaction of the tuned output with the tuned
input and nullify the effect of gate-drain capacitances of dual-CS transistors. The simplified
expressions of input and output impedance have already been dealt in the previous section.

Figure 11. Schematic of DDC LNA.

Figure 12. Equivalent circuit for input stage of DDC LNA.
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The design increased the complexity in a differential structure. But the degree of design choice
is satisfied with the multiple objectives such as gain, NF, and 1-dB gain compression point.

With reference to Figure 10, the theoretical expressions of performance factors are derived and
highlighted. The total current flowing through the dual CS stage is represented by assuming
that the transistors are operated in a saturation region, and it is shown in Eq. (3)

It ¼ K
L

W1 Vgs1 � Vt
� �2 þW2 Vgs2 � Vt

� �2h i
(3)

where K is the process-dependent term, L is the channel length, W1 andW2 are the gate widths
of M1, M2, and Vgs1, Vgs2, Vt are the gate-source voltages and threshold voltage of transistors,
respectively.

2.5. Design methodology

The structure of DDC LNA is a differential representation of two SDC LNAs. The design
procedure is commonly described for SDC LNA and DDC LNA. Inductors and transistors are
the basic building elements of LNA. Inductors are reactive and do not add noise into the
circuit. The LC resonance always improves the gain and noise performance of LNA. The
optimized width of the transistors and an inductance value of inductors are calculated by
using appropriate design equations. The calculations are highlighted at design frequency (fo)
of 2.4 GHz with an essential feature of TSMC RF CMOS 0.18-μm technology scale. The design
steps are elaborated through these design factors as follows:

1. gate inductance (Lg)

2. gate-source capacitance (Cgs)

3. width of the transistor (W)

The center frequency
ω ¼ 2πfo

(4)

where fo is 2.4 GHz.

= 2π � 2.4 � 109 = 15.079 � 109 rad/s.

is calculated by using Eq. (4).

The value of gate inductor Lg is realized bymeans of Eq. (5). The Q of an inductor value is selected
as 8, based on 0.18-μm CMOS scale characteristics. The source impedance is assumed to be 50Ω

Lg ¼ QLRs

ωo

¼ 8� 50ð Þ
15:079� 109

¼ 14:078nH
(5)

It is observed in simulation, whenever the Lg value is reduced below 8 nH, the design fre-
quency is shifted between 2 and 3 GHz and becomes very difficult to achieve the narrowband
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performance. At high frequencies, the careful design impact only reduces the component
variations against the performance of LNAs.

The gate-source capacitance (Cgs) is expressed in terms of RF frequency, shown in Eq. (6). Ls is
assumed to be 0.5–1 nH

Cgs ¼ 1
4π2f 2o Lg þ Ls

� �

¼ 1
227:4� 1018 14:078� 10�9 þ 1� 10�9� �

¼ 0:10050� 10�12

Cgs ¼ 0:1 pF

(6)

From the technology-scale characteristics, the channel length (L) of 0.18 μm and oxide thick-
ness (Tox) of 4.1 � 10�9 m is observed. The permittivity of oxide is calculated by using this
Eq. (7),

εox ¼ εoεs (7)

where ε0 is the dielectric constant of free space of 8.854 � 10�14 F/cm and εs the dielectric
constant of silicon equal to 3.9. Therefore, the oxide capacitance or gate-oxide-specific capaci-
tance is calculated by using Eq. (8)

Cox ¼ εox
Tox

¼ 3:9� 8:85� 10�14

4:1� 10�9 ¼ 8:641� 10�8 F=mm2
(8)

The optimized width of the transistors is calculated by substituting all the values in Eq. (9). The
sizes of the transistors are assumed to be equal in dual CS stage

W ¼ 3Cgs

2CoxLmin

W ¼ 3� 0:1� 10�12

2� 8:64� 10�3 � 0:18� 10�6

W ¼ 96:99mm

(9)

For DDC LNA, an additional design requirement is drain inductance of output stage inductors
whose values are calculated by assuming Cout as 1 pF in Eq. (10). The inductance values of gate
inductor Ld (10–15 nH) have been adjusted to vary the gain of the LNA

LD ¼ 1
4π2f 2oCout

(10)

The calculated values of components are used in the LNA design schematic with S-parameter
test setup and simulated the performance of the designed circuit. With the transistor width of

RF Systems, Circuits and Components14

97 μm, the DDC LNA achieved the optimum performance in terms of gain, NF, and imped-
ance matching for this design. Both SDC and DDC LNA designs are also realized at a 5-GHz
frequency by adopting the same procedure.

2.5.1. Performance metrics

The performance metrics namely gain and NF are derived commonly and used to analyze the
circuit activity of the LNA design.

With reference to Figure 12, the overall dual CS stage transconductance can be expressed as

Gm ¼ gm1 þ gm2

� �
Qin (11)

where Qin is the effective Q of the amplifier input circuit. The increase in quality factor Q does
not reduce the device transconductance, and therefore the overall stage transconductance
remains unchanged. In general, the gain of a circuit is characterized by effective transcon-
ductance and load impedance.

At resonance frequency, the gain of LNA is expressed in terms of device transconductances
gm1 and gm2 in Eq. (12),

AV ¼ gm1 þ gm2

� �
QL

ωoCgs
¼ gmQL

ωoCgs
¼ ωTQL

ωo
(12)

where QL is the quality factor of the load element. The unity gain frequency is specified by,
ωT ¼ gm

Cgs
and gm = gm1 + gm2. The device transconductance is evaluated in terms of unity gain

frequency and gate-source capacitance.

The impact of Q on performance factors can be observed not only in theory but also in
simulation. Using linearity test setup, the simulated value of gain saturation of SDC LNA is
observed from the output 1-dB compression point of +6.16 dBm at 2.4 GHz RF frequency and
with �2 dBm input referred value. Figure 13 represents the equivalent noise model of the

Figure 13. Equivalent noise model of input stage.
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input stage of designed LNAs. The gate- and drain-induced noise current sources are shown
with gate-source capacitances of the RF nMOS transistors.

The expressions for noise current densities have already been explained in previous sections.
With reference to Figure 13, the noise factor is evaluated in terms of power spectral densities of
drain noise current and gate noise current. It can be expressed as,

F ¼ SRs þ Sd þ Sg
SRs

(13)

where SRs is the output noise power density due to the source impedance.

At series resonance condition, the output noise power density Sd due to the drain noise current
can be written as

Sd ¼
4kTγgdo

1þ Ls
Rs
ωT

� �2 ¼
4kTγgdo

1þ gm
Cgs

Ls
Rs

� �2 (14)

where Rs is the source resistance and ωT is the cutoff angular frequency.

In the same way, the output noise power density due to gate noise current, Sg, can be written as

Sg ¼
4kTγgdo

1þ Ls
Rs

gm
Cgs

� �2
δα2

5γ
1� c2

�� ��� �
1þQ2� �

(15)

where c is the correlation factor between the gate and the channel noise current sources. The
quality factor Q is a function of the source resistance and the gate-source capacitance of the
MOSFETs.

By substituting Eqs. (14) and (15) in Eq. (16), the noise factor F can be expressed as

F ¼ 1þ 2γffiffiffi
5

p
α

f o
f T

� �
(16)

where fo and fT are design frequency and unity-gain frequency, respectively, and γ, α are
channel noise factors.

Continuous improvement in technology will definitely lead to improve the noise performance at
frequency of interest. The LNA can be designed to get NF equal to a minimum noise factor of the
transistor, but also the lowest NF can be enumerated with the given CMOS technology scale.

Further, the NF of the DDC LNA is simplified, and it is given in Eq. (17)

NF ¼ 10 log10 1þ 2:4
f o
f T

� �� �
(17)

By using Eqs. (12) and (17), the theoretical gain and noise figure of DDC LNA are calculated
and are validated through simulations.
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2.5.2. Performance analysis

SDC and DDC LNAs are designed and its performance is analyzed at 2.4- and 5-GHz frequen-
cies. The devices and its characteristics used in designs are based on TSMC 0.18-μm RF CMOS
process. Agilent’s Advanced Design System (ADS) electronic design automation (EDA) tools
are used for performance analysis. The various parameters analyzed here are S parameters,
NF, and linearity to describe LNA performance with a supply voltage of 1.8 V. Scattering
parameter (SP) analysis is the most useful linear small signal analysis for LNA. It is test setup
by specifying the input, output ports, and the range of sweep frequencies. It is used for the
characterization of forward gain (S21), input impedance matching (S11), output impedance
matching (S22), and reverse gain (S12).

The graphs of S11 and S21 are provided in dB scale for both LNAs. SDC and DDC LNA graph
of S parameter analysis with respect to RF frequency lies between the ranges of 1.0–3.0 GHz
which are shown in Figures 14 and 15. The value of the input impedance matching of SDC
LNA can be obtained from Figure 14. The results are indicated by markers m1 and m2.
Simulation result gives the input matching value as �10.99 dB which satisfies the requirement

Figure 14. S-parameters of SDC LNA.

Figure 15. S-parameters of DDC LNA.
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of matching constraint of LNA that is S11 < �10 dB at 2.4 GHz. The value of forward gain S21 is
reached as 16.957 dB. Normally, the requirement of gain at 2.4 GHz is in the range of 15–30 dB.
LNA satisfies the gain constraint but still the value is less. Moreover, it needs balun circuit
additionally to process its output to the mixer as in the case of front-end design analysis. The
graphs of S12, S22 are not mentioned to avoid overlapping but traced during simulation.

To suppress the noise of the succeeding stages of front-end, the gain of LNA should be high. If
the gain is too small, LNA cannot amplify the incoming weak signal to a desired value. If the
gain is too large, LNA cannot degrade the linearity of the following mixer. It is one of the most
important performance factors of LNA design. Therefore, DDC LNA satisfies the highest gain
constraint at 2.4 GHz with optimized matching, and its performance is better than that of SDC
LNA which is observed from results of Figure 15. The gain of DDC LNA is 28.75 dB. It is
possible to feed the signal into the mixer directly due to its differential structure.

2.5.3. Noise figure

Noise figure is defined as the ratio of the total input noise to the total output noise due to the
source. In general, the noise figure of LNA should remain below 5 dB to prevent inducing

Figure 17. NF of DDC LNA.

Figure 16. NF of SDC LNA.
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noise problems in other stages of the receiver, like mixer, IF amplifier, etc. The NF graphs of the
proposed LNA designs are given in Figures 16 and 17. The values of NF for SDC and DDC
LNA are 3.281 and 2.7 dB, respectively. These values are highly desirable in wireless receiver.
Typically, an NF of less than 4 dB is required in most standard CMOS LNAs. Both designs
produce better NF and satisfy the noise reduction constraint. By making use of a single-stage
structure, both SDC and DDC LNA designs satisfied the objectives of LNA. Simulation results
show that DDC LNA structure presented here achieve better performances in what concerns
S21, NF, and impedance matching at 2.4-GHz frequency. This analysis has also proved that
DDC LNA achieved comparably good performance than other LNAs. This performance study
helped us to select proper LNA architecture for front-end design.
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Abstract

In this chapter, we did an introduction to radio frequency identification (RFID) technology, 
to define the different components of this system, then the frequencies of utilization for 
this application, and finally the advantages and disadvantages of this technology. Then we 
presented the design and simulation of a planar inverted-F antenna (PIFA) with a T-shaped 
slot. We studied the effect of changing the type of feed supply, the type of substrate, and 
the position of the connecting line between the ground plane and the radiating element. We 
chose the frequency of resonance of the antenna for the RFID applications at 5.8 GHz. The 
results obtained by the HFSS software are very satisfactory with a very minimal return loss.
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1. Introduction

Radio frequency identification (RFID) is a technology used mainly to identify tagged items or 
to track their locations. The identification technology by radio frequency (RFID) uses electro-
magnetic fields to automatically identify and track tags attached to objects. The tags contain 
electronically stored information; passive tags collect energy from a nearby RFID reader’s 
interrogating radio waves. Active tags have a local power source (such as a battery) and may 
operate hundreds of meters from the RFID reader. The first secure system identifying the 
friend and the foe (IFF) was the first form of RFID’s technology. In 1948, Stockman (Stockman, 
1948) proposed the identification from distance. He defended that it is possible to vary the 
amount of reflected power (also called load modulation antenna) by the alternation of the 
load of the tag antenna and consequently it has a modulation. Identification by radio fre-
quency, known as RFID, is a smart technology that is very performed, flexible, and more suit-
able to automatic operations. RFID is an automatic identification method using radio waves 
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to read the data contained in the devices called tag RFID. RFID technology is used to monitor, 
identify, and track objects, animals, and people away. The RFID system has two key features: 
RFID tag (label) and RFID reader. Today, this technology finds use in access controls, vehicle 
safety, animal tracking and patients in hospitals, and other applications [1].

The purpose of this chapter is the design and simulation of a PIFA with a T-shaped slot. We 
studied the effect of changing the type of feed supply, the type of substrate, and thus the posi-
tion of the connecting line between the ground plane and the radiating element. The PIFA 
consist of a radiating element of length equal to the quarter wave and of a short circuit of 
several types: plane, tongue, or wire. This structure has advantages over a traditional patch 
antenna: cost and ease of manufacture, reduced size, thin profile, and bandwidth.

2. Principle of RFID

RFID is part of automatic identification technologies; this technology makes it possible to 
identify an object or a person, to follow the path and to know the characteristics at a distance 
thanks to label emitting radio waves, attached to or incorporated into the object or person. 
RFID technology allows reading of labels even without direct line of sight and can cross thin 
layers of materials [2, 3].

2.1. Components and operation of the RFID system

RFID includes labels, readers, encoders, and middleware which allow integrating the flow of 
data in the information system of the company.

2.1.1. The tag

One of the most used identification methods is to house a serial number or a sequence of 
data in a chip and connect it to a small antenna. This couple (chip + antenna) is then encapsu-
lated in a support. These “tags” can then be incorporated in objects or be glued on products, 
Figure 1. The format of the data on the labels is standardized at the initiative of electronic 
product code (EPC) Global.

Figure 1. Tag antenna.
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2.1.2. The reader

The reader/recorder is constituted of a circuit that emits electromagnetic energy through an 
antenna and an electronics that receives and decodes the information sent by the transponder 
and sends them to the data collection device. Not content to read RFID tags, he is able to write 
their content. The RFID reader is the element responsible for reading radiofrequency labels 
and transmitting the information they contain (EPC code or other, status information, crypto-
graphic key, etc.) to the next level of the system (middleware). This communication between 
the reader and the label takes place in four stages:

1. The reader transmits by radio the energy necessary for the activation of the tag.

2. It launches a query querying the tags nearby.

3. It listens to answers and eliminates duplicates or collisions between answers.

4. Finally, it transmits the results obtained to the applications concerned.

2.2. The different types of tags and their technical specificities

2.2.1. Active tags and passive tags

To exploit the information contained in these labels, it is imperative to have the appropriate 
reader. This one emits radio waves toward the capsule which allows to supply it with energy 
(electromagnetic induction feed); in other words to activate it, these chips are not able to per-
form dynamic treatments but only to return static data (Figure 2).

2.2.2. Passive tags (without battery)

Without any external power supply, they depend on the electromagnetic effect of receiving a 
signal emitted by the reader. It is this current that allows them to power their microcircuits. 
They are inexpensive to produce and are generally reserved for volume productions. They 

Figure 2. The different geometries of the inverted antennas.
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are the ones we find especially in logistics and transport. They use different radio frequency 
bands according to their capacity to transmit remotely more or less important and through 
different substances (air, water, metal). The reading distance is less than 1 m. Low and high 
frequencies are standardized worldwide. These chips are stuck on the products for a follow-
up. They are disposable or reusable depending on the case.

2.2.3. Semi-passive tags

These tags are similar to passive ID cards. They use similar technologies but with some 
important differences. They also have a small battery which works constantly, which frees the 
antenna for other tasks, in particular the reception of return signals. These tags are more robust 
and faster in reading and transmission than passive tags, but they are also more expensive.

2.2.4. Active tags

Active tags are the most expensive because they are more complex to produce and provide 
transmission functions, functions of capture or processing of the captured information, and 
either or both. Thereby, they need an onboard power supply you have to know that these 
labels prove particularly well adapted to certain functions, including the creation of authenti-
cation systems, security, anti-theft, etc.

Short, they are ideal for triggering an alert or alarm. They can emit several hundred meters.

2.3. Frequencies used in RFID

RFID systems generate and reflect electromagnetic waves. In particular, RFID systems must be 
careful not to disrupt the operation of other radio systems. We cannot, in principle, use only the 
frequency ranges specifically reserved for industrial, scientific, or medical applications. These 
frequency ranges are called industrial-scientific-medical (ISM). The main frequency ranges 
used by RFID systems are the low frequencies (125 and 134.5 kHz) and ISM frequencies: 6.78, 
13.56, 27.125, 40.68, 433.92, 869.0, 915.0 MHz (not in Europe), 2.45, 5.8, and 24.125 GHz.

2.4. Advantages and constraints of radio frequency tags

The advantages of radio frequency labels over the barcode are

• The ability to update the content

Unlike bar code for which data are frozen once printed or marked, the content of the data 
stored in a radio frequency tag will be able to be modified, increased, or decreased by autho-
rized stakeholders (read and write tags).

• Greater content capacity

Certainly bar codes that can store important content data appeared these last years, two-
dimensional or matrix barcodes. However their use in industrial or logistic worlds remains 
problematic; they require conditions printing and reading. The commonly used barcodes are 
limited to data contents of less than fifty characters and in these extreme cases require an A4 
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or A5 size label. In a radio frequency tag, a capacity of 1000 characters is easily storable on 1 
and 2 mm and can easily reach 10,000 characters in a logistics label affixed to a pallet.

• The marking speed

The barcode in a logistic context most often requires the printing of a paper medium. Handling 
and labeling are manual or mechanical operations. The radio frequency labels can be included 
in the handling support or in the packaging from the outset. Data concerning objects con-
tained or transported are written in a split second at the time of the constitution of the logistics 
or transport unit, without further manipulation.

• Security of access to the content

Like any digital medium, the radio frequency tag can be protected by password in writing or reading.

The data can be encrypted. In the same label, a part of the information can be freely accessible 
and the other protected. This faculty makes the RF tag, a tool adapted to the fight against theft 
and counterfeiting.

• Longer life

In applications where the same object can be used multiple times, as the identification of 
handling supports, or the consignment of the container, a radio frequency tag can be reused 
1,000,000 times.

• Greater positioning flexibility

To enable the automation of the reading of the logistic barcode labels, standardization bodies 
like EAN, have defined positioning rules on logistics units. With the radio frequency tag, it 
is possible to abstract constraints related to optical reading; she does not need to be seen. It is 
enough for him to enter the field of the reader so that his presence is detected.

• Better protection against environmental conditions

RFID tags do not need to be positioned outside the object to be identified. They can therefore 
be better protected from attacks related to storage, to the handling or transport. In addition, 
their operating principle does not make them susceptible to soiling or various spots that inter-
fere with the use of the barcode.

2.5. Constraints of radio frequency labels

• Disturbance by the physical environment

The reading of radio frequency tags is disturbed by the presence, for example, of metals 
in their immediate environment. Solutions must be studied case by case to minimize these 
disturbances.

• Disturbances induced by the labels between them

In many applications, several radio frequency tags may occur at the same time in the reader’s 
field voluntarily or involuntarily. This can be wanted in store, at the time of checkout or 
between anti-theft doors.
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In this last case just detect a stolen object, a label not inhibited by the box. Technology allows 
it today. More complex is the need to identify and read the contents of several labels in a field 
without forgetting; to do this the readers use algorithms or anti-collision techniques, etc.

• Sensitivity to parasitic magnetic waves

In certain circumstances, RFID reading systems are sensitive to spurious electromagnetic 
waves issued by computer equipment (computer screens) or lighting systems more generally 
by electrical equipment. Their use must be tested taking into account the environment.

• The regulatory constraints related to the impact on health

This question has been debated for a few years, in particular concerning the anti-theft gates and 
cell phones. Passive tags themselves present no risk whatever their number is since they are active 
only when they are in the field of a reader. The studies therefore focus on readers and aim to 
define the regulatory criteria of their emission power to prevent them from creating disruptions.

2.6. Examples of applications

RFID tag applications are already very numerous; we give some examples of the possibilities 
offered by this technology:

• Tracking and sorting luggage

The airlines are currently studying the replacement of RFID tags.

• The automatic toll

Many management companies’ toll motorways have already put in place systems subscrip-
tion based on RFID tags and microwave, placed in vehicles. Subscribers benefit in special way 
of crossing toll gates. Payment is made without stopping the vehicle, by simply reading his 
identification.

• Access control

RFID tags are already used for access control of buildings or car parks.

• Animal tracking

More and more applications of animal traceability are growing, whether it’s ear tags on farm 
animals or the subcutaneous labels for horses or pets. In all cases, it’s about ensuring animal 
traceability for the purpose of sanitary control or the quality of herds.

• Cleaning clothes

For the cleaning of work clothes, companies are putting in place systems uniform identifica-
tion based on RFID tag with a diameter of 20 mm and a thickness of 2.5 mm, the frequency 
13.56 MHz read/write at 20 m.

These labels are attached to the garment; they resist washing operations. They allow a follow-
up of the washing operations and easy identification of the wearer of the uniform.
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• Waste collection

In Europe as well as in Japan and the United States, household or industrial waste collec-
tion companies are concerned with improving the load distribution of garbage collection and 
treatment. The principle is to equip each bin or container of an RFID tag and the collection 
trucks for readers and weighing system, so that each operation can automatically identify the 
“producer” and measure the weight of the collected material.

• Supply chain management

In logistics, four levels of applications can be distinguished:

• Delivery

• Home

• In transit

• Local

At the time of shipment, labels can facilitate the collection of products and the constitu-
tion of pallets, sorted by destination and loading control. The label may contain, in addi-
tion to the product identification, or the contents of a pallet, that of the manufacturing lot 
number, consignee identification, order number, handling details, etc. This information 
collected at the time of loading can be stored in the RFID tag container or means of trans-
port to facilitate checks during transit, customs, access, or exit authorization. Similarly, 
upon receipt of the goods, the data can be collected to automatically perform audits and 
update the inventory and make reconciliations with commercial documents or EDI mes-
sages. In transit, the label is used to trace the product at each point of loading and unload-
ing or simply passing. Thus, the sender can be informed at any time transport stream. 
Locally, labels allow product inventory but also media management handling and equip-
ment (gas bottles, etc.).

3. The choice of the PIFA

There are several types of antennas for RFID applications; among these antennas we men-
tion that antennas of the planar inverted-F antenna (PIFA) type are the most used in portable 
devices for GSM, Wi-Fi, RFID applications, etc. due to their low manufacturing cost and their 
compactness, as it has very small dimensions compared to a half-wave antenna. The PIFA 
is obtained by placing the short circuit (plane, wired, or tongue-like) between the half-wave 
resonator and the ground plane, at the precise point where the electric field vanishes for the 
fundamental mode. This makes it possible to overcome one half of the resonator and thus 
have an X/4 resonance. This type of antenna has the advantage of presenting a desired quasi-
isotropic radiation in RFID applications, since the relative orientation of the tag relative to the 
reader is uncertain.
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of crossing toll gates. Payment is made without stopping the vehicle, by simply reading his 
identification.

• Access control

RFID tags are already used for access control of buildings or car parks.

• Animal tracking

More and more applications of animal traceability are growing, whether it’s ear tags on farm 
animals or the subcutaneous labels for horses or pets. In all cases, it’s about ensuring animal 
traceability for the purpose of sanitary control or the quality of herds.

• Cleaning clothes

For the cleaning of work clothes, companies are putting in place systems uniform identifica-
tion based on RFID tag with a diameter of 20 mm and a thickness of 2.5 mm, the frequency 
13.56 MHz read/write at 20 m.

These labels are attached to the garment; they resist washing operations. They allow a follow-
up of the washing operations and easy identification of the wearer of the uniform.
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• Waste collection

In Europe as well as in Japan and the United States, household or industrial waste collec-
tion companies are concerned with improving the load distribution of garbage collection and 
treatment. The principle is to equip each bin or container of an RFID tag and the collection 
trucks for readers and weighing system, so that each operation can automatically identify the 
“producer” and measure the weight of the collected material.

• Supply chain management

In logistics, four levels of applications can be distinguished:

• Delivery

• Home

• In transit

• Local

At the time of shipment, labels can facilitate the collection of products and the constitu-
tion of pallets, sorted by destination and loading control. The label may contain, in addi-
tion to the product identification, or the contents of a pallet, that of the manufacturing lot 
number, consignee identification, order number, handling details, etc. This information 
collected at the time of loading can be stored in the RFID tag container or means of trans-
port to facilitate checks during transit, customs, access, or exit authorization. Similarly, 
upon receipt of the goods, the data can be collected to automatically perform audits and 
update the inventory and make reconciliations with commercial documents or EDI mes-
sages. In transit, the label is used to trace the product at each point of loading and unload-
ing or simply passing. Thus, the sender can be informed at any time transport stream. 
Locally, labels allow product inventory but also media management handling and equip-
ment (gas bottles, etc.).

3. The choice of the PIFA

There are several types of antennas for RFID applications; among these antennas we men-
tion that antennas of the planar inverted-F antenna (PIFA) type are the most used in portable 
devices for GSM, Wi-Fi, RFID applications, etc. due to their low manufacturing cost and their 
compactness, as it has very small dimensions compared to a half-wave antenna. The PIFA 
is obtained by placing the short circuit (plane, wired, or tongue-like) between the half-wave 
resonator and the ground plane, at the precise point where the electric field vanishes for the 
fundamental mode. This makes it possible to overcome one half of the resonator and thus 
have an X/4 resonance. This type of antenna has the advantage of presenting a desired quasi-
isotropic radiation in RFID applications, since the relative orientation of the tag relative to the 
reader is uncertain.
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4. Study and design of a PIFA

4.1. Structure of a PIFA

The PIFA is the result of the transformation of the inverted-F antenna (IFA) from a horizontal 
wire element to a planar structure to compensate for his loss of maladjustment and improve 
its radiation characteristics. The planar inverted-F antenna (PIFA) is a quarter wave antenna 
integrated and miniaturized by comparing it with monopole antennas. Also, it has good 
advantages over a traditional patch antenna (cost and ease of manufacture, small size, and 
bandwidth). The inverted plane antenna F is a rectangular microstrip antenna powered by a 
coaxial probe. It is called an inverted-F antenna because the side view of this antenna resem-
bles the letter F with its face down [4, 5–9].

The ILA consists of a short vertical monopole with the addition of a long horizontal arm at 
the top. Its input impedance is almost equivalent to that of the short monopole with the addi-
tion of the reactance caused by the horizontal wire above the ground plane. In general, it is 
difficult to match the impedance to a power supply line since its input impedance consists of 
low resistance and high reactance. Adding the additional inverted-L element adjusts the input 
impedance of the antenna. The impedance bandwidth of the IFA antenna is less than 2% on 
the center frequency. One way to increase the bandwidth of the IFA antenna is to replace the 
upper horizontal arm with a plate oriented parallel to the ground plane to form the inverted 
plane antenna F (PIFA). More generally called planar inverted-F antenna (PIFA) in the scien-
tific literature, they have the advantage of being compact with a wide bandwidth. Figure 3 
shows the different elements of the PIFA [4].

Figure 4 shows the side view of the PIFA.

Figure 3. The PIFA.
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More generally called planar inverted-F antenna (PIFA) in the scientific literature, they have 
the advantage of being compact with a large bandwidth; it is mainly characterized by the 
presence of a plate that plays the role of a short circuit between the radiating patch and the 
ground plane as shown in Figure 5 where h is the height of the short circuit, W its width, and 
D the distance between the short circuit and the feed point of the patch antenna.

The resonance frequency of a PIFA is approximated by equation (Eq. (1)).

   L  1   +  L  2   − W =   λ __ 4    (1)

With   L  
1
    and   L  

2
    the dimensions of the radiating patch, λ is the calculated wavelength for the 

medium separating the patch and the ground plane [4, 5–9].

5. Results and discussion

The antenna proposed is an antenna consisting of a rectangular patch with a width W = 20 mm 
and a length L = 18 mm placed on a substrate with a width W = 30 mm and a length L = 30 mm 
using FR4_epoxy, characterized by a relative permittivity of 4.4, a relative permeability of 1, 

Figure 4. The PIFA (side view).

Figure 5. PIFA.
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tgδ of the dielectric losses = 0.02, and a thickness e = 0.7 mm. The antenna is connected to the 
ground plane through a rod with a height h = 10 mm and a width of 10 mm, Figure 6.

5.1. Effect of the slot

In contrary to a conventional PIFA, the short circuit is not realized over the entire width of the 
antenna but through a flat short circuit which is a metal tongue of width W. A T-slot with a 
width of 0.5 mm in the metal radiating element ensures a good match between the impedance 
of the chip and the input impedance of the PIFA. The geometry of this antenna is shown in 
Figure 7.

The Ansoft high frequency structure simulator (HFSS) logger is a very high-performance 
microwave simulator that models and simulates 3D global fields radiated by microwave 
structures (antennas, filters, guides, connectors, PCBs, etc.). Characteristics for antennas such 
as (Gain, SAR, VSWR, Sij, etc.). It is based on the finite element model which consists in solv-
ing the equations of the field in discrete points defined in an orderly way in the complete 
domain of the structure. It directly solves the Maxwell equations in their differential form 
by replacing the differential operators by difference operators, thus realizing a discretization 
approximation.

The results of the both PIFA antennas with and without slot at 5.8 GHz are: 

Figure 8 shows the return loss of the PIFA, S11 = −21 dB with a bandwidth equal to 200 MHz.

Figure 9 shows the reflection coefficient of the PIFA,   S  
11

    = −33 dB with a passband equal to 
150 MHz.

Figure 9 shows that our antenna is well adapted.

Another essential character for knowing the parameters of the antenna is the SWR of the 
antenna PIFA.

Figure 10 shows the SWR of the antenna PIFA SWR = 1.09 < 2.

The SWR parameter of the PIFA fitted with a T-slot is less than 2 (Figures 11–13).

Figure 6. The structure of the PIFA on HFSS.
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Figure 7. The structure of the PIFA with T-slot on HFSS. (a) side view and (b) top view.

Figure 8. Return loss of the PIFA.

Figure 9. Reflection coefficient of the PIFA.
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The appearance of Figure 14 shows the gain of the PIFA without slot equal to 2.4 dB around 
the resonance frequency 5.8 GHz.

The appearance of Figure 15 shows the gain of the PIFA is equal to 3.4 dB around the reso-
nance frequency 5.8 GHz (Table 1).

From the results obtained, we notice that the T-slot has a positive effect on our PIFA: a decrease 
in return loss and an increase in gain.

5.2. The effect of changing the substrate type

Changing the substrate has a major effect on the antenna especially on the return loss and the 
resonance frequency. In this work we studied the effect of substrate change; we used three 
types of substrate: FR4 epoxy with a permittivity equal to 4.4, Rogers RT/Duroid 6006 with a 
permittivity equal to 6.15, and Rogers RT/Duroid 5880 with a permittivity equal to 2.2.

Figure 11. The SWR of the antenna with T-slot.

Figure 10. The SWR of the PIFA.
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Figures 16–18 show the reflection coefficient of the PIFA for the three substrates used:

The change of substrate has a major effect on the antenna especially on the reflection coef-
ficient and the resonant frequency used in this work. To achieve the resonance frequency 
5.8 GHz, it is necessary to modify the dimensions of the radiating element, which automati-
cally influences the reflection coefficient.

The following table summarizes the results of the three simulations:

Figure 13. The 3D radiation pattern of the PIFA with T-slot.

Figure 12. The 3D radiation pattern of the PIFA.
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From Figures 16–18 and Table 2, we noted that for the substrate FR4 epoxy (εr = 4.4), the 
antenna resonates at (5.8 GHz) with a return loss is equal to −33 dB.

For RO6006 (  ε  
r
    = 6.15) the antenna resonates at (5.78 GHz), and the return loss is −26 dB, 

but for Ro5880 (  ε  
r
   = 2.2), the antenna has a resonant frequency (5.8 GHz) with a return 

loss of −17 dB.

PIFA without T-slot PIFA with T-slot

  S  11   –21 dB −33 dB

Gain 2.4 dB 3.4 dB

SWR 1.09 1.01

Table 1. Recapitulation of the results.

Figure 14. Gain of the PIFA.

Figure 15. Gain of PIFA with slot.
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5.3. Changing the position of the line

The connecting line between the substrate and the radiating element of the PIFA can take 
several positions, either at the end or at the center of the radiating element.

Figure 16. Return loss (epoxy FR4).

Figure 17. Return loss (Rogers RT/Duroid 6006).

Figure 18. Return loss (Rogers RT/Duroid 5880).
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In this study we compared the results of simulations of the PIFA with three different positions 
of the connection line.

Figures 19–21 present the return loss of the antenna PIFA for the three positions.

RO5880 FR4 epoxy RO6006

Width 32 mm 30 mm 29 mm

Length 26 mm 26 mm 26 mm

  f  r   5.8 GHz 5.8 GHz 5.78 GHz

  S  11   −17 dB −33 dB −27 dB

Table 2. Recapitulation of the results.

Figure 19. Return loss (Position 1).

Figure 20. Return loss (Position 2).
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From Figures 19–21 and Table 3, we noted that for = 10 mm the antenna resonates at (5.8 GHz) 
with a return loss is equal to −33 dB. For   p  

x2
    = 15 mm the antenna resonates at (5.78GHz) and 

the return loss is –26 dB, but for   p  
x3

    = 20 mm, the antenna has a resonance frequency (5.8 GHz) 
with a return loss is of –17 dB.

Based on the results we deduced that as one moves away from the end of the radiating ele-
ment the return loss becomes greater.

5.4. Change of power supply type

Microstrip feed line and the coaxial cable feed are easy to implement; nevertheless this type 
of power supply generates of parasitic radiation, which affects the radiation pattern. In this 
study we chose to feed our antenna via a coaxial cable and secondly via a microstrip line. We 
will compare the results obtained for these two feeding modes. To use these power modes, the 
microstrip line or the coaxial cable is adapted. For printed antennas this is parameter   S  

11
    which 

reflects the adaptation of the antenna.

In this work, we chose to feed our antenna via a microstrip line and secondly via a coaxial 
cable. We will compare the results obtained for these two modes of feeding. To use these 
power modes, it is necessary that the microstrip line or the coaxial cable is adapted. For 
printed antennas it is the parameter S11 that reflects the adaptation of the antenna. Otherwise, 
an antenna is considered suitable and isolated when the parameter   S  

11
    is less than −10 dB, 

which equates to at least 10% of losses. Figures 22 and 23 show the reflection coefficient of the 
PIFA fed via a coaxial cable and a microstrip line.

Figure 21. Return loss (Position 3).

Position   P  x1     P  x2     P  x3   

  S  11   −33 dB −20 dB −17 dB

Table 3. Recapitulation of the results.
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From Figures 22 and 23, we notice that the reflection coefficient PIFA powered by coaxial 
cable is equal to −33 and −22 dB for the antenna powered by a microstrip line. So feeding via 
a coaxial cable is the best technique to power a PIFA.

6. Conclusion

In this chapter, in the first part, we did an introduction to automatic identification technology, 
to define the different components of this system, then the frequencies of utilization for this 
application, and finally the advantages and disadvantages of this technology. In the second 
part, we presented the design and simulation of a PIFA adapted by a T-slot and powered by 
a coaxial cable. We studied the effect of changing the type of feed and the substrate type and 
thus the position of the connecting line between the ground plane and the radiating element. 

Figure 23. Return loss of the antenna supplied via coaxial cable.

Figure 22. Return loss of the antenna supplied via microstrip line.
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We chose as the resonance frequency of the antenna for RFID applications the frequency 
5.8 GHz. We compared the results of simulations obtained by the Ansoft HFSS software. The 
results obtained are in perfect harmony for RFID applications, either in terms of frequency or 
bandwidth. Similarly, the significant maxima have been obtained for parameters S11, Gain, 
SWR, and radiation pattern.
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Abstract

This chapter is devoted to a complete analysis of remarkable electromagnetic properties of
nanomaterials suitable for antenna design miniaturization. After a review of state of the
art mesoscopic scale modeling tools and characterization techniques in microwave
domain, new approaches based on wideband material parameters identification (complex
permittivity and conductivity) will be described from impedance equivalence formulation
achievement by de-embedding techniques applicable in integrated technology or in free
space. A focus on performances of 1D materials such as vertically aligned multi-wall
carbon nanotube (VA-MWCNT) bundles, from theory to technology, will be presented as
a disruptive demonstration for defense and civil applications as in radar systems.

Keywords: nanotechnology, electromagnetism, multiscale modeling, 3D full-wave
analysis

1. Introduction: miniaturization challenges in microwave domain

Material band gap engineering opens new avenues for the optical control of these new
nanomaterials and achieves a drastic miniaturization degree for wideband frequency devices.
Electronics and optoelectronics applications, based on materials with a bandgap in the band
structure, would require combinations of atomically thin two-dimensional (2D) semiconduc-
tors in hybrid devices. The feasibility of separating and even synthesizing atomically thin
layers of MoS2, MoSe2, WSe2 and WS2 has been demonstrated, and this offers new perspec-
tives for the development of electronics and optoelectronics based on atomically thin films.
This research area relies on the investigation of atomically thin two-dimensional (2D) systems,
including growth and studies of atomically thin 2D crystals beyond graphene; investigation of
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their electronic and optical properties; development of applications of hybrid systems in
functional device; and growth and preparation of new layered systems for spintronics. By
reducing the dimensionality of materials, a new class of devices could be foreseen which are
ultra-thin (nanometers), ultra-light, flexible, wearable, bendable and energy harvesting.

This emerging research area deals with technological breakthroughs benefits from quantum
effects exaltation by the use of nanomaterials/nanotechnologies in the definition and descrip-
tion of next future electromagnetic (EM) nanosystems. This area addresses and brings
responses to the main challenges in the design of future EM systems such as: (1) how quantum
effects will improve the performances of EM systems; (2) how to design an EM system based
on nanomaterials; (3) how to control or reconfigure a system based on nanomaterials; and
(4) how to define and design an EM nanosystem.

Emerging nanotechnologies dedicated to 1D and 2D materials processing offer today the
possibility of design innovations in broadband reconfigurable EM systems. By enabling excep-
tional electromagnetic material properties, high degree of confinement of electromagnetic
waves, near field coupling access and drastic miniaturization.

Material engineering starts from energy band profile study, which legislates excitonic energy
transfers allowing charge carriers transport. Since decades, conventional electronics and optoelec-
tronics components benefits fromwell-known bulk semiconductingmaterials properties inwhich
carriers can easily diffuse in three dimensions following parabolic band profiles. By eliminating
progressively one spatial dimension, energy transfer possibilities become more and more con-
fined as they are governed by sharp transitions sustained by step or Dirac band profile, such as in
2D, 1D or 0Dmaterials. Furthermore, monoatomic layer materials defined by atoms arrangement
witness even more in-plane anisotropic properties from nonsymmetrical lattice configuration or
chirality. From these statements, majority carriers diffusion and transport optimization are under
study by surface functionalization techniques and heterostructures process elaboration.

Today, it becomes obvious that by promoting the confinement of electromagnetic interactions
new electronic and optoelectronic devices design optimizations will move toward the defini-
tion of 2D structures supporting surface wave propagation.

2. Carbon-based materials as promising low-dimensional materials
technologies for electronic systems

Low-dimensional materials belong to a new class of materials in which space confinement
appears in one or two dimensions. Carbon-based materials such as graphene and SW/MW
CNTs represent the most mature material family in nanotechnologies that could strongly
alleviate the silicon technology limits compared to alternative approaches such as Si-Ge and
III-V high mobility semiconductors, with particular emphasis on their possible applications in
microwave and mmm wave electronics.

Indeed, the extraordinary mechanical and electrical properties of CNTs make them ideal candi-
dates as building blocks for RF ICs. They can be metallic or semiconducting depending on their
chirality. The high conductivity of single-wall metallic nanotubes (SWNT) or multi-wall
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nanotubes (MWNT) allows for designing simple actuation systems based on the direct electro-
static coupling with metallic gates. These properties make them particularly suitable for both
basic building blocks of active components as well as electrical interconnects.

Graphene has emerged as a promising material for electronics in the last years. It is chemically
and thermally one of the most robust materials available. Furthermore, it has proven potential
for ultra-high frequency electronics. In less than 6 years from the material discovery by A. Geim
and K. Novoselov, and despite the remaining technological issues still under heavy develop-
ment, scientist has managed to provide proof of concept active devices (FETs) operating at
frequency comparable to the state of the art. Especially for wireless applications, an important
factor is that graphene microwave devices can be easily accommodated to the standard 50 W
impedance. Additionally, the nonlinear behavior of the I-V dependence of graphene contacted
with metals can be used to multiply or detect RF signals. Moreover, graphene growth is rapidly
progressing from a purely scientific field into the world of applications (Tables 1 and 2).

2.1. Single- and multi-walled carbon nanotubes (SW/MWCNT) as 1D materials candidates

The main growth techniques recently studied concern in-situ growth by CVD/PECVD or
dispersed solutions or external deposition techniques on substrate by the use of dielectro-
phoresis (DEP) and droplet techniques.

Table 1. Summary of CNT properties.
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Carbon nanotubes (CNTs) are molecular-scale tubes of graphitic carbon and can be considered
as the stiffest and strongest fibers known and have remarkable electronic properties and many
other unique characteristics. In many applications such as field emission sources, biosensors,
electrical interconnects and micromechanical devices, it is necessary to grow CNTs vertically
aligned on the substrates. This alignment in the vertical direction can be achieved through
these two methods: thermal CVD (TCVD) and plasma enhanced CVD (PECVD). The align-
ment in TCVD is achieved by crowding effect from neighboring CNTs [1]. For building a
waveguide antenna, CNT bundles have been proposed to mitigate the problem of impedance
mismatch by adjusting different tube diameter, length and bundle cross-section size. The exact
positioning of the nanotubes is also vital for applications such as RF filters and micro switches.
Uniform and vertically aligned CNTs of desired sizes can be grown at precisely determined
locations by the process of PECVD [2, 3]. The PECVD method has the advantage of being
controllable with tube diameter and length less than 5% deviation. For nano electromechanical
devices, a good contact to the underlying metal electrode is essential [4]. The optimum condi-
tion of catalyst and metal underlayer can be tailored and controlled. According to the growth
of vertically aligned carbon nanotubes, state of the art in Figure 1 shows the CNTarrays on the
Si substrate.

2.2. Graphene as 2D materials candidate

Synthesis and scalability of 2D layered materials is one of the most competitive challenges in
the material science research area. The first well-known technique of process by mechanical
exfoliation discovered by A. Geim for remarkable graphene delivering the best material prop-
erties has faced limitations in terms of needs of complementary steps for material encapsula-
tion to guarantee a minimum air and humidity stability. Today, some scalable manufacturing

Table 2. Summary of graphene properties.
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processes are identified to help in large-scale development of graphene/CNT-based devices
and system development.

In the area of solution-based synthesis, solvent-based exfoliation methods have been recently
demonstrated for mono and few layer nanosheets fabrications, with efforts brought to solvent
toxicity elimination thanks to the use of water [Casigari]. In association, emerging ink-jet
printing techniques become promising for large-scale synthesis of 2D materials. Structural
imperfections may occur locally compared to other approaches but more adequate for low-
end electronics applications, as technological key for large-scale material heterostructures
ordering on flexible substrates.

Molecular beam epitaxy (MBE) growth technique, mainly used for bulk semiconducting mate-
rials manufacturing still remains one of the most controlled technique for highly precise
thickness management with high level of material quality, with availability of in-situ material
characterization during process.

In the area of vapor-based synthesis, metalorganic chemical and physical vapor deposition
(MOCVD), as well as atomic layer deposition (ALD) approaches are proposed for TMD
materials synthesis avoiding any catalyst layer presence for growth in some cases.

2.3. Material integration in electronic devices: scaling electrical contacts

In order to benefit from exceptional electromagnetic properties of nanomaterials in microwave
domain, crucial intrinsic impedance considerations may be studied to maximize electrical
signal transmission. For this aspect, material Fermi level location knowledge is crucial, and
must be subsequently confronted to the working function of selected noble metals to be used
as electrodes such as Au, Ti, Ag, Fe and Pd as the most common examples. Depending on the
spatial constitution of materials, different approaches can be employed to optimize electrons
and holes flows and recombination processes, that is, charged injection electronic devices.

The second aspect to be considered concern the skin depth effect which occurs in any metal and
imposes material thickness constraints for electrical ohmic losses minimization, as a function of
frequency andmaterial conductivity. In the case of low-dimensional materials, where at least one
dimension of material is atomically thin, unprecedent behavior with frequency is expected.

Figure 1. (a) CNT bundles grown by TCVD and (b) single CNTs grown by PECVD.
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With the decrease of the dimensions of electronic devices, the role played by electrical contacts
is ever increasing, eventually coming to dominate the overall device volume and total resis-
tance. This is especially problematic for monolayers of semiconducting transition-metal
dichalcogenides (TMDs), which are promising candidates for atomically thin electronics. Ideal
electrical contacts to them would require the use of similarly thin electrode materials while
maintaining low contact resistances.

As reproduced in Figure 2, 2D material heterostructure constitution for a complementary
matching process or a specific choice of metal may be needed to form an alloy avoiding Van
der Walls gap naturally imposed by some 2D materials in contact with noble metals, by orbital
overlapping lack [5].

Recently, valley dynamics of excitons in semimetals are taken under considerations for semi-
metals. Tunnel barrier introduction at electrical contacts assumed by ferromagnetic electrodes
has been investigated in order to modulate the contact resistance of graphene and TMDSs with
electrodes by spin injection, allowing impedancematching bymagnetoresistance signal detection.

Main considerations for charge transfer maximization are focused also on contact transfer
length LT, which defines the length over which injection occurs from the contact edge, defining
then the contact resistance Rc as [6, 7].

Figure 2. Different types of metal-SC junctions and their respective band diagrams for (a, b) bulk interface, (c, d) metal/2D
SC interface lik MoS2/au contact, (e, f) hybridization of metal/2D SC interface [6].
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where L is the length and Lw is the width of the contact, rc is the nanomaterial resistivity and
Rs is the metal-material interface resistivity. It can be seen that the dependence of Rc on L is
nonlinear because of current crowding.

2.4. Latest study-case examples

2.4.1. CNT-based transistors

Carbon nanotube (CNT) field effect transistors (FETs) are under investigation as replacements
for silicon and III-V high-speed electronics [8]. Semiconducting CNTs are unique electronic
materials with room temperature carrier mobility in excess of 100,000 cm2/V/s, three times
larger than that of InAs, and a band gap of �0.9 eV, which is close to that of Silicon. Some of
the key semiconducting properties of CNTs are compared with other materials in Table 3 [9].
The high mobility makes CNT FETs attractive for low-power amplifiers and the high-saturated
electron velocity leads to projected operation into the THz range [10]. Single-wall nanotubes
(SWNTs) are inherently small, �nm in diameter. This ultra-small diameter enables effectively
one-dimensional conduction with the potential for ultra-low shot-noise performance and
improved linearity. An additional benefit of small size is extremely low capacitance, which
translates into high operating speeds without the need for extreme lithography.

CNT FETs based on SWNTs have been extensively characterized at DC. Much of this attention
has been motivated by the near ballistic conduction, high current and transconductance den-
sity of CNT transistors [11]. But their high-frequency application faces a challenge of imped-
ance matching due to the inherent mismatch between the resistance quantum (� 25 kΩ) typical

Bandgap eV Electron mobility cm2/V/s Saturated electron velocity
107 cm/s

Thermal conductivity W/cm/K

CNT 0.9 100,000 >10 >30

InAs 0.36 33,000 0.04 0.27

Silicon 1.1 1500 0.3 1.5

GaAs 1.42 8500 0.4 0.5

InP 1.35 5400 0.5 0.7

4H-SiC 3.26 700 2 4.5

GaN 3.49 900 3.3 20

Table 3. Electrical properties of material for FETs.
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of nanodevices and the characteristic impedance of RF circuits (50 Ω). There are only a few
reports on HF performances measurement of CNT transistors. In terms of cut-off frequency,
Purdue University measured f t = 2.5 GHz (intrinsic value) [12], NEC research laboratory
measured ft = 10 GHz (intrinsic value) [13]. The state of the art is the direct measurement of a
current gain cut-off frequency of 4 GHz and an intrinsic value of 30 GHz (calculation by
removing access and parasitics capacitances) on a transistor composed of a large number of
CNTs [14]. Nevertheless, a large part of the deposited CNTs is metallic and this prevents
transistor operation at higher microwave frequencies. CNT FET technology can potentially
improve in comparison to that of a scaled silicon technology. As a quasi-one-dimensional (1D)
conductor, a CNT channel resistance is limited by the fundamental quantum resistance (R Q)
of 6.5 kΩ per tube. The simplest idea is to deliver to this quantum resistance (ignoring metallic
versus semiconducting behavior) a 1 V operating voltage, which will give a current of about
150 μA/nanotube. With all its non-idealities like poor contacts, scattering as well as existence of
tunneling barriers, the state of the art CNT FETs can deliver around 20 μA/nanotube at �1 V.

Moreover, the capacitance per nanotube is �2–5 aF, which corresponds to �1 fF/μm, not far
from a silicon transistor. The conclusion is that the 1D CNT array technology can potentially
deliver a much higher current in the same area and for identical gate capacitance, which will
lead to increased current density and lower delay at higher integration density. It can be also
concluded that an arrayed CNT FET using the same interconnect parasitics, as the most
advanced 65 nm CNT transistor will feature an 8-times area improvement and 5-times delay
reduction [15]. To verify performance at microwave frequencies, Pesetski et al. [16] proposed to
develop an alternate measurement technique: instead of observing the output at the input
frequency, which was susceptible to crosstalk, they performed a two-tone measurement and
observed the intermodulation products. As a result, the CNT FET acts like a mixer, producing
an intermodulation product at 10 kHz; and no evidence of a roll-off caused by the CNT FET
was observed, even at 23 GHz.

2.4.2. Graphene-based transistors

Transition-metal dichalcogenides have developed important visibility [17] in the recent years
due to advances in nanotechnology. Several potential applications [18] are well suited for
TMDCs among which they are also interesting for transistor applications. Regarding high-
frequency transistors, not a lot of results are published mainly due to lack of large area
material, the best results were obtained using a MoS2-based channel with a thickness of few
monolayers. The channel length was 1 μm, whereas the backgate capacitance was 11.5 nF/cm2.
The mobility reported was 170 cm2/Vs for a drain voltage of 0.5 V and a backgate voltage of
20 V. The MoS2 thickness is critical for high performance FET transistors. The thickness
considered [19] is in the range 2–7 nm. Reducing the dimensions of the channel length to
116 nm, the FETs showed a transconductance of 60 μS/μm at a drain voltage of 5 V and a drain
conductance of less than 2 μS/μm, indicating an intrinsic gain of 30 with an on–off ratio higher
than 107. The cut-off frequency was 42 GHz and the maximum oscillation frequency was
50 GHz. Even though technology is still at its early stages [20], TMDS-based devices already
exhibit good metrics, comparable or even higher to those achieved by graphene.
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2.4.3. CNT-based interconnects

As previously mentioned, 3D IC technology is one of the main driving forces for the continu-
ous down scaling of the IC device [21, 22]. There are many interconnection technologies such
as wire bonding, edge connect and capacitive or inductive coupling method to fabricate 3D-IC
devices [23, 24]. However, the most key technology for enabling 3D-IC package is through-
silicon via (TSV) technology which acts as paths for signal exchange and power delivery
between the stacked chips [25, 26]. TSV technology has allowed great progress in reducing
signal delay, enhancing the IC integration and decreasing the overall packaging volume [27].
Thus, the development of this technology is accelerating the miniaturization of 3D-IC devices
as well as integration of I/O systems. The key performance of TSVs is determined by the filling
materials used in the silicon via. There are various materials that have been used for the TSV,
such as tungsten (W), copper (CU) [28, 29] and a Ag/polypyrrole composites [30]. The copper
is the most commonly used filling material for TSV due to its excellent electrical conductivity
and low process costs. However, the main limiting factor for Cu-TSV technology is the large
difference in the coefficient of thermal expansion (CTE) between Cu and Si, which results in
mechanical stress in the TSV and the surrounding Si [31]. In addition, the electro-migration
and skin effects also limit the application of Cu TSV in high-frequency applications [32].
However, it is currently not technologically possible to use Cu for high aspect ratio via
structures [33].

A series of modeling work on CNT interconnects has been done by Naeemi and Meindl [34].
The modeling of the capacitance and inductance components of CNT interconnects can be
found in [35]. A high-frequency analysis of CNT interconnects has also been performed [36], in
which one interesting conclusion is that the skin effect of CNT interconnects is significantly less
severe than that of metal lines. Based on the model described in the reference listed above, the
resistances of CNT off-chip interconnects, such as through-silicon-vias (TSVs), can be esti-
mated by straightforward calculations assuming some typical dimensions. An MWNT with
30 nm outer diameter and 15 nm inner diameter, 100 μm length and 1 μm electron mean free
path, at room temperature has a conductance of 0.048 kΩ�1. This leads to an estimated
resistance of 21 kΩ for such an MWNT if all its walls can be contacted. Note that here the
electron mean free path is taken as 1 μm based on experimental observations. Therefore, if a
loosely packed CNT forest can be densified into closely packed bundle, the conductivity of
such a structure can be greatly increased [37].

3. Exceptional electromagnetic material properties for microwave
applications

Effective theoretical frequency-dependent material conductivity of carbon-based nanomaterials:
from individual to collective (bundle) configuration.

Frequency-dependent graphene conductivity can be approximated using Kubo formula.
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removing access and parasitics capacitances) on a transistor composed of a large number of
CNTs [14]. Nevertheless, a large part of the deposited CNTs is metallic and this prevents
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improve in comparison to that of a scaled silicon technology. As a quasi-one-dimensional (1D)
conductor, a CNT channel resistance is limited by the fundamental quantum resistance (R Q)
of 6.5 kΩ per tube. The simplest idea is to deliver to this quantum resistance (ignoring metallic
versus semiconducting behavior) a 1 V operating voltage, which will give a current of about
150 μA/nanotube. With all its non-idealities like poor contacts, scattering as well as existence of
tunneling barriers, the state of the art CNT FETs can deliver around 20 μA/nanotube at �1 V.

Moreover, the capacitance per nanotube is �2–5 aF, which corresponds to �1 fF/μm, not far
from a silicon transistor. The conclusion is that the 1D CNT array technology can potentially
deliver a much higher current in the same area and for identical gate capacitance, which will
lead to increased current density and lower delay at higher integration density. It can be also
concluded that an arrayed CNT FET using the same interconnect parasitics, as the most
advanced 65 nm CNT transistor will feature an 8-times area improvement and 5-times delay
reduction [15]. To verify performance at microwave frequencies, Pesetski et al. [16] proposed to
develop an alternate measurement technique: instead of observing the output at the input
frequency, which was susceptible to crosstalk, they performed a two-tone measurement and
observed the intermodulation products. As a result, the CNT FET acts like a mixer, producing
an intermodulation product at 10 kHz; and no evidence of a roll-off caused by the CNT FET
was observed, even at 23 GHz.

2.4.2. Graphene-based transistors

Transition-metal dichalcogenides have developed important visibility [17] in the recent years
due to advances in nanotechnology. Several potential applications [18] are well suited for
TMDCs among which they are also interesting for transistor applications. Regarding high-
frequency transistors, not a lot of results are published mainly due to lack of large area
material, the best results were obtained using a MoS2-based channel with a thickness of few
monolayers. The channel length was 1 μm, whereas the backgate capacitance was 11.5 nF/cm2.
The mobility reported was 170 cm2/Vs for a drain voltage of 0.5 V and a backgate voltage of
20 V. The MoS2 thickness is critical for high performance FET transistors. The thickness
considered [19] is in the range 2–7 nm. Reducing the dimensions of the channel length to
116 nm, the FETs showed a transconductance of 60 μS/μm at a drain voltage of 5 V and a drain
conductance of less than 2 μS/μm, indicating an intrinsic gain of 30 with an on–off ratio higher
than 107. The cut-off frequency was 42 GHz and the maximum oscillation frequency was
50 GHz. Even though technology is still at its early stages [20], TMDS-based devices already
exhibit good metrics, comparable or even higher to those achieved by graphene.
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ous down scaling of the IC device [21, 22]. There are many interconnection technologies such
as wire bonding, edge connect and capacitive or inductive coupling method to fabricate 3D-IC
devices [23, 24]. However, the most key technology for enabling 3D-IC package is through-
silicon via (TSV) technology which acts as paths for signal exchange and power delivery
between the stacked chips [25, 26]. TSV technology has allowed great progress in reducing
signal delay, enhancing the IC integration and decreasing the overall packaging volume [27].
Thus, the development of this technology is accelerating the miniaturization of 3D-IC devices
as well as integration of I/O systems. The key performance of TSVs is determined by the filling
materials used in the silicon via. There are various materials that have been used for the TSV,
such as tungsten (W), copper (CU) [28, 29] and a Ag/polypyrrole composites [30]. The copper
is the most commonly used filling material for TSV due to its excellent electrical conductivity
and low process costs. However, the main limiting factor for Cu-TSV technology is the large
difference in the coefficient of thermal expansion (CTE) between Cu and Si, which results in
mechanical stress in the TSV and the surrounding Si [31]. In addition, the electro-migration
and skin effects also limit the application of Cu TSV in high-frequency applications [32].
However, it is currently not technologically possible to use Cu for high aspect ratio via
structures [33].

A series of modeling work on CNT interconnects has been done by Naeemi and Meindl [34].
The modeling of the capacitance and inductance components of CNT interconnects can be
found in [35]. A high-frequency analysis of CNT interconnects has also been performed [36], in
which one interesting conclusion is that the skin effect of CNT interconnects is significantly less
severe than that of metal lines. Based on the model described in the reference listed above, the
resistances of CNT off-chip interconnects, such as through-silicon-vias (TSVs), can be esti-
mated by straightforward calculations assuming some typical dimensions. An MWNT with
30 nm outer diameter and 15 nm inner diameter, 100 μm length and 1 μm electron mean free
path, at room temperature has a conductance of 0.048 kΩ�1. This leads to an estimated
resistance of 21 kΩ for such an MWNT if all its walls can be contacted. Note that here the
electron mean free path is taken as 1 μm based on experimental observations. Therefore, if a
loosely packed CNT forest can be densified into closely packed bundle, the conductivity of
such a structure can be greatly increased [37].

3. Exceptional electromagnetic material properties for microwave
applications

Effective theoretical frequency-dependent material conductivity of carbon-based nanomaterials:
from individual to collective (bundle) configuration.

Frequency-dependent graphene conductivity can be approximated using Kubo formula.
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with the chemical potential μc and the relaxation rate Γ. This complex expression in which Γ
has been experimentally calculated to 0.1 meV, demonstrates a complex behavior with σreal

and σimag as real and imaginary parts of σs(ω) depending on value μc. From a dyadic Green’s
function formulation of electromagnetic fields propagation through Sommerfeld integrals, TE
or TM mode surface wave propagation operation has been validated whether positive or
negative value of σimag [38].

3.1. SW/MWCNTconductivity

Individual SW CNT consist in a spatial unique angled-rolling of a graphene sheet depending
on the associated chiral vector which defines their metallicity degree.

Starting from graphene conductivity formulation above, armchair and zigzag enrollment
configuration leading to a metallic behavior implies also a complex conductivity definition in
which imaginary part existence can be detected (see Figure 3).

Figure 3. Dynamic conductivity as a function of frequency of a metallic chiral CNT.
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As a consequence, for SW CNT, an equivalence must be inserted between the surface conduc-
tivity of a cylinder and the conductivity of a material with a dependency on 1/r, where r is the
radius of the CNT cylinder, for the definition of the material impedance, which still remains a
complex expression.

For MW CNT, the conductivity appears as a sum of individual density current of each wall.

3.2. State of the art microwave material modeling techniques

3.2.1. 1D materials: individual SW and MW CNT

In 2007, first modeling tools of these 1D nanomaterials were developed for optical scattering
predictions of metallic SWCNTs array by Hao and Hanson [39] by using periodic Green’s
function applied to an array of finite-length conducting elements with quantum conductance
given previously. At the same time, Maksimenko [40] defined a competitive electromagnetic
approach based on Leontovich-Levin Integral Eqs. (IE) method. First surface impedance model
of CNT appeared in 2008 from Fichtner by using Hallens’type IE with a modified Kernel
function in equations. Electromagnetic modeling work for infinite objects was pursed by
Berres and Hanson in 2011 in the microwave and IR frequency regime using a semi-classical
approach [41]. For bindle-type configuration of arrays of MWCNT, resulting global conductiv-
ity calculation was adopted by Choï and Saranbandi. In this last case, Method of Moments
(MoM) and the Mixed Potential Integral Equation (MPIE) were implemented to predict CNT-
based strip antennas and thin gold films [42].

3.3. State of the art microwave material characterization techniques

EM material parameters identification at RF/microwave frequencies is a milestone to under-
stand and design new RF components for future implementation in next generation of micro-
wave systems. Principles and techniques of material parameters characterization in microwave
domain using transmission lines have been widely studied for determination of bulk material
permittivity, permeability and conductivity in frequency domain. Non-destructive method by
electromagnetic coupling of unknown material thin layer with a quasi-TEM propagation mode
in planar configuration (microstrip or coplanar line) becomes the most appropriate methodol-
ogy today to achieve a complete and broadband characterization.

3.3.1. Coaxial environment

For nanomaterials characterization, coaxial lines techniques have been mainly used because of
direct commercial provision access of 2D/1D materials in disperse solutions. These techniques
imply frequency bandwidth limitations because of waveguides dimensions and random mate-
rial orientation in relation to e-field polarization direction.
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tivity of a cylinder and the conductivity of a material with a dependency on 1/r, where r is the
radius of the CNT cylinder, for the definition of the material impedance, which still remains a
complex expression.
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EM material parameters identification at RF/microwave frequencies is a milestone to under-
stand and design new RF components for future implementation in next generation of micro-
wave systems. Principles and techniques of material parameters characterization in microwave
domain using transmission lines have been widely studied for determination of bulk material
permittivity, permeability and conductivity in frequency domain. Non-destructive method by
electromagnetic coupling of unknown material thin layer with a quasi-TEM propagation mode
in planar configuration (microstrip or coplanar line) becomes the most appropriate methodol-
ogy today to achieve a complete and broadband characterization.

3.3.1. Coaxial environment

For nanomaterials characterization, coaxial lines techniques have been mainly used because of
direct commercial provision access of 2D/1D materials in disperse solutions. These techniques
imply frequency bandwidth limitations because of waveguides dimensions and random mate-
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3.3.2. Probe-test environment

Device downscaling motivation has progressively opened the route for the development of
electromagnetic properties identification at dimensions which must be consistent with operat-
ing frequency.

Some research groups involved in ultra-thin layers deposition on reference substrates have re-
used former modeling tools dedicated to homogenous material frequency-dependent permit-
tivity identification by conformal mapping technique. In this approach, where a parallel-type
capacitance equivalence of any material layer is assumed from permittivity elliptic integrals
equations applied to a coplanar line configuration (K and K0), direct extraction of real permit-
tivity of an unknown material layer is reachable if stacked uniformly (i.e., complete layer
under/overlying) in plane from signal line to ground planes in a well-known multilayer
coplanar structure. Complementary de-embedding structures need to be fabricated in order
to eliminate probe-test parasitic on measurement results.

This technique is based on microwave S-parameters measurements of dedicated test beds
structures designed in microstrip and coplanar technology. After analytic S-to-ABCD-matrix
conversion for the exact determination of effective propagation constant and permittivity of
the transverse multilayered structure, frequency relative permittivity of 2D/1D material is
obtained as an inverse problem by using a conformal mapping technique from the Veyres-
Fouad Hanna approximation assuming multiple layers as a superposition of capacitances. This
specific characterization technique in frequency allows experimental detection of anisotropic
behavior of nanomaterials thanks to electromagnetic fields orientation access and opens routes
to the use of nanotechnology for the definition of new multiscale microwave devices design.

A complementary modeling tool based on a circuit-type approach could have been added to
this procedure where equivalent lineic R, L, C values of the studied material are estimated
from circuit simulations in commercial softwares. This approach has been performed to
graphene flakes, as in Ref. [43].

3.3.3. Free space environment

For antennas and radars systems, an equivalent approach in free space has been implemented by
assuming a bi-static experimental configuration for multilayered samples, using a contactless
technique avoiding anechoidal environment. This technique is based on reflection coefficient
measurement of bulk materials, which imposes self-consistent calibration structures. Thanks to
horn antennas electromagnetic excitation, material impedance in both TM and TE modes can be
extracted allowing the identification of material permittivity and conductivity with anisotropic
behavior checking. Limitation on material thickness reduction is not identified yet because of
characterization configuration in reflective manner and dimension to wavelength, and allows
broadband materials parameters identification.

A complementary approach is now under study in order to extend bi-static measurements to
low-dimensional materials. Technical challenges target characterization technique limitations as
compared to material thickness. This approach is assisted by electromagnetic simulations which
help in the definition of de-embedding structures, as well as planarity material requirement and
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material surface constraints. In this way, a 40–67 GHz frequency band has been selected to
overcome these boundary conditions allowing access to centimeter-squared surface scale charac-
terization of materials with atomic thickness.

3.4. Material impedance equivalence: toward “Mattertronics”

In order to solve multiscale problem, characterization techniques customization to low-
dimensional materials becomes crucial for any device design work by full-wave analysis in
which implemented material constitutive parameters from classical electromagnetic material
Drude/Lorentz representation and Kramers/Kronig relationships [44] are used for material R,
L,C circuit equivalence. Material complex permittivity (ε), conductivity (σ) and permeability
(μ) knowledge helps in the definition of material impedance Z equivalence.

4. Application to microwave antenna design: toward subwavelength
radiation

4.1. Fundamental antenna parameters requirements: from theory to technology
qualification

The simplest representation of a radiating element consists in a LC resonant cell. Wire anten-
nas are the oldest and most versatile antennas suited for various applications. It is a simple
device to understand most of the radiation mechanism and the dipole structure simplification
of radiating elements. The typical configuration is made up of two conductor wires, with a
length of λ/2.

The current distribution in the conductor wires can be considered in one dimension due to the
geometry (usually the z-axis direction). The time variation of the current distribution will
generate a radiated electromagnetic field in the surrounding space. Maxwell’s equations lead
to the relation between the current variation I(z) and the radiated field Eθ in the far field space.
Along with the radiation pattern is a set of other key parameters that are used to quantify an
antenna and its performances:

• input impedance is the impedance the power input circuit will have to match in order to
transmit the maximum power to the radiating device.

• gain is the ratio of intensity, in a given direction, to the radiation intensity that would be
obtained if the power accepted by the antenna was radiated isotropically. The radiation
intensity corresponding to the isotropic radiated power is equal to the input power
accepted by the antenna divided by 4π.

• directivity is the ratio of the radiation intensity in a given direction from the antenna to the
radiation intensity average over all directions.

• The radiation efficiency which is the ratio of the radiated power over the accepted power
and is a dimensionless combined factor of both the conduction efficiency (losses through
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material surface constraints. In this way, a 40–67 GHz frequency band has been selected to
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radiation
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qualification

The simplest representation of a radiating element consists in a LC resonant cell. Wire anten-
nas are the oldest and most versatile antennas suited for various applications. It is a simple
device to understand most of the radiation mechanism and the dipole structure simplification
of radiating elements. The typical configuration is made up of two conductor wires, with a
length of λ/2.

The current distribution in the conductor wires can be considered in one dimension due to the
geometry (usually the z-axis direction). The time variation of the current distribution will
generate a radiated electromagnetic field in the surrounding space. Maxwell’s equations lead
to the relation between the current variation I(z) and the radiated field Eθ in the far field space.
Along with the radiation pattern is a set of other key parameters that are used to quantify an
antenna and its performances:

• input impedance is the impedance the power input circuit will have to match in order to
transmit the maximum power to the radiating device.

• gain is the ratio of intensity, in a given direction, to the radiation intensity that would be
obtained if the power accepted by the antenna was radiated isotropically. The radiation
intensity corresponding to the isotropic radiated power is equal to the input power
accepted by the antenna divided by 4π.

• directivity is the ratio of the radiation intensity in a given direction from the antenna to the
radiation intensity average over all directions.

• The radiation efficiency which is the ratio of the radiated power over the accepted power
and is a dimensionless combined factor of both the conduction efficiency (losses through
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metal conduction) and dielectric efficiency (losses through propagation in dielectric space)
considered in one dimension, due to the geometry (usually the z-axis direction). This is the
time variation of the current distribution that will generate a radiated electromagnetic
field in the surrounding space. Maxwell’s equations lead to the relation between the
current variation I(z) and the radiated field Eθ in the far field space.

From material point of view, targeting radiation performances, similar parameters must be
strongly considered such as:

• Lineic inductance/capacitance in order to define the efficient dimension of a LC resonant
cell

• Dynamic permittivity which allows the definition of plasma resonance frequency

• Band diagram and work function definition in a metallic atomic configuration to identify
efficient contact type with microwave electrode access to match input impedance.

4.2. MWCNT bundle-based microwave antenna design case: from theory to experiment
demonstration

As main technological challenge relies on experimental material impedance identification in
microwave domain, first studies have led to the choice of a differential-type approach. In order
to overcome physical constraints imposed by material dimensions access, following technologi-
cal process, preliminary planar resonant structures in CPW technology have been achieved with
suitable taper-based electrodes (Figure 4), for which a resonant frequency shift assumed by VA-
MWCNT bundle is expected. For microwave signal coupling methodology, different ended
geometries have been tested in order to validate the material properties from different devices.

From this approach, the equivalent impedance of VA-MWCNT bundles connected in series to
the microwave test bed structure is obtained by direct input impedance subtraction de-
embedding techniques.

Preliminary research works have been done on sub-wavelength MWCNT-based antennas
design benefiting from natural LC behavior or complex conductivity never achieved in classical
conductors in microwave domain. By exploiting also a vertically aligned CNT bundle configu-
ration reducing drastically the contact resistance of individual MWCNT [39], first demonstration
of resonance frequency shift of coplanar antennas incorporating a 500 μm-length MW CNT
circular bundle have been experimentally revealed at a microwave frequency around 60 GHz
(Figure 4). In parallel, electromagnetic material properties identification by experimental mate-
rial complex impedance extraction under TE or TM mode excitation is under progress.

A broadband microwave characterization is performed using a CASCADE MICROTECH
probe-test equipment allowing S-parameters measurements with a vectorial network analyzer
in the 0.2–67 GHz frequency bandwidth, calibrated by the SOLT method.

From reflection coefficient measurements, input impedance of resonant structure has been
extracted. The validity of the measurements requires to apply this methodology away from
the resonant frequency band, in order to avoid undefined behavior.
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By adopting a specific de-embedding technique procedure, frequency-dependent CNT bundle
impedance extraction in TE and TM mode excitation confirms accessible additional design
matching solutions at a frequency of 10 GHz.

Today, by benefitting of technological processes achievement access, 3D electromagnetic
modeling parametrization of MW CNT bundles with technology will add complementary
degree of freedom in MW CNT-based sub-lambda antenna and array design. On-chip emit-
ting/receiving modules design validation by on-wafer sub-lambda S-parameters measure-
ments (DC-110 GHz) [45] will be assisted by preliminary equivalent electromagnetic material
properties experimental validation (ε, μ and σ) fulfilling anisotropic behavior of individual
vertically aligned MW CNTs grown in bundle with length-to-diameter aspect ratio depen-
dency comparable to theoretical predictions made for metallic nanowire-based antenna [46],
governing MW CNT-based individual sub-lambda antenna design.

5. Conclusions and prospects

This chapter addresses the emerging research area dealing with technological breakthroughs
benefitting from quantum effects exaltation by the use of nanomaterials/nanotechnologies in
the definition and description of next future electromagnetic (EM) nanosystems.

It is shown that emerging nanotechnologies dedicated to exceptional electromagnetic proper-
ties of 1D and 2D materials processing offer today the possibility of design innovations in

Figure 4. Microwave performances of a MWCNT-based nano antenna in coplanar technology: (a) reflection coefficient in
magnitude and phase of device with (red) and without (blue) MW CNT bundle, (b) antenna impedance in real and
imaginary part with (red) and without (blue) MW CNT bundle, (c) optical image of MWCNT-based test bed structure–(d)
optical image of the MW CNT-based nano antenna.
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geometries have been tested in order to validate the material properties from different devices.

From this approach, the equivalent impedance of VA-MWCNT bundles connected in series to
the microwave test bed structure is obtained by direct input impedance subtraction de-
embedding techniques.

Preliminary research works have been done on sub-wavelength MWCNT-based antennas
design benefiting from natural LC behavior or complex conductivity never achieved in classical
conductors in microwave domain. By exploiting also a vertically aligned CNT bundle configu-
ration reducing drastically the contact resistance of individual MWCNT [39], first demonstration
of resonance frequency shift of coplanar antennas incorporating a 500 μm-length MW CNT
circular bundle have been experimentally revealed at a microwave frequency around 60 GHz
(Figure 4). In parallel, electromagnetic material properties identification by experimental mate-
rial complex impedance extraction under TE or TM mode excitation is under progress.

A broadband microwave characterization is performed using a CASCADE MICROTECH
probe-test equipment allowing S-parameters measurements with a vectorial network analyzer
in the 0.2–67 GHz frequency bandwidth, calibrated by the SOLT method.

From reflection coefficient measurements, input impedance of resonant structure has been
extracted. The validity of the measurements requires to apply this methodology away from
the resonant frequency band, in order to avoid undefined behavior.
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ments (DC-110 GHz) [45] will be assisted by preliminary equivalent electromagnetic material
properties experimental validation (ε, μ and σ) fulfilling anisotropic behavior of individual
vertically aligned MW CNTs grown in bundle with length-to-diameter aspect ratio depen-
dency comparable to theoretical predictions made for metallic nanowire-based antenna [46],
governing MW CNT-based individual sub-lambda antenna design.
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This chapter addresses the emerging research area dealing with technological breakthroughs
benefitting from quantum effects exaltation by the use of nanomaterials/nanotechnologies in
the definition and description of next future electromagnetic (EM) nanosystems.

It is shown that emerging nanotechnologies dedicated to exceptional electromagnetic proper-
ties of 1D and 2D materials processing offer today the possibility of design innovations in
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broadband reconfigurable EM systems with high degree of confinement of electromagnetic
waves and extreme miniaturization.

In the field of electromagnetism, the near future will be governed by the merging of three
apparently independent domains:

• The first one is dealing with the generation, control and processing of surface waves

• The second one is associated to the merging area of antennas based on nano-radiating
elements and nanoantennas

• The third one is covering the ever growing field of new materials, especially one- and two-
dimensional materials, nanostructured materials and the associated topological effects

The symbiosis of these three areas will give birth to revolutionary concepts such as nanoarch-
itectronics (the science and technology for building extreme multiscale systems covering from
nanometer to mesoscopic scales) and artificial nano-engineered interfaces.
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Abstract

In the process of design, a developer of new microwave-photonics-based RF apparatuses
is facing a problem of choosing appropriate software. As of today, the existing optical and
optoelectronic CAD tools (OE-CAD) are not developed like CAD tools intended for
modeling of RF circuits (E-CAD). On the contrary, operating at symbolic level, modern
high-power microwave E-CAD tools simply and with high precision solve this problem,
but there are no models of active photonic components in their libraries. To overcome this
problem, we proposed and validated experimentally a new approach to model a broad
class of promising analog microwave radio-electronics systems based on microwave pho-
tonics technology. This chapter reviews our known, updated, new models and simulation
results using microwave-electronics off-the-shelf computer tool NI AWRDE to pursue
advanced performances corresponding to the last generation of key photonics structural
elements and important RF devices on their basis.

Keywords: computer-aided design, microwave photonics, photonic components,
RF circuits and system

1. Introduction

Microwave photonics (MWP) is a relatively fresh scientific and technological direction arising
among radio-electronic R&D society at the last quarter of twentieth century in the result of
combining the achievements of microwave-electronics and photonics techniques [1]. Initially,
MWP was an area of interest for a military platform [2, 3] such as radar and electronic warfare
means; but, nowadays, it is becoming an object of study and development for emerging areas
of telecom industry [4] such as 5G-class wireless networks. For today, MWP technology might
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but there are no models of active photonic components in their libraries. To overcome this
problem, we proposed and validated experimentally a new approach to model a broad
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be considered as a perspective direction of modern radio-electronics for signals generation,
transmission, and processing in various radio-frequency (RF) circuits and systems. Implemen-
tation of this concept will enhance the key technical and economical features and such impor-
tant characteristics as electromagnetic and environmental compatibilities, immunity to external
interferences.

Figure 1 demonstrates a typical MWP circuit that is started with RF-to-optical converter (RF/
O) and concluded with optical-to-RF converter (O/RF). Between these interfaces, there are a
host of efficient photonics processing units in optical domain.

In the process of design, a developer of newMWP-based RF apparatuses is facing a problem of
choosing an appropriate software. As of today, the existing optical and optoelectronic CAD
tools (OE-CAD) are not developed like being perfected for three decades CAD tools intended
for modeling of RF circuits (E-CAD). On the contrary, operating at symbolic level modern
high-power microwave E-CAD tool solves this problem enough simply and with high preci-
sion, but there are no models of specific active and passive photonic components in its library.
To overcome this problem, we have been proposed and validated experimentally a new
approach to model a broad class of promising analog microwave radio-electronics systems
based on the microwave photonics technology. In particular, the classification of active pho-
tonic components and the comparison with a modern OE-CAD tool were described in Ref. [5]
and later in more detail version in Ref. [6]. Based on them, the electrical equivalent circuit
models for the different types of semiconductor laser [7, 8], photodetector [9, 10], and optical
modulator of Mach-Zehnder interferometer configuration [6] were published. Using these
components, a number of RF circuit models and successful simulation results for microwave-
band optoelectronic oscillator [11], mixer [12], and phased array antenna beam-former net-
work [13] were proposed.

The general concept behind the design is the following. A developer of these novel RF circuits
has no basic knowledge about the physical features of active and passive photonic devices, but
one has a toolset to measure carefully their transmission characteristics in linear and nonlinear
modes. Based on it, the design principles of the equivalent-circuit models to be considered
below fully reflect the common building principle of the available E-CAD tools including
closed-form or table-specified library models of current and voltage sources, nonlinear active
devices, as well as passive elements that subject to frequency band are built on a linear
circuitry with lumped (for RF band) or distributed (for microwave and millimeter-wave bands)
parameters.

Figure 1. A typical arrangement of MWP circuit.
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This chapter reviews our updated and new equivalent-circuit-based models and simulation
results using microwave-electronics off-the-shelf computer tool NI AWRDE to pursue
advanced performances corresponding to the last generation of key MWP photonics structural
elements and important devices on their basis. In particular, Section 2 describes two laser
models referred to direct RF-to-optical conversion. In addition, Section 3 presents three optical
modulator models for the case of external RF-to-optical conversion. There is a description of
two models for optical-to-RF conversion realized by the equivalent-circuit models of photode-
tector component in Section 4. The component part concludes the discussion of the specific
models for optical passives in Section 5. Following the result of the previous sections, some
advanced MWP-based RF circuits are modeled in Section 6. Finally, Section 7 concludes the
chapter.

2. Direct RF-to-optical conversion

As well known, in a digital fiber-optic communication link, injection-current driven semicon-
ductor laser is a requisite for simple direct conversion to optical band with the speeds up to
10 Gbit/s. In this case, a laser operates in bi-stable mode with two transmitting positions:
optical emission is switched off when the injection current is below the threshold of the laser
light-current plot (LCP) or is switched on when it is beyond the threshold of the LCP. The main
distinguish feature of MWP link, which is a medium for analog RF-signal transmission, is in
continuous mode operation presetting DC bias in the middle of LCP’s linear area that provides
a different approach to design. Below, we demonstrate two laser models usable for various
microwave photonic circuits.

2.1. Single-carrier laser model

Figure 2 depicts updated nonlinear model of a semiconductor laser emitter in the form of an
electric equivalent circuit, suitable for developers of RF-subcarriers modulated analog fiber-
optics systems, devices of microwave optoelectronics, as well as optical interconnects in the

Figure 2. Single-carrier model of a semiconductor laser in the form of an equivalent circuit.
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integrated circuits. In this circuit model, each element has a clear physical interpretation.
Namely, the active circuitry in according to the previous versions [7, 8] includes library models
of DC current source DCCS to adjust operation point, polynomial-approximated SPICE
current-controlled voltage source SCCVS1 imitating laser’s LCP, and the noise source
I_N_TAB allowing to take into account the noise properties of the laser, which are usually
expressed in the form of relative intensity noise (RIN) or relative phase noise. Data for the
source are specified in tabular form from the results of measurements. Besides, RF input
through ideal model of bias-T element (BIASTEE) connects to inductor model (IND) emulating
a wire from RF-connector to laser chip. The laser chip itself is represented by elements CAP1
and RES1 simulating the pad capacitance and loss, series resistance RES2, junction capacitance
and resistance, and CAP2 and RES3, respectively, and element SRL represents the laser mirror
losses and photon storage effects. Notice that the values of all abovementioned passive ele-
ments simulate frequency response of RF-to-optical conversion. As a new function, the depen-
dence of the output power on the ambient temperature is added, which makes the model
under simulation more suitable for real systems. The temperature drift of the LCP in the circuit
is realized on the basis of two models of ideal splitters SPLIT2, the lower unit of SCCVS1,
which output is in antiphase relative to the main channel, and the model of attenuator ATTEN,
the value of which is a function of a temperature.

Using the proposed model together with a reference photodetector, a set of typical for radio-
engineering circuit simulation experiments is able to fulfill including signal transmitting charac-
teristics (S21 and S11), noise figure, nonlinearity due to harmonic or intermodulation distortions,
and so on. Figure 3 exemplifies the simulation results of small-signal frequency response (a) and
LCPs in the temperature range of 20–70�C (b).

2.2. Multi-carrier laser model

As noted, the great advantage of photonic technology in comparison with the radio-electronic
counterpart is the ultra-wide bandwidth of optical fiber, exceeding 10 THz. Following it, in
modern MWP circuits, the so-called method of wavelength division multiplexing (WDM) is

Figure 3. The examples of simulation experiments: (a) small-signal frequency response, and (b) light-current plot.
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widely used [14], in which simultaneous transmission of information on a plurality of optical
carriers is provided. The lack in aptitude does not allow the previous model to design correctly
multi-carrier MWP circuits and has led to a new generation of laser model feasible for WDM
circuit simulation [5, 6]. Figure 4 depicts the updated nonlinear model of a semiconductor laser
emitter suitable for MWP WDM circuits and systems. The model has the simplest configura-
tion including only one quasi-optical (QO) unmodulated carrier and one RF signal but its
building principle allows aggregating both optical and RF channels.

In contrast to the model of Figure 2, this model has two main input ports titled as “Quasi-
Optical Input 1” and “RF Input”; the first one receives waveforms of optical band and the
second one is for waveforms of RF-band. Such an approach is correct for a software tool
working at the symbolic level. The chain of RF channel consists of sub-circuit network
(SUBCKT) including the schematic of Figure 2 and the model of 9-order Butterworth bandpass
filter (BPFB1), which is designed to eliminate spurious output signals of the subcircuit. In line
with the standard radio engineering approach, both signals are then mixed using an ideal full-
wave diode multiplier. Another model of the BPFB2 with modulated QO signal at the Quasi-
Optical Output is terminated by the circuit. In the model, the dependence of the QO carrier
frequency versus temperature is additionally introduced, which is realized by means of an
additional Quasi-Optical Input 2. The main (foptic-1000 GHz, port 1) and the additional

Figure 4. Double-carrier laser model.

Figure 5. The examples of simulation experiments.
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(delta_f_t + 1000 GHz, port 2) signals are fed to the diode multiplier. The value of the auxiliary
frequency depends on the factor delta_f_t, which describes the experimental emitted
wavelength-temperature dependence of the laser chip. The frequency band of the FPFB2 is
also corrected taking into account this factor. Figure 5 exemplifies the simulation results of
output laser spectrum modulated by RF tone of 1 GHz and power 10 dBm (a) and wavelength
versus temperature dependence in the range of 0–60�C (b).

3. External RF-to-optical conversion

In spite of cost-efficiency, the direct RF-to-optical conversion has a number of limiting factors
including bandwidth, dynamic range, chirping (parasitic frequency modulation), etc. To over-
come them, as in radio engineering technique, an external RF-to-optical conversion using a
separate device titled “optical modulator” is in common practice for MWP circuits. As in RF
systems, there are two classes of optical modulators: phase and amplitude ones; the latter in
connection with the specialties of lightwave transmission called “the intensity modulator”.
Building principles and layouts of microwave-band optical modulators as well as initial
equivalent-circuit models are described elsewhere [6]. Below, two updated models of optical
phase modulator (OPM) and Mach-Zehnder interferometer-based optical intensity modulator
(MZM), as such as a novel model for so-called electro-absorption intensity modulator (EAM),
are demonstrated and discussed.

3.1. Optical phase modulator model

The core element of OPM model is the phase-shifting cell (PSC). Figure 6 depicts the equiva-
lent circuit of PSC, where the phase shift is simulated by the library varactor model VRCTR,
whose nonlinear characteristic is extracted from the measured data. The phase shift of the
quasi-optical signal is fed to the cell output via a diplexer acting as a high-pass filter. The

Figure 6. The model of phase-shifting cell.
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difference from the known model [6] is the larger correctness due to the introduction of library
models of transmission line with frequency-dependent loss TLINP, symmetric coplanar line
with table-based interpolation CPWLINX, and so on.

Figure 7 shows the equivalent model of optical phase modulator including PSCs as subcircuits.
The number of PSCs is increased to 4 to provide a quasi-linear adjustment of the insertion phase
shift within more than 180�, typically required for OPM operation. The resulting phase shift is
formed in the OPM as the algebraic sum of the phase shifts of the each PSC, since the signal at
the optical frequency sequentially passes through all the cells.

Figure 8 exemplifies the simulation results demonstrating the linearity of the phase shift versus
control voltage in PSC (a) and 35-dB suppression of higher harmonics in output spectrum (b).

Figure 7. Model of optical phase modulator.

Figure 8. The examples of simulation experiments: (a) phase-voltage dependence of PSC and (b) quasi-optical spectrum
at OPM output.
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3.2. Mach-Zehnder interferometer-based intensity modulator model

As is known [6], an optical intensity modulator of a MZM type contains a two-arm interfer-
ometer, in each arm of which an optical phase modulator is introduced. Figure 9 depicts the
AWRDE model of optical MZM with two OPMs of Figure 7 as subcircuits. Inside it, the RF
signal is applied in antiphase to the inputs of both OPMs via the coplanar transmission line
CPWLINX and the ideal splitter SPLIT2. The output channel of one of the OPMs includes two
phase-shifter library elements PHASE2, of which the first is responsible for setting the operat-
ing point on the MZM transfer characteristic and the second PHASE2 adjusts a fixed phase
difference in the arms of realistic MZM. The interference of two phase-modulated signals is
carried out at the output of the splitter model SPLIT2. The output attenuator is used to
calibrate the power loss of the optical signal introduced by the MZM.

Figure 10 exemplifies the simulation results demonstrating the advantage in the bandwidth
and linearity of the external RF-to-optical conversion using a MZM compared to direct one. In
particular, Figure 10(a) simulates the optical modulated spectrum using the RF tone of 15 GHz
and the same input power as in Section 2.2. Comparison with Figure 5(a) shows an increase in

Figure 9. Mach-Zehnder interferometer-based intensity optical modulator model.

Figure 10. The examples of simulation experiments: (a) optical modulated spectrum and (b) large-signal transmission
characteristics.
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the suppression of the second harmonic by more than 30 dB. Besides, Figure 10(b) simulates
the dependence of RF output power (after ideal optical-to-RF conversion) on input RF power
for the fundamental RF modulation tone (COM), 2-order intermodulation distortion (IMD2),
and 3-order intermodulation distortion (IMD3) that shows the better linearity feature than a
power microwave transistor.

3.3. Electro-absorption effect-based intensity modulator model

In spite of high linearity of RF-to-optical conversion, the main shortcoming of MZM is bulky
sizes, which is a concern for a number of very important radio engineering applications. An
intriguing solution to the problem is the usage of an electro-absorption intensity modulator
(EAM) that can be integrated with a laser chip [15]. Figure 11 depicts the AWRDE model of
optical EAM. The nonlinear model of EAM is implemented based on the modified Materka
field effect transistor (MATRK) library model. The EAM model includes two MATRK ele-
ments, which are controlled by a RF signal and act as attenuators that are connected in serious
to the quasi-optical channel. The use of two MATRK elements provides deep intensity (ampli-
tude) modulation of the optical carrier. The limits of the dynamic range for the input signals
are determined by the selection of the parameters of the library resistor models (RES). The
circuit is terminated by BPFB and closed-form amplifier (AMP) library models to eliminate
higher harmonics and calibrate the loss inserted by the EAM path (for AMP, any gain value
including less than 0 dB could be set). In addition, there are three ideal isolator models
(ISOL8R) to ensure the isolation of the inputs and outputs.

Figure 12 exemplifies the simulation results demonstrating the advantage in the bandwidth
and linearity of the external RF-to-optical conversion using an EAM compared to direct RF/O
one but some disadvantage in compare to external RF/O conversion by a MZM. In particular,
Figure 12(a) simulates the optical modulated spectrum using the RF tone of 10 GHz and the same
input power as in Section 2.2. Comparison with Figure 5(a) shows an increase in the suppression
of the second harmonic by more than 20 dB. Besides, Figure 12(b) simulates the dependence of
RF output power (after ideal optical-to-RF conversion) on input RF power for the fundamental
RF modulation tone (COM), 2-order intermodulation distortion (IMD2), and 3-order intermodu-
lation distortion (IMD3) that shows the linearity features compared to middle power microwave
transistor.

Figure 11. Electro-absorption effect-based intensity modulator model.
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difference in the arms of realistic MZM. The interference of two phase-modulated signals is
carried out at the output of the splitter model SPLIT2. The output attenuator is used to
calibrate the power loss of the optical signal introduced by the MZM.

Figure 10 exemplifies the simulation results demonstrating the advantage in the bandwidth
and linearity of the external RF-to-optical conversion using a MZM compared to direct one. In
particular, Figure 10(a) simulates the optical modulated spectrum using the RF tone of 15 GHz
and the same input power as in Section 2.2. Comparison with Figure 5(a) shows an increase in

Figure 9. Mach-Zehnder interferometer-based intensity optical modulator model.

Figure 10. The examples of simulation experiments: (a) optical modulated spectrum and (b) large-signal transmission
characteristics.
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the suppression of the second harmonic by more than 30 dB. Besides, Figure 10(b) simulates
the dependence of RF output power (after ideal optical-to-RF conversion) on input RF power
for the fundamental RF modulation tone (COM), 2-order intermodulation distortion (IMD2),
and 3-order intermodulation distortion (IMD3) that shows the better linearity feature than a
power microwave transistor.

3.3. Electro-absorption effect-based intensity modulator model

In spite of high linearity of RF-to-optical conversion, the main shortcoming of MZM is bulky
sizes, which is a concern for a number of very important radio engineering applications. An
intriguing solution to the problem is the usage of an electro-absorption intensity modulator
(EAM) that can be integrated with a laser chip [15]. Figure 11 depicts the AWRDE model of
optical EAM. The nonlinear model of EAM is implemented based on the modified Materka
field effect transistor (MATRK) library model. The EAM model includes two MATRK ele-
ments, which are controlled by a RF signal and act as attenuators that are connected in serious
to the quasi-optical channel. The use of two MATRK elements provides deep intensity (ampli-
tude) modulation of the optical carrier. The limits of the dynamic range for the input signals
are determined by the selection of the parameters of the library resistor models (RES). The
circuit is terminated by BPFB and closed-form amplifier (AMP) library models to eliminate
higher harmonics and calibrate the loss inserted by the EAM path (for AMP, any gain value
including less than 0 dB could be set). In addition, there are three ideal isolator models
(ISOL8R) to ensure the isolation of the inputs and outputs.

Figure 12 exemplifies the simulation results demonstrating the advantage in the bandwidth
and linearity of the external RF-to-optical conversion using an EAM compared to direct RF/O
one but some disadvantage in compare to external RF/O conversion by a MZM. In particular,
Figure 12(a) simulates the optical modulated spectrum using the RF tone of 10 GHz and the same
input power as in Section 2.2. Comparison with Figure 5(a) shows an increase in the suppression
of the second harmonic by more than 20 dB. Besides, Figure 12(b) simulates the dependence of
RF output power (after ideal optical-to-RF conversion) on input RF power for the fundamental
RF modulation tone (COM), 2-order intermodulation distortion (IMD2), and 3-order intermodu-
lation distortion (IMD3) that shows the linearity features compared to middle power microwave
transistor.

Figure 11. Electro-absorption effect-based intensity modulator model.
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4. Direct optical-to-RF conversion

Nowadays, there is a plurality of direct optical-to-RF conversion elements (photodetectors) but
only photodiodes of so-called PIN structure are in common use for analog fiber-optic systems.
Among them, long wavelength GaInAs-based PIN photodetectors (PD) are ubiquitous in
modern MWP circuits due to their inherent combination of ultra-high speed, high sensitivity,
and linearity features [16]. Early, we described and studied in detail the AWRDE nonlinear
model of microwave-band PIN PD [9, 10]. Figure 13 shows the updated more realistic PD
model where noise sources (INOISE) including shot noise of photodiode and heat noise of the
equivalent resistors (RES) are taken into account. From the viewpoint of the RF circuitry, a PIN
PD can be modeled as a current source with high output impedance that is imitated by the
library model of voltage controlled current source (VCCS). Besides, the nonlinear features are
emulated by temperature-dependent diode model (DIODE1) and barrier capacitance of p-n
junction (PNCAP) tunable in according with applied reverse voltage from DCVS model. The
linear circuitry representing the frequency distortions due to stray PD elements agrees with
small-signal PD model that was described elsewhere [17].

Figure 12. The examples of simulation experiments: (a) optical modulated spectrum and (b) large-signal transmission
characteristics.

Figure 13. AWRDE nonlinear model of microwave-band PIN photodetector.
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The collection of photo-detecting elements includes a number of advanced constructions. The
most feasible among them is a balanced one that has an advantage of more linear O/RF
conversion [14]. Figure 14 depicts the AWRDE model of a balanced photodetector.

As well-known from radio-engineering technique, the circuit consists of two arms and each of
them includes the photodetector model of Figure 13 as subcircuit. To provide antiphase
excitation of the subcircuits, there is a library reciprocal model of phase shifter PHASE2 in the
upper arm. Figure 15 exemplifies the simulation results for the both types of direct O/RF
conversion elements under consideration. In particular, Figure 15(a) simulates small-signal
frequency response (|S21|) of realistic PD using Figure 13’s model. As seen, the 3-dB band-
width is near 20 GHz. Besides, Figure 15(b) simulates the dependence of RF output power on
input RF power (before ideal RF-to-optical conversion) for the fundamental RF modulation
tone (COM) and 3-order intermodulation distortions for the models of Figure 13 (line 1) and
Figure 14 (line 2). In the figure, one can see two characteristic cross-points of the lines 1 and 2
with the line “COM.” These points are termed as output intercept points of 3-order (OIP3)
representing very important metric of O/RF conversion linearity [14]. Following the results,
one can conclude that firstly, photodetector demonstrates the most linear conversion feature in
compare to MZM (Figure 10(b)) or EAM (Figure 12(b)) and secondly, balanced version of

Figure 14. AWRDE model of a balanced photodetector.

Figure 15. The examples of simulation experiments: a—small-signal frequency response; b—large-signal transmission
characteristics of the single-ended (1) and balanced (2) photodetectors.
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photodetector has near 3-dB advantage in linearity. The both conclusions and the OIP3 values
(37–40 dBm) received by the simulation are in close coincidence to modern realistic photode-
tectors [9, 14].

5. Passive optical components

Low-loss, interference-insensible transmitting is the most attractive feature of an optical fiber
for diverse processing in photonic area. As a part of a MWP circuit, it may be defined as a
medium connecting RF-to-optical and optical-to-RF converters. In general, in comparison with
a coaxial cable, the optical waveguide has three orders of magnitude less attenuation, the
bandwidth independent of the RF signal frequency, much better weight and size characteris-
tics, as well as the weaker phase-to-temperature dependence of the transmitted RF signal.
Nevertheless, the quality of the transmitted signal may deteriorate due to a number of limiting
factors, for example, dispersion, reflection, scattering, nonlinearity, etc. Another important
advantage of an optical fiber is that it can be used to design extremely narrow-bandwidth
pass-band and notch filters. Below, two new AWRDE behavior models of single mode optical
fiber and fiber-based ultra-narrow-bandwidth filter are demonstrated and discussed.

5.1. Single-mode fiber model

Figure 16 depicts AWRDE reciprocal models of single-mode optical fiber feasible for various
operating regimes of a realistic fiber-optic link. The first model (Figure 16(a)) represents the
transmission on a single optical carrier with multiple modulating RF signals (so-called,
subcarrier multiplexed mode). Here, a set of limiting factors are taken into account, such as
chromatic dispersion, time delay, loss, temperature dependence of characteristics, as well as
cross-interference between RF channels.

The basic element for the model of Figure 16(a) is the library model of ideal transmission line
with loss (TLINP). A mode propagating across the line is specified by its effective dielectric
constant and per-unit-length attenuation at user specified frequency. The model scales loss
with evaluation frequency. In the model, the frequency band of one 100-GHz optical channel is
divided into 16 discrete bands of equal width (more than 6 GHz). Each of them is provided by
one TLINP with values of the dielectric constant and attenuation corresponding to a central
frequency of a specific band. All TLINPs have the same length, equal to the length of the
optical fiber, and are combined using ideal multiplexer models (MUX). The first MUX shares
the spectrum of the quasi-optical signal between 16 sections, each of which exploits the
corresponding TLINP. The second MUX restores the signal spectrum.

Besides, the second model (Figure 16(b)) represents the transmission on a multiple optical
carriers (so-called, wavelength division multiplexed (WDM) mode). Here, a cross-interference
noise between the carriers is added to the above limiting factors. The main element of each QO
channel (CHL) is subcircuit (SUBCKT “CHL”), which structure is discussed above for a single
spectral channel. Sixteen SUBCKT “CHL” ones correspond to 16 standard channels of the
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WDM system, so the overall number of RF channels to be transmitted simultaneously is 256. In
the model, all SUBCKT “CHL” groups are combined/divided using the same MUX library
models that provide the distribution of the input QO spectra according to the corresponding

Figure 16. AWRDE models of single-mode optical fiber in various operating regimes: (a) with subcarrier multiplexed
mode; and (b) with wavelength division multiplexed mode.

Figure 17. The examples of simulation experiments: (a) QO channel gain versus QO frequency of single-mode optical
fiber; (b) QO channel relative phase shift versus QO frequency of single-mode optical fiber.

Computer-Aided Design of Microwave-Photonics-Based RF Circuits and Systems
http://dx.doi.org/10.5772/intechopen.78945

73



photodetector has near 3-dB advantage in linearity. The both conclusions and the OIP3 values
(37–40 dBm) received by the simulation are in close coincidence to modern realistic photode-
tectors [9, 14].

5. Passive optical components

Low-loss, interference-insensible transmitting is the most attractive feature of an optical fiber
for diverse processing in photonic area. As a part of a MWP circuit, it may be defined as a
medium connecting RF-to-optical and optical-to-RF converters. In general, in comparison with
a coaxial cable, the optical waveguide has three orders of magnitude less attenuation, the
bandwidth independent of the RF signal frequency, much better weight and size characteris-
tics, as well as the weaker phase-to-temperature dependence of the transmitted RF signal.
Nevertheless, the quality of the transmitted signal may deteriorate due to a number of limiting
factors, for example, dispersion, reflection, scattering, nonlinearity, etc. Another important
advantage of an optical fiber is that it can be used to design extremely narrow-bandwidth
pass-band and notch filters. Below, two new AWRDE behavior models of single mode optical
fiber and fiber-based ultra-narrow-bandwidth filter are demonstrated and discussed.

5.1. Single-mode fiber model

Figure 16 depicts AWRDE reciprocal models of single-mode optical fiber feasible for various
operating regimes of a realistic fiber-optic link. The first model (Figure 16(a)) represents the
transmission on a single optical carrier with multiple modulating RF signals (so-called,
subcarrier multiplexed mode). Here, a set of limiting factors are taken into account, such as
chromatic dispersion, time delay, loss, temperature dependence of characteristics, as well as
cross-interference between RF channels.

The basic element for the model of Figure 16(a) is the library model of ideal transmission line
with loss (TLINP). A mode propagating across the line is specified by its effective dielectric
constant and per-unit-length attenuation at user specified frequency. The model scales loss
with evaluation frequency. In the model, the frequency band of one 100-GHz optical channel is
divided into 16 discrete bands of equal width (more than 6 GHz). Each of them is provided by
one TLINP with values of the dielectric constant and attenuation corresponding to a central
frequency of a specific band. All TLINPs have the same length, equal to the length of the
optical fiber, and are combined using ideal multiplexer models (MUX). The first MUX shares
the spectrum of the quasi-optical signal between 16 sections, each of which exploits the
corresponding TLINP. The second MUX restores the signal spectrum.

Besides, the second model (Figure 16(b)) represents the transmission on a multiple optical
carriers (so-called, wavelength division multiplexed (WDM) mode). Here, a cross-interference
noise between the carriers is added to the above limiting factors. The main element of each QO
channel (CHL) is subcircuit (SUBCKT “CHL”), which structure is discussed above for a single
spectral channel. Sixteen SUBCKT “CHL” ones correspond to 16 standard channels of the

RF Systems, Circuits and Components72

WDM system, so the overall number of RF channels to be transmitted simultaneously is 256. In
the model, all SUBCKT “CHL” groups are combined/divided using the same MUX library
models that provide the distribution of the input QO spectra according to the corresponding

Figure 16. AWRDE models of single-mode optical fiber in various operating regimes: (a) with subcarrier multiplexed
mode; and (b) with wavelength division multiplexed mode.

Figure 17. The examples of simulation experiments: (a) QO channel gain versus QO frequency of single-mode optical
fiber; (b) QO channel relative phase shift versus QO frequency of single-mode optical fiber.

Computer-Aided Design of Microwave-Photonics-Based RF Circuits and Systems
http://dx.doi.org/10.5772/intechopen.78945

73



subcircuits over the single fiber and further restoration of the group spectrum. The schematic
can be re-tuned to another bandwidth of QO channels by changing the internal model settings.

Figure 17 exemplifies the simulation results for the both types of single-mode optical fiber
models under consideration at room temperature, where QO frequency dependences of CHL
gain (a) and of CHL relative phase shift (b) for the fiber length of 30 km are simulated. As seen,
the average normalized loss (inverse to gain) is near 0.19 dB/km that equal in this frequency
band to the same parameter of standard SMF-28 fiber. In additional, the difference in losses for
one 100-GHz optical channel does not exceed 0.07 dB only. Besides, normalized phase-to-
temperature shift of RF signal being transmitted over fiber is near 0.1�/GHz/km/�C that corre-
sponds to known data [14].

Figure 18. Four-channel AWRDE notch Bragg grating filter model.
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5.2. Narrow-band multichannel optical filter model

Another important element of Figure 1’s photonic area used for processing RF signals (filtra-
tion, delay) is the notch Bragg grating (NBG), whose optical bandwidth may be as narrow as
some hundreds of MHz. Figure 18 shows 4-channel AWRDE NBG model. Fiber Bragg grating
module of each channel (FBG1-FBG4) consists of two library models of ideal passive frequency
diplexer DIPLEXF each of them specifies two frequency ranges (low and high) to extract the
cutoff band at the output of the second DIPLEXF. In each of the channels, through output 2 of
the first DIPLEXF and output 1 of the second DIPLEXF, power is allocated outside the cut-off
band. This power is summed by the model SPLIT3 and fed to the next channel. The SPLIT2
unit provides the reflection of the main power in the dedicated band and the transition of some
of this power to the next channel (for SPLIT2: S21 = 0 dB and S31 = �30 dB), thus incomplete
reflection is modeled. The residual power from the output 3 of the element SPLIT2 is fed to the
element SPLIT3, where it is summed with the signal power outside the cut-off band. The
closed-form models of attenuator (ATTEN) and ideal digital time delay element (DGDELAY)
insert the attenuation and time delay of the optical signal in each of the Bragg grating channel,
respectively.

Figure 19 exemplifies the simulation results for 4-channel NBG filter transmission response (a)
and the QO spectrum at the output of the filter model when the same power QO signals inside
the band of FBG3 are inputted. As seen, a rejection level of 40 dB is provided.

6. Simulation of microwave-photonics-based RF circuits

In the previous sections, the requisite active and passive AWRDE models for the MWP circuit
design were demonstrated and the results of the key simulation experiments were highlighted.
Following them, below we will describe some models and modeling results for MWP circuits
as the enablers for time-delay processing in photonic area.

Figure 19. The examples of simulation experiments.
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6.1. Fiber-optic delay line of RF-signals

Fiber-optic delay line (FODL) is one of the most feasible units of MWP circuitry [14]. The
layout of single-channel FODL is very simple and consists of RF/O converter, single-mode
optical fiber of a corresponding length (delay ≈ 4.8 ns/m), and O/RF converter. Figure 20 shows
the AWRDE model of single-channel FODL including in order a single-carrier model of
semiconductor laser (see Section 2.1, Figure 2), a model of single-mode optical fiber (see
Section 5.1, Figure 16(a)), and a model of PIN photodetector (see Section 4, Figure 13) as
subcircuits.

Figure 21 exemplifies the simulation results for RF-dependence phase shift and delay of the RF
pulse. In particular, Figure 21(a) represents the relative phase shift versus frequency of RF
signal modulating optical carrier that propagates over the fiber length of 1 m (the delay is near
4.8 ns). As follows from the figure, the phase shift increases linearly with frequency and its
slope is approximately 1700� per GHz, which is consistent with the theory of RF delay lines.
Besides, Figure 21(b) demonstrates the oscillogram of the input and output RF pulses for the
fiber length of 3 m. As seen, due to the wide modulation band embedded in the laser and
photodetector models (Figures 3(a) and 15(a), correspondingly), the delay of the radio pulse is
exclusively determined by the retarding effect in the optical fiber.

6.2. Temperature-compensated fiber-optic delay line of RF signals

The key issue in realistic FODLs is a fiber thermal instability in operating conditions, because
the temperature variations result in remarkable phase shift and the corresponding group time
delay changes of the RF signals that is invalid for a set of important applications. There are two

Figure 20. AWRDE model of single-channel fiber-optic delay line of RF signals.

Figure 21. Examples of the simulation results for single-channel FODL of RF signals.
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main directions to design temperature-compensating fiber-optic delay lines (TC-FODL)
including feedback or phase conjugation concept. The disadvantage of the first one is the
limited adjustment range of the RF device, the phase of which is to be regulated depending
on the temperature variation. Figure 22 shows the layout explaining the principle of the
second concept that is free of the above shortcoming [18]. In the scheme, the effect of compen-
sation of the temperature-induced change in the delay time is provided by synchronous
variation of the fiber length during the triple pass of the modulated by RF frequency optical
signal along the same fiber. A detailed explanation of the operation principle for this scheme is
given in [18].

Figure 23 demonstrates the proposed ultra-wideband AWRDE model of TC-FODL simulating
the operation principle of the schematic in the Figure 22. Therein, according to the scheme, the
frequency Fm of the input RF signal, first of all, is divided in half and multiplied by one and a
half times. The converted frequencies are allocated using library models of bandpass filters
BPFB, each of which is tuned to the appropriate frequency. Further, the double trip of the
optical carries on the frequencies ν1 and ν2 modulated by the RF signal of frequency 1/2Fm is
represented by means of the semiconductor laser models (Figure 4), the optical fiber model of
Figure 16(b), and the photodetector models of Figure 13. Finally, in the result of mixing double
converted RF signal of frequency 1/2Fm with RF signal of frequency 3/2Fm using library model
MIXER, the input RF signal of frequency Fm is recovered exploiting the library model BPFB

Figure 22. Temperature-compensated fiber-optic delay line of RF signals.

Figure 23. AWRDE model of temperature-compensated fiber-optic delay line of RF signals.
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and the output after one more trip over TC-FODL on the optical carrier ν3 that are imitated by
the separate models of laser and photodetector and the same model of optical fiber.

Figure 24 exemplifies the simulation results for the proposed TC-FODL model of 40 m in
length examining its phase-to-temperature characteristics at the RF frequencies of 2.5 GHz (a)
and 5 GHz (b) that are performed by triangles. For comparison, the same plots include the
simulation results for the FODL model of Figure 20 that are performed by squares.

Based on the graphs, the following resume can be drawn. Despite the much higher stability of
the silica fiber’s phase-to-temperature characteristic compared to the coaxial cable [14], the
FODL under the study without compensation (the model of Figure 20) introduces the phase
distortion increasing at higher frequencies of RF signal that is unacceptable in many practical
cases. This distortion regardless of RF signal frequency is eliminated by using a special MWP
circuit, the example of which was modeled above.

7. Conclusions

In the chapter, a new approach to design the equipment for a future generation of microwave-
band radar, electronic warfare, and wireless telecom systems based on microwave photonics
technology using well-knownmicrowave-electronic software tool NI AWRDE is proposed and
discussed. As a first part of it, updated and new models of key active and passive elements for
microwave-photonic circuits were considered that perform direct and external RF-to-optical
conversion and processing of RF signals in the optical range, which leads to an improvement
in such important characteristics as size, weight and power, electromagnetic and environmen-
tal compatibilities, and immunity to external interferences. As an outcome of the conducted
simulation experiments, it was shown that the main parameters and characteristics of the
optoelectronic and optical elements considered correspond to the real product analogs. In
particular, the comparative modeling has verified that the highest level of linearity, superior
to modern transistor amplifiers, is provided in the process of external RF-to-optical conversion

Figure 24. Examples of the simulation results for TC-FODL of RF signals: (a) RF frequency 2.5 GHz; and (b) RF frequency
5 GHz.
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by means of an Mach-Zehnder optical modulator and in the process of optical-to-RF conver-
sion using a PIN photodetector. The results of the experimental comparison against the main
part of the above-simulated characteristics, which validate the accuracy of the proposed
models, are described elsewhere [5–13].

Based on the element models and results of simulations, in the second part of the chapter, we
presented two new AWRDE models and the results of model experiments for fiber-optic delay
line that realized time-delay processing of RF signals in photonic area. In the course of the
model experiment, the way of eliminating phase distortions of delayed RF signal caused by the
fluctuation of the ambient temperature under the conditions of application was confirmed.
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Abstract

A cost effective, robust, and high capacity access network necessitated to meet the 
mounting customer demands for bandwidth-desirous services. A remarkable evolution 
of access networks is observed both in wired and wireless, predominantly driven by 
ever-changing bandwidth requirements. A wireless connection releases the end user 
from the restrictions of a physical link to a network that results in mobility, flexibleness, 
and ease of use. Whereas, optical networks offer immense amount of bandwidth that 
appease the most bandwidth voracious customers compared to bandwidth limited wire-
less networks. The integration of wired and wireless domains in the access landscape that 
presents a technical analysis of optical architectures suitable to support radio over fiber 
(RoF) is the objective of this chapter. Investigate the main trends that drive the merger of 
fiber and wireless technologies in access networks. Moreover, study the primary terms 
and the particular transmission features of integrated fiber-radio links to form a well-
defined classification of hybrid systems and techniques. This work also recognizes the 
major problems for realization of RoF systems and examines the limitation, advantages, 
and diversity of integrated RoF-PON technology.

Keywords: radio over fiber, passive optical network (PON), hybrid PON, next 
generation PON (NG-PON-2), millimeter wave, IEEE 802.11ad

1. Introduction

In the upcoming telecom networks, end users need mobility, high speed, and large capac-
ity. Luckily, we know the solution, wireless provides the mobility and optical fiber provides 
the speed and capacity. Traditionally, the radio signals were typically employed for voice 
and low rate data communication systems, while optical signals applied for high bandwidth 
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metro and long haul wired communication systems. The existing network technologies (i.e. 
twisted pair, coaxial cable, optical fiber, and wireless links) allow variable range of mobil-
ity and bandwidth to end users [1]. The current technologies have very diverse techniques 
of signal generation, transmission, and reception. Moreover, their installation, working, and 
maintenance are also different in design, structure, and implementation.

The cost of access, metro, and core network is greatly impacted by Internet traffic growth 
[2]. It is expected that Internet traffic will continue its exponential growth trend in the future 
due to the large scale spreading of smart phones, tablets, and laptops. Moreover, mobile and 
fixed broadband access connections (LTE, WLAN, and FTTx) will have extensive growth in 
coming years all over the world. These developments will permit end users to relish social 
networking, cloud computing, online shopping, and multimedia applications. The terabits 
per second in back bone networks with gigabits per seconds in access network is shaping new 
life in telecommunication industry [3]. Furthermore, 3D, HDTV, and UHDTV cable television 
transmission is accessing home users. It would lead to give a motivation for the development 
of many services that face band width limitations in present networks. High speed trans-
mission gives impetus to develop competitive signal processing platforms and equally high 
speed switching devices [4].

However, it is the great challenge for all the network technologies to meet the requirements 
of the increasing demand of broadband and mobile communications. The present network 
technologies either wireless or wired just fulfill a partial demand due to inherent limitations. 
Therefore, realizing the growing requirements and limitations of the network technologies, 
there appears a need of integration to overcome the limitations of one technology with aid of 
some other technology [5]. The enormous opportunities arisen to design and develop future 
high data rate networks by combining the advantages of wireless and fiber technologies. A 
high throughput networks anticipated after the coexistence of both radio frequency electron-
ics and fiber optics to develop RoF systems. The term RoF is used for modulating a light beam 
by radio frequency signal and propagating through an optical fiber link to finally transmit 
radio signal in free space.

The RoF system can adequately resolve the generation, propagation, and synchronization 
issues of broadband signal. RoF is a perfect technology for the integration of wireless and 
wired networks that it aggregates the best features of both communication technologies. 
Hence, RoF provides the best optimum solution to end users by allowing them to maintain 
their mobility along with the needed bandwidth for both current and future communication/
entertainment applications. The RoF networks also deliver greater geographical coverage and 
tractability as compared to use either wired or wireless technology. Furthermore, extremely 
high spectral efficiency can be attained by optical generation of radio frequencies that is the 
most important parameter for long haul networks. RoF also provides frequency synchroni-
zation to solve the performance constraints of wireless interconnect systems. Finally, RoF 
system offers numerous advantages in different levels of communication systems.

After a brief introduction of our topic in section 1, a comprehensive overview about integra-
tion of RoF is presented in second section. In third section, the candidate optical technologies 
to realize radio over fiber are discussed. The complete network architecture concentrated 
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on pragmatic execution strategies of radio over fiber systems, along with millimeter wave 
applications and standardization (IEEE 802.15.3c, ECMA-387, Wireless gigabit alliance, IEEE 
802.11ad) are presented. Finally, this chapter concluded with future dimensions.

2. Integration of RoF with PON

The RoF technology is the propagation of wireless signal through low loss optical fibers to 
achieve long reach, which is not possible by direct transmission of radio signals. This coexis-
tence of wireless/optics systems paved the way for many promising solution for broadband 
networks. It also facilitates the network and service providers to offer mobility, bandwidth, 
and multi ways of connectivity to customer by integrating wireless and wire line solutions 
[6]. The broadband modulation techniques are being implemented to enable baseband and RF 
technologies to coexist together in the same access network. The high bandwidth capabilities 
of the optical fiber can effectively be utilized by taking advantage of advances in both wired 
and wireless telecommunication systems. A mix of services and technologies such as PON, 
cellular mobile, and fixed wireless base stations are integrated and served by a single fiber 
infrastructure as illustrated in Figure 1. This integrated optical infrastructure involved inde-
pendent modulation of baseband and RF signals and then multiplexed together in the access 
domain. This hybrid radio-optic system is considered as a very attractive solution to offer 
low-cost multi gigabit wireless services. The integration of both technologies over the same 

Figure 1. Integrated RoF and PON system.
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optical infrastructure is evaluated on the basis of existing standards of fiber access and radio 
networks. The integrated multiplexing techniques either wavelength division multiplexing-
time division multiplexing (WDM-TDM) or WDM-subcarrier multiplexing (SCM) are two 
preferable choices for serving higher user density RoF antenna sites on optical infrastructure.

After specifying the preferable network architecture for integrated systems, the possibility 
of analog or digital transmission modes is analyzed to carry radio signals. The mapping of 
radio signals on hybrid PON network is assessed by evaluating their bandwidth capacity 
requirements. The first generation of the primary standards defined for time division multi-
plexing (TDM) PON such as gigabit PON (GPON) and Ethernet PON (EPON) are insufficient 
to fulfil the bandwidth requirement for digital protocols designed for multi-gigabit systems. 
In such situations, the sequential upgradation to high data rate PONs from next generation 
XG-PON/10G EPON to NG-PON2 and beyond are recommended.

For implementation of mm-wave RoF networks in pico or femto-cell environment, multipoint 
to multipoint (MP2MP) architectures are preferred for home networks. In MP2MP architec-
tural design, NxN nodes are used for distributed antenna units. The laser of each antenna unit 
through the logical mesh network of the nodes is connected to the every photodiodes of this 
network to provide connectively to every other wireless device in this network. Therefore, 
all the wireless devices are visible to each other in the same network. Optical MP2MP is pre-
ferred topology for small scale mm-wave enable home network.

The ROF system like any fiber-based system has problem of inter symbol interference (ISI) 
due to fiber dispersion. The dispersion penalty is mainly introduced by optical filters and 
cascading multiplexing stages in integrated RoF-PON networks. The converged radio-optical 
signals will face degradation due to dispersion in hybrid network. So, the RoF networks will 
be designed with simple network architectures to bring the flexibility, reliability and resil-
ience against all transmission impairments.

3. Candidate fiber platforms to implement RoF

In late 1980s, optical fiber systems were introduced in long haul communications to provide 
high capacity and long distance communication. This development has started a new era of 
information and telecommunication systems. The available high capacity in back bone net-
work has guided to increase the capacity and data rates in access networks. The legacy copper 
and radio networks were unable to support very high data rates in last mile networks. Optical 
fiber-based access networks were introduced to offer high data rates in the access networks. 
However, the economical and flexible solutions still needed to make it available for everyone. 
On the other hand, the tele-density in the world is raised to many folds after the unveiling of 
cellular networks, but they are limited to voice and low data rate communications.

A new access work is required to fulfill the requirement of data devouring applications. To 
meet this goal, multi-gigabit radio systems were designed in the form of wireless fidelity 
(WiFi), worldwide interoperability for microwave access (WiMAX), and long term evolution 
(LTE) systems. Although, these systems can support very high data rates in access network but 
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only when appended with optical fiber systems from central office to base stations. After the 
introduction of Qualcomm, QCA6320 (60 GHz MAC/BB) + QCA6310 (60 GHz RF transceiver 
and commercial products (i.e. TP-link AD7200 (Talon), NETGEAR R9000-100EUS Nighthawk 
X10 AD7200, ASUS RT-AD7200) which are utilizing 60 GHz mm-wave band and offering data 
rates around 7 Gb/s. To meet such high data demands, optical access network with very high 
capacity and affordable prices are intended to be designed. Moreover, TV overlay is required 
with PON to provide ultra-high definition (UHD) TV service with no latency and with all the 
existing and future auxiliary services of IPTV with minimum cost involved at ONU [7].

It is projected that the rapid development of optical technologies particularly for passive opti-
cal networks will continue to ensure cost-competitiveness with current access technologies. 
For wire-line access networks, point-to-multipoint passive optical network is the leading tech-
nology being deployed in many countries in contrary to other available options of network 
topologies. It is commonly acknowledged that fiber to the home (FTTH) and time-wavelength 
multiple access (TWMA) PON is the most optimum solution for present and near future that 
will be able to support the upcoming interactive multimedia services. Other multiple access 
techniques as wavelength division multiple access (WDMA), optical code division multiple 
access (OCDMA), or orthogonal frequency division multiple access (OFDMA) still did not 
find wide scale acceptance for optical access network by network operators due to huge cost 
involved per customer to implement these techniques. Currently, many advanced hierarchi-
cal designs of passive optical networks (PON) are being deployed to implement FTTH. The 
first generations of PONs (broadband PON, gigabit PON, and Ethernet PON) that were stan-
dardized by IEEE and ITU already installed in many countries [8]. Among the numerous 
approaches proposed for FTTH, hybrid (TDM-WDM) PON technology straightforwardly 
offers a new dimension for this upgrade. To reduce the cost of ONU, colorless ONU configu-
rations have been suggested to reuse the optical downstream carrier for upstream modula-
tion. However, to reduce the influence of the downstream modulation on the upstream data, 
different approaches especially the adoption of different modulation formats for downstream 
and upstream transmissions are recommended. The devices such as chirp managed laser 
(CML), injection locked Fabry-Parot laser diodes (FP-LDs), semiconductor optical amplifier 
(SOA), and reflective semiconductor optical amplifier have laid the foundation for colorless 
ONU in hybrid PON. The extraordinary features of the hybrid passive optical networks and 
60 GHz mm-wave RoF technique are motivating the research toward the convergence of both 
technologies that is the single most important point of this chapter.

Many technologies are recommended for high-bandwidth passive optical networks to deliver 
required data rates for current and future services. They are 40 Gbit/s time division multi-
plexing (TDM) PON, wavelength division multiplexing (WDM) PON, orthogonal frequency 
division multiplexing (OFDM) PON, coherent ultra-dense WDM-PON (UDWDM PON), and 
time-wavelength division (TWDM) PON [9]. The full service access network (FSAN) group 
under International telecommunication union (ITU-T) has adopted the TWDM-PON for 
its next generation PON-2 standardization. A hybrid TWDM-PON system that stacks four 
10G-PONs onto a single fiber to deliver 40 Gbit/s integrated capacity in downstream. The 
ITU-T and FSAN has adopted smooth path for multi gigabit PON (GPON) evolution, based 
on incremental and targeted at the ultimate goal of migration to NG-PON2, cost effectively 
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optical infrastructure is evaluated on the basis of existing standards of fiber access and radio 
networks. The integrated multiplexing techniques either wavelength division multiplexing-
time division multiplexing (WDM-TDM) or WDM-subcarrier multiplexing (SCM) are two 
preferable choices for serving higher user density RoF antenna sites on optical infrastructure.

After specifying the preferable network architecture for integrated systems, the possibility 
of analog or digital transmission modes is analyzed to carry radio signals. The mapping of 
radio signals on hybrid PON network is assessed by evaluating their bandwidth capacity 
requirements. The first generation of the primary standards defined for time division multi-
plexing (TDM) PON such as gigabit PON (GPON) and Ethernet PON (EPON) are insufficient 
to fulfil the bandwidth requirement for digital protocols designed for multi-gigabit systems. 
In such situations, the sequential upgradation to high data rate PONs from next generation 
XG-PON/10G EPON to NG-PON2 and beyond are recommended.

For implementation of mm-wave RoF networks in pico or femto-cell environment, multipoint 
to multipoint (MP2MP) architectures are preferred for home networks. In MP2MP architec-
tural design, NxN nodes are used for distributed antenna units. The laser of each antenna unit 
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However, the economical and flexible solutions still needed to make it available for everyone. 
On the other hand, the tele-density in the world is raised to many folds after the unveiling of 
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approaches proposed for FTTH, hybrid (TDM-WDM) PON technology straightforwardly 
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rations have been suggested to reuse the optical downstream carrier for upstream modula-
tion. However, to reduce the influence of the downstream modulation on the upstream data, 
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(SOA), and reflective semiconductor optical amplifier have laid the foundation for colorless 
ONU in hybrid PON. The extraordinary features of the hybrid passive optical networks and 
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its next generation PON-2 standardization. A hybrid TWDM-PON system that stacks four 
10G-PONs onto a single fiber to deliver 40 Gbit/s integrated capacity in downstream. The 
ITU-T and FSAN has adopted smooth path for multi gigabit PON (GPON) evolution, based 
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making full reuse of deployed fiber infrastructure [9]. The early installation work has already 
started on next generation of PON (TWDM-PON) in many countries. The path being adopted 
by network operators is seamless migration to protect their legacy PON architecture invest-
ments [10]. The laying of appropriate fiber infrastructure is very important for network opera-
tors to cope the requirement of never-ending upgrades.

The hybrid time-wavelength multiplexing for TWDM is certainly less expensive than pure 
dense wavelength division multiplexing (DWDM) PON [11]. The wavelength leasing option 
is available besides offering additional bandwidth than legacy TDM-PON [12]. The different 
operators can utilize wavelength leasing by sending their traffic on different colors (wave-
lengths) over the same infrastructure. This feeding of different mesh networks feature will be 
very attractive for Wi-Fi networks operators. The TWDM PON is designed on distinctive char-
acteristic of sequential upgrade that allows the usage of the legacy GPON point-to-multipoint 
network and involves changes only in optical devices at the optical line terminal (OLT) and 
optical network units (ONUs). Huawei has proposed a prototype network for TWDM PON 
employing intensity modulation and offline digital signal processing [13, 14]. The features 
of XG-PON1 and NG-PON-2 are compared without possible options for implementations of 
NG-PON2 [15, 16]. A comparison is made between the possible options for wavelength selec-
tion and transmitter/receiver design for implementation of NG-PON2 [17].

FSAN did not recommend particular frequency band for downstream band width selection 
and choice made open for network operators. A possible selection for downstream 4-wave-
lengths group selection from S-band, L-band, C-band, and O-band is analyzed in our previ-
ous study [17]. The optimal transmitter design is also examined between probable options of 
chirp managed laser diode and Lithium Niobate (LiNbo3) Mach Zehnder modulator along 
with the option of tunable transceiver or remotely fed colorless ONU [17].

The IUT-T and IEEE have already defined wavelength groups for downstream (S-band: 
1480–1500, C-band: 1550–1560, L-band: 1575–1580) and upstream (O-band: 1260–1360) for 
implementation of GPON and XG-PON [14]. The S-band is primarily defined for GPON, 
L-band for XG-PON, and C-band for TV overlay. In our previous analysis, we found that 
the choice of group of four downstream wavelengths can easily be made without uprooting 
current wavelengths assigned for legacy PONs. Being restricted to currently specified bands 
for PON, their performances for downstream communication is compared as represented in 
Figure 2. The optimal options to design optical transmitter for data rates 10 Gbit/s or higher 
are chirp managed laser and conventional LiNbO3 MZ modulator. The modulators were con-
sidered as the first choice for access, metro and long-haul networks till very recent [18]. But, 
the excessive power consumption and bulky size of Mach Zehnder modulator left the market 
open to better alternatives. However, Mach Zehnder is still the most reliable mean to achieve 
very high data rates. The chirp managed lasers (CML) is appeared to address the concerns of 
cost, power consumption, and size of MZ modulators. CML provides intense optical output 
power on low driving voltage in standard single mode fibers with 50–100 GHz ITU grids 
spacing for DWDM wavelengths [19]. The remotely fed colorless ONUs and tunable receivers 
are the two most recent trends for designing of an optical receiver. A tunable receiver made 
up of a thin film Fabry-Perot tunable semiconductor filter, an avalanche photo diode (APD) 
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and a trans-impedance amplifier (TIA). The current tunable receiver can easily be tuned to 
more than 16 nm covering part of the ITU-T bands [20]. Whereas, the tunable external cavity 
laser (T-ECL) can be tuned to more than 26 nm covering part of the ITU-T band to couple with 
tunable receiver [21]. The remotely fed colorless ONU is based on the remote seeding that 
relieves need of laser diode at optical network unit (ONU) end.

For designing an optical access network, the capital and operational costs are vitally important 
due to the fact of its low cost sharing characteristics. Easily manageable, simple to upgrade, 
customer friendly, highly reliable, and overall satisfactory performance are crucial param-
eters for achieving a well-designed optical access network. A detail description of network 
topology, standards, and hierarchy of optical access network with some latest and ongoing 
developments need to be examined. At present, most of the field deployed optical access net-
works based on the passive power splitter at the remote node to broadcast information to all 
optical network units [22].

It is really challenging to generate mm-wave frequencies by using electrical devices due to 
the limited frequency response. The more optimum solution is to generate millimeter waves 
by photonic means. Recently, many groups have proposed different techniques of photonic 
generation of mm-wave and RoF transmission systems. The photonic generation of mm-wave 
is mostly accomplished by direct laser modulation, external intensity modulation, and remote 
heterodyning.

The photonic generation methods of mm-wave are vastly investigated in literature. These 
methods include the technique using the external intensity modulator (ODSB, OSSB, and 
OCS), dual-mode laser, optical phase-locking loop (OPLL), optical injection phase-locked 
loop (OIPLL), four wave mixing (FWM), external phase modulation, stimulated Brillouin 
scattering (SBS), and harmonic generation by SOA and OFDM [23]. The most important 
and basic process in RoF systems is modulation technique, where the radio frequency signal 
applied to modulate the optical carrier. RoF modulation methods can be broadly categorized 
into direct and external modulation. In direct modulation, the mm-wave is directly applied 
to a semiconductor laser to generate an intensity modulated optical signal. It is the simplest 
and least expensive method and remained focus in early research. However, the relaxation 

Figure 2. Wavelength allocation by ITU-T and IEEE for GPON/EPON.
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making full reuse of deployed fiber infrastructure [9]. The early installation work has already 
started on next generation of PON (TWDM-PON) in many countries. The path being adopted 
by network operators is seamless migration to protect their legacy PON architecture invest-
ments [10]. The laying of appropriate fiber infrastructure is very important for network opera-
tors to cope the requirement of never-ending upgrades.

The hybrid time-wavelength multiplexing for TWDM is certainly less expensive than pure 
dense wavelength division multiplexing (DWDM) PON [11]. The wavelength leasing option 
is available besides offering additional bandwidth than legacy TDM-PON [12]. The different 
operators can utilize wavelength leasing by sending their traffic on different colors (wave-
lengths) over the same infrastructure. This feeding of different mesh networks feature will be 
very attractive for Wi-Fi networks operators. The TWDM PON is designed on distinctive char-
acteristic of sequential upgrade that allows the usage of the legacy GPON point-to-multipoint 
network and involves changes only in optical devices at the optical line terminal (OLT) and 
optical network units (ONUs). Huawei has proposed a prototype network for TWDM PON 
employing intensity modulation and offline digital signal processing [13, 14]. The features 
of XG-PON1 and NG-PON-2 are compared without possible options for implementations of 
NG-PON2 [15, 16]. A comparison is made between the possible options for wavelength selec-
tion and transmitter/receiver design for implementation of NG-PON2 [17].

FSAN did not recommend particular frequency band for downstream band width selection 
and choice made open for network operators. A possible selection for downstream 4-wave-
lengths group selection from S-band, L-band, C-band, and O-band is analyzed in our previ-
ous study [17]. The optimal transmitter design is also examined between probable options of 
chirp managed laser diode and Lithium Niobate (LiNbo3) Mach Zehnder modulator along 
with the option of tunable transceiver or remotely fed colorless ONU [17].

The IUT-T and IEEE have already defined wavelength groups for downstream (S-band: 
1480–1500, C-band: 1550–1560, L-band: 1575–1580) and upstream (O-band: 1260–1360) for 
implementation of GPON and XG-PON [14]. The S-band is primarily defined for GPON, 
L-band for XG-PON, and C-band for TV overlay. In our previous analysis, we found that 
the choice of group of four downstream wavelengths can easily be made without uprooting 
current wavelengths assigned for legacy PONs. Being restricted to currently specified bands 
for PON, their performances for downstream communication is compared as represented in 
Figure 2. The optimal options to design optical transmitter for data rates 10 Gbit/s or higher 
are chirp managed laser and conventional LiNbO3 MZ modulator. The modulators were con-
sidered as the first choice for access, metro and long-haul networks till very recent [18]. But, 
the excessive power consumption and bulky size of Mach Zehnder modulator left the market 
open to better alternatives. However, Mach Zehnder is still the most reliable mean to achieve 
very high data rates. The chirp managed lasers (CML) is appeared to address the concerns of 
cost, power consumption, and size of MZ modulators. CML provides intense optical output 
power on low driving voltage in standard single mode fibers with 50–100 GHz ITU grids 
spacing for DWDM wavelengths [19]. The remotely fed colorless ONUs and tunable receivers 
are the two most recent trends for designing of an optical receiver. A tunable receiver made 
up of a thin film Fabry-Perot tunable semiconductor filter, an avalanche photo diode (APD) 
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and a trans-impedance amplifier (TIA). The current tunable receiver can easily be tuned to 
more than 16 nm covering part of the ITU-T bands [20]. Whereas, the tunable external cavity 
laser (T-ECL) can be tuned to more than 26 nm covering part of the ITU-T band to couple with 
tunable receiver [21]. The remotely fed colorless ONU is based on the remote seeding that 
relieves need of laser diode at optical network unit (ONU) end.

For designing an optical access network, the capital and operational costs are vitally important 
due to the fact of its low cost sharing characteristics. Easily manageable, simple to upgrade, 
customer friendly, highly reliable, and overall satisfactory performance are crucial param-
eters for achieving a well-designed optical access network. A detail description of network 
topology, standards, and hierarchy of optical access network with some latest and ongoing 
developments need to be examined. At present, most of the field deployed optical access net-
works based on the passive power splitter at the remote node to broadcast information to all 
optical network units [22].

It is really challenging to generate mm-wave frequencies by using electrical devices due to 
the limited frequency response. The more optimum solution is to generate millimeter waves 
by photonic means. Recently, many groups have proposed different techniques of photonic 
generation of mm-wave and RoF transmission systems. The photonic generation of mm-wave 
is mostly accomplished by direct laser modulation, external intensity modulation, and remote 
heterodyning.

The photonic generation methods of mm-wave are vastly investigated in literature. These 
methods include the technique using the external intensity modulator (ODSB, OSSB, and 
OCS), dual-mode laser, optical phase-locking loop (OPLL), optical injection phase-locked 
loop (OIPLL), four wave mixing (FWM), external phase modulation, stimulated Brillouin 
scattering (SBS), and harmonic generation by SOA and OFDM [23]. The most important 
and basic process in RoF systems is modulation technique, where the radio frequency signal 
applied to modulate the optical carrier. RoF modulation methods can be broadly categorized 
into direct and external modulation. In direct modulation, the mm-wave is directly applied 
to a semiconductor laser to generate an intensity modulated optical signal. It is the simplest 
and least expensive method and remained focus in early research. However, the relaxation 
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oscillation limits achievable modulation bandwidth and results in high intensity noise. While 
on the contrary, devices such as intensity modulator, phase modulator, and interferometer 
can be used to modulate the phase of the optical carrier. External modulation is preferred than 
the direct modulation due to it is better resilience against chromatic dispersion at high speeds. 
Therefore, external modulation is mostly preferred for higher speeds or when the light cannot 
be directly modulated. Advance modulation techniques to achieve high data rates and higher 
mm-wave frequencies are also introduced based on OFDM and semiconductor optical ampli-
fier (SOA). Multiband techniques are also described to achieve multiuser communications.

To fully utilize the potential of mm-wave RoF systems, its performance and reliability should 
be improved and considerably reduced the cost. This can be accomplished by large-scale pho-
tonic integrated circuits (PICs) [24]. PICs can enable integration of several components, such 
as lasers, couplers, modulators, and detectors on the same chip, reducing optical losses. But to 
develop PICs require very advanced design and processing techniques. Research is underway 
all around the world to develop them.

4. Radio over fiber systems

The wireless technology has survived as an essential telecommunication mean with time since 
its origination in the late 19th century. After the remarkable innovation of mobile or cellular 
phone, this technology has outnumbered the wired technologies in telecommunication field. 
Even now, there is more than 100% density of cell phones in the world. Telecommunication 
industry is at the epoch of a new revolution where high-speed digital signal processing (DSP) 
is being applied to replace most of the analog circuitry used to modulate and demodulate the 
radio and optical waves. After this excogitation, many new, lucrative, and adaptive solutions 
appeared that have not only improved the efficiency of wireless communication channels but 
also make possible coordinated multipoint (CoMP) transmission [25].

The RoF is used as backbone technology for wireless access networks and makes it possible 
to combine the RF signal processing utilities in one common area (central office). The opti-
cal fiber is used to distribute the RF signals to the remote antenna units for low signal loss 
(0.2 dB/km at 1550 nm wavelength) [26]. A fiber-fed distributed antenna network can be 
implemented for microcellular network. The remote antenna units are connected with cen-
tral office through analog optical fiber links. All the de-multiplexing and signal processing is 
done at central office in this setup [27]. Therefore, each remote antenna site just contains an 
optical transmitter, an amplifier and the antenna unit, which significantly reduces the cost 
of the microcellular antenna sites. The spectral efficiency of radio network can be improved 
by distributed antenna system with the liberty of adaptive antenna selection and adaptively 
assigning the channels. The major advantage of RoF configuration is the reduction of the sig-
nal losses by employing the low loss optical fibers for signal propagation from central office to 
remote antenna units. Moreover, this scheme provides the system protection against electrical 
discharges and lightning strikes.
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In the generic radio over fiber architectures, the performance gains of optical fiber and radio 
technologies are combined to offer an alternate system for broadband wireless access as 
shown in Figure 3. In a typical RoF system, a large number of remote antenna base stations 
are connected with a central office (CO) through an optical feeder fiber network where all the 
switching and signal processing devices can be located for centralized control and monitor-
ing. The wireless links for access networks in the last mile segment of the data transport are 
offering mobility, flexibility, and high capacity links to the end user. Moreover, in cellular 
based access networks a certain geographical area is covered by a number of base stations 
(BS) in the form of cluster of cells. In the next generation of cellular networks, the reach of the 
wireless link will be short to achieve a substantial increase in data rates. It will need higher 
RF carriers and advance modulation formats to attain high capacity links. To offer adequate 
coverage and support multi input multi output (MIMO) system, the number of antenna units 
per geographical area will be increased that will need rigorous control on large number of 
distributed nodes. The transport of aggregated data from/to a central office (Co) will need a 
high capacity backhaul optical fiber network for high density of antenna units [28].

In radio over fiber (RoF) systems, the radio signal modulation can be achieved by two alter-
nate methods either to perform the baseband to RF up or down conversion at the remote BS. It 
will result digital transport of the information through the fiber backhaul or using optical fiber 
for the analog transport of wireless signals transparently [9]. On the basis of the applications, 

Figure 3. Radio over fiber system architecture. SU: Subsriber unit, BTS: Base transceiver station.
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oscillation limits achievable modulation bandwidth and results in high intensity noise. While 
on the contrary, devices such as intensity modulator, phase modulator, and interferometer 
can be used to modulate the phase of the optical carrier. External modulation is preferred than 
the direct modulation due to it is better resilience against chromatic dispersion at high speeds. 
Therefore, external modulation is mostly preferred for higher speeds or when the light cannot 
be directly modulated. Advance modulation techniques to achieve high data rates and higher 
mm-wave frequencies are also introduced based on OFDM and semiconductor optical ampli-
fier (SOA). Multiband techniques are also described to achieve multiuser communications.

To fully utilize the potential of mm-wave RoF systems, its performance and reliability should 
be improved and considerably reduced the cost. This can be accomplished by large-scale pho-
tonic integrated circuits (PICs) [24]. PICs can enable integration of several components, such 
as lasers, couplers, modulators, and detectors on the same chip, reducing optical losses. But to 
develop PICs require very advanced design and processing techniques. Research is underway 
all around the world to develop them.
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its origination in the late 19th century. After the remarkable innovation of mobile or cellular 
phone, this technology has outnumbered the wired technologies in telecommunication field. 
Even now, there is more than 100% density of cell phones in the world. Telecommunication 
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is being applied to replace most of the analog circuitry used to modulate and demodulate the 
radio and optical waves. After this excogitation, many new, lucrative, and adaptive solutions 
appeared that have not only improved the efficiency of wireless communication channels but 
also make possible coordinated multipoint (CoMP) transmission [25].

The RoF is used as backbone technology for wireless access networks and makes it possible 
to combine the RF signal processing utilities in one common area (central office). The opti-
cal fiber is used to distribute the RF signals to the remote antenna units for low signal loss 
(0.2 dB/km at 1550 nm wavelength) [26]. A fiber-fed distributed antenna network can be 
implemented for microcellular network. The remote antenna units are connected with cen-
tral office through analog optical fiber links. All the de-multiplexing and signal processing is 
done at central office in this setup [27]. Therefore, each remote antenna site just contains an 
optical transmitter, an amplifier and the antenna unit, which significantly reduces the cost 
of the microcellular antenna sites. The spectral efficiency of radio network can be improved 
by distributed antenna system with the liberty of adaptive antenna selection and adaptively 
assigning the channels. The major advantage of RoF configuration is the reduction of the sig-
nal losses by employing the low loss optical fibers for signal propagation from central office to 
remote antenna units. Moreover, this scheme provides the system protection against electrical 
discharges and lightning strikes.
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In the generic radio over fiber architectures, the performance gains of optical fiber and radio 
technologies are combined to offer an alternate system for broadband wireless access as 
shown in Figure 3. In a typical RoF system, a large number of remote antenna base stations 
are connected with a central office (CO) through an optical feeder fiber network where all the 
switching and signal processing devices can be located for centralized control and monitor-
ing. The wireless links for access networks in the last mile segment of the data transport are 
offering mobility, flexibility, and high capacity links to the end user. Moreover, in cellular 
based access networks a certain geographical area is covered by a number of base stations 
(BS) in the form of cluster of cells. In the next generation of cellular networks, the reach of the 
wireless link will be short to achieve a substantial increase in data rates. It will need higher 
RF carriers and advance modulation formats to attain high capacity links. To offer adequate 
coverage and support multi input multi output (MIMO) system, the number of antenna units 
per geographical area will be increased that will need rigorous control on large number of 
distributed nodes. The transport of aggregated data from/to a central office (Co) will need a 
high capacity backhaul optical fiber network for high density of antenna units [28].

In radio over fiber (RoF) systems, the radio signal modulation can be achieved by two alter-
nate methods either to perform the baseband to RF up or down conversion at the remote BS. It 
will result digital transport of the information through the fiber backhaul or using optical fiber 
for the analog transport of wireless signals transparently [9]. On the basis of the applications, 

Figure 3. Radio over fiber system architecture. SU: Subsriber unit, BTS: Base transceiver station.
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the fiber feeder network can be used as active or passive optical network. In general, passive 
feeder network is applied for the RoF systems and all the active devices are either located at 
the CO or at the BSs. However, if the RoF system is applied as a metro network, the feeder 
network will contain multiple active devices in this infrastructure.

The centralized network arrangement is the best optimum solution for RoF systems that 
allows securing the sensitive and delicate equipment at one location and shares them among 
a larger numbers of end users. Furthermore, the centralized control enables dynamic and 
reconfigurable channel assignment to base stations that improves the performance of network 
quite considerably [12]. The dynamic channel assignment techniques allow assigning mul-
tiple frequency channels to a particular cell of base station that is heavily loaded with users 
to avoid the blocking probability from insufficient frequency capacity [21]. The performance 
of the transport layer is very crucial for the performance of radio over fiber access network. 
RoF can also be employed to simplify the overall access network architecture and reduce 
operating costs in some situations. Intensity modulation with direct detection (IM-DD) is the 
simplest technology for the transport layer in RoF links [25]. To accomplish this, the analog 
radio signal is directly modulated by the optical intensity of a laser and an analog receiver 
performs direct detection.

By applying hybrid TWDM technology, the capacity of the RoF systems can be enhanced 
appreciably for optic feeder networks. In this way, a large number of RoF channels can be 
carried by each wavelength from the base stations to the central office and vice versa through 
a single fiber that also provides quantum increase in network capacity without the need for 
laying new fiber [17].

To develop and implement a simple, compact, low-cost, and light-weight remote antenna base 
station, the integration of optics and optoelectronic components will be essential. The base sta-
tions with such architectures can decrease per customer cost and speed up the deployment of 
the RoF systems. There are many system design are proposed by different research groups and 
institutions to achieve this goal as fiber-wireless (FiWi), wireless optical broadband access net-
work (WOBAN), metro-access ring integrated network (MARIN), grid-based reconfigurable 
optical-wireless network (GROW-Net), fiber optic networks for distributed, extendible hetero-
geneous radio architectures and service provisioning (FUTON), and a converged copper-opti-
cal-radio OFDMA based access network with high capacity and flexibility (ACCORDANCE).

4.1. Pragmatic design approaches for applying RoF systems

The radio over fiber (RoF) is not merely a transport technique for wireless signals over opti-
cal fibers but it involves photonic generation of radio waves and integration of radio-optics 
technologies. To promote and enhance the quality of wireless broadband services, seamless 
networking capabilities for optical and wireless domains need to be further explored. The 
first barrier to overcome in this direction is the integration of medium access control (MAC) 
protocols for both segments. The seamless propagation can only be achieved by resolving the 
layer-1 issues such as propagation delay, noise, and interference on converged medium of 
fiber and radio. The sub-layers logical link control (LLC), and dynamic bandwidth allocation 
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(DBA) within data link layer are responsible for adaptively managing the diverse traffic types 
over common media through coordination with medium access control (MAC) strategy of 
error control [25].

In converged RoF systems for applying TDMA technique in upstream, a downstream autho-
rization message sent to a specific ONU to assign bandwidth share. The ONUs communicates 
with the OLT to get permission to send their data by sending a report message of current buf-
fer status. Whereas, in the wireless segment of this converged system, carrier sense multiple 
accesses with collision avoidance (CSMA/CA) under 802.11 protocol suites is adopted tech-
nique. The CSMA/CA works well for converged system due to the restricted coverage area for 
wireless due to propagation losses in atmosphere. The integration of radio and fiber technolo-
gies to achieve converged RoF system is not straightforward. Most of the studies on converged 
RoF systems perceive the optical domain just as reach extension of radio signals from main 
switching unit to base stations or remote antenna units (RAUs). In P2MP techniques for apply-
ing RoF, the MAC only works well if propagation delay of optical fibers was not considered. 
In 802.16e, the maximum allowable delay spread is 300 ns for multipath interference that 
impose an upper limit on remote antenna spacing and overlapping coverage so that tolerance 
for inter symbol interference (ISI) remained in limits [29]. To overcome MAC restrictions of 
RoF systems, a protocol translation strategy is proposed by some research groups to meet 
optical-wireless borderline. This technique is known as radio and fiber (R&F) that achieved 
some further integration in contrary to RoF. However, it is still noncomprehensive and caused 
extra overhead and complexity. Recently, a third technique is proposed to apply integrated 
technologies for sharing the common resources between the two parts of RoF systems.

The evolution of new mm-wave technology that is capable to offer multi-gigabit signal propa-
gations over a radio frequency channel. The latest progress in 60 GHz radio over fiber systems 
has made it one of the promising solutions for the multi-gigabit mm-wave wireless access 
networks. The Federal communications commission (FCC) in United States allocated 7 GHz 
of continuous spectrum 57–64 GHz for license free operation [30]. The huge free bandwidth of 
7 GHz has pulled the attentions of researchers around the world. It is considered as a solution 
to offer multi Gbit/s wireless access for communication systems with high security and anti-
interference ability [31], especially due to congestion in the lower frequency bands.

The actualization of multi-Gbit/s wireless access network at 60 GHz band comes across num-
ber of technical challenges. It suffers high air-link loss and quite low power efficiency and 
device performance compared to lower frequency bands (i.e. path-loss at 60 GHz is about 
30 dB higher than at 2.4 GHz). The 60 GHz band undergoes 15–30 dB/km atmospheric absorp-
tion loss based on atmospheric conditions of the area [28]. The coverage area is less than 10 m 
for a cell at 60 GHz that needs large number of antenna units along with high-capacity feeder 
network to provide wireless coverage [9]. The 60 GHz signal propagation in atmosphere is 
estimated by Friis transmission equation. It is not possible to realize ubiquitous wireless ser-
vice coverage as WiMAX and LTE with 60 GHz band [10]. Therefore, 60 GHz band can only 
be implemented in cost effective and practical mode as non-line-of-sight (NLOS) transmission 
at indoor environment. This requires inexpensive and flexible base station management at 
brown areas [31].
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the fiber feeder network can be used as active or passive optical network. In general, passive 
feeder network is applied for the RoF systems and all the active devices are either located at 
the CO or at the BSs. However, if the RoF system is applied as a metro network, the feeder 
network will contain multiple active devices in this infrastructure.

The centralized network arrangement is the best optimum solution for RoF systems that 
allows securing the sensitive and delicate equipment at one location and shares them among 
a larger numbers of end users. Furthermore, the centralized control enables dynamic and 
reconfigurable channel assignment to base stations that improves the performance of network 
quite considerably [12]. The dynamic channel assignment techniques allow assigning mul-
tiple frequency channels to a particular cell of base station that is heavily loaded with users 
to avoid the blocking probability from insufficient frequency capacity [21]. The performance 
of the transport layer is very crucial for the performance of radio over fiber access network. 
RoF can also be employed to simplify the overall access network architecture and reduce 
operating costs in some situations. Intensity modulation with direct detection (IM-DD) is the 
simplest technology for the transport layer in RoF links [25]. To accomplish this, the analog 
radio signal is directly modulated by the optical intensity of a laser and an analog receiver 
performs direct detection.

By applying hybrid TWDM technology, the capacity of the RoF systems can be enhanced 
appreciably for optic feeder networks. In this way, a large number of RoF channels can be 
carried by each wavelength from the base stations to the central office and vice versa through 
a single fiber that also provides quantum increase in network capacity without the need for 
laying new fiber [17].

To develop and implement a simple, compact, low-cost, and light-weight remote antenna base 
station, the integration of optics and optoelectronic components will be essential. The base sta-
tions with such architectures can decrease per customer cost and speed up the deployment of 
the RoF systems. There are many system design are proposed by different research groups and 
institutions to achieve this goal as fiber-wireless (FiWi), wireless optical broadband access net-
work (WOBAN), metro-access ring integrated network (MARIN), grid-based reconfigurable 
optical-wireless network (GROW-Net), fiber optic networks for distributed, extendible hetero-
geneous radio architectures and service provisioning (FUTON), and a converged copper-opti-
cal-radio OFDMA based access network with high capacity and flexibility (ACCORDANCE).

4.1. Pragmatic design approaches for applying RoF systems

The radio over fiber (RoF) is not merely a transport technique for wireless signals over opti-
cal fibers but it involves photonic generation of radio waves and integration of radio-optics 
technologies. To promote and enhance the quality of wireless broadband services, seamless 
networking capabilities for optical and wireless domains need to be further explored. The 
first barrier to overcome in this direction is the integration of medium access control (MAC) 
protocols for both segments. The seamless propagation can only be achieved by resolving the 
layer-1 issues such as propagation delay, noise, and interference on converged medium of 
fiber and radio. The sub-layers logical link control (LLC), and dynamic bandwidth allocation 
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(DBA) within data link layer are responsible for adaptively managing the diverse traffic types 
over common media through coordination with medium access control (MAC) strategy of 
error control [25].

In converged RoF systems for applying TDMA technique in upstream, a downstream autho-
rization message sent to a specific ONU to assign bandwidth share. The ONUs communicates 
with the OLT to get permission to send their data by sending a report message of current buf-
fer status. Whereas, in the wireless segment of this converged system, carrier sense multiple 
accesses with collision avoidance (CSMA/CA) under 802.11 protocol suites is adopted tech-
nique. The CSMA/CA works well for converged system due to the restricted coverage area for 
wireless due to propagation losses in atmosphere. The integration of radio and fiber technolo-
gies to achieve converged RoF system is not straightforward. Most of the studies on converged 
RoF systems perceive the optical domain just as reach extension of radio signals from main 
switching unit to base stations or remote antenna units (RAUs). In P2MP techniques for apply-
ing RoF, the MAC only works well if propagation delay of optical fibers was not considered. 
In 802.16e, the maximum allowable delay spread is 300 ns for multipath interference that 
impose an upper limit on remote antenna spacing and overlapping coverage so that tolerance 
for inter symbol interference (ISI) remained in limits [29]. To overcome MAC restrictions of 
RoF systems, a protocol translation strategy is proposed by some research groups to meet 
optical-wireless borderline. This technique is known as radio and fiber (R&F) that achieved 
some further integration in contrary to RoF. However, it is still noncomprehensive and caused 
extra overhead and complexity. Recently, a third technique is proposed to apply integrated 
technologies for sharing the common resources between the two parts of RoF systems.

The evolution of new mm-wave technology that is capable to offer multi-gigabit signal propa-
gations over a radio frequency channel. The latest progress in 60 GHz radio over fiber systems 
has made it one of the promising solutions for the multi-gigabit mm-wave wireless access 
networks. The Federal communications commission (FCC) in United States allocated 7 GHz 
of continuous spectrum 57–64 GHz for license free operation [30]. The huge free bandwidth of 
7 GHz has pulled the attentions of researchers around the world. It is considered as a solution 
to offer multi Gbit/s wireless access for communication systems with high security and anti-
interference ability [31], especially due to congestion in the lower frequency bands.

The actualization of multi-Gbit/s wireless access network at 60 GHz band comes across num-
ber of technical challenges. It suffers high air-link loss and quite low power efficiency and 
device performance compared to lower frequency bands (i.e. path-loss at 60 GHz is about 
30 dB higher than at 2.4 GHz). The 60 GHz band undergoes 15–30 dB/km atmospheric absorp-
tion loss based on atmospheric conditions of the area [28]. The coverage area is less than 10 m 
for a cell at 60 GHz that needs large number of antenna units along with high-capacity feeder 
network to provide wireless coverage [9]. The 60 GHz signal propagation in atmosphere is 
estimated by Friis transmission equation. It is not possible to realize ubiquitous wireless ser-
vice coverage as WiMAX and LTE with 60 GHz band [10]. Therefore, 60 GHz band can only 
be implemented in cost effective and practical mode as non-line-of-sight (NLOS) transmission 
at indoor environment. This requires inexpensive and flexible base station management at 
brown areas [31].
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On the other hand, the mm-wave (especially 60 GHz band) radio technology can easily 
approach multi-gigabit capacity. It is readily apparent that multi Gbit/s data rates can be 
achieved by emerging high capacity mm-wave radio links with high bandwidth and small 
coverage distance [32]. The key consequence of this fact is that the small pico or microcells 
with multiple access points are required to cover a particular area (home or office) with mm-
wave system. Therefore, the radio home networks will be like a multi cellular network. In 
this context, an integration is required to achieve the potential offered by mm-wave with 
the optical infrastructure to link the different remote antennas to provide a inexpensive and 
adjustable solution. The coordinated research efforts are required for the development and 
improvement of millimeter pico-cellular personal access networks at low cost in the presence 
of many performance constraints.

Telecom regulatory authorities have announced this band license free world wide to attract 
researchers, telecom operators and telecom vendors to develop systems for this band. Many 
groups are formed to standardize the unlicensed mm-wave band to utilize its potential as 
a RF carrier band for wireless access networks. The IEEE 802.15.3c-2009 was published on 
September 11, 2009 to attain this goal. However, the first economical and pragmatic systems 
for this band were marketed conforming to the IEEE 802.11ad.

4.2. Millimeter wave applications

Many indoor applications at 60 GHz band are proposed [33].

1. Uncompressed high definition (HD) video display to a remote screen wirelessly with 
wired equivalent “I” quality experience.

2. The gigabytes wireless file transfer.

3. Wireless personal area network that permits wireless connection with multiple peripher-
als like monitor, keyboard, and mouse etc. It will save the frequent need of plug and 
unplugs.

4. Wireless gigabit Ethernet connection that allows multi-gigabit bi-directional Ethernet traf-
fic. This feature is very attractive for smart phones, tablets and personal digital assistants 
(PDAs).

Radio over Fiber (RoF) technology has attracted great interest in the last decade to offer opti-
cal transmission of radio signals to simplified base station (BS) [15].

4.3. Standardization of millimeter wave band

The great interest in 60 GHz wireless transmission has motivated the formation of many 
International mm-wave standardization groups and industry alliances in last few years. 
Unlicensed mm-waveband has been considered a possible RF carrier band for future wire-
less access networks. To attain this goal, the IEEE 802.15.3c task group was constituted to 
formulate an alternate physical layer to support mm-wave communications for the present 
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IEEE 802.15.3 WPAN standard [34]. In August 2006, ECMATC-48 began an effort to stan-
dardize data link and physical layer for mm-wave unlicensed band for multimedia and data 
applications [33]. A wireless high definition (HD) consortium was formed in October 2006, 
with a focus to develop a number of superior quality uncompressed multimedia applications 
using 60 GHz technology. In May 2009, the wireless gigabit alliance (WiGig) was created to 
develop a set of common specification for mm-wave band to develop a global system for 
interoperability of products for a diverse nature of applications. IEEE has published first mm-
wave standard 802.15.3c on September 11, 2009 [18]. The IEEE 802.15.3c and IEEE 802.15.3a 
were proposed for wideband personal area networks. In IEEE 802.15.3c, four channel OFDM 
mm-waves are proposed to employ free spectrum of 57–64 GHz to achieve the data rate up 
to 7.3 Gbit/s [19].

4.3.1. IEEE 802.15.3c

The IEEE 802.15.3c group was formed under the supervision of the Japanese research center 
national institute of information and communications technology (NICT) to design a WPAN 
standard capable of being used at 60 GHz [14]. It is the first IEEE standard designed for 
multi-Gigabit/s wireless transmission to operate in the mm-wave band. This standard was 
published in 2009 [35]. In this standard, three physical layers are defined to meet different 
market segments,

Single carrier (SC) mode is based on single carrier modulations and bit rate is ranging from 
25.8 Mbit/s to 5.2 Gbit/s with recommended modulation techniques are pi/2 binary phase 
shift keying (BPSK), Gaussian minimum shift keying (GMSK), quadrature phase shift key-
ing (QPSK), quadrature amplitude modulation (8-QAM), 16-QAM, on off keying (OOK) and 
digital radio broadcast (DRB). The high speed interface (HSI) mode is based on OFDM modu-
lations where bit rates are defined from 32.1 Mbit/s to 5.7 Gbit/s and approved modulation 
techniques are QPSK, 16-QAM and 64-QAM. Audio/Visual (AV) mode is based on OFDM 
modulations and wireless high definition (HD) specifications with physical layer through-
put ranging from 952 Mbit/s to 3.807 Gbit/s and modulation formats are BPSK, QPSK, and 
16-QAM.

4.3.2. ECMA-387

This Standard specifies a physical layer (PHY), distributed medium access control (MAC) sub 
layer, and high definition multimedia interface (HDMI) protocol adaptation layer for mm-
wave networks. The ECMA-387 was adopted by ISO in June 2009. The most important feature 
of this standard was the channel widening by associating adjacent channels that makes it 
possible to support the data rates up to 25 Gbit/s.

4.3.3. Wireless gigabit alliance

The wireless gigabit alliance (WiGig or WGA) was formed in May, 2009.The purpose of this 
formation to brings together major telecommunication players like Intel, Wilocity, Broadcom, 
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On the other hand, the mm-wave (especially 60 GHz band) radio technology can easily 
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with multiple access points are required to cover a particular area (home or office) with mm-
wave system. Therefore, the radio home networks will be like a multi cellular network. In 
this context, an integration is required to achieve the potential offered by mm-wave with 
the optical infrastructure to link the different remote antennas to provide a inexpensive and 
adjustable solution. The coordinated research efforts are required for the development and 
improvement of millimeter pico-cellular personal access networks at low cost in the presence 
of many performance constraints.

Telecom regulatory authorities have announced this band license free world wide to attract 
researchers, telecom operators and telecom vendors to develop systems for this band. Many 
groups are formed to standardize the unlicensed mm-wave band to utilize its potential as 
a RF carrier band for wireless access networks. The IEEE 802.15.3c-2009 was published on 
September 11, 2009 to attain this goal. However, the first economical and pragmatic systems 
for this band were marketed conforming to the IEEE 802.11ad.

4.2. Millimeter wave applications

Many indoor applications at 60 GHz band are proposed [33].
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wired equivalent “I” quality experience.

2. The gigabytes wireless file transfer.
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als like monitor, keyboard, and mouse etc. It will save the frequent need of plug and 
unplugs.

4. Wireless gigabit Ethernet connection that allows multi-gigabit bi-directional Ethernet traf-
fic. This feature is very attractive for smart phones, tablets and personal digital assistants 
(PDAs).

Radio over Fiber (RoF) technology has attracted great interest in the last decade to offer opti-
cal transmission of radio signals to simplified base station (BS) [15].

4.3. Standardization of millimeter wave band

The great interest in 60 GHz wireless transmission has motivated the formation of many 
International mm-wave standardization groups and industry alliances in last few years. 
Unlicensed mm-waveband has been considered a possible RF carrier band for future wire-
less access networks. To attain this goal, the IEEE 802.15.3c task group was constituted to 
formulate an alternate physical layer to support mm-wave communications for the present 
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IEEE 802.15.3 WPAN standard [34]. In August 2006, ECMATC-48 began an effort to stan-
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were proposed for wideband personal area networks. In IEEE 802.15.3c, four channel OFDM 
mm-waves are proposed to employ free spectrum of 57–64 GHz to achieve the data rate up 
to 7.3 Gbit/s [19].
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The IEEE 802.15.3c group was formed under the supervision of the Japanese research center 
national institute of information and communications technology (NICT) to design a WPAN 
standard capable of being used at 60 GHz [14]. It is the first IEEE standard designed for 
multi-Gigabit/s wireless transmission to operate in the mm-wave band. This standard was 
published in 2009 [35]. In this standard, three physical layers are defined to meet different 
market segments,

Single carrier (SC) mode is based on single carrier modulations and bit rate is ranging from 
25.8 Mbit/s to 5.2 Gbit/s with recommended modulation techniques are pi/2 binary phase 
shift keying (BPSK), Gaussian minimum shift keying (GMSK), quadrature phase shift key-
ing (QPSK), quadrature amplitude modulation (8-QAM), 16-QAM, on off keying (OOK) and 
digital radio broadcast (DRB). The high speed interface (HSI) mode is based on OFDM modu-
lations where bit rates are defined from 32.1 Mbit/s to 5.7 Gbit/s and approved modulation 
techniques are QPSK, 16-QAM and 64-QAM. Audio/Visual (AV) mode is based on OFDM 
modulations and wireless high definition (HD) specifications with physical layer through-
put ranging from 952 Mbit/s to 3.807 Gbit/s and modulation formats are BPSK, QPSK, and 
16-QAM.

4.3.2. ECMA-387

This Standard specifies a physical layer (PHY), distributed medium access control (MAC) sub 
layer, and high definition multimedia interface (HDMI) protocol adaptation layer for mm-
wave networks. The ECMA-387 was adopted by ISO in June 2009. The most important feature 
of this standard was the channel widening by associating adjacent channels that makes it 
possible to support the data rates up to 25 Gbit/s.
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The wireless gigabit alliance (WiGig or WGA) was formed in May, 2009.The purpose of this 
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Atheros, and many others to work together to develop common standards for mm-wave 
products [34]. The first WiGig specification (Vl.O) is published in December, 2009. While, the 
second version introduced in 2011. The WiGig specifications are drafted to allow devices to 
communicate at multi-gigabit speeds without wires. The standard has recommended wireless 
transmission of high data rate for video and audio applications to enhance the performance 
of WLAN devices.

4.3.4. IEEE 802.11ad

Recently, IEEE has put in a new wireless standard 802.11ad that promises very high speed 
for short distance communication. The commercial products based on this standard pro-
vide 7-Gbit/s data rate over 60 GHz mm-waves. 802.11ad allows devices to exchange data 
over four 2.16 GHz wide channels to support data rates up to 7 Gbit/s. The IEEE standard 
for mm-wave was initially created in January, 2009. It was designed and developed to work 
at 60 GHz as a new generation of Wi-Fi systems for the IEEE 802.11 family [21]. The IEEE 
802.11ad enabled chips are being installed in millions of devices. 802.11ad supports all 
native 802.11a/b/g/n/ac standards and enables devices to seamlessly switch between 2.4, 
5, and 60 GHz bands [29]. One of the major advancements comes from the single carrier is 
low power consumption. It can enable advance power management and long battery life of 
device. For 60 GHz band, the data rate around 7 Gbit/s that makes it more attractive than 
the common Wi-Fi standards at 2.4 and 5 GHz. The IEEE 802.1lad standard maintains the 
Wi-Fi user experience at the same time with backward compatibility to the previous 802.11 
systems.

This new 60 GHz Wi-Fi standard provides support to internet protocol (IP), high defini-
tion multimedia interface (HDMI), display port(a digital display interface developed by 
the video electronics standards association), universal serial bus (USB) and peripheral 
component interconnect express (PCie). Therefore, it is multi-protocol used to commu-
nicate with various peripherals including IP, audio-visual (AV), and input–output (I/0) 
data ports. In 802.11ad, single carrier (SC) modulation is formulated to support multi 
gigabit/s data rates for line of sight (LOS) short distance communication but maintain-
ing low power consumption and low system complexity. Whereas, OFDM is adapted 
for high data rates for non-line of sight (NLOS) transmission but only for a maximum 
distance of 10 m.

5. Conclusion

The ever increasing customer demands for high capacity broadband services has ensued the 
development of fiber based access networks. A comprehensive overview about radio systems 
capable to provide multi gigabit data rate with special focus on 60 GHz millimeter wave is 
provided. The 60 GHz mm-wave allocated spectrum, its applications and standardization, 
and system approaches are also highlighted. Most of the present studies are concentrating the 
point-to-point fiber-wireless transmission using hetero optical suppressed carrier mm-wave 
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systems, whereas multi-user applications such as pico or femto-cells still need exhaustive 
research efforts. The simulation and experimental systems need to be designed to further 
reduce the cost of devices conforming to optical access process introduced in the IEEE 
802.11ad standard.
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Atheros, and many others to work together to develop common standards for mm-wave 
products [34]. The first WiGig specification (Vl.O) is published in December, 2009. While, the 
second version introduced in 2011. The WiGig specifications are drafted to allow devices to 
communicate at multi-gigabit speeds without wires. The standard has recommended wireless 
transmission of high data rate for video and audio applications to enhance the performance 
of WLAN devices.

4.3.4. IEEE 802.11ad

Recently, IEEE has put in a new wireless standard 802.11ad that promises very high speed 
for short distance communication. The commercial products based on this standard pro-
vide 7-Gbit/s data rate over 60 GHz mm-waves. 802.11ad allows devices to exchange data 
over four 2.16 GHz wide channels to support data rates up to 7 Gbit/s. The IEEE standard 
for mm-wave was initially created in January, 2009. It was designed and developed to work 
at 60 GHz as a new generation of Wi-Fi systems for the IEEE 802.11 family [21]. The IEEE 
802.11ad enabled chips are being installed in millions of devices. 802.11ad supports all 
native 802.11a/b/g/n/ac standards and enables devices to seamlessly switch between 2.4, 
5, and 60 GHz bands [29]. One of the major advancements comes from the single carrier is 
low power consumption. It can enable advance power management and long battery life of 
device. For 60 GHz band, the data rate around 7 Gbit/s that makes it more attractive than 
the common Wi-Fi standards at 2.4 and 5 GHz. The IEEE 802.1lad standard maintains the 
Wi-Fi user experience at the same time with backward compatibility to the previous 802.11 
systems.

This new 60 GHz Wi-Fi standard provides support to internet protocol (IP), high defini-
tion multimedia interface (HDMI), display port(a digital display interface developed by 
the video electronics standards association), universal serial bus (USB) and peripheral 
component interconnect express (PCie). Therefore, it is multi-protocol used to commu-
nicate with various peripherals including IP, audio-visual (AV), and input–output (I/0) 
data ports. In 802.11ad, single carrier (SC) modulation is formulated to support multi 
gigabit/s data rates for line of sight (LOS) short distance communication but maintain-
ing low power consumption and low system complexity. Whereas, OFDM is adapted 
for high data rates for non-line of sight (NLOS) transmission but only for a maximum 
distance of 10 m.

5. Conclusion

The ever increasing customer demands for high capacity broadband services has ensued the 
development of fiber based access networks. A comprehensive overview about radio systems 
capable to provide multi gigabit data rate with special focus on 60 GHz millimeter wave is 
provided. The 60 GHz mm-wave allocated spectrum, its applications and standardization, 
and system approaches are also highlighted. Most of the present studies are concentrating the 
point-to-point fiber-wireless transmission using hetero optical suppressed carrier mm-wave 
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systems, whereas multi-user applications such as pico or femto-cells still need exhaustive 
research efforts. The simulation and experimental systems need to be designed to further 
reduce the cost of devices conforming to optical access process introduced in the IEEE 
802.11ad standard.
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Abstract

The Internet of Things (IoT), where data are exchanged via wireless connection between 
devices, is rapidly becoming inextricable from our daily lives. A variety of IoT devices 
ranging from smart homes to autonomous vehicles and health care have grown explo-
sively. While wireless communication makes the devices conveniently connected, it also 
makes them inherently vulnerable to electromagnetic interference (EMI). Any radio fre-
quency (RF) antenna used as a radio receiver can easily pick up the unintended elec-
tromagnetic noise from integrated circuits (ICs) populated within the same device. The 
radio range is limited by interference, called RF desensitization, which in turn often limits 
the usefulness of IoT devices. While the amount of EMI can be estimated using numeri-
cal simulations tools like HFSS and CST, engineering issues such as where to place the 
IC or setting the radiation specification of the IC cannot be so easily addressed. In this 
chapter, an insightful and efficient RF desensitization model necessary to estimate EMI 
levels on RF antennas will be addressed. The approach will be focused on two represen-
tative areas: noise radiation source modeling and coupling estimation associated with an 
embedded RF antenna.

Keywords: radio frequency, desensitization, electromagnetic interference, wireless 
devices, dipole moment, reciprocity

1. Introduction

Electromagnetic interference (EMI) is the disruption of operation of an electronic device 
when it is in the vicinity of an electromagnetic field in the radio frequency (RF) spec-
trum caused by another electronic device. Any electronic device generates electromag-
netic energy, usually over a wide band of frequencies [1]. These emissions can interfere 
with the performance of sensitive wireless receivers nearby, called RF desensitization. In 
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general, as contribution of thermal noise is much lower than that of electromagnetic noise 
in EMI, only electromagnetic noise is considered. When the noise sources and receivers 
are situated within the same device or system in which the interference tends to be much 
more severe than typical EMI. For instance, the noise picked up by AM or FM radio is 
often a major source of user complaints in the automotive industry. Recently, two popular 
electric cars, the BMW i3 and Tesla Model X, have excluded terrestrial AM radio because 
electromagnetic noise from the electric motor interferes with the broadcast reception [2]. 
The study and analysis of EMI in electronic systems is not a new topic, it has been studied 
for several decades; but RF desensitization has received renewed interest in recent years 
as more electronic applications move to wireless communication platforms represented 
by the Internet of Things (IoT). In recent IoT devices, the noise-sensitive RF antennas are 
combined with noisy digital integrated circuits (ICs) so the radio range is often limited 
by the RF desensitization. For instance, the RF module in smart phones composed of an 
RF antenna, and its receiver can detect signals as weak as −120 dBm in a 200 KHz band-
width, if not disturbed by nearby electronics. However, the clock frequencies of a smart 
phone can reach GSM 880–1800 MHz, as well as Bluetooth and Wi-Fi bands [3]. This 
limits the receiver’s ability to detect low-level signals, thus, reducing the overall range 
and data rate. The radio range limitation of mobile devices often causes great inconve-
nience to countless consumers. Figure 1 depicts the typical scenario of a communication 
system with the receiver’s sensitivity affected by electromagnetic noise from in-device 
components.

A typical industry’s product design development cycle starts by defining the product spec-
ification and then begins the research and development process. A prototype is populated, 
debugged, and tested. Based on company protocol, one version of it (prototype, beta, or final 
product) is tested, and then mitigated and retested—most often many times over—in order 
to achieve the specification. Any RF desensitization problems that come up late in the design 
process may be impossible to fix and adding redundant shielding structures entails increased 
product costs. However, most studies have been focused on understanding the particular EMI 
problems in a developed system and developing effective numerical simulation methods. In 

Figure 1. Typical RF desensitization mechanism in wireless devices.
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addition, the analysis and understanding have been based on their particular physical struc-
tures without a universal model to explain the radiation and coupling physics. As IoT devices 
become increasingly integrated and cost-sensitive, it is essential to have an efficient and fast 
way to understand the problem not only to mitigate the noise coupling but also to estimate 
the RF desensitization early in the design cycle, well before a design is fully finished. For this 
reason, the model should be highly simplified and fast as an early estimation, while also con-
taining physical insight. At the same time, it should not require detailed information such as 
circuits and physical structures of the noise source, which are the most likely not available in 
the development stage. This chapter addresses an efficient RF desensitization model to under-
stand the physics of interference within a device, which can also be used as a tool for efficient 
product design.

2. RF desensitization model

2.1. Noise source model

In contrast to conventional EMI problems where electrically large EMI antenna structures 
typically exist, ICs have been identified as a major noise source in wireless devices for receiver 
sensitivity degradation. Today’s use of multilayer PCBs allows the designer to move the 
potential radiation-critical traces on the quasi-shielded inner layers and uses stripline tech-
nology to minimize the emission. As a result, especially at higher frequencies, the ICs situated 
in outer layers start to dominate the electromagnetic emission. The inclusion of ICs as the EMI 
antenna changes the nature of the problem. Recently, highly developed products, multiple 
ICs from different suppliers are integrated, and only the circuit/layout related to input/output 
(IO) are shared outside the IC supplier. As internal circuits are their intellectual properties, it 
is not allowed to peek into internal circuits of ICs for any reasons. Despite its physical insight, 
identifying the EMI antenna structure and tracing down the current path are not often fea-
sible for the ICs as it entails knowing proprietary information of the IC itself. Thus, the noise 
source models to be developed should never use proprietary information or layout of ICs, but 
yet need to generate the same fields.

Thevenin or Norton source models are fundamental approaches for noise source modeling; 
the electromagnetic emissions from traces can be modeled by equivalent lumped source/
impedance at the end of the traces. With the nature of highly developed electronic products, 
including all geometry with each dedicated source is not only too computationally intensive, 
but also entails knowing intellectual property of the IC suppliers. To conceal the detailed 
structure of noise source, multiple methods have been proposed including multipole expan-
sion, neural networks, and modal expansion. Recently, for the simplicity and rapidity of the 
modeling and simulation, an equivalent dipole moment method has been investigated [4–6].  
Any wire carrying current on it can be represented as an infinitesimal antenna structure 
known as a Hertzian dipole, or simply called a dipole moment source. ICs are then substi-
tuted by a set of magnetic and/or electric dipole moments disposed in the XY-plane which 
radiates the same electromagnetic field as the original source as shown in Figure 2. The 
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general, as contribution of thermal noise is much lower than that of electromagnetic noise 
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debugged, and tested. Based on company protocol, one version of it (prototype, beta, or final 
product) is tested, and then mitigated and retested—most often many times over—in order 
to achieve the specification. Any RF desensitization problems that come up late in the design 
process may be impossible to fix and adding redundant shielding structures entails increased 
product costs. However, most studies have been focused on understanding the particular EMI 
problems in a developed system and developing effective numerical simulation methods. In 
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is not allowed to peek into internal circuits of ICs for any reasons. Despite its physical insight, 
identifying the EMI antenna structure and tracing down the current path are not often fea-
sible for the ICs as it entails knowing proprietary information of the IC itself. Thus, the noise 
source models to be developed should never use proprietary information or layout of ICs, but 
yet need to generate the same fields.
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impedance at the end of the traces. With the nature of highly developed electronic products, 
including all geometry with each dedicated source is not only too computationally intensive, 
but also entails knowing intellectual property of the IC suppliers. To conceal the detailed 
structure of noise source, multiple methods have been proposed including multipole expan-
sion, neural networks, and modal expansion. Recently, for the simplicity and rapidity of the 
modeling and simulation, an equivalent dipole moment method has been investigated [4–6].  
Any wire carrying current on it can be represented as an infinitesimal antenna structure 
known as a Hertzian dipole, or simply called a dipole moment source. ICs are then substi-
tuted by a set of magnetic and/or electric dipole moments disposed in the XY-plane which 
radiates the same electromagnetic field as the original source as shown in Figure 2. The 
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radiation at a certain observation point of the space is an addition of the emissions of all the 
sets of dipole moments. The dipole moment source model is versatile as it contains radiation 
physics, at the same time it does not require knowing any internal circuit geometry. The 
validity of the dipole moment source model to be used for RF desensitization was experi-
mentally proven by using a practical cell phone [7, 8]. A transfer function between the dipole 
moment source and RF antenna was experimentally measured and used to represent the 
EMI coupling to the RF antenna. The transfer function was experimentally measured in [8]. 
A model to theoretically explain the coupling mechanism and transfer function is addressed 
in the next subchapter.

The dipole moment source model needs to be reconstructed from measurements as numerical 
simulations or analytical methods using IC information that is not often available as men-
tioned before. There are two approaches: using TEM cell with known transfer function and 
using near-field scanning. Once the fields guided by the TEM cell with dipole moment excita-
tion are known, the dipole moment source can be reconstructed from a dual port TEM cell or 
GTEM cell measurement. However, as it requires a dedicated board that fits into the opening 
area of the TEM cells, which is inefficient in terms of costs and time, the near-field scanning 
method has become the most popular method in industry. In order to reconstruct the dipole 
moment source from the measured near-field data, the inverse problem needs to be solved. 
First, electric and magnetic dipoles are assumed as infinitesimal linear wires (straight and 
circular, respectively) with very small (l « λ), very thin (a « λ), and assuming constant current 
against the spatial variation. Three types of dipoles (Pz, Mx, and My) are to be considered as 
the rest of them (Px, Py, and Mz) do not practically radiate by existence of the ground plane 
and image theory. Then, the fields radiated by the current element can be calculated from the 
two-step procedure; it is required to determine first A and F, a magnetic vector potential and 
electric vector potential, respectively, and then find the electric and magnetic fields. The vec-
tor potentials from current element and electromagnetic fields from the vector potentials from 
the Maxwell’s equations are given as:

    A ⇀   =  z ̂     
μ
 ___ 4π      e   −j𝛽𝛽R  ____ R    P  z   𝛥𝛥l  F 

→
   =  x ̂     ε ___ 4π      e   −j𝛽𝛽R  ____ R    M  x   Δl +  y ̂     ε ___ 4π      e   −j𝛽𝛽R  ____ R    M  y   Δl,  (1)

Figure 2. Equivalent radiation model based on a set of Hertzian dipoles.
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As the electric and magnetic fields have a linear relationship with each dipole moment, the 
dipole moment source can then be reconstructed from the radiated electromagnetic field by 
solving the linear inverse problem. Near-field scanning is often performed on a plane above 
the noise and source as shown in Figure 3.

The relationship between the dipole moment sources and the radiated fields can be repre-
sented as shown below.

   F  n   =  T  nk    X  k    (4)

   F  n   =  

⎛

 ⎜ 

⎝

 

  [ E  x  ]   
 M   2 ×1

  

  
  [ E  y  ]   

 M   2 ×1
  
    [ H  x  ]   

 M   2 ×1
    

  [ H  y  ]   
 M   2 ×1

  

  

⎞

 ⎟ 

⎠

  =  

⎡

 ⎢ 

⎣

 

 f  1  

  
 f  2    
⋮

  

 f  n  

 

⎤

 ⎥ 

⎦

   T  nk   =  

⎛

 ⎜ 

⎝

  

 T  ExPz  

  

 T  ExMx  

  

 T  ExMy  

   
 T  EyPz  

  
 T  EyMx  

  
 T  EyMy  

    T  HxPz  
   T  HxMx  

   T  HxMy  
   

 T  HyPz  

  

 T  HyMx  

  

 T  HyMy  

 

⎞

 ⎟ 

⎠

 

  =  

⎡

 ⎢ 

⎣

  

 T  11  

  

 T  12  

  

⋯

  

 T  1k  

   
 T  21    

 
  

 
  

⋮
   

⋮
  

 
  

⋱
  

 
   

 T  n1  

  

⋯

  

 

  

 T  nk  

 

⎤

 ⎥ 

⎦

   X  k   =  

⎛

 ⎜ 

⎝

 

  [ P  z  ]   
 N   2 ×1

  

    [ M  x  ]   
 N   2 ×1

    
  [ M  y  ]   

 N   2 ×1
  
  

⎞

 ⎟ 

⎠

  =  

⎡

 ⎢ 

⎣
 

 x  1  

  
 x  2    ⋮  
 x  k  

  

⎤

 ⎥ 

⎦
   

(5)

where [Ex], [Ey], [Hx], and [Hy] are the known x and y components of the electric and magnetic 
fields obtained from near-field measurement; [Pz], [Mx] and [My] are the unknown electric 
and magnetic dipoles in the dipole array; and, [T] is a known field generation matrix whose 
expression can be found from Eqs. (1)–(3). The least square method can then be used to recon-
struct the dipole moment source as shown below.
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nk

  ∗   , conjugate transpose of   T  
nk

   .

However, because of the nature of inverse problem inherent from mathematical procedure, 
the solution is very sensitive to noise and is not unique because of the ill-posed transformation 
matrix relating equivalent sources and the measured near-field data while the noise in the near 
field scanning measurement is inevitable. In addition, the solution is mathematically drawn so 
it is not able to capture the radiation physics. Although a non-physical solution can match the 
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radiation at a certain observation point of the space is an addition of the emissions of all the 
sets of dipole moments. The dipole moment source model is versatile as it contains radiation 
physics, at the same time it does not require knowing any internal circuit geometry. The 
validity of the dipole moment source model to be used for RF desensitization was experi-
mentally proven by using a practical cell phone [7, 8]. A transfer function between the dipole 
moment source and RF antenna was experimentally measured and used to represent the 
EMI coupling to the RF antenna. The transfer function was experimentally measured in [8]. 
A model to theoretically explain the coupling mechanism and transfer function is addressed 
in the next subchapter.

The dipole moment source model needs to be reconstructed from measurements as numerical 
simulations or analytical methods using IC information that is not often available as men-
tioned before. There are two approaches: using TEM cell with known transfer function and 
using near-field scanning. Once the fields guided by the TEM cell with dipole moment excita-
tion are known, the dipole moment source can be reconstructed from a dual port TEM cell or 
GTEM cell measurement. However, as it requires a dedicated board that fits into the opening 
area of the TEM cells, which is inefficient in terms of costs and time, the near-field scanning 
method has become the most popular method in industry. In order to reconstruct the dipole 
moment source from the measured near-field data, the inverse problem needs to be solved. 
First, electric and magnetic dipoles are assumed as infinitesimal linear wires (straight and 
circular, respectively) with very small (l « λ), very thin (a « λ), and assuming constant current 
against the spatial variation. Three types of dipoles (Pz, Mx, and My) are to be considered as 
the rest of them (Px, Py, and Mz) do not practically radiate by existence of the ground plane 
and image theory. Then, the fields radiated by the current element can be calculated from the 
two-step procedure; it is required to determine first A and F, a magnetic vector potential and 
electric vector potential, respectively, and then find the electric and magnetic fields. The vec-
tor potentials from current element and electromagnetic fields from the vector potentials from 
the Maxwell’s equations are given as:
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where [Ex], [Ey], [Hx], and [Hy] are the known x and y components of the electric and magnetic 
fields obtained from near-field measurement; [Pz], [Mx] and [My] are the unknown electric 
and magnetic dipoles in the dipole array; and, [T] is a known field generation matrix whose 
expression can be found from Eqs. (1)–(3). The least square method can then be used to recon-
struct the dipole moment source as shown below.
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However, because of the nature of inverse problem inherent from mathematical procedure, 
the solution is very sensitive to noise and is not unique because of the ill-posed transformation 
matrix relating equivalent sources and the measured near-field data while the noise in the near 
field scanning measurement is inevitable. In addition, the solution is mathematically drawn so 
it is not able to capture the radiation physics. Although a non-physical solution can match the 
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field well at the scanning plane, it often fails to predict the fields well at other locations. In order 
to overcome the limitation, either a regularization method to minimize the energy of the source 
or various optimization methods have been investigated. The regularization method has essen-
tially the same inherent problem, and the performance of the optimization algorithms heav-
ily depends on the initial values users provide. Therefore, a more reliable method is needed 
to reconstruct equivalent dipole moments accurately with physical meaning. In [8], the least 
square method was used, but the dipole type and location was predetermined based on under-
standing of the near-field radiation pattern. Then, the least square method was used only to 
determine the magnitude and phase, rather than all information such as dipole moment types 
and orientation and, more importantly, the number of dipole moments and their location.

An example of the dipole moment source reconstruction in a practical cellphone based on 
the understanding of radiation physics, and the near-field radiation pattern is described in 
details. The structure carrying the high-speed MIPI DSI clock signals is a conductor-backed 
coplanar waveguide with differential signaling. It has a two layer stack-up; the top layer is 
ground plane and the bottom layer has four traces: ground, clock+, clock-, ground. Figure 4 
shows the top and bottom side on the edge of the FPCB. The clock lane on the FPCB is routed 
all the way to the input pins of the DDI chip. There are no significant geometry changes on 
the bottom side of the FPCB; however, the top of the FPCB has a clear discontinuity. The top 
of the FPCB has a solid metal and acts as the ground plane, but there is no ground at the edge 
of the FPCB. The surface current increases at the edge of the top ground plane, which does 
not come from a conduction path since there is no metal in direct contact with the edge of the 
top ground plane. Therefore, the only way to generate the increase of the conduction current 
is from a displacement current path. A simplified illustration of common mode current flow 
is shown in Figure 5. The top view of the current flow shows that there are two current loops 
facing opposite directions. These two equivalent Mz dipole moments with an equal magni-
tude, but opposite direction will cancel each other out. The diagram on the right side shows 

Figure 3. Source reconstruction using near field scanning.
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the side view of the common mode current flow. The conduction current and the displace-
ment current form a current loop in the xz plane. A current loop facing the y axis forms an My 
dipole moment, so the radiation source can be modeled as an My dipole moment.

In order to reconstruct the radiation source, the near-field above the LCD and FPCB was 
measured at 897.0 MHz. To obtain the phase resolved H-field data in the near-field, the tuned 
receiver mode of the VNA was used. In tuned receiver mode, both of the two ports of the 
VNA are receivers. Two H-field probes were connected to the two receiver ports of the VNA 
and the H-field probes were calibrated to get the probe factor which included the magnitude 
and phase information of the probe and the connecting cables and amplifiers. The cell phone 
controlled the LCD panel in the ON state during the whole near-field measurement to ensure 
the clock lane was active. The scanning height was 1 mm above the FPCB. The reference probe 
was placed near the noise source so that the reference signal had enough signal-to-noise ratio 
(SNR).

The measured H-field pattern at 897.0 MHz is shown in Figure 6. For all of the field patterns, 
the center of field pattern plot lies in the physical center of the scanning plane. This indi-
cates that the noise source came from the clock lane because the scanning center was located 
exactly above it. A magnetic dipole moment along the y axis is denoted as My. The magnitude 
and phase of the equivalent dipole moment My can be easily obtained using the least square 
method as given in Eqs. (6) and (7). The H-field patterns from reconstructed dipole moment 
source are shown and the magnitude and phase from the reconstructed My dipole moment 
agree well with the magnitude and phase of the measured H-field patterns from the cell phone.

By containing physics prior to the source reconstruction, the reconstructed dipole moments 
were able to represent the radiation physics. However, the location and types of dipole 

Figure 4. Top and bottom side of flexible PCB in an LCD panel.

Figure 5. Illustration of common mode current flow in a differential clock pair.
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field well at the scanning plane, it often fails to predict the fields well at other locations. In order 
to overcome the limitation, either a regularization method to minimize the energy of the source 
or various optimization methods have been investigated. The regularization method has essen-
tially the same inherent problem, and the performance of the optimization algorithms heav-
ily depends on the initial values users provide. Therefore, a more reliable method is needed 
to reconstruct equivalent dipole moments accurately with physical meaning. In [8], the least 
square method was used, but the dipole type and location was predetermined based on under-
standing of the near-field radiation pattern. Then, the least square method was used only to 
determine the magnitude and phase, rather than all information such as dipole moment types 
and orientation and, more importantly, the number of dipole moments and their location.

An example of the dipole moment source reconstruction in a practical cellphone based on 
the understanding of radiation physics, and the near-field radiation pattern is described in 
details. The structure carrying the high-speed MIPI DSI clock signals is a conductor-backed 
coplanar waveguide with differential signaling. It has a two layer stack-up; the top layer is 
ground plane and the bottom layer has four traces: ground, clock+, clock-, ground. Figure 4 
shows the top and bottom side on the edge of the FPCB. The clock lane on the FPCB is routed 
all the way to the input pins of the DDI chip. There are no significant geometry changes on 
the bottom side of the FPCB; however, the top of the FPCB has a clear discontinuity. The top 
of the FPCB has a solid metal and acts as the ground plane, but there is no ground at the edge 
of the FPCB. The surface current increases at the edge of the top ground plane, which does 
not come from a conduction path since there is no metal in direct contact with the edge of the 
top ground plane. Therefore, the only way to generate the increase of the conduction current 
is from a displacement current path. A simplified illustration of common mode current flow 
is shown in Figure 5. The top view of the current flow shows that there are two current loops 
facing opposite directions. These two equivalent Mz dipole moments with an equal magni-
tude, but opposite direction will cancel each other out. The diagram on the right side shows 
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the side view of the common mode current flow. The conduction current and the displace-
ment current form a current loop in the xz plane. A current loop facing the y axis forms an My 
dipole moment, so the radiation source can be modeled as an My dipole moment.

In order to reconstruct the radiation source, the near-field above the LCD and FPCB was 
measured at 897.0 MHz. To obtain the phase resolved H-field data in the near-field, the tuned 
receiver mode of the VNA was used. In tuned receiver mode, both of the two ports of the 
VNA are receivers. Two H-field probes were connected to the two receiver ports of the VNA 
and the H-field probes were calibrated to get the probe factor which included the magnitude 
and phase information of the probe and the connecting cables and amplifiers. The cell phone 
controlled the LCD panel in the ON state during the whole near-field measurement to ensure 
the clock lane was active. The scanning height was 1 mm above the FPCB. The reference probe 
was placed near the noise source so that the reference signal had enough signal-to-noise ratio 
(SNR).

The measured H-field pattern at 897.0 MHz is shown in Figure 6. For all of the field patterns, 
the center of field pattern plot lies in the physical center of the scanning plane. This indi-
cates that the noise source came from the clock lane because the scanning center was located 
exactly above it. A magnetic dipole moment along the y axis is denoted as My. The magnitude 
and phase of the equivalent dipole moment My can be easily obtained using the least square 
method as given in Eqs. (6) and (7). The H-field patterns from reconstructed dipole moment 
source are shown and the magnitude and phase from the reconstructed My dipole moment 
agree well with the magnitude and phase of the measured H-field patterns from the cell phone.

By containing physics prior to the source reconstruction, the reconstructed dipole moments 
were able to represent the radiation physics. However, the location and types of dipole 

Figure 4. Top and bottom side of flexible PCB in an LCD panel.

Figure 5. Illustration of common mode current flow in a differential clock pair.
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moment were determined from the researcher’s educated guess based on understanding of 
dipole moment radiation, which is not suitable to disseminate the developed methodology to 
industry. The near-field pattern of each dipole moment is shown in Figure 7. It requires under-
standing of dipole moment radiation to recognize the location and type of dipole moment 
from the radiation patterns; sometimes it is not even possible, especially when multiple dipole 
moments exist. For this case, the physical dipole can be reconstructed based on the radiation 
pattern recognition, and the recognition can be automated by artificial intelligence based on 
machine learning algorithm [9].

2.2. Coupling model

As the radiation from an IC is independent of the environment nearby (this is usually the case 
except for the special cases such as IC noise modulation studied in [10]), the noise coupling 

Figure 7. Near field pattern of each dipole moment.

Figure 6. Comparison between scanned near-field patterns and calculated near-field patterns from reconstructed dipole 
moment source.

RF Systems, Circuits and Components108

canvbe decomposed into two parts: radiation and coupling. While conventional studies have 
focused on the analysis of radiation physics for debugging, recently, understanding of the cou-
pling mechanism and its modeling have received more attention for EMI-aware design. For the 
coupling modeling, the Friis transmission equation could be used, but it only works for the far-
field region. Since coupling problems occurring in electronic devices are strongly relevant to 
near-field, estimating the coupling by the Friis equation may cause the wrong results. Instead, 
the coupling decomposition method based on reciprocity with Huygens’ box is a fundamen-
tal approach to decompose the noise coupling. It models the noise source and coupling inde-
pendently, then combines them using the Lorentz reciprocity theorem, which allows separate 
investigations on each part. However, using Huygens’ box blurs the physical meaning of the 
noise source so it fails to provide physical insight for the design. In this section, an efficient cou-
pling model using dipole moment source and reciprocity will be introduced; this method can 
contain radiation physics and, thereby, provide an efficient tool for analysis and design for RF 
desensitization.

The reciprocity theorem states that when places of voltage and current sources in any recip-
rocal network are interchanged, the amount or magnitude of current and voltage flowing in 
the circuit remains the same, as depicted in Figure 8. In other words, Z21 is identical to Z12 in 
reciprocal networks.

This theorem also applies to electromagnetics. When two sources (    J ⇀    
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The subscript “s” and “a” represent the source and antenna, respectively (Figures 9–11).

As the electric and magnetic dipole moments (denoted as P and M) are essentially identical to the 
volume integral of electric and magnetic current density (J and M), respectively, derivation from 
the Lorentz reciprocity theorem can be simplified to a simple and straightforward form. The 
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moment were determined from the researcher’s educated guess based on understanding of 
dipole moment radiation, which is not suitable to disseminate the developed methodology to 
industry. The near-field pattern of each dipole moment is shown in Figure 7. It requires under-
standing of dipole moment radiation to recognize the location and type of dipole moment 
from the radiation patterns; sometimes it is not even possible, especially when multiple dipole 
moments exist. For this case, the physical dipole can be reconstructed based on the radiation 
pattern recognition, and the recognition can be automated by artificial intelligence based on 
machine learning algorithm [9].

2.2. Coupling model

As the radiation from an IC is independent of the environment nearby (this is usually the case 
except for the special cases such as IC noise modulation studied in [10]), the noise coupling 
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moment source.

RF Systems, Circuits and Components108

canvbe decomposed into two parts: radiation and coupling. While conventional studies have 
focused on the analysis of radiation physics for debugging, recently, understanding of the cou-
pling mechanism and its modeling have received more attention for EMI-aware design. For the 
coupling modeling, the Friis transmission equation could be used, but it only works for the far-
field region. Since coupling problems occurring in electronic devices are strongly relevant to 
near-field, estimating the coupling by the Friis equation may cause the wrong results. Instead, 
the coupling decomposition method based on reciprocity with Huygens’ box is a fundamen-
tal approach to decompose the noise coupling. It models the noise source and coupling inde-
pendently, then combines them using the Lorentz reciprocity theorem, which allows separate 
investigations on each part. However, using Huygens’ box blurs the physical meaning of the 
noise source so it fails to provide physical insight for the design. In this section, an efficient cou-
pling model using dipole moment source and reciprocity will be introduced; this method can 
contain radiation physics and, thereby, provide an efficient tool for analysis and design for RF 
desensitization.

The reciprocity theorem states that when places of voltage and current sources in any recip-
rocal network are interchanged, the amount or magnitude of current and voltage flowing in 
the circuit remains the same, as depicted in Figure 8. In other words, Z21 is identical to Z12 in 
reciprocal networks.
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→
    
s
  

fwd

  ,    M 
→
    
s
  

fwd
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The subscript “s” and “a” represent the source and antenna, respectively (Figures 9–11).

As the electric and magnetic dipole moments (denoted as P and M) are essentially identical to the 
volume integral of electric and magnetic current density (J and M), respectively, derivation from 
the Lorentz reciprocity theorem can be simplified to a simple and straightforward form. The 
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Figure 10. Decomposed problem; forward and reverse problem.

Figure 8. Reciprocity theorem.

Figure 9. Original RF desensitization problem.
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left side of the Lorentz reciprocity theorem states the relationship between the fields generated 
by the victim antenna and the current density represent the IC. As the fields can be assumed as 
constant across the current density area, the left side of the equation can be simplified as:
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Figure 11. Equivalent RF desensitization model using dipole moments and reciprocity.

Figure 12. Model for the numerical validation; a single Pz excitation is shown as an example.

Figure 13. Numerical validation with a single dipole moment (left) and a combination of three kinds of dipoles (right).
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left side of the Lorentz reciprocity theorem states the relationship between the fields generated 
by the victim antenna and the current density represent the IC. As the fields can be assumed as 
constant across the current density area, the left side of the equation can be simplified as:
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Figure 13. Numerical validation with a single dipole moment (left) and a combination of three kinds of dipoles (right).
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where N represents the number of dipoles used to model the noise source. Note that the letter 
M used in the reciprocity theorem represents magnetic current density defined in Maxwell’s 
equation, while the letter M used in the final equation represents the magnetic dipole moment. 
The unit of the magnetic dipole moment is V·m because the magnetic dipole is derived by inte-
grating the magnetic current density, which is different from A·m2 derived from an electric 
current loop in [11]. Basically, an arbitrary electrically small source can be replaced by six 
kinds of dipoles based on the multiple expansion of a radiation source. When the radiation 
source is located close to a large ground plane, which is the usually the case in modern elec-
tronic devices, the radiation from tangential electric dipoles and vertical magnetic dipoles is 
canceled by their images. Therefore, in Cartesian coordinates, the vertical electric dipoles Pz 
and tangential magnetic dipoles Mx and My are enough to represent the noise source.

The right side of the Lorentz reciprocity theorem (Eq. (9)) is associated with electromagnetic 
fields and current density on the cross section of the antenna port, which is typically a good 
transmission line. As voltage and current are well defined in a transmission line (i.e., TEM 
mode), the field and current density can be changed to voltage and current quantities as [12]:

   ∭  V   (  J 
→
    a  
rev

  ⋅   E 
→
    a  
fwd

  −   M 
→
    a  
rev

  ⋅   H 
→
    a  
fwd

 ) dv = −  (  1 ___  Z  in  
   +   1 ___  Z  L  

  )   U  a  fwd   U  a  rev ,  (11)

where ZL is the load impedance of the victim antenna in the forward problem, which is usu-
ally 50 ohm. Zin is the input impedance of the victim antenna in the reverse problem.   U  

a
  fwd   is the 

voltage coupled on the victim antenna in the forward problem.   U  
a
  rev   is the voltage excited on 

the victim antenna in the reverse problem.

Substituting Eqs. (10) and (11) into Eq. (9) gives [13]
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 ) ) .  (12)

From an engineering perspective, a transfer function concept can be defined based on Eq. 
(12) to quantify the coupling relationship from each dipole moment to the victim antenna as
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where    f →     
P  

i
  
    is a transfer function representing the coupled noise from each electric dipole moment 

   P 
→  

  i   .    f 
→  
  
 M  

i
  
    is a transfer function representing the coupled noise from each magnetic dipole moment 

   M 
→
    i   . There are two important observations: the transfer function has a linear relationship with 

its respective E- and H-field, and the transfer functions can be obtained as long as the respec-
tive E- and H-field are acquired in the reverse problem. Thus, the coupling voltage on the 
victim antenna can be expressed by the linear superposition of the product of equivalent  
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dipole moments and the corresponding electromagnetic fields. The final form is simple, 
but describes the coupling mechanism quite intuitively. It states that the coupling is simply 
proportional to the fields (when the victim antenna radiates) on the IC location and differ-
ent fields contribute depending on the type of IC radiation. This understanding can greatly 
improve the design procedure. Detailed radiation structures do not necessarily need to be 
known to understand the RF desensitization problems; even with a brief information of noise 
source (type and orientation), the characteristics of RF desensitization can be fully understood 
and the EMI level can be quantitatively estimated, which will provide an efficient design tool 
and facilitate pre-layout design.

Several simple models were created in the full-wave simulation tool, HFSS, to validate the 
proposed method. In these models, a single dipole moment was treated as the noise source. 
The victim antenna is a 28 mm × 37 mm patch antenna that has a center frequency designed to 
2.5 GHz. In these models,   P  

z
   = 1A ⋅ m ,   M  

x
   = 1V ⋅ m  and   M  

x
   = 1V ⋅ m  are used, respectively. Based on 

the proposed method, only the field in the reverse problem needs to be scanned and then the 
coupling voltage can be calculated by using Eqs. (13) and (14). For comparison, the coupling 
voltage was also obtained directly from simulation.

In the comparison, the typical error of the proposed method was less than 0.1 dB. The maxi-
mum error reached 1.4 dB for dipole   M  

y
    at 2.8 GHz. The differences were introduced by numer-

ical errors in the reverse problem. Three field values needed for the calculations, Ez, Hx, and Hy, 
were obtained by running one simulation (the reverse problem). However, the Hy component 
at the noise source location was significantly smaller than the other fields (Ez and Hx), which 
meant Hy was more prone to numerical errors than the other cases, and consequently resulted 
in the largest error. On the other hand, that is the reason why the My case had the lowest cou-
pling voltage. For a source containing three kinds of dipole moments at the same time, the 
model also showed a good correlation with the maximum error of 0.6 dB at 3 GHz.

2.3. Practical applications

The RF desensitization model was applied to estimate the noise coupling from an LCD panel 
to an RF antenna in a practical cell phone. The cell phone under test consisted of three parts: 
a LCD, a main body, and a FPCB which connected the two together. There are two antennas 
on the cell phone: main antenna and sub antenna as illustrated in Figure 14. The high-speed 
MIPI DSI signals routed on the FPCB can be potential noise sources and couple to the cel-
lular antenna. At the edge of the FPCB, a discontinuity of the ground plane was observed 
as explained in the previous section. The conduction current and the displacement current 
formed a current loop in the xz-plane. A current loop facing the y-axis formed an My dipole 
moment, thus, the radiation source was modeled as an My dipole moment.

A three-step process was performed to validate the RF desensitization model in this cell 
phone measurement [14]. The coupled noise from the LCD panel to the antennas was esti-
mated using the model and later compared with direct measurement results.

In step one, the LCD was put into working condition. The radiation source was on and near-
field scanning was conducted. Through the process described in the previous section, the 
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where N represents the number of dipoles used to model the noise source. Note that the letter 
M used in the reciprocity theorem represents magnetic current density defined in Maxwell’s 
equation, while the letter M used in the final equation represents the magnetic dipole moment. 
The unit of the magnetic dipole moment is V·m because the magnetic dipole is derived by inte-
grating the magnetic current density, which is different from A·m2 derived from an electric 
current loop in [11]. Basically, an arbitrary electrically small source can be replaced by six 
kinds of dipoles based on the multiple expansion of a radiation source. When the radiation 
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tronic devices, the radiation from tangential electric dipoles and vertical magnetic dipoles is 
canceled by their images. Therefore, in Cartesian coordinates, the vertical electric dipoles Pz 
and tangential magnetic dipoles Mx and My are enough to represent the noise source.

The right side of the Lorentz reciprocity theorem (Eq. (9)) is associated with electromagnetic 
fields and current density on the cross section of the antenna port, which is typically a good 
transmission line. As voltage and current are well defined in a transmission line (i.e., TEM 
mode), the field and current density can be changed to voltage and current quantities as [12]:
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ally 50 ohm. Zin is the input impedance of the victim antenna in the reverse problem.   U  
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From an engineering perspective, a transfer function concept can be defined based on Eq. 
(12) to quantify the coupling relationship from each dipole moment to the victim antenna as
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its respective E- and H-field, and the transfer functions can be obtained as long as the respec-
tive E- and H-field are acquired in the reverse problem. Thus, the coupling voltage on the 
victim antenna can be expressed by the linear superposition of the product of equivalent  
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dipole moments and the corresponding electromagnetic fields. The final form is simple, 
but describes the coupling mechanism quite intuitively. It states that the coupling is simply 
proportional to the fields (when the victim antenna radiates) on the IC location and differ-
ent fields contribute depending on the type of IC radiation. This understanding can greatly 
improve the design procedure. Detailed radiation structures do not necessarily need to be 
known to understand the RF desensitization problems; even with a brief information of noise 
source (type and orientation), the characteristics of RF desensitization can be fully understood 
and the EMI level can be quantitatively estimated, which will provide an efficient design tool 
and facilitate pre-layout design.

Several simple models were created in the full-wave simulation tool, HFSS, to validate the 
proposed method. In these models, a single dipole moment was treated as the noise source. 
The victim antenna is a 28 mm × 37 mm patch antenna that has a center frequency designed to 
2.5 GHz. In these models,   P  

z
   = 1A ⋅ m ,   M  
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   = 1V ⋅ m  are used, respectively. Based on 

the proposed method, only the field in the reverse problem needs to be scanned and then the 
coupling voltage can be calculated by using Eqs. (13) and (14). For comparison, the coupling 
voltage was also obtained directly from simulation.

In the comparison, the typical error of the proposed method was less than 0.1 dB. The maxi-
mum error reached 1.4 dB for dipole   M  

y
    at 2.8 GHz. The differences were introduced by numer-

ical errors in the reverse problem. Three field values needed for the calculations, Ez, Hx, and Hy, 
were obtained by running one simulation (the reverse problem). However, the Hy component 
at the noise source location was significantly smaller than the other fields (Ez and Hx), which 
meant Hy was more prone to numerical errors than the other cases, and consequently resulted 
in the largest error. On the other hand, that is the reason why the My case had the lowest cou-
pling voltage. For a source containing three kinds of dipole moments at the same time, the 
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formed a current loop in the xz-plane. A current loop facing the y-axis formed an My dipole 
moment, thus, the radiation source was modeled as an My dipole moment.

A three-step process was performed to validate the RF desensitization model in this cell 
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In step one, the LCD was put into working condition. The radiation source was on and near-
field scanning was conducted. Through the process described in the previous section, the 
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dipole moment was reconstructed. The comparison between the measured near-field pattern 
and the calculated near-field pattern from the reconstructed source is shown in Figure 6 .

In step two, the antenna radiated in the reverse problem. Because only magnetic dipole My 
existed in this problem, only the y-component of the H-field was needed to estimate coupled 
voltage according to the inner product in Eqs. (13) and (14). In this problem, Eqs. (6) and (7) 
can be further simplified to:

   U  a  fwd  =   f 
→
    M   ⋅  M 

→
   =   

 Z  in    Z  L   _________  U  a  rev  ( Z  in   +  Z  L  ) 
    H  y  rev   M  y  ,  (15)

where   H  
y
  rev   was measured using a near-field H-probe. The H-field was converted from 

S-parameter measurement through a probe calibration. In the reverse problem, port one 
was connected to the victim antenna for excitation, port two was connected to the H-field 
probe. An S21 measurement was needed to measure the transfer function from a unit magnetic 
dipole My to the victim antenna. The set-up for the reverse problem is shown in Figure 15. 
Theoretically,   H  

y
  rev   should be measured at the exact location of the equivalent dipole moment 

My which is often inside an IC. In reality, the H-field probe often cannot be put inside an IC 
because of physical constraints. Here, the H-field probe was placed as close to the location of 
the dipole moment as possible. In order to test robustness of measurement set-up, the H-field 
probe was moved up several mm to test the variation of the measured H-field; the results 
were within 1 dB.

After finishing steps 1 and 2, My in the forward problem and Hy in the reverse problem were 
obtained. Using Eq. (15), the coupled voltage on the antenna port was analytically calcu-
lated. In step 3, direct measurement of the coupled power was performed to compare with 
the estimated coupled value. As the noise source is from the clock harmonics of 448.5 MHz, 
the whole process was repeated for the first seven harmonics of the fundamental frequen-
cies. The proposed method was used to calculate the coupled power at the main antenna port 

Figure 14. DUT illustration.
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for the first seven harmonics. Estimated results were compared with measurement results, 
as shown in Figure 16. Besides the main antenna, there was another sub antenna in this cell 
phone. The same procedures were performed to estimate the coupled power through the 
forward and reverse problems. The estimated coupled power from the proposed method 
was compared with measurements. For both of the antennas, estimation errors were mostly 
within 5 dB, which is acceptable for most engineering practices. The proposed method was 
successfully validated through the measurements using a practical cell phone.

In engineering practice, engineers often need to know how much improvement a certain 
change will give. This method can help engineers answer that question and make accurate 
and fast decisions. As mentioned, RF desensitization problems contain two parts: the noise 
source and the coupling to an antenna. Recently, a lot of work has been done to build equiva-
lent source modeling to understand the noise source. However, the coupling to the antenna is 
widely believed to be difficult and unpredictable. A transfer function concept was introduced 
to quantify the coupling from each unit dipole moment to the antenna. In the beginning, the 
transfer functions are analytically derived from reciprocity theorem, but it turns out that the 
transfer functions are relatively easy to obtain in both simulations and measurements.

Figure 15. Measurement set-up for the reverse problem.

Figure 16. Measured and estimated coupled power to the antennas.
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for the first seven harmonics. Estimated results were compared with measurement results, 
as shown in Figure 16. Besides the main antenna, there was another sub antenna in this cell 
phone. The same procedures were performed to estimate the coupled power through the 
forward and reverse problems. The estimated coupled power from the proposed method 
was compared with measurements. For both of the antennas, estimation errors were mostly 
within 5 dB, which is acceptable for most engineering practices. The proposed method was 
successfully validated through the measurements using a practical cell phone.

In engineering practice, engineers often need to know how much improvement a certain 
change will give. This method can help engineers answer that question and make accurate 
and fast decisions. As mentioned, RF desensitization problems contain two parts: the noise 
source and the coupling to an antenna. Recently, a lot of work has been done to build equiva-
lent source modeling to understand the noise source. However, the coupling to the antenna is 
widely believed to be difficult and unpredictable. A transfer function concept was introduced 
to quantify the coupling from each unit dipole moment to the antenna. In the beginning, the 
transfer functions are analytically derived from reciprocity theorem, but it turns out that the 
transfer functions are relatively easy to obtain in both simulations and measurements.

Figure 15. Measurement set-up for the reverse problem.

Figure 16. Measured and estimated coupled power to the antennas.

RF Desensitization in Wireless Devices
http://dx.doi.org/10.5772/intechopen.76162

115



One example is to find the best placement of the IC to minimize RF desensitization. For exam-
ple, a cell phone and its antenna model are shown in Figure 17. The simulated magnitude of 
Hy and Hx at 1 GHz are shown when the antenna radiates. If the noise source was identified as 
a My dipole moment, according to Eqs. (13) and (14), the transfer function from each unit My 
dipole moment to the victim antenna was proportional to Hy in the reverse problem. So out of 
the given locations 1, 2 and 3, location 1 had the smallest transfer function and location 3 had 
the largest transfer function. From the RF desensitization perspective, location 1 will be the 
best place to locate the noise source My dipole moment where the coupling between the My 
dipole moment to the victim antenna is the smallest.

The RF desensitization model can also help understand the effect of the noise source rotation. 
For example, suppose the noise source is fixed at location 2. By rotating the noise source 90°, 
the My dipole moment becomes an Mx dipole moment. According to Eqs. (13) and (14), the 
transfer function from each unit Mx dipole moment to the victim antenna is proportional to 
Hx in the reverse problem. Since Hx is much weaker than Hy, the transfer function is much 
weaker after rotating the noise source by 90°. So for this particular antenna at 1 GHz, rotating 
the original noise source by 90° will help reduce RF desensitization a lot.

3. Conclusions

In this chapter, an efficient model to understand and mitigate the RF desensitization problem was 
discussed. As IoT devices are required to increase their radio range, it is essential to understand  
the mechanism of RF desensitization. A fundamental understanding of EMI noise coupling 
and having an efficient tool to address this problems early in the design cycle can achieve a fast 
and low-cost product design. A dipole moment-based reciprocity method was introduced to 
estimate the RF desensitization problem. Its formulas were analytically derived from Maxwell 
equations and the reciprocity theorem. Using the derived equations, we clearly identified which 
part of the equation belonged to the noise source itself and which part belonged to the coupling 

Figure 17. A typical cell phone antenna model (left), magnitude of Hy when the antenna radiates (center), and magnitude 
of Hx when the antenna radiates (right).
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path of the antenna. A transfer function concept was also introduced to quantify the coupling 
coefficient from each unit dipole moment to the victim antenna. The transfer functions can be 
relatively easy to obtain from either simulation or measurement. Using this RF model, we can 
provide RFI/EMI engineers with a clear idea about what goes wrong and how to fix it.
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path of the antenna. A transfer function concept was also introduced to quantify the coupling 
coefficient from each unit dipole moment to the victim antenna. The transfer functions can be 
relatively easy to obtain from either simulation or measurement. Using this RF model, we can 
provide RFI/EMI engineers with a clear idea about what goes wrong and how to fix it.
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