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Chemical engineering is a dynamic and ever-growing profession, which is reflected by the
variety of scales and topics covered by this book, ranging from education to material science.
The purpose of this book is to create a platform for the exchange of different experimental
techniques, approaches and lessons, in addition to new ideas and strategies in teaching labo‐
ratory unit operations to undergraduate chemical engineering students. It is recommended
for instructors and students of chemical engineering and natural sciences who are interested
in learning about different experimental setups and techniques, covering a wide range of
scales, which can be applied to many areas of chemical engineering. Fundamental knowl‐
edge of thermodynamics and energy and material balance principles is assumed.

The first section in this book explores new studies in the pedagogy of laboratory unit opera‐
tions to chemical engineering undergraduate students. The second section presents applica‐
tions of various experimental methods and techniques to different areas of interest in
chemical engineering, such as kinetic growth of metallic layers, preparation and separation of
enantiomeric mixtures, and hydrodynamic characterization of stirred tanks, among others.

It is hoped that this book will also appeal to academic and practicing professionals of many
disciplines.

Finally, we would like to thank the authors for their noteworthy contributions and Ms. Maja
Bozicevic and the rest of the IntechOpen team for their invaluable efforts in the preparation
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Abstract

This chapter will explore the development of laboratory experiments and analysis for 
undergraduate chemical engineering students, by utilizing a differentiation frame-
work specifically adapted for university-level education. The differentiation frame-
work explores the relationship between Piagetian and post-Piagetian thinking skills 
with differentiated learning skills, demonstrating links with Bloom’s taxonomy and 
experiential learning theories. Experimental activities developed within such a frame-
work will allow all students to participate fully in the learning experience intended, as 
they will be given opportunities to reflect on the learning, and put this new learning 
into action, within their current thinking operational level. This chapter provides an 
in-depth look into the educational framework proposed, and then shows examples of 
how it is used in the development of experimental activities. Educators following this 
advice will greatly enhance the educational outcomes of the experimental activities 
conducted.

Keywords: personalized learning, differentiation framework, Bloom’s taxonomy, 
Piagetian and post-formal thinking, experiential learning

1. Introduction

There is no lack of pedagogical theories aimed at the K-12 education sector, many of which 
can be utilized together in order to provide an excellent education for children. Some of these 
theories are being employed in lower classmen with higher education to improve the edu-
cational outcomes of young adult learners [1–5]. Malcolm Knowles [6] popularized the term 
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“andragogy,” which refers to adult learning theories. These ideas became widespread in the 
1960s, and typically referred to informal education for later year adults, who could draw on 
their life experiences as part of their learning. Formal education such as that experienced at 
university, community college or trade school, did not adopt such principles. These young 
adult learners can benefit from teaching and learning methods used in the high schools, 
but with extensions or adaptations to meet their undergraduate needs. Many have typically 
not gained sufficient “life experience” to benefit from andragogical teaching methodology 
as defined, and hence fall into an “in-between” educational group, where teaching methods 
need to be developed more formally.

This chapter outlines some key adaptations of pedagogical methods suitable in post-second-
ary education, followed by applications of these methods in chemical engineering under-
graduate laboratory classes. It is anticipated that these methods would be useful for all 
Science, Technology, Engineering, and Mathematics (STEM) undergraduate and graduate 
education.

2. Development of an educational framework for STEM education

2.1. Piagetian and post-Piagetian (pP) learning theories

Piaget’s theory, or Piagetian theory, has had a huge impact on the educational beliefs of 
educators around the world, and has largely dictated the ”expected” intellectual develop-
ment of children as they progress from birth to adulthood [7]. While this theory is still well 
accepted in many educational domains, the connections with biological progression of child-
hood development have come under scrutiny. It is well documented that students acquire 
new knowledge in a series of progressive stages (matching Piagetian stages), except that this 
development occurs at vastly different rates between students, with factors such as level of 
maturity, experience, culture, and individual ability strongly influencing these rates [8]. Due 
to these different rates of progression, it has been well observed that as many as 50% of fresh-
men students in higher education have yet to complete the final stage of Piagetian acquire-
ment of knowledge [7].

Briefly, the four stages outlined by Piaget are (a) the sensorimotor stage for infants (0–2 years); 
(b) the pre-operational stage (2–7 years); (c) the concrete operational stage (7–11 years); and (d) 
the formal operational stage (12–15 years) [7–9]. The sensorimotor stage sees infants acquiring 
knowledge using their sensory skills such as touch, sight, or feelings, and is present with the 
infant right up until the time speech begins. The pre-operational stage occurs when young chil-
dren use the additional skill of language to bring further meaning to their knowledge develop-
ment. While language is used to describe various situations, there is often an over-exaggeration 
and little logic to the verbal explanations, and others opinions have little impact on the learner, 
although they may be copied. At the concrete operational stage, children are able to expand 
their thought processes and overall intellect by incorporating logic, comparing objects, and 
understanding concrete ideas [8]. In the final stage of Piaget’s theory, the learner can deal with 
more abstract ideas, construct their own thought patterns, and evaluate information provided; 
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however, while they can evaluate and make sense of information, typically only one single 
answer will be considered “correct” [8, 10].

More recently, Piagetian theory has been extended to include further thought patterns, com-
monly known as post-Piagetian (pP) or post-formal ideas. In a study by Wu and Chiou [10], 
post-formal thinking was linked to creativity, and also the need for creativity in science (and 
likely STEM) fields to pursue and generate original thought. Although formal operational 
thinking is required for performing systematic tasks—a necessity in STEM fields—it does not 
allow for creativity, as formal thinkers believe there is only one correct answer [10]. Therefore, 
successful STEM researchers need to display both formal and creative thinking. Post-formal 
or pP levels of development are said to include two further stages: (e) relativistic thinking; 
and (f) dialectical thinking. In relativistic thinking, the learner begins to observe contradic-
tions with potential solutions, and ultimately accepts that more than one solution is plausible 
given different ways of viewing a particular situation. This acceptance of other perspectives 
enables more novel solutions to ultimately be found. In dialectical thinking, the learner is 
open to new knowledge, and in fact expects to change their current thought pattern as new 
knowledge is found or presented. This is known as an “evolution of knowledge” thought 
pattern, and essentially can only evolve from contradictions of thought. Dialectical think-
ing enables the learner to synthesize new thought, and is essential for the creative process. 
Researchers operating at this level are typically more creative [10]. A final stage in thinking 
skill suggested here is (g) creative or independent thinking, where post-formal thinking has 
become an independent process, and the learner no longer relies upon guidance to come up 
with individual thought. This helps distinguish the educator demonstrating and encouraging 
development of thinking patterns (e) and (f) to research students versus those who have since 
mastered the “art” of thinking. The ultimate goal of a successful PhD student is one who is 
equipped with sufficient thinking intellect to be independent, and hence thinking stage (g) is 
included in the current discussion. These last three stages can equally be applied to profes-
sionals in their respective fields who have gained expert-level competence and independence 
of thought.

Given seven progressive stages of thinking skill development and acquirement, influenced 
by many outside factors influencing the rate of development, a typical class will consist of 
students operating at varying thinking levels. As such, it is important to run all classes, even 
in higher education settings, in a differentiated fashion to meet the needs of all students.

2.2. Differentiated or personalized learning theories

Carol Tomlinson has made the differentiated teaching and learning pedagogy famous, par-
ticularly in the K-12 educational sector [11–13], also more recently known as personalized 
learning. The ultimate goals of differentiated teaching is to promote growth in learning of all 
students from their starting point, ultimately promoting independence of learning within their 
particular stage of intellectual thinking development. With the explosion of the computer age, 
many automated tools are being developed to provide drill practice for students at their level 
of competency, gradually increasing or decreasing the level of difficulty as required. This is one 
of many tools at an educator’s disposal to utilize in the classroom. Others include providing 
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differentiated homework sheets; group work to conduct more open-ended problems; inquiry-
based learning tasks; experiential learning tasks; active learning; and many more. Each of these 
tasks, if carefully constructed, provides opportunities for learners to actively engage with the 
material, promoting depth of learning within their zone of proximal development (ZPD) [14], 
all the while challenging them to the next level of thinking.

This method of teaching (and learning) is quite popular at the K-12 level, despite some inevi-
table critics [15]. However, it is yet to gain popularity and commonality in higher and grad-
uate level education. Much of this is to do with the fact that the original Piagetian theory 
concluded formal operational thinking by age 15, and hence there was no need for differenti-
ated learning in higher education settings, since all students would be performing at the same 
intellectual level of thinking. More recent post-formal thinking levels, and an acceptance of 
different rates of thinking development in all learners, strongly dictate the necessity to con-
tinue differentiated learning into the higher education sector.

2.2.1. Differentiated learning in K-12 education

Differentiated learning is described by a number of key characteristics by several research-
ers in the field [16–23], and these have been further summarized into five key differentiation 
principles, DP1–DP5 below [24]:

1. Understand student need and preferred learning modes.

2. Focus on key concepts and provide multiple approaches to learning.

3. Provide challenging learning experiences within each student’s ZPD.

4. Foster collaboration between students and their faculty.

5. Create independent learners and ownership of learning.

For concrete operational thinkers, the educator would likely recap prior core knowledge 
before beginning a new topic, and identify the types of activities that students prefer to assist 
their learning (DP1). When teaching the key concepts of the topic, the educator would incor-
porate variety in the activities, but would provide strong guidance and instructional teaching 
regardless of activity being undertaken (DP2). Problem-solving and critical thinking would 
be explicitly demonstrated to the students to enable them to follow similar patterns when 
solving problems on their own (DP3). Group activities would feature strongly in the learn-
ing, however in the early stages, students would learn “how to work in groups” more so than 
relying specifically on group tasks to promote further learning (DP4). Finally, the educator 
would provide tasks that competent learners within this thinking category could successfully 
complete unaided, but the vast majority of tasks would be those following pre-specified steps.

By contrast, for formal operational thinkers, the educator would create opportunities for 
learners to be more responsible for their own learning. For example, while he/she would still 
identify the existing knowledge of the learners, review of the core knowledge would be up 
to the student (DP1) and, although the key concepts would still be taught in multiple ways, 
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there would be less dependence on the instructional approach, providing more freedom for 
students to explore abstract problems (DP2). Challenging tasks would rely on students’ prior 
mastery of problem-solving skills, concentrating more on developing adaptations of these 
skills to non-routine problems (DP3). Collaborative tasks with other students would see the 
students now begin to rely on each other to add to existing knowledge, having now mastered 
the key functioning of a team (DP4). Independence would be demonstrated when learners 
rely on their own problem-solving skills, and those of their peers, to independently work 
problems and make sense of more abstract ones as well (DP5).

A detailed study by Valiandes [22] was conducted in 13 Cypriot primary schools, covering 479 
fourth-grade students (average age 9 years) and 24 teachers. The students were functional at 
the pre-operational and concrete operational thinking stages of Piaget. An important aspect 
of this study was the in-depth support given to the teachers to adequately train them in dif-
ferentiated teaching strategies. Students were tested on literacy skills, and post-test results 
were significantly better for students participating in differentiated learning than the control 
group, which had largely instructional-based learning. Typical observations of differentiated 
instruction included noting the time spent by the teacher (a) commenting on student gen-
eral behavior; (b) providing additional examples; (c) direct teaching/asking questions; and (d) 
providing student guidelines for work. Other observations included identifying the degree of 
activity variation; providing personalized support to students; providing learning opportu-
nities to students of all readiness levels; time for students to reflect on basic knowledge and 
skills, or prerequisite knowledge; prioritizing order of activities; accomplishing lesson objec-
tives; and providing differentiated homework. Many of these observations fit well into the 
DP in the concrete operational level. As a result of this in-depth study, differentiated practices 
were described as [22]:

“instruction planning based on constructivism learning theory, the hierarchical order of learning ac-
tivities (DP1), the maximization of students’ active participation in the learning process, the reduction 
of teachers’ talking time during teaching (DP2), the variation of activities, the opportunity for students 
to work at their own pace, the personalized support that students receive (DP3), the differentiation of 
activities according to students’ interests and learning profile (DP4), and the continuous evaluation of 
students’ achievement with a simultaneous and ongoing evaluation of the effectiveness of the learning 
process (DP5).”

The above quote has been interlaced with the identification of the five DPs as explained ear-
lier, to demonstrate that these principles broadly cover many descriptions of differentiated 
practices. This example shows both the effectiveness of differentiated instruction at (mostly) 
the concrete operational level, as well as the importance of fully equipping teachers with the 
appropriate skills in delivering such instruction.

2.2.2. Differentiated learning in higher education

Educators of lower classmen in the higher education sector may encounter significant num-
bers of students operating in the concrete or formal operational levels, and hence differenti-
ating the instruction would follow a similar pattern to those outlined above in Section 2.2.1. 
This is adequately demonstrated by a few reported studies of freshmen level mathematics 
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relying specifically on group tasks to promote further learning (DP4). Finally, the educator 
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By contrast, for formal operational thinkers, the educator would create opportunities for 
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classes [25, 26]. In the study by Chamberlin and Powers [25], freshmen mathematics students 
taking “number and operations” were studied. Data were initially gathered on the students 
to judge their interests and preferred learning modes (DP1). Graduated activities were then 
implemented, each aimed at differing levels of intellectual readiness based on an analysis of 
the students’ pre-requisite core knowledge. These activities included class extension activi-
ties, student work groups, student choice in activities, direct instructional modification as 
required, differentiated homework sheets, and formative/summative testing (DP2–DP4). 
Analysis of the pre- and post-testing indicated that students receiving differentiated instruc-
tion improved by 1.7 points out of 8, while the control group improved by only 0.3 points. It 
was concluded that the differentiated learning was successful, and mastery of required skills 
and independence in performance was observed (DP5) at the thinking operational levels of 
the students. The range of activities particularly identifies students working in the concrete 
and formal operation stages.

What might a differentiated classroom look like for upper classmen, or learners intellectually 
ready to undertake relativistic and/or dialectical thinking? In these two stages, the learner 
would gradually take on a more active role in their learning skill development through the 
five DPs. While these principles remain similar, the learner would become more active in 
participating and directing the learning, with the educator playing a guidance role. In relativ-
istic thinking stages, the educator may still outline the required pre-requisite knowledge but 
would expect the student to revise accordingly. The educator would still deliver key concepts 
in multiple ways, but the learner would also be expected to experiment with different modes 
of learning, in order to maximize knowledge retention. In DP3–DP4, the activities presented 
to the students would begin at lower level (concrete thinking) to confirm knowledge of new 
concepts, but would progress to include abstract and ill-defined problems that present differ-
ent solution paths.

In the dialectical thinking stage, the learner would take an even more active role in under-
standing his/her needs at the beginning of a new topic, and deciphering the key concepts 
of that topic. This level of learning/instruction within a formal institution would be seen in 
graduate level classes, advanced students in lower level classes, or research studies. As such, 
the activities in DP3 and DP4 would be learner-initiated (possibly at the initial direction of the 
educator), where learners would delve in depth into the chosen topic and make sense of the 
apparent contradictions presented. Students may eventually come to the realization of new 
knowledge as a result of these apparent anomalies.

In the final creative thinking stage, the learner has essentially mastered all previous stages 
of intellectual thinking development and can pursue a new field of interest at depth, and 
with the ability to creatively synthesize new knowledge. This would typically be seen 
with an advanced PhD student and/or experienced researchers, as well as expert industry 
professionals.

The extension of differentiated teaching and learning to the later stages of post-formal think-
ing is graphically displayed in Appendix A. The horizontal axis describes a progression 
in differentiated learning skills (DP1–DP5), while the vertical axis describes a progression in 
thinking skills (Piagetian and pP thinking stages). This arrangement shows the differentiation  
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framework as it commonly stands in K-12 education (concrete and formal operations only), 
and then extended for later-year learners (post-formal thinking). Note that sensorimotor 
and pre-operational levels have been left blank, given that the focus is on higher educational 
training. Next to DP5 for each thinking level is a description of characteristics a learner 
will display once they have achieved independence with learning at that thinking level. This 
figure is to be interpreted as a continuum for both thinking and learning skills, and the char-
acteristics described will alert the educator that the learner is ready to progress to the next 
level of intellectual thinking. The ages and approximate school year levels next to Piagetian 
and pP thinking stages are intended as a guide only, and are very fluid, with a particular 
reminder of the many outside influences that affect the rate of progression through these 
stages. This is true also for progressing through the various learning stages within each 
thinking level. Finally, the vertical axis to the right of the figure loosely assigns the differ-
ent levels of Bloom’s taxonomy, which also covers different thinking stages from lower to 
higher order thinking.

To the best of the author’s knowledge, Appendix A is believed to be the first attempt by linking 
intellectual thinking skills at the higher and graduate education levels with a differentiation 
framework. Extensions to this level have not typically been considered to this depth. Several 
school systems provide differentiated curricula in all mainstream classes to grade 10, and 
then assume a more “one-size-fits-all” approach beyond this level (e.g., [27]). This is despite 
the general acceptance that Piagetian rates of progression are fluid, and competence in formal 
operational thinking by age 16 is no longer expected in all students. Hence, Appendix A is an 
attempt to provide additional differentiation assistance from grade 10.

2.3. Bloom’s taxonomy

Bloom’s taxonomy was originally published in 1956, and later developed and modified 
in 2002 by Krathwohl [28]. This most common form of Bloom’s taxonomy is the cognitive 
domain, represented by lower order thinking (LOT) and higher order thinking (HOT) activ-
ities. However, two other domains have also been developed, which include the affective 
domain (interests, attitudes, and values) and the psychomotor domain (motor skills).

The cognitive domain can be used in a number of ways by the educator, and indeed learners, 
to fully master a topic of interest. In Appendix A, it can be seen that the six main cognitive 
stages of Bloom’s taxonomy (LOT: remember, understand, and apply; and HOT: analyze, 
evaluate, and create) are loosely matched with the Piagetian and pP developmental thinking 
skills. In this way, the broad matching of categories indicates that it takes many years to move 
through the LOT and HOT cognitive domains suggested by Bloom, showing that progressive 
intellectual development is required to access higher levels of Bloom’s taxonomy. This tax-
onomy is progressive in a similar manner as Piagetian thinking skills, and demonstrates that 
one must be comfortable with LOT before accessing HOT.

On a much smaller scale, an educator may commonly use this taxonomy for a particular topic 
or even a single class being presented to learners. Tasks will be organized such that early 
activities require students to remember and understand new terminology and concepts, and 
later ones will provide opportunity in applying these concepts to progressively more difficult 
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Analysis of the pre- and post-testing indicated that students receiving differentiated instruc-
tion improved by 1.7 points out of 8, while the control group improved by only 0.3 points. It 
was concluded that the differentiated learning was successful, and mastery of required skills 
and independence in performance was observed (DP5) at the thinking operational levels of 
the students. The range of activities particularly identifies students working in the concrete 
and formal operation stages.

What might a differentiated classroom look like for upper classmen, or learners intellectually 
ready to undertake relativistic and/or dialectical thinking? In these two stages, the learner 
would gradually take on a more active role in their learning skill development through the 
five DPs. While these principles remain similar, the learner would become more active in 
participating and directing the learning, with the educator playing a guidance role. In relativ-
istic thinking stages, the educator may still outline the required pre-requisite knowledge but 
would expect the student to revise accordingly. The educator would still deliver key concepts 
in multiple ways, but the learner would also be expected to experiment with different modes 
of learning, in order to maximize knowledge retention. In DP3–DP4, the activities presented 
to the students would begin at lower level (concrete thinking) to confirm knowledge of new 
concepts, but would progress to include abstract and ill-defined problems that present differ-
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of that topic. This level of learning/instruction within a formal institution would be seen in 
graduate level classes, advanced students in lower level classes, or research studies. As such, 
the activities in DP3 and DP4 would be learner-initiated (possibly at the initial direction of the 
educator), where learners would delve in depth into the chosen topic and make sense of the 
apparent contradictions presented. Students may eventually come to the realization of new 
knowledge as a result of these apparent anomalies.

In the final creative thinking stage, the learner has essentially mastered all previous stages 
of intellectual thinking development and can pursue a new field of interest at depth, and 
with the ability to creatively synthesize new knowledge. This would typically be seen 
with an advanced PhD student and/or experienced researchers, as well as expert industry 
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in differentiated learning skills (DP1–DP5), while the vertical axis describes a progression in 
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skills. In this way, the broad matching of categories indicates that it takes many years to move 
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tasks. The depth of LOT and HOT will vary depending on the intellectual thinking level of 
the learner (Piagetian and pP), and hence the ability to “create” new knowledge for any given 
topic will be limited by the depth of thinking capability of the learner.

Fully independent learners operating in the creative domain of post-formal thinking will have 
developed their own methods of learning a new topic to expert level, based on a culmination 
of all previous learning they have experienced to that point. Even at this fully independent 
thinking stage, a learner to a new topic of interest will still need to progress through LOT and 
HOT in order to become sufficiently competent in a new field. These learners will have the 
skills to generate actual new knowledge, as opposed to learners operating at lower thinking 
skill levels, who will create new knowledge for them in their overall development. This is a key 
difference between a researcher or industry expert generating new knowledge and a learner 
becoming competent in their field.

The five broad DP also to some degree have links with Bloom’s LOT and HOT. For example, 
in DP1 and DP2, the teaching and learning focus is on understanding existing knowledge 
and learning concepts of a new topic. In DP3 and DP4, the focus shifts to applying this newly 
gained knowledge to progressively more difficult tasks, which require some degree of the 
analysis and evaluation of the assigned problem. Finally, in DP5, independence of the learner 
within their current thinking skill category is reached when they are able to become fully 
competent with the range of tasks required, creating new knowledge for them.

To recap, Bloom’s taxonomy can be used as a tool to (a) demonstrate life-long learning; (b) 
frame the teaching of a given topic; and (c) frame the learning of a given topic for more inde-
pendent learners.

3. Developing experimental activities within the educational 
framework for chemical engineering

Within the framework, previously discussed are many opportunities for the educator to 
develop and deliver a variety of learning activities. While there are many activities available 
in an educator’s “toolkit” for various situations, only experiential learning will be explored 
here, which governs the nature of experimental tasks and other experience-based non-exper-
imental learning activities for the class. This learning theory, together with the educational 
framework discussed, will be demonstrated in the development of experiential activities for 
chemical engineering undergraduates.

3.1. Experiential learning theory

Kolb’s experiential learning was progressed to its current form from significant earlier works 
of Dewey, Lewin, and Piaget [29]. Its prime motivation is the acquirement of knowledge 
through experience. The four modes of learning are (a) concrete experience; (b) reflective 
observation; (c) abstract conceptualization or thinking; and (d) active experimentation, or act-
ing on one’s new knowledge [29]. These are often summarized into: experience; reflect; think; 
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and act. This curiosity-driven learning increases engagement and interest of students, helping 
them to achieve learning independence. Similarities can be observed with the Piagetian and 
pP thinking stages, where the earlier ones are concerned with experience (touch, visual, smell, 
etc.); the intermediate stages develop reflection and thinking about observations; and the final 
stages promote action of a learner to discover new information for her/himself.

As an activity in an educator’s toolkit, this theory can be shown as a small in-class thinking 
task to explain an observation; as a longer-term real-life assignment or design project; or as a 
formal experimental class. Such activities could form the instruction over DP2–DP4, depend-
ing on depth and time constraints. To avoid confusion, an experimental class is a subset of 
experiential learning, and not all experiential activities need to include experiments.

3.2. Developing an experimental activity in chemical engineering

Following the differentiation framework and interactions with Piagetian and pP theories, as 
well as Bloom’s taxonomy, the educator must start at DP1 by “knowing the student needs.” 
Knowing these needs will determine which Piagetian thinking skills primarily make up the 
laboratory class. For lower classmen, the students would typically be operating over a range 
of concrete, formal, and relativistic, while for upper classmen, the latter two would be more 
common, perhaps with some operating at dialectical thinking stage. However, each class is 
unique, and this must be determined by the educators running the theory classes, and dis-
cussed with the educators running the practical classes (as is most usually the case).

Having decided on two or three thinking skill levels that best represent the class, the educator 
will then develop the practical class on a particular unit operation with key learning objec-
tives in mind, mostly within the DP2–DP4 range. Within this range, the level of difficulty 
of the tasks increases, from providing conceptual knowledge of the experiment through to 
applying this knowledge, and then analyzing and evaluating the resulting data. This is akin 
to the middle part of a Bloom’s taxonomy cycle. DP5, where students practice independence, 
may be incorporated by a final task that requires the students to come up with a part or all 
of an extended investigation from their experimental task. This will build on their knowl-
edge gained within the previous DPs, and will equip them with independent skills within 
their thinking skill range. When developing the experimental class, the educator should also 
keep in mind the experiential learning cycle just described, allowing adequate opportunity 
for reflection and cognitive thinking after an observation, followed by tasks that allow the 
students to actively use their newly gained knowledge.

A common method to incorporate different levels of thinking operational ability is to include 
choice between the required tasks. Those operating at higher thinking levels will typically 
choose the tasks that satisfy their need and hunger for learning, while those at lower levels 
will choose tasks more suitable for them. Rarely do students choose “the easy way out,” as 
discovered by Hutton-Prager and O’Haver [30], and the vast majority of students genuinely 
engage with material by challenging themselves.

A planning template is shown in Table 1, demonstrating how the educational framework 
and pedagogies can be used to develop a meaningful laboratory class. The final format to the 
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tasks. The depth of LOT and HOT will vary depending on the intellectual thinking level of 
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3.1. Experiential learning theory

Kolb’s experiential learning was progressed to its current form from significant earlier works 
of Dewey, Lewin, and Piaget [29]. Its prime motivation is the acquirement of knowledge 
through experience. The four modes of learning are (a) concrete experience; (b) reflective 
observation; (c) abstract conceptualization or thinking; and (d) active experimentation, or act-
ing on one’s new knowledge [29]. These are often summarized into: experience; reflect; think; 
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and act. This curiosity-driven learning increases engagement and interest of students, helping 
them to achieve learning independence. Similarities can be observed with the Piagetian and 
pP thinking stages, where the earlier ones are concerned with experience (touch, visual, smell, 
etc.); the intermediate stages develop reflection and thinking about observations; and the final 
stages promote action of a learner to discover new information for her/himself.

As an activity in an educator’s toolkit, this theory can be shown as a small in-class thinking 
task to explain an observation; as a longer-term real-life assignment or design project; or as a 
formal experimental class. Such activities could form the instruction over DP2–DP4, depend-
ing on depth and time constraints. To avoid confusion, an experimental class is a subset of 
experiential learning, and not all experiential activities need to include experiments.

3.2. Developing an experimental activity in chemical engineering

Following the differentiation framework and interactions with Piagetian and pP theories, as 
well as Bloom’s taxonomy, the educator must start at DP1 by “knowing the student needs.” 
Knowing these needs will determine which Piagetian thinking skills primarily make up the 
laboratory class. For lower classmen, the students would typically be operating over a range 
of concrete, formal, and relativistic, while for upper classmen, the latter two would be more 
common, perhaps with some operating at dialectical thinking stage. However, each class is 
unique, and this must be determined by the educators running the theory classes, and dis-
cussed with the educators running the practical classes (as is most usually the case).

Having decided on two or three thinking skill levels that best represent the class, the educator 
will then develop the practical class on a particular unit operation with key learning objec-
tives in mind, mostly within the DP2–DP4 range. Within this range, the level of difficulty 
of the tasks increases, from providing conceptual knowledge of the experiment through to 
applying this knowledge, and then analyzing and evaluating the resulting data. This is akin 
to the middle part of a Bloom’s taxonomy cycle. DP5, where students practice independence, 
may be incorporated by a final task that requires the students to come up with a part or all 
of an extended investigation from their experimental task. This will build on their knowl-
edge gained within the previous DPs, and will equip them with independent skills within 
their thinking skill range. When developing the experimental class, the educator should also 
keep in mind the experiential learning cycle just described, allowing adequate opportunity 
for reflection and cognitive thinking after an observation, followed by tasks that allow the 
students to actively use their newly gained knowledge.

A common method to incorporate different levels of thinking operational ability is to include 
choice between the required tasks. Those operating at higher thinking levels will typically 
choose the tasks that satisfy their need and hunger for learning, while those at lower levels 
will choose tasks more suitable for them. Rarely do students choose “the easy way out,” as 
discovered by Hutton-Prager and O’Haver [30], and the vast majority of students genuinely 
engage with material by challenging themselves.

A planning template is shown in Table 1, demonstrating how the educational framework 
and pedagogies can be used to develop a meaningful laboratory class. The final format to the 

Utilizing a Differentiation Framework, Piagetian Theories and Bloom’s Taxonomy to Foster…
http://dx.doi.org/10.5772/intechopen.75646

11



students would be a handout (or part of an experimental booklet) detailing the unit operation 
name, theory, tasks, and questions. Report write-up differs between colleges, and specific 
information on how this is to be done needs to be conveyed to the students. It is common to 
follow the format of a typical research publication.

3.2.1. Dissecting unit operation experimental activities into educational outcomes

There are some dedicated educational researchers looking into developing meaningful exper-
imental activities that promote long-term retention and learning by the students (for example, 

DP Theories Description

1 Differentiation framework The educator must first determine the key learning objectives for the 
laboratory class, including the “bare minimum” acceptable levels of 
knowledge to be gained.

She/he then considers the prior knowledge of the students coming into 
the laboratory class.

What thinking level (Piagetian, pP) are the students operating at? The 
educator confers with other professors who know the students well.

2 Differentiation framework; LOT 
from Bloom’s taxonomy

A short and concise theoretical base of the unit operation intended 
for the experimental study is provided, including references to more 
detailed discussions. This will assist students learning this for the first 
time and those who need a brief review.

3–4 Differentiation framework; LOT 
from Bloom’s taxonomy

As most laboratory classes are done in groups, DP3 and DP4 will be 
considered together.

Regardless of thinking operational level within the class, it is good 
to begin with some concrete tasks to confirm one’s knowledge, and 
become competent in operating the equipment. A precise procedure* on 
how to routinely operate the equipment is provided.

Progressively challenging tasks 
covering Piagetian and pP thinking 
levels; “experience” and “reflect” 
from experiential learning

A variety of tasks are designed for the students to collect data/
observations for subsequent analysis, and the precise instructions 
are gradually reduced as the students gain competence running the 
unit operation. These data collection tasks need to align with the 
key learning objectives, and will allow students to fully explore the 
capabilities or function of the unit operation.

HOT from Bloom’s taxonomy; 
“reflect” and “think” from 
experiential learning

Utilizing the collected data, written response tasks are provided that 
require students to analyze and evaluate the information, drawing on 
their knowledge and the theory behind the unit operation. Many of 
these tasks are open-ended to ensure reflection/in-depth thinking by 
the students.

5 HOT from Bloom’s taxonomy; “act” 
from experiential learning

Within the ability levels of the learners, an extension to the 
investigation is provided, where the students are required to come up 
with their own procedure to investigate a new phenomenon on the 
unit operation. An applied response task to this investigation is also 
included.

*Precise procedure required for safety reasons; use DP5 to allow students freedom in coming up with a new experimental 
task instead.

Table 1. Planning template to assist in coming up with a well-rounded experimental task, meeting all the required 
learning objectives.
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see [31–34]). Frequently, experiments are labeled as “cookbook” experiments, where students 
follow a detailed set of instructions and describe what they observe [33]. While this does have 
obvious advantages from a safety and time viewpoint, on its own, it does not provide suffi-
cient opportunity for students to practice HOT questions and reflective activities as per expe-
riential learning principles. However, as a differentiated activity, some students may require 
a more “cookbook” style experiment to assist progression of their learning, but this would 
still be incorporated with other opportunities to extend thinking. It is important to take into 
account the students’ thinking levels when developing experimental tasks.

Some more “innovative” experiments presented at the American Society of Engineering 
Education (ASEE) annual conference in 2016, have been reviewed as per the template 
described in Table 1, and their results appear in Table 2. The reader is encouraged to read the 
full publications, as only a brief summary is presented here. This summary is based only on 
the conference presentation materials, and not the actual laboratory information presented to 
the students.

DP Theories Experiment 1: 
Mechanical properties 
of foods [34]

Experiment 2: 
Unsteady state 
conduction [34]

Experiment 3: Air conditioner 
experiment—thermodynamics 
cycle [32]

1 Differentiation framework Detailed objectives 
provided

Detailed objectives 
provided

Does not appear to have been 
provided.

2 Differentiation 
framework; LOT from 
Bloom’s taxonomy

Fundamental physical 
properties of food in 
unit operations covered 
in classes preceding 
experimental activity.

Fourier’s Law of 
conduction previously 
developed in classes.

Pre-lab worksheet completed 
with instructor guided 
demonstration of equipment, 
discussing equipment, 
concepts and how to collect 
data.

3–4 Differentiation 
framework; LOT from 
Bloom’s taxonomy.

Operating procedure 
provided

Operating procedure 
provided

No procedures provided, 
in lieu of the previous 
week’s demonstration of the 
equipment.

Progressively challenging 
tasks; “experience” and 
“reflect” from experiential 
learning

Experiment was 
designed in three parts, 
progressively becoming 
more difficult.

Difficult to assess—
does not appear to 
progress tasks.

Spreadsheet assignment done 
individually, asking for specific 
calculations and tables to be 
created in Excel.

HOT from Bloom’s 
taxonomy; “reflect” and 
“think” from experiential 
learning

Good assessment 
questions which are 
open-ended and 
require students to 
think and reflect.

Assessment tasks 
require calculations 
but they do not appear 
to provide depth 
beyond calculation 
procedures.

Target audience given to 
each group. Team devised 
experimental plan based on 
their audience, and collected 
relevant data.

5 HOT from Bloom’s 
taxonomy; “act” from 
experiential learning

None provided, but 
difficult to determine 
from information 
provided.

None provided. A3 lab report poster required 
for submission; website 
creation to explain new 
concepts learned.

Table 2. Summary of three experimental tasks, dissected into the proposed framework.
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students would be a handout (or part of an experimental booklet) detailing the unit operation 
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information on how this is to be done needs to be conveyed to the students. It is common to 
follow the format of a typical research publication.

3.2.1. Dissecting unit operation experimental activities into educational outcomes

There are some dedicated educational researchers looking into developing meaningful exper-
imental activities that promote long-term retention and learning by the students (for example, 

DP Theories Description
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laboratory class, including the “bare minimum” acceptable levels of 
knowledge to be gained.

She/he then considers the prior knowledge of the students coming into 
the laboratory class.

What thinking level (Piagetian, pP) are the students operating at? The 
educator confers with other professors who know the students well.

2 Differentiation framework; LOT 
from Bloom’s taxonomy

A short and concise theoretical base of the unit operation intended 
for the experimental study is provided, including references to more 
detailed discussions. This will assist students learning this for the first 
time and those who need a brief review.

3–4 Differentiation framework; LOT 
from Bloom’s taxonomy

As most laboratory classes are done in groups, DP3 and DP4 will be 
considered together.

Regardless of thinking operational level within the class, it is good 
to begin with some concrete tasks to confirm one’s knowledge, and 
become competent in operating the equipment. A precise procedure* on 
how to routinely operate the equipment is provided.

Progressively challenging tasks 
covering Piagetian and pP thinking 
levels; “experience” and “reflect” 
from experiential learning

A variety of tasks are designed for the students to collect data/
observations for subsequent analysis, and the precise instructions 
are gradually reduced as the students gain competence running the 
unit operation. These data collection tasks need to align with the 
key learning objectives, and will allow students to fully explore the 
capabilities or function of the unit operation.

HOT from Bloom’s taxonomy; 
“reflect” and “think” from 
experiential learning

Utilizing the collected data, written response tasks are provided that 
require students to analyze and evaluate the information, drawing on 
their knowledge and the theory behind the unit operation. Many of 
these tasks are open-ended to ensure reflection/in-depth thinking by 
the students.

5 HOT from Bloom’s taxonomy; “act” 
from experiential learning

Within the ability levels of the learners, an extension to the 
investigation is provided, where the students are required to come up 
with their own procedure to investigate a new phenomenon on the 
unit operation. An applied response task to this investigation is also 
included.

*Precise procedure required for safety reasons; use DP5 to allow students freedom in coming up with a new experimental 
task instead.

Table 1. Planning template to assist in coming up with a well-rounded experimental task, meeting all the required 
learning objectives.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering12

see [31–34]). Frequently, experiments are labeled as “cookbook” experiments, where students 
follow a detailed set of instructions and describe what they observe [33]. While this does have 
obvious advantages from a safety and time viewpoint, on its own, it does not provide suffi-
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riential learning principles. However, as a differentiated activity, some students may require 
a more “cookbook” style experiment to assist progression of their learning, but this would 
still be incorporated with other opportunities to extend thinking. It is important to take into 
account the students’ thinking levels when developing experimental tasks.

Some more “innovative” experiments presented at the American Society of Engineering 
Education (ASEE) annual conference in 2016, have been reviewed as per the template 
described in Table 1, and their results appear in Table 2. The reader is encouraged to read the 
full publications, as only a brief summary is presented here. This summary is based only on 
the conference presentation materials, and not the actual laboratory information presented to 
the students.

DP Theories Experiment 1: 
Mechanical properties 
of foods [34]

Experiment 2: 
Unsteady state 
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Experiment 3: Air conditioner 
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cycle [32]

1 Differentiation framework Detailed objectives 
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Detailed objectives 
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Does not appear to have been 
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2 Differentiation 
framework; LOT from 
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Fundamental physical 
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unit operations covered 
in classes preceding 
experimental activity.

Fourier’s Law of 
conduction previously 
developed in classes.

Pre-lab worksheet completed 
with instructor guided 
demonstration of equipment, 
discussing equipment, 
concepts and how to collect 
data.

3–4 Differentiation 
framework; LOT from 
Bloom’s taxonomy.

Operating procedure 
provided

Operating procedure 
provided

No procedures provided, 
in lieu of the previous 
week’s demonstration of the 
equipment.

Progressively challenging 
tasks; “experience” and 
“reflect” from experiential 
learning

Experiment was 
designed in three parts, 
progressively becoming 
more difficult.

Difficult to assess—
does not appear to 
progress tasks.

Spreadsheet assignment done 
individually, asking for specific 
calculations and tables to be 
created in Excel.

HOT from Bloom’s 
taxonomy; “reflect” and 
“think” from experiential 
learning

Good assessment 
questions which are 
open-ended and 
require students to 
think and reflect.

Assessment tasks 
require calculations 
but they do not appear 
to provide depth 
beyond calculation 
procedures.

Target audience given to 
each group. Team devised 
experimental plan based on 
their audience, and collected 
relevant data.

5 HOT from Bloom’s 
taxonomy; “act” from 
experiential learning

None provided, but 
difficult to determine 
from information 
provided.

None provided. A3 lab report poster required 
for submission; website 
creation to explain new 
concepts learned.

Table 2. Summary of three experimental tasks, dissected into the proposed framework.
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This small sample of experiments demonstrates many of the tasks required as per the plan-
ning template (Table 1). Two of the three experimental tasks provided detailed objectives. 
It could not be determined from the information provided whether or not student ability or 
operational thinking levels were taken into account. Based on the description of tasks per-
formed, Experiment 1 would suit formal operational thinkers; Experiment 2 would be better 
suited for concrete—formal operational thinkers; and Experiment 3 would be an excellent 
task for formal—relativistic thinkers. The first two experiments lack the creativity and HOT 
tasks (even at the suitable thinking levels), while the third experiment lacks some initial tasks 
at the LOT level to assist students in building their knowledge. The pre-laboratory worksheet 
and Excel task may be sufficient, but this will depend on the operational thinking levels of the 
students performing this task. The creative tasks discussed in Experiment 3 were pleasing to 
see, and fully met the requirements of HOT and experiential learning in a fun and engaging 
way for the students.

These same experiments could be written for students performing at different thinking skill 
development levels, and activities within each of the learning skill (DP) categories would 
hence vary to accommodate the different thinking levels. If Experiment 2 was used at the 
concrete operational development level, DP3–DP4 would need to be populated with addi-
tional experimental tasks and at least one open-ended question. There would also need to 
be a task included in which students could “act” on their new knowledge and participate 
in HOT at their operational thinking level. If this same experiment was developed for for-
mal and/or relativistic thinkers, then there would be more challenging activities included 
within DP3–DP4 exploring different aspects of Fourier’s law; many more open-ended ques-
tions; and full exploratory tasks with no direction provided by the instructor. However, 
this would need to be preceded by some concrete activities to prepare the students in com-
petency of equipment operation, both from a safety viewpoint as well as providing ground-
work in which they can build knowledge. This was well-demonstrated in Experiment 3.

By stark contrast, the more common “cookbook” experiments [33] would typically provide 
objectives (DP1); sometimes a background theory (DP2); a step-by-step procedure to be fol-
lowed exactly; a set of basic analysis and closed questions relating to the observations (partial 
requirement of DP3–DP4); and no extended task from the learning gained (no DP5). This 
setup lacks student engagement and does not extend the theoretical learning provided in 
class into practical settings [33].

3.2.2. Example of a freshman design project developed within the educational framework

Hutton-Prager has previously described a Freshman design project implemented in ChE101: 
Introduction to Chemical Engineering at the University of Mississippi (UM) [30, 35], as part 
of the development of differentiated teaching and learning. Each semester, this four-week 
program requires students to investigate the full-scale processing of a candy bar. It begins 
with student groups making the candy bar in a food laboratory, and observing the intri-
cacies required to successfully prepare the bar. Data and observations are collected and 
subsequently analyzed, along with a detailed investigation of the scale-up process. Table 3  
demonstrates how this project meets the requirements of the experimental planning template 
(Table 1), covering all aspects of DP1–DP5, Bloom’s taxonomy and experiential learning.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering14

DP Theories Description

1 Differentiation framework The educator, having spent most of the semester with the students, has 
determined that most students are operating in the concrete and formal 
operations stages.

The key objectives of the freshman design project are:
• Provide a real-life example from the food industry where chemical engineers 

may be employed.
• Understand the process conditions required for control in a full-scale process.
• Perform calculations of flow rate, pressure, and temperature.
• Identify unit operations within the candy-bar process.
• Gain an appreciation of what is required for scale-up of a “recipe” to bulk 

production of candy bars.
• Learn how to draw flow charts of the process.

• Consider economic aspects of the candy-bar process.

2 Differentiation framework; 
LOT from Bloom’s 
taxonomy

The project statement provided to the students details a real-life scenario of a 
student on an internship, involved in doing some plant trials to scale-up a new 
candy bar for potential sale.

All the learning leading up to this design project is on developing skill in 
conducting pressure, temperature, and flow rate calculations.

3–4 Differentiation framework; 
LOT from Bloom’s 
taxonomy

A recipe is provided to the students that carefully details the exact steps to be 
taken to make a small-scale version of the candy bar (likened to a plant trial in the 
scenario). Discussions before the practical session require students to think about 
how they will log their temperature vs. time data in the various sections of the 
candy-bar preparation, and come up with their own observation sheets.

Progressively challenging 
tasks covering Piagetian 
and pP thinking levels; 
“experience” and “reflect” 
from experiential learning

Students are encouraged to come up with their own methods for the chocolate 
coating of the candy bar. They are advised before the experimental trial to 
research into the most suitable methods for chocolate coating.

During the laboratory class, students identify different unit operations and 
think about how these stages would need to be modified if being prepared on a 
much larger scale. As an example, they quickly realize that manually stirring the 
mixture over a hot plate will require substantial modifications on a large scale.

HOT from Bloom’s 
taxonomy; “reflect” and 
“think” from experiential 
learning

In the subsequent weeks after the experimental session, students work their 
way through a guided template report, in which they are required to graph their 
temperature vs. time data; perform statistical calculations on the data; explain their 
observations; and explain the chemistry behind the candy-bar process. The choice 
of candy bar always involves a caramelization step or a bicarbonate soda reaction 
step, which requires thinking/reflection by the students to scientifically explain the 
observations from the experimental trial. This is framed by an executive summary; 
background on the candy-bar company; conclusions; and recommendations on 
whether to go to full-scale production. The actual answer is irrelevant; it is the 
analysis/evaluation of the trial in coming to a recommendation that is important.

5 HOT from Bloom’s 
taxonomy; “act” from 
experiential learning

Students are asked to explore scale-up of their process. They identify the 
unit operations of the process; decide on an order for continuous candy bar 
preparation; draw a block-flow diagram representing the full-scale process; choose 
a unit operation to explore its detailed design; perform example calculations of 
flow rate, average molecular weight, etc.; and consider some economic impacts 
on the final sale of the candy bar. They submit their written report with a 
“supervisor” target audience, and produce a 5-min verbal presentation discussing 
their experimental trial, the results, and their recommendations.

Table 3. Description of the freshman design project implemented in ChE101: Introduction to Chemical Engineering, at 
University of Mississippi.
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This small sample of experiments demonstrates many of the tasks required as per the plan-
ning template (Table 1). Two of the three experimental tasks provided detailed objectives. 
It could not be determined from the information provided whether or not student ability or 
operational thinking levels were taken into account. Based on the description of tasks per-
formed, Experiment 1 would suit formal operational thinkers; Experiment 2 would be better 
suited for concrete—formal operational thinkers; and Experiment 3 would be an excellent 
task for formal—relativistic thinkers. The first two experiments lack the creativity and HOT 
tasks (even at the suitable thinking levels), while the third experiment lacks some initial tasks 
at the LOT level to assist students in building their knowledge. The pre-laboratory worksheet 
and Excel task may be sufficient, but this will depend on the operational thinking levels of the 
students performing this task. The creative tasks discussed in Experiment 3 were pleasing to 
see, and fully met the requirements of HOT and experiential learning in a fun and engaging 
way for the students.

These same experiments could be written for students performing at different thinking skill 
development levels, and activities within each of the learning skill (DP) categories would 
hence vary to accommodate the different thinking levels. If Experiment 2 was used at the 
concrete operational development level, DP3–DP4 would need to be populated with addi-
tional experimental tasks and at least one open-ended question. There would also need to 
be a task included in which students could “act” on their new knowledge and participate 
in HOT at their operational thinking level. If this same experiment was developed for for-
mal and/or relativistic thinkers, then there would be more challenging activities included 
within DP3–DP4 exploring different aspects of Fourier’s law; many more open-ended ques-
tions; and full exploratory tasks with no direction provided by the instructor. However, 
this would need to be preceded by some concrete activities to prepare the students in com-
petency of equipment operation, both from a safety viewpoint as well as providing ground-
work in which they can build knowledge. This was well-demonstrated in Experiment 3.

By stark contrast, the more common “cookbook” experiments [33] would typically provide 
objectives (DP1); sometimes a background theory (DP2); a step-by-step procedure to be fol-
lowed exactly; a set of basic analysis and closed questions relating to the observations (partial 
requirement of DP3–DP4); and no extended task from the learning gained (no DP5). This 
setup lacks student engagement and does not extend the theoretical learning provided in 
class into practical settings [33].

3.2.2. Example of a freshman design project developed within the educational framework

Hutton-Prager has previously described a Freshman design project implemented in ChE101: 
Introduction to Chemical Engineering at the University of Mississippi (UM) [30, 35], as part 
of the development of differentiated teaching and learning. Each semester, this four-week 
program requires students to investigate the full-scale processing of a candy bar. It begins 
with student groups making the candy bar in a food laboratory, and observing the intri-
cacies required to successfully prepare the bar. Data and observations are collected and 
subsequently analyzed, along with a detailed investigation of the scale-up process. Table 3  
demonstrates how this project meets the requirements of the experimental planning template 
(Table 1), covering all aspects of DP1–DP5, Bloom’s taxonomy and experiential learning.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering14

DP Theories Description

1 Differentiation framework The educator, having spent most of the semester with the students, has 
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LOT from Bloom’s 
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The project statement provided to the students details a real-life scenario of a 
student on an internship, involved in doing some plant trials to scale-up a new 
candy bar for potential sale.

All the learning leading up to this design project is on developing skill in 
conducting pressure, temperature, and flow rate calculations.

3–4 Differentiation framework; 
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A recipe is provided to the students that carefully details the exact steps to be 
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how they will log their temperature vs. time data in the various sections of the 
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tasks covering Piagetian 
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“experience” and “reflect” 
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coating of the candy bar. They are advised before the experimental trial to 
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background on the candy-bar company; conclusions; and recommendations on 
whether to go to full-scale production. The actual answer is irrelevant; it is the 
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This design project covers all four stages of experiential learning (experience, reflect, 
think, and act); the five differentiation principles; and both LOT and HOT from Bloom’s 
taxonomy. Bare minimums have been built into the written report, where students must 
demonstrate their skill in the required calculations and explanations of observations. In 
DP5 where students explore the scale-up process, they have a choice in which unit oper-
ation to investigate. Depending on operational thinking level, students may choose an 
“easier” unit operation that requires less explanation than others, and will not be penal-
ized. There is no upper limit to the depth in which students explore this project. The final 
requirement of the verbal presentation provides opportunities for students to learn oral 
communication skills, and importantly promotes independence as they explain their proj-
ect in a realistic scenario.

4. Non-experimental experiential activities

It is worth completing this discussion with a brief explanation of experiential activities that 
can be performed in a theory class. Remembering that experiential learning requires reflect-
ing, thinking, and acting after an experience, a common activity employed by an educator 
is a thinking experiment. This requires the students to imagine a particular unit operation, 
and think about how it might work. Others might include practical demonstrations, real-life 
scenarios, or “story-telling” particularly in the form of analogies, which enables the learners 
to access the complexities of a topic using more familiar situations.

The author has previously introduced a very successful thinking experiment into ChE417: 
Separation Processes, at UM on fixed bed adsorbers. This is preceded by a theory lesson outlining 
the basic terminology of adsorption processes, typical adsorbents, and applications, followed by 
the various adsorption isotherms commonly discussed in the literature. This helps to build knowl-
edge and creates an “experience” (although theoretical) of how adsorbers work and their typical 
applications. The thinking experiment begins in the following class, where the students are asked to 
think about how the concentration of solute in the fluid would vary as it travels over the length of a 
fixed bed adsorber. They draw their thoughts on a concentration vs. length graph. This is followed 
by a class discussion on mass transfer zones, and then students are asked to think about whether a 
narrow or wide mass transfer zone is better, with justification. They then need to discuss in groups 
what types of factors might affect the length and the rate of movement of this mass transfer zone, 
and are challenged to come up with at least 10 different factors. The thinking experiment continues 
where students are asked to draw on a concentration vs. time graph what the breakthrough situ-
ation may look like. With further discussion, they come to the realization that integrating such a 
curve will represent the amount of solute adsorbed for a given time. This exercise is highly engag-
ing for the students, and enables them to fully “experience” the workings of a fixed bed adsorber, 
with considerable reflection and cognitive developmental opportunities. Acting on this new knowl-
edge is subsequently gained with calculation questions for fixed bed adsorber design.
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This straightforward example of presenting content in a highly engaging way demonstrates 
how a unit operations “experiment” can still be conducted effectively within a theory class. 
This type of teaching and learning is particularly suited to smaller colleges where equipment 
and funding may be minimal. Studies have shown that experiential learning activities such 
as the one described are only marginally less successful than an actual experimental program 
[36]. If the experimental programs are not carefully developed as outlined earlier in this chap-
ter, then the net gain of experiential learning via experiment is reduced, and active learning 
activities within a theory class can be equally or more beneficial.

5. Conclusions

A differentiation framework for higher education has been introduced and discussed, which 
extends the framework commonly used in K-12 education systems. This framework has been 
built on existing ideas of post-Piagetian thinking levels, and has mapped each thinking level 
to five broad differentiation principles. The framework has also been linked to Bloom’s tax-
onomy of lower and higher order thinking skills.

Using this differentiation framework and experiential learning theories, a model for experi-
mental classes in undergraduate chemical engineering unit operations has been developed. 
This model has been demonstrated using some pre-existing experimental activities described 
at ASEE 2016 [32, 34]. Its full capacity has been shown with a freshman chemical engineering 
design project currently operational at the University of Mississippi, providing examples of 
how all aspects of a differentiated activity can be developed, meeting the requirements of 
both thinking and learning skill development.
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Abstract

Conceptual mapping of existing knowledge on previous subject learned with the new 
knowledge can be accentuated using experiential learning methodologies. Open-ended 
laboratory (OEL) initiative exemplifies the intended outcome of experiential learning 
cycle where the learners encounter new experiences via laboratory experiments, reflect-
ing the observation made interconnecting the inconsistencies between experience and 
understanding. This provides a solid basis for the learners to create or modify existing 
abstract concept of the experiments undertaken. These experiences will be put into con-
text where the learners actively and adaptively experimenting and integrating previous 
knowledge with the new knowledge and put into practice by developing appropriate 
experimental procedures in order to achieve the set objectives given for a particular prob-
lem statement. This chapter illustrates the concept of open-ended laboratory (problem 
based), describing the transition of traditional laboratory (TL) to problem-based learning 
experience via experiential learning methodologies. The methodologies in developing 
the OEL in a chemical engineering laboratory course and their implementation in a pro-
cess control laboratory setup were also outlined. The transition of traditional to problem-
based findings and course outcomes attainments were investigated and measured using 
appropriate tools. The challenges and difficulties in implementing OEL were described 
and analyzed with data obtained from the experiences of conducting OEL in the School 
of Chemical Engineering, Universiti Sains Malaysia.
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1. Introduction

Chemical engineering laboratory course has always been a core module in any chemical 
engineering curriculum around the globe. Some universities have even started the course as 
early as sophomore year toward their final year to reinforce chemical engineering fundamen-
tals and apply the knowledge and skills gained from courses to actual chemical engineering 
experiments. This guided and prescriptive laboratory course is no longer adequate within 
the context of synergies between twenty-first century learning skills and the establishment of 
outcome-based education.

In the advent of Industrial Revolution 4.0 and the challenges to produce learners equipped 
with the essential twenty-first century skills, chemical engineering laboratory course has 
become one of the essential tools for innovative teaching and learning processes beyond the 
boundaries of conventional setting. It is a platform that engages learners in multidimensions 
of cognitive, psychomotor, affective skills where knowledge is being applied in a practical 
manner thus making it the most suitable stage to increase the experiential learning of the 
learners.

Experiential learning provides a solid platform for stimulating the learners’ intuitiveness to be 
more systematic, inquiry-based with specific end in mind. Thus, providing opportunities for 
the learners to be more engaging intellectually, creative, and taking initiative while making 
decision and be accountable for the outcomes attained at the end of the exercise. Conceptual 
mapping of existing knowledge on previous subject learned with the new knowledge can 
be accentuated using experiential learning methodologies. Experiential learning philosophy 
relies in the learning through experience where learners can reflect on their actions to gain 
understanding on the consequences of that action and arrange the understanding into a gen-
eralization of principles of accumulated knowledge which can be obtained via open-ended 
laboratory (OEL) exercise.

2. Concept of open-ended laboratory

OEL initiative exemplifies the intended outcome of experiential learning cycle where the 
learners encounter new experiences via designing and conducting laboratory experiments, 
reflecting on the made observation and interconnecting the inconsistencies between experi-
ence and understanding. These features provide a solid basis for the learners to create or 
modify existing abstract concept of the experiments undertaken. These experiences will be 
put into context where the learners actively and adaptively experimenting and integrating 
previous knowledge with the new knowledge and put into practice by developing appro-
priate experimental procedures in order to achieve the set objectives given for a particular 
problem statement [1].

In contrast with the OEL initiatives, the traditional laboratory (TL) approach lies in the con-
cept of information assimilation process where information is transmitted through a symbolic 
medium, assimilated by the learner, and generalized before actually being applied. Therefore, 
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most TL approach is carried out following theoretical-based lectures attended by the learners 
before a meaningful TL can be conceived [2]. This resulted in a laboratory procedures con-
sisted of detailed set of instructions for the experimental set up by the instructors in closed 
manner with the expectation of the learners should obtain and foolproof the experimental 
results that would support the theory learned in the class. Though this approach would be 
optimal on the side of the instructors in establishing the theories learned in the classroom but 
it also creates a faux accent on the learner’s sides as it skips many important steps in design-
ing an experiment and reduced the efficacy of a laboratory experimental sessions in teach-
ing important laboratory skills to learners, thus, placing it to only a step higher than a mere 
laboratory demonstration to the learners. In practice, learners not just lost the opportunity to 
develop skills in designing an experiment but usually mislaid the logic of the experiment as 
well as they put more psychomotor efforts to manipulate and following instructions when 
executing the experiments rather than invest time to develop higher thinking order cognitive 
skills involving the experimental setup.

OEL works in tandem with the experiential learning process where learners conceived the 
conceptual and practical of the undertaken action with the understanding that it involves 
consequences in a particular circumstance and finally being able to reflectively generaliz-
ing the principle across a range of circumstances. OEL would bring the learners’ learning 
experience nearer to the real professional life situation of practicing scientist and engineers 
as most engineering laboratory procedures are developed and manipulated through experi-
ence and knowledge accumulated from scientific literatures rather than handed in the form 
of standardized procedures as in testing laboratory works. It is important to note that neither 
OEL nor TL should be seen as competitive to each other but rather the two learning pro-
cesses are complementary to each other. The keyword here is to strike a balance between 
both approaches as both are necessary for optimal learning since the emphasis between depth 
and breadth of laboratory skills varies greatly in both approaches. The TL has the advantages 
of greatly reducing the time and effort necessary to cover many new laboratory techniques, 
whereas OEL increases intrinsic motivation among learners as they connect the skills to real-
world context and will definitely assist the knowledge retention for years to come.

Departing from TL toward OEL, one will find that there are varying degrees in the level of 
laboratory openness. Table 1 shows the gross representation in level of laboratory openness. 
Level 0 would represent a fully laboratory demonstrations while level 5 for undertaking a 
full laboratory research project. Levels 1 and 2 are where the TL dominates and OEL be more 
dominant in Levels 3 and 4. In practice, the time for delivery at the upper level will definitely 
take more time than the lower level as learners require time to define the needs of open nature 
of elements in that level compared to time taken to understand the nature of a given ele-
ments. Al level 4, OEL elements intensify the time taken to complete tasks the learners need to 
develop in the laboratory procedures and dissecting the problem analysis of the experiment. 
A typical profile of the laboratory based on the level of openness is given in Table 2.

It is advisable for learners to undergo a series of progressive openness from lower levels so 
that the learners could acquire many useful laboratory skills that would be of help when 
going to the next level and finally acquire research and investigation skills that would be use-
ful to carry out in a laboratory research project. One could see that if learners are not being 
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exposed to OEL and only used to participate in TL, it is going to be a steep learning curve for 
the side of learners to be able to do a full laboratory research project in a later stage. In this 
perspective, OEL act as the scaffolding for the full research project.

Level Typical profile

0 In laboratory demonstrations, learners are given all information pertaining to the experiment including the 
objectives, procedures, results, and its corresponding discussion which sometimes some of it in a form a fill in 
the blanks statements to emphasis the theory to the learners.

1 In traditional laboratory courses, learners are supplied with the laboratory manual containing all relevant 
information such as operating procedures and learners needed to digest before conducting the laboratory 
experiment. There are questions left for the learners for discussion or it is left open but hints of theory 
involved is given so that the expected results from experiment can be anticipated by the learners. Learners 
also supplied with the data sheets to guide them in data collection.

2 In traditional laboratory courses, learners are supplied with the laboratory manual containing many relevant 
information such as operating procedures and learners needed to digest before conducting the laboratory 
experiment. Learners need to plan and arrange the format for data collection as the data sheets to guide in 
data collection not given. Discussion on the experiment is left open for learners to evaluate based on the 
results.

3 In open-ended laboratory courses, learners are supplied with the clear objectives and problem statement of 
the experiment. However, the laboratory procedures to achieve the objectives are not given or coarsely given. 
Learners need to develop the procedures through literature or operating manual of the equipment. Learners 
also need to identify the various parameters and data that need to be collected. Discussion on the experiment 
is left open for learners to evaluate based on the results.

4 In open-ended laboratory courses, learners are supplied only with the clear objectives of the experiment. 
Learners to analyze the ill-defined problem with the help from literature review and come up with the 
problem statement. Learners develop the methodology and laboratory procedures to achieve the objectives 
through literature or operating manual of the equipment. Learners also need to identify the various 
parameters and data that need to be collected. Discussion on the experiment is left open for learners to 
evaluate based on the results.

5 In free laboratory research project, learners decided to carry out from an ill-defined experimental theme 
usually in the form of final year research project that takes at least the whole semester to complete.

Table 2. Typical profile based on level of openness of the laboratory.

Level Experimental theme Problem 
statement

Experimental 
methodology

Expected 
results

Expected discussion

0 Given Given Given Given Given

1 Given Given Given Given Open

2 Given Given Given Open Open

3 Given Given Open Open Open

4 Given Open Open Open Open

5 Open Open Open Open Open

Table 1. Level of openness in laboratory.
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The delivery of OEL has many models which the instructors would have to see as which mod-
els would give the best fit to the learning processes organization as different learning institu-
tions have different strength and capability. The factors to weigh, in addition to selecting the 
level of laboratory openness, would be the degree of independence given to the learners in 
OEL for decision-making. As OEL would be more open than TL, the questions arise on the 
role of instructors in assisting learners in determining the scope of the problem statements, 
selected experimental procedures, selected parameters, and data collection. OEL initiatives 
would take a longer period of time not just by the learners but also by the instructors as the 
role of laboratory instructors are now redefined to include supervision.

3. Open-ended laboratory in undergraduate program in the School 
of Chemical Engineering, Universiti Sains Malaysia

A case study of OEL practiced in the School of Chemical Engineering, Universiti Sains Malaysia 
is presented in this section. OEL initiative has been introduced to the laboratory courses offered 
by the School since academic session 2013/2014 and has been the standard practice until now. 
The implementation of OEL has been adapted from the OEL approach reported in [3, 4]. The 
laboratory courses involved three courses: EKC291, EKC394, and EKC493 that would be taken 
by students at their second, third to fourth year, respectively. Each laboratory course is a two 
credit hours course which means about 4 h of laboratory session per teaching week. The level 
of laboratory openness in OEL approach is made increasing with the students’ incremental 
years of study. The laboratory courses are a mix between OEL and TL approaches. The stu-
dents were divided into groups of three/four, and each team is given one OEL project during 
the semester, while another eight laboratory works are meant for TL. Prior to the introduction 
of OEL in the laboratory courses, students would have been required to conduct about 12 
experiments in TL approach. The School believes that 1 OEL + 8 TL format in three laboratory 
courses would be best compromise to both develop generic laboratory skills by the students 
and give students opportunity to delve into a wide variety of experimental topics.

The OEL were running for 4 weeks with one supervisor to craft the question or the problem 
statement, monitor and marking the group and individual performance of the student. Each 
group was given 3 h duration of in-lab sessions and 2 h duration of out-lab sessions in each 
week. The distributions of in-lab and out-lab sessions were shown in Tables 3–6. In-lab and 
out-lab sessions were spread between week 1 and week 4 where the student can have a mix-
ture of session in each week. In-lab session means the students can carry the laboratory work 
during laboratory session where it normally starts in week 3 after the students have familiar-
ized with the experimental rig and came up with the appropriate standard operating proce-
dure (SOP) of the experiment, while an out-lab session is the discussion handled outside or 
during the laboratory session which do not involved directly with the laboratory experiment.

In addition, students were briefed on the safety on the laboratory prior to the OEL Lab in 
the first week. This safety briefing is carried out by the school safety officer. In week 1, the 
supervisor will hand in in-lab and out-lab activity to the student as shown in Table 3 and the 
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examples of the scenario/problem statement in Figures 1 and 2. The tasks can be given out as 
a role-playing case study or as in a problem scenario case study.

The supervisor will act as the facilitator to guide the student in understanding the given 
problem, propose the SOP and run the experiment accordingly to get the expected experi-
mental outcomes. In week 2, the students need to propose the solution and the SOP to the 

In-lab session (3 h) Out-lab session (2 h)

• Report writing

• (Facilitator monitors and marks individual 
in-lab activities)

• Continuation of report writing and submission not later than 
Thursday of the week.

Table 6. In-lab and out-lab activity for week 4.

In-lab session (3 h) Out-lab session (2 h)

• Understanding the problem with facilitator’s guidance

• Brainstorming, giving ideas to solve problem

• Identifying available resources and tools

• Identifying what you know and what you need to know in 
solving the problem

• Facilitator marks individual in-lab activities

• Get more resources to help understand the 
problem

• Divide work among group members

• Report findings to group

• Agree on a solution

Table 3. In-lab and out-lab activity for week 1.

In-lab session (3 h) Out-lab session (2 h)

• Present solution to facilitator

• Facilitator comments on solution, making sure the 
group is on the right track

• Group begins to design experiment

• Group confirms the experiment layout

• Facilitator monitors and marks individual in-lab activities

• Group conducts some simulation work to reconfirm 
design (if necessary)

• Group verifies availability of equipment and tools to 
conduct experiment

• Group prepares schematic or flow diagrams for 
experiment

Table 4. In-lab and out-lab activity for week 2.

In-lab session (3 h) Out-lab session (2 h)

• Group begins to conduct experiment

• Facilitator monitors and marks individual in-lab activities

• Group obtain results from experimental work

• Group starts preparing comprehensive report

• Planning for presentation session

Table 5. In-lab and out-lab activity for week 3.
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supervisor where the supervisor will then evaluate and assess the proposed solution and 
ensure that the propose solution and SOP able to guide the team to get the expected outcome 
of the problem as shown in Table 4. In weeks 3 and 4 (see Tables 5 and 6), the team will 

Figure 1. Sample of role-playing memos as task given in OEL.

Figure 2. Sample of problem scenario given as task in OEL.
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supervisor where the supervisor will then evaluate and assess the proposed solution and 
ensure that the propose solution and SOP able to guide the team to get the expected outcome 
of the problem as shown in Table 4. In weeks 3 and 4 (see Tables 5 and 6), the team will 
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conduct the experiment and monitored by the supervisor and also laboratory technicians, 
analyze the result, preparing the comprehensive report, and also the viva voce session.

4. Assessment methods for open-ended laboratory

The assessment method covers not only the comprehensive report submitted but also other 
components of assessments as shown in Table 7. Many assessments methods employed by 

Details Marks

Peer and self-assessment 10

Supervisor evaluation on student participation (quizzes, assessment rubrics, etc.) 15

Comprehensive report 50

Seminar presentation/viva 45 min 20

Attendance 5

Table 7. Assessment method in OEL.

Bil Item

1 Title page

2 Abstract/summary

3 Table of content

4 Introduction

5 Application in industry

6 Objectives

7 Methodology-procedure and experimental setup

8 Result and discussion

9 Conclusions

10 Acknowledgment

11 Abbreviation/nomenclatures

12 References (at least 10 from technical articles/books)

13 Appendices

14 25–30 pages max (excluding title page and appendices)

Table 8. Format of comprehensive report for OEL.
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the School were adapted from references [5–7]. Based on the assessment, the students’ team-
work, psychomotor/lab handling skill, and presentation skill were taken into account. In each 
assessment, for example, the comprehensive report, the rubrics are given based on the rating 
for each attribute. The contents of the comprehensive report are shown in Table 8.

5. Reflections in open-ended laboratory initiatives

In OEL, the students will utilize their fundamental knowledge of chemical engineering that 
they had learned in Years 1 and 2 and apply in Year 3 in Chemical Engineering Laboratory 
III. The students need to set what are the objectives of that particular experiment and also 
what is the goal that they want to obtain or achieve in that particular given problem. In addi-
tion, they need to discuss and propose to their supervisor the design steps on the experiment, 
how to set up the procedures for the experiment and the most important thing is they need to 
present it to the supervisor to attain his agreement on the proposed procedures. In this activ-
ity, the students will cogitate and use their higher order thinking skill to design and propose 
the procedures to the supervisor. Thus, the data that need to be collected also need to be 
determined by the students. Some experiment like in TL, there a lot of data need to be taken 
into account; however in OEL, only data that related to the design of experiment or goal need 
to be collected. Skill of presenting the result like using graph or flowchart or how to organize 
the data are very important in this stage as well as skill to analyze the data using any statistical 
tool, if needed. The results and the goals of the experiment need to be justified whether it is 
achieved or the result deviated from the theory. In this stage, the student uses their own ability 
to propose the solution and set the goal for the experiment. However, if the student were not 
able to obtain or achieve the goals, the student can apply different strategies or methods, sub-
ject to supervisor’s approval in the attempt to get the expected result. This activity indicates  
that the students have the capability to analyze the result properly and propose a new solu-
tion that may solve the problem hence obtaining the goal of the experiment.

The feedbacks on OEL from the student were carried out as part of the question asked in the 
exit survey by the exiting students. The response obtained from the students are shown in 
Figure 3 and summarized in Table 9. The students were asked the question how effective 
OEL in strengthening students’ laboratory skills with 5-point Likert scale-type response with 
least effective, less effective, average, very effective, and highly effective. It is shown that the 
students’ tendency is favorable toward OEL and has been improving from the first year of 
OEL’s inception to the laboratory courses in 2014. This can be seen from mean rating scale of 
3.50 out of 5.00 in 2014 and increasing to 4.00 and 4.08 in 2015 and 2016, respectively, before 
settling at rating scale of 3.75 in 2017 (see Table 9). The accepted minimum response as a per-
formance indicator to indicate support on the OEL initiative was set at response at scale 4 (very 
effective) and above. Response started in 2014 with highly divided at 48:52 (yes:no) ratio and 
later improved in the subsequent years presumably by better supervision and guidance by the 
laboratory instructors on the students groups as the laboratory instructors gained more experi-
ence. In the qualitative response section in exit survey, most students generally comment that 
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conduct the experiment and monitored by the supervisor and also laboratory technicians, 
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Bil Item
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2 Abstract/summary
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5 Application in industry

6 Objectives
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8 Result and discussion
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10 Acknowledgment

11 Abbreviation/nomenclatures
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13 Appendices
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the School were adapted from references [5–7]. Based on the assessment, the students’ team-
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the OEL did make the students to be more creative in solving the given problem, excite their 
HOTS and also increased their attainment toward lifelong learning. Other skills like teamwork 
and presentation skill were also seen to improve and in turn would provide the necessary 
skills for the students’ survival in the ever-challenging working environment in industry.

Reflecting through the OEL initiatives as compared to TL approach has shifted the norm of 
laboratory practices among the students. Given ample time to design their experimental work, 
the students learn the importance of coming to the laboratory prepared and developed the 
logic of experimental work. This initiative promotes intrinsic motivation of the students and 
creates a mind shift from passive laboratory user to an active participant. Knowing responsi-
bly the hardwork required in OEL, prepares the students a real-life research project environ-
ment where delicate balance of compromise between the theoretical experimental setup that 
can be carried out in laboratory to the constraints of time, cost, and safety. Students are also 
compelled to learn independently from literature and sought guidance from their supervisor 
and found to be involved in peer to peer learning as they tried to solve the problems.

Supervisors of the OEL project need to invest time to supervise the OEL groups as our experi-
ence shows that while few of the OEL groups tend to seek shortcuts and find the easiest way 
to complete the project, the reality is many of the OEL groups tend to choose the most exciting 

Year Sample size, n Mean, μ Standard deviation, σ Mode and median

2014 48 3.50 ±0.30 3 (Average)

2015 65 4.00 ±0.50 4 (Very effective)

2016 75 4.08 ±0.59 4 (Very effective)

2017 67 3.75 ±0.53 4 (Very effective)

Table 9. Analysis of exit survey response on effectiveness of OEL in strengthening laboratory problem-solving skills.

Figure 3. Exit survey response of students on how effective OEL in strengthening students’ laboratory problem-solving 
skills.
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path. However, due to the constraints in resources and time, many of the chosen exciting paths 
taken by the OEL groups are not practical. It was the experience of the supervisors that can help 
the students to take into considerations the practical aspects of the project to enable them to com-
plete the OEL project within the time frame. Creative students will find the given autonomy, and 
fewer restrictions on the implementation of OEL project will increase their intrinsic motivations 
as they themselves (to certain extent) define the direction of the OEL project. The creativity in 
solving OEL project usually would translate well into the good assessment grades by the OEL 
supervisor as students make an impression by giving fresh ideas and unorthodox approaches.

Nonetheless, not all students would be pleased on the introduction of OEL initiatives, as a hand-
ful of students were found to be frustrated, as the results of OEL do not necessarily be one cor-
rect answer. Students also feel that the increased interaction with the laboratory teammates and 
the technicians as well as the progress of the OEL project sometimes depends on factors beyond 
individual control that can contribute to their frustration. The OEL initiative also found to create 
many logistic and laboratory safety issues. In TL, each piece of equipment had one specific role 
with particular standard operating procedures, whereas in OEL, students are required to use 
different raw materials and operating parameters in order to meet the needs of their problems 
and thus, creates additional load to the laboratory technician to monitor the experimental work 
by the students. The laboratory technicians also need to upgrade their know-how and knowl-
edge, especially the safe operating limit of equipment and limit of its flexibility in adapting to 
new experiments.

It is important for the course or program owner to note that the considerations for selecting 
and embedding OEL in laboratory courses depend on the learning outcomes. It is the labora-
tory course’s intended learning outcomes that dictate the pedagogy and assessment for labo-
ratory courses. This is the crux of constructive alignment in the philosophy of outcome-based 
education. Adopting TL approach would be sufficient if the intended learning outcomes in 
the laboratory course simply concentrate on students’ ability to skillfully conduct experiments 
on certain topics; however if the intended learning outcomes of the laboratory course would 
be the ability of the students to design an experiment on a given topic and at higher level the 
program intended outcome aspires to increase the experiential learning of the students then 
the TL approach would be less adequate and it warrants a better delivery method to achieve 
the intended learning and program outcomes such as OEL.

6. Conclusions

Analysis for the reflection activity showed that there are mixtures on the students’ perception 
on OEL. Some of the students see the OEL initiatives did help them to have a deeper under-
standing on the fundamental concept of chemical engineering like mass transfer and heat 
transfer. On the other hand, there are a handful of students who perceive this OEL as a burden 
to them like creating their own experimental procedures. A higher percentage of the students 
agreed that OEL activities provide them better laboratory skills than TL. OEL initiatives never-
theless increase the experiential learning of the students as they equip and prepare them better 
in their research-based final-year project (FYP) and facing the real environment in industry.
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Abstract

This chapter describes the boriding process and the parameters that govern it. It also
describes the features of the obtained layers and the main applications of materials treated
with this hardening process. The kinetics of growth of the Fe2B face is described using a
mathematical model, in which the evolution of the growth of the boride layers is assumed
to be controlled by the boron diffusion by means of a dimensional analysis of Fick’s
second law. The evolution of the growth of the Fe2B face on a low-carbon steel surface is
illustrated by contour diagrams that involve the main variables of the process (time and
exposure temperature). This type of diagrams allows the optimization of the process as a
function of the treatment parameters.

Keywords: boriding, iron boride, kinetics, surface layers, low carbon steel

1. Introduction

Boriding is a thermochemical treatment by which it is possible to obtain extremely hard layers.
Through boriding, it is possible to enhance the wear resistance and corrosion resistance of acid
and/or alkaline media.

Through boron diffusion in the surface of a metal or alloy, a dense zone of borides of the base
metal with high mechanical properties is expected to appear.

The relatively small size of the boron atom (8.7 x 10�2 nm) allows it to diffuse in a high variety of
metals, such as iron alloys, nickel, nickel alloys, cobalt alloys, titanium and titanium alloys [1].
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Boron reacts with metals to form intermetallic compounds that enhance surface hardness and
increase wear resistance [2].

The formation of iron borides during the boriding of steel alloys, consists of two main reac-
tions. First, nucleation of the iron boride particles on the surface of the substrate takes place;
then, a diffusive process occurs where the layer starts to grow on the metallic surface.

The thickness of the achieved layers is highly dependent on the temperature at which the
process is realized and on the exposure time. During the diffusion process and the subsequent
absorption of boron atoms, the formation of interstitial solid solutions, which can be single-or
double-face Fe2B or Fe2B/FeB, occurs.

The formation of the FeB and Fe2B faces can be explained by the low solid solubility of atomic
boron in steel. When this value is not exceeded, the boron can only be present in the iron
matrix as a solid solution. However, when the limit of solubility is reached, the Fe2B face is
formed and grows with a flat front during the boriding process if enough active boron is
provided [2].

During the diffusion process, borides are formed in grain boundaries. Also, as the transporta-
tion of boron atoms through the grain boundaries increases, the formation of a flat front can be
disturbed and the Fe2B face will have an irregular morphology similar to a saw-toothed shape.

Nevertheless, although the Fe2B face is formed with a saw-toothed morphology, one should
note that, once a continuous face of Fe2B is formed, it will act as a diffusion barrier, this is
because of some properties of this boride, such as a high melting point and high stability at
high temperatures, which are characteristics of the compounds known as inhibiters of diffu-
sion. Therefore, it is expected that the Fe2B face could be a barrier for boron or iron diffusion.

On the other hand, to obtain the uninterrupted growth of the Fe2B face, a continuous flux of
boron or iron is necessary, depending on the side of the Fe2B/Fe interface on which the
diffusion occurs. Likewise, by assuming that the growth of the Fe2B boride occurs from the
surface to the interior of the substrate (that is, in the Fe/Fe2B interface) and that the boron flux
has to pass through the previously formed diffusion barrier of Fe2B, the Fe-B relation will not
have the required proportion to continue forming the Fe2B-type boride. The proportion of
boron will be lower because the active boron is accumulated at the back at the Fe2B face. This
sequence of events could explain why FeB is generally the outermost face in steels exposed to
boriding for long periods of time and high temperatures where the diffusion speed is higher.

In that sense, a metallic matrix with a high concentration of alloy elements could enhance the
formation of a double-face FeB/Fe2B as a consequence of the growth of a continuous Fe2B face,
which will act as a diffusion barrier.

1.1. Mechanical, physical, and chemical properties of iron borides

The structure of borides is determined by the size of the boron atom and the size of the atoms
of the material in which it is diffused, as well as its strong tendency to mix with them. Boron is
highly soluble in materials with a small atomic volume, such as iron and its alloys. Depending
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on the characteristics of the substrate and boron’s potential to be employed during the treat-
ment, it is possible to generate single-face (Fe2B) or double-face (FeB/Fe2B) layers on the
surface, which will be hard layers with a saw-toothed morphology.

According to Matuschka [3], the chemical composition of iron borides can be obtained from
the Fe/B faces, as shown in Figure 1.

The FeB face has 16.2% boron by weight and has an orthorhombic crystalline structure, with
lattice parameters a = 0.4053 nm, b = 0.5495 nm, and c = 0.2946 nm. On the other hand, the Fe2B
face contains approximately 8.83% boron by weight with a tetragonal crystalline structure and
lattice parameters a = 0.5978 nm, and c = 0.4249 nm.

Both intermetallic compounds have a preferential crystallographic direction of growth [001]
because the atomic density is higher in that direction.

The nature of the layer formed depends on the boron potential that surrounds the sample.

It has been established that for low-to-medium boron potentials, preferential growth of the
Fe2B face [4] is expected. The formation of the FeB face requires a high boron potential, in
addition to the influence of the alloying elements content in the steel, especially chromium,
nickel, vanadium, tungsten and molybdenum [5].

Figure 1. Iron-boron faces diagram [3].
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of the material in which it is diffused, as well as its strong tendency to mix with them. Boron is
highly soluble in materials with a small atomic volume, such as iron and its alloys. Depending
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on the characteristics of the substrate and boron’s potential to be employed during the treat-
ment, it is possible to generate single-face (Fe2B) or double-face (FeB/Fe2B) layers on the
surface, which will be hard layers with a saw-toothed morphology.

According to Matuschka [3], the chemical composition of iron borides can be obtained from
the Fe/B faces, as shown in Figure 1.

The FeB face has 16.2% boron by weight and has an orthorhombic crystalline structure, with
lattice parameters a = 0.4053 nm, b = 0.5495 nm, and c = 0.2946 nm. On the other hand, the Fe2B
face contains approximately 8.83% boron by weight with a tetragonal crystalline structure and
lattice parameters a = 0.5978 nm, and c = 0.4249 nm.

Both intermetallic compounds have a preferential crystallographic direction of growth [001]
because the atomic density is higher in that direction.

The nature of the layer formed depends on the boron potential that surrounds the sample.

It has been established that for low-to-medium boron potentials, preferential growth of the
Fe2B face [4] is expected. The formation of the FeB face requires a high boron potential, in
addition to the influence of the alloying elements content in the steel, especially chromium,
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Figure 1. Iron-boron faces diagram [3].
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The presence of oxygen during the treatment favors the formation of porosity in the borides
because oxygen reacts with the carbon of the boriding agent (B4C) and forms CO and a boron
oxide, which obstructs the boriding process; thus, the formation of boron oxides consumes the
active boron as B2O3 [6].

The porosity of the boride layers represents points of stress concentration, which indicates
degradation of the mechanical properties of the layers Table 1 shows some chemical and mecha-
nical properties of the iron borides.

1.2. Influence of the alloying elements on the growth of borides

The morphology of the growth front of the iron borides is determined mainly by the alloying
elements in the substrate and not by the preferential crystalline growth of the layers in the
[001] direction, as was initially proposed [3, 7]. A saw-toothed front is observed mainly in pure
iron and low-to-medium carbon steels. However, in high-carbon-content steels, the thickness
of the layers tends to decrease because carbon atoms do not diffuse on the boriding faces and
tend to be pushed into the matrix of the substrate, thereby forming a diffusion zone just below
the layer.

Elements like nickel and chromium in concentrations of up to 9% and 6% by weight, respec-
tively, favor the formation of iron borides with flat growth fronts.

Segregation of the alloying elements occurs from the substrate to the boride layers by forming
intermetallic compounds with active boron. The atoms of the alloying elements diffuse in the
layer substitutionally and tend to concentrate in the tips of boride columns, causing a reduc-
tion in the active boron flow in this zone; this is why iron-boron reactions lose importance and
the size of the columns decreases progressively.

Figure 2 shows three microphotographs of iron boride layers obtained from three ferrous
substrates, where different morphologies of the growth fronts as a function of the alloying
elements of each material can be observed.

1.3. Applications of the boriding process

The use of boriding as a surface-hardening process greatly improves the mechanical, physical
and chemical properties of the surface of materials exposed to it.

Properties FeB Fe2B

Density (g/cm3) 6.75 7.43

Thermal expansion coefficient (ppm/K) 23 in the range of 200–873 K 7.65–9.2 in the range of 373–1073 K

Hardness (HV) 1900–2200 1800–2000

Young’s modulus (GPa) 590 285–295

Fatigue resistance It can increase in 33% in layers up to 40 μm
in thickness (185 a 245 N/mm2)

Table 1. Some chemical and mechanical properties of the iron borides.
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Table 2 shows some materials exposed to boriding and their properties before and after the
process.

In industrial applications, a single Fe2B face is more desirable than a double FeB/Fe2B-type face
layer because of the formation of cracks in the interface of growth, which are caused by the

Figure 2. Morphology of the boride layers of different ferrous alloys: a) AISI H13, b) AISI 1018 and c) AISI 316.

Steel Surface layer Hardness (HV)
Before and after treatment

Ref

(AISI) Before After

5140 Fe2B 253 1198–1739 [1]

4340 FeB-Fe2B 300 1077–1632 [1]

D2 FeB-Fe2B 660 1500–2140 [1]

1018 Fe2B 126 1800–1843 [2]

9840 FeB-Fe2B 265 1600 [9]

1018 Fe2B 120 1700 [9]

4140 FeB-Fe2B 290 1446–1739 [12]

Table 2. Materials exposed to boriding and the resulting properties.
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difference in the thermal expansion coefficients of the two faces. Additionally, the substrate
generates residual stresses of compression and tension during the growth of borides.

1.4. Kinetics of growth of iron borides

1.4.1. Influence of experimental conditions on the formation of the iron boride layers

In order to control the boriding process and achieve its automatization, it is essential to know
the kinetic parameters that govern it [8]. Some mathematical models have been developed to
establish the variables that affect the kinetics of the boride layer formation process and thus
generate a layer thickness according to the needs of the operation [9].

The thickness of the resulting layer has to be determined as a function of the base material.
According to the industrial application, a layer thickness in the range of 15 to 20 μm (thin
layers) is employed as protection against adhesive wear (stamping die, extrusion tools, etc.).
For erosion-corrosion protection, it is recommended to work with relatively high-thickness
layers (50 to 250 μm) formed on low-alloy steels. In the case of high-alloy steels, the optimum
layer thickness is between 25 and 76 μm [10].

In this chapter, the evolution of boron diffusion on Fe2B is described by considering the
experimental data of layer growth, obtained during the application of the powder-pack
boriding process to a low-carbon steel. Additionally, the kinetic growth of the Fe2B layer can
be analyzed by the estimation of its thickness as a function of the processing time in the
examined temperature range.

1.4.2. Diffusion model

During the boriding process, the layer thickness increases as the treatment temperature and
time increase, maintaining a parabolic relation between the thickness of the layer and the time
of treatment [11].

From experimental layer thickness data, it is possible to determine the parabolic growth
constants. It is necessary to assume that the rate of growth is controlled by boron diffusion by
means of a dimensional analysis of the second law of Fick

∂C
∂t

¼ D
∂2C
∂X2 (1)

In general, the deduction of Fick’s second law is very complex; nevertheless, a solution can be
considered as:

C x;tð Þ ¼ Aþ Berf
x

2
ffiffiffiffiffiffi
Dt

p
� �

(2)

The expression of Eq. (2) considers a case where the boron concentration profile in the Fe2B
face is a lineal function, as shown in Figure 3.
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The initial and boundary conditions for the interval 0 ≤ x ≤u can be established from the
concentration profile, as shown in Figure 3.

The initial conditions are:

x ¼ 0, C x;tð Þ ¼ Cs (3)

Thus, the substitution of x y C x;tð Þ in Eq. (2) results in:

Cs ¼ Aþ B 0ð Þ, A ¼ Cs (4)

The boundary conditions are established as:

x ¼ u; C x;tð Þ ¼ C0 (5)

Then, by substituting Eq. (5) in Eq. (2), it can be established that:

C0 ¼ Cs þ Berf
u

2
ffiffiffiffiffiffi
Dt

p
� �

(6)

Then, extracting B from Eq. (6) results in:

B ¼ C0 � Cs

erf u
2
ffiffiffiffi
Dt

p
� �

0
@

1
A (7)

Replacing A and B in Eq. (4) results in:

Figure 3. Schematic representation of the boron concentration profile on the Fe2B layer.
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C x;tð Þ ¼ Cs þ C0 � Cs

erf u
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ffiffiffiffi
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p
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On the other hand, it is well known that:
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erf
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) 0 (9)
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Finally, the boron concentration in the Fe2B layer is expressed as follows:

C x;tð Þ ¼ Cs þ C0 � Csð Þerf x
2
ffiffiffiffiffiffi
Dt

p
� �

(11)

When the layer thickness (x) is extracted from Eq. (11), it can be rewritten as:

x2 ¼ 2
ffiffiffiffi
D

p
erf�1 C x;tð Þ � Cs

C0 � Cs

� �� �2
t (12)

where:

C x;tð Þ is the boron concentration at a distance x at a time t (mol/m3).

Cs is the boron concentration at the surface of the sample (mol/m3).

C0 is the boron concentration at the substrate (mol/m3).

x is the thickness of the layer [μm].

t is the treatment time [s].

D is the boron diffusion coefficient in the Fe2B layer [m2/s].

erf is the Gauss error function [11].

Consequently, for a distance x at any time t, the relation between the boron concentrations and
the diffusion coefficient remains constant, as shown in Eq. (13). Therefore, Eq. (12) takes the form
of Eq. (14).

K ¼ 2
ffiffiffiffi
D

p
erf�1 C x;tð Þ � Cs

C0 � Cs

� �� �2
(13)

K is the constant of parabolic growth [m2 s�1], expressed by Eq. (13).

x2 ¼ Kt (14)

x is the layer thickness [m] and K depends on the boron diffusion coefficient in the Fe2B layer
and the boron concentration gradients through the thickness of the Fe2B layer, and t is the
treatment time [s].
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Considering that for the treatment conditions (time and temperature), the square of the
layer thickness changes linearly with time, the relation between the constant of parabolic
growth (K), the activation energy, and the temperature of the process can be expressed as an
Arrhenius model:

K ¼ Ko exp � Q
RT

� �
(15)

where Ko is a pre-exponential factor that depends on the boron potential of the boron source
surrounding the substrate during the thermochemical treatment [m2 s�1] and R is the universal
constant of ideal gases [8.3144 J mol�1 K�1].

The activation energy needed to make the diffusion process occur in the Fe2B layer can be
estimated by plotting Eq. (15) in logarithmic form, as follows:

lnK ¼ lnKo � Q
RT

� �
(16)

Figure 4 shows the graph lnKvs 1=T, where the resulting straight line can be observed.

Finally, after the constant of parabolic growth (K) and the pre-exponential factor (K0) have been
determined for the specific range of experimental conditions (temperature and time), Eq. (14)
can be transformed to:

Figure 4. Graph lnKvs 1=T.
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x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K0 � exp

�Q
RT

� �s
t (17)

Eq. (17) describes the relation between the layer thickness and the experimental parameters of
time and temperature. According to Eq. (17), the behavior of the layer thickness as a function
of the treatment conditions can be described by means of contour diagrams [12], based on the
previously established empirical relations, between the process parameters and the thickness
of the boride layers. These contour diagrams are especially useful when the aim is to optimize
the boriding process, since the experimental parameters can be estimated as a function of the
desired layer thickness.

Figure 5 shows a contour diagram that shows the experimental conditions of time and tem-
perature as a function of the layer thickness.

The contour diagram can be an excellent tool for determining the best treatment conditions for
the generation of the determined layer thickness after the analysis of the experimental results.

1.4.3. Experimental considerations

Before to the experimental process it is necessary to observe certain considerations in order to obtain
the best results. The next issues are the steps to followduring the powder-pack boriding process:

1.4.3.1. Establishment of treatment conditions

Boriding process takes place in a range of temperatures from 800 to 1100�C and exposure times
between 1 and 12 h, depending on the chemical composition of the substrate. The treatment

Figure 5. Contour diagram that describes the behavior of the iron boride layers as a function of the experimental
conditions.
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conditions are the main features that determine the characteristics of the layers such as thick-
ness, hardness and Young’s modulus.

1.4.3.2. Selection and preparation of the material

Boriding process can be applied to a several metallic materials, nevertheless, it is very impor-
tant to consider that resulting layers will be affected by the chemical composition of the
substrate. Also the dimensions of the samples have to be considered according to the internal
dimensions of the furnace.

Samples should be metallographically prepared in order to allow the correct diffusion of the
boron. The metallographic process consists on grind the samples by means of SiC emery paper
from 60 to 600 mesh to obtain a good final roughness after the boriding process. Samples
should be clean preferably by sonication to remove any impurity.

1.4.3.3. Packaging of the samples

Samples should be packaged in a SS container as shown in Figure 6, it is very important to
make sure that the samples are perfectly covered with the powder mixture to avoid the
oxidation. The powder mixture can be of different composition but the most commonly used
is CSi 90% wt., B4C 5% wt., and KBF4 5% wt.

1.4.3.4. Furnace requirements

For the application of the powder-pack boriding it is no necessary a special furnace, so that, it
is enough a conventional furnace with temperature control. The temperature of the furnace has
to be set according to the pre-established value and let that the furnace is to stabilize.

1.4.3.5. Thermochemical treatment

Once the temperature in the furnace is stable, the SS container with the samples is set into it
and after the temperature stabilizes again, the process starts.

After the process time, the SS container with the samples is removed from the furnace and
cooled to room temperature in quiet air. Then, samples are cleaned with scotch fiber to remove
impurities.

Figure 6. Schematic representation of the location of the samples inside the boriding mixture (dimensions in millimeters).
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impurities.

Figure 6. Schematic representation of the location of the samples inside the boriding mixture (dimensions in millimeters).
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1.5. Application example

1.5.1. Treatment conditions

In this application example, three temperatures (1173, 1223, and 1273 K) and three exposure
times (1.5, 3, and 5 h) for each temperature were considered, as treatment conditions.

Experimental conditions are the main features that determine the layer’s properties such as
thickness, hardness and Young’s modulus.

1.5.2. Sample material

Cylindrical samples of AISI 1018 (structural Steel) with 10 mm diameter and 5 mm length were
considered as the samples for the experiments. Their chemical composition was as follows:
0.15–0.20%wt. C, 0.6–0.90%wt. Mn, 0.04%wt. P max., 0.15–0.30%wt. Si and 0.05%wt. S max.
The hardness of annealed AISI 1018 is 126 HB; nevertheless, after boriding a surface layer, high
hardness can be expected (2000 HV).

1.5.3. Thermochemical treatment of powder-pack boriding

Powder-pack boriding was considered as a good alternative to generate hard layers, because it
is a low-cost process and the resulting layers are of reasonable quality. The process consists of
packing the samples in a powder mixture rich in boron inside of a stainless steel box.

The powder-pack method offers some advantages over others techniques because it does not
require the presence of an inert atmosphere, so that it can be carried out in a conventional
furnace. The powder mixture generally consists of 5%wt. B4C which acts as a boron donor, 5%
wt. KBF4 which acts as an activator and 90%wt. SiC which acts as a diluent [13].

The samples´ location inside of the SS box is of great importance because the amount of
boron that diffuses to the samples depends on the amount of boron in the source surround-
ing the samples [13]. In addition, an insufficient amount of boriding agent can facilitate the
presence of oxygen, which would allow the formation of iron oxides on the surface of the
material. A boriding agent thickness of 10 mm around the samples is considered enough to
protect them from oxidation during the process because of the absence of an inert atmo-
sphere.

The chemical reaction that takes place during the boriding process is as follows:

B4Cþ 3SiCþ 3O2 �!BF3
SiF4

2Siþ SiO2 þ 4CO (18)

It is clear that KFB4 aggregated as an activator does not interfere in the chemical reaction, so
that it does not contribute free boron during the thermochemical process.

1.5.4. Physical characterization of the hardened steels

Figure 7 shows the process diagram of the physical characterization of the Fe2B layers
obtained on the surface of the ASISI 1018 steel.
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1.5.5. Layers thickness measurement

The measurement of the layer thickness was realized through the digitization of microscopy
images by means of specialized software of image analysis.

Figure 8 shows the methodology used for the measurement of the layer thickness of the Fe2B
layers. At least 50 measurements are recommended for each picture in order to achieve a
reliable value of the thickness.

Figure 7. Flux diagram of the physical characterization of the AISI 1018 steel.

Figure 8. Methodology for the layer thickness measurement.

Kinetics of Growth of Iron Boride Layers on a Low-Carbon Steel Surface
http://dx.doi.org/10.5772/intechopen.73592

49



1.5. Application example

1.5.1. Treatment conditions

In this application example, three temperatures (1173, 1223, and 1273 K) and three exposure
times (1.5, 3, and 5 h) for each temperature were considered, as treatment conditions.

Experimental conditions are the main features that determine the layer’s properties such as
thickness, hardness and Young’s modulus.

1.5.2. Sample material

Cylindrical samples of AISI 1018 (structural Steel) with 10 mm diameter and 5 mm length were
considered as the samples for the experiments. Their chemical composition was as follows:
0.15–0.20%wt. C, 0.6–0.90%wt. Mn, 0.04%wt. P max., 0.15–0.30%wt. Si and 0.05%wt. S max.
The hardness of annealed AISI 1018 is 126 HB; nevertheless, after boriding a surface layer, high
hardness can be expected (2000 HV).

1.5.3. Thermochemical treatment of powder-pack boriding

Powder-pack boriding was considered as a good alternative to generate hard layers, because it
is a low-cost process and the resulting layers are of reasonable quality. The process consists of
packing the samples in a powder mixture rich in boron inside of a stainless steel box.

The powder-pack method offers some advantages over others techniques because it does not
require the presence of an inert atmosphere, so that it can be carried out in a conventional
furnace. The powder mixture generally consists of 5%wt. B4C which acts as a boron donor, 5%
wt. KBF4 which acts as an activator and 90%wt. SiC which acts as a diluent [13].

The samples´ location inside of the SS box is of great importance because the amount of
boron that diffuses to the samples depends on the amount of boron in the source surround-
ing the samples [13]. In addition, an insufficient amount of boriding agent can facilitate the
presence of oxygen, which would allow the formation of iron oxides on the surface of the
material. A boriding agent thickness of 10 mm around the samples is considered enough to
protect them from oxidation during the process because of the absence of an inert atmo-
sphere.

The chemical reaction that takes place during the boriding process is as follows:

B4Cþ 3SiCþ 3O2 �!BF3
SiF4

2Siþ SiO2 þ 4CO (18)

It is clear that KFB4 aggregated as an activator does not interfere in the chemical reaction, so
that it does not contribute free boron during the thermochemical process.

1.5.4. Physical characterization of the hardened steels

Figure 7 shows the process diagram of the physical characterization of the Fe2B layers
obtained on the surface of the ASISI 1018 steel.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering48

1.5.5. Layers thickness measurement

The measurement of the layer thickness was realized through the digitization of microscopy
images by means of specialized software of image analysis.

Figure 8 shows the methodology used for the measurement of the layer thickness of the Fe2B
layers. At least 50 measurements are recommended for each picture in order to achieve a
reliable value of the thickness.

Figure 7. Flux diagram of the physical characterization of the AISI 1018 steel.

Figure 8. Methodology for the layer thickness measurement.

Kinetics of Growth of Iron Boride Layers on a Low-Carbon Steel Surface
http://dx.doi.org/10.5772/intechopen.73592

49



1.6. Results and discussion

1.6.1. Layer thickness

The layer thickness was obtained by the methodology described in Figure 8. Each numerical
value of layer thickness was the result of the average of at least 50 measurements and the
results are shown in Table 3.

Figure 9 shows the evolution of the layer thickness as a function of the temperature and
treatment time, according to Eq. (14).

According to the results, the growth of the layers is described by a parabolic function (Eq. 14).
The slopes of the lines obtained from Figure 9 represent the constants of parabolic growth K,
which indicates a controlled growth [1, 8, 14, 15].

Table 4 shows the values of the parabolic growth constant K, which were obtained from the
slopes of the straight lines shown in Figure 9.

Temperature. (K) 1.5 h 3 h 5 h

1173 32.51 � 3.92 58.57 � 6.27 73.96 � 6.24

1223 45.37 � 5.11 67.05 � 10.28 86.02 � 7.23

1273 48.55 � 4.22 76.82 � 6.67 97.84 � 10.01

Table 3. Layers thickness of Fe2B (μm) obtained for the different treatment conditions of time and temperature.

Figure 9. Evolution of the layer growth as a function of the different treatment conditions.
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1.6.2. Estimation of the activation energy

Interstitial diffusion occurs when the atoms move from an interstitial position to another
unoccupied neighbor but without permanently displacing any of the atoms in the crystalline
network of the solvent. In general, less energy is required to displace an interstitial atom from
the surrounding places. Consequently, the activation energy necessary for the process is
smaller for interstitial diffusion than for vacancy or substitutional diffusion.

The activation energy necessary to make the process occur can be obtained by applying an
Arrhenius-type expression (Eq. 16), as shown in Figure 10. As one can observe, from the
plotting of the Eq. 16 (Figure 10), the slope of the straight line resulting of the graph can be
used for the calculation of the activation energy as follows:

m ¼ Q
R

(19)

According to Eq. (19), activation energy can be estimated as:

Q ¼ m∗R

Figure 10. Behavior of the constant of parabolic growth as a function of the treatment temperature.

Temperature (K) K (m2 s�1) 1/T Ln K K0 Q (KJ/mol)

1173 3.47E-13 8.53E-04 �2.87E + 01 1.8383E-10 61.3719122

1223 4.23E-13 8.18E-04 �2.85E + 01

1273 5.69E-13 7.86E-04 �2.82E + 01

Table 4. Constant of parabolic growth (K) and parameters for calculation of activation energy.
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Then, by substituting the values of m and R:

Q ¼ 7381:4ð Þ 8:3144ð Þ

The estimated activation energy value for the formation of the Fe2B layer on the AISI 1018 steel
surface was 61.37 KJ/mol. This value was compared with those obtained by different studies
for different boriding steels (Table 5).

As can be seen in Table 5, the activation energy is also a function of the chemical composition
of the substrate exposed to boriding, so that it increases as the alloying elements in the
substrate increase.

The pre-exponential factor (K0) can be also achieved from the Figure 10 as shown in Table 4.

According to the results obtained from the Figure 10, Eq. (17) can be re-written as:

x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:84E� 10exp � 61371:9122

8:3144T

� �
tð Þ

s
(20)

Eq. (20) can be used to estimate the layer thickness as a function of the experimental conditions
of time and temperature.

Table 6 compares the experimental values of the layer thickness and those estimated by
Eq. (20) after determining the activation energy Q and the pre-exponential constant K0 values
for the treatment conditions.

Material Boriding method Faces in the layer Layer morphology Activation energy, kJ/mol Reference

AISI W1 B4C powder FeB, Fe2B Flat 171.2 [16]

AISI 5140 Salt bath FeB, Fe2B, CrB, Cr2B Saw-toothed 223 [1]

AISI 4340 Saw-toothed 234

AISI D2 Flat 170

AISI H13 B4C paste FeB, Fe2B, CrB, Cr2B Flat 186.2 [17]

AISI 4140 Salt bath FeB, Fe2B, CrB Saw-toothed 218.4 [12]

AISI 1018 B4C paste Fe2B Saw-toothed 161.82 [11]

AISI 1018 B4C Powder Fe2B Saw-toothed 61.37 Present work

Table 5. Values of the activation energy obtained for different steels exposed to boriding.

Temperature. (K) 1.5 h 3 h 5 h

Experimental By model Experimental By model Experimental By model

1173 32.51 � 3.92 39.98 58.57 � 6.27 56.55 73.96 � 6.24 73.01

1223 45.37 � 5.11 45.61 67.05 � 10.28 64.5 86.02 � 7.23 83.26

1273 48.55 � 4.22 51.48 76.82 � 6.67 72.8 97.84 � 10.01 93.99

Table 6. Comparison between the experimental values of layer thickness (μm) and those obtained by applying the Eq. 20.
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Table 6 shows a good agreement between the experimental values and those obtained from
Eq. (20). These results indicate that it is possible to optimize the boriding process in industrial
applications.

1.6.3. Contour diagram

Based on Eq. (20), it is possible to generate a contour diagram that represents the evolution of
the layer thickness as a function of the experimental parameters, as shown in Figure 11.

Contour diagrams like these are especially useful in industrial applications, where representa-
tive process schemas are required to estimate quickly and reliably the desired layer thicknesses
for a particular application.

1.7. Conclusions

According to the results, it is possible to observe that the layer thickness increases as the tempe-
rature and the treatment time increases, so the layer growth can be controlled.

The behavior of the parabolic growth constant as a function of the treatment temperature was
established to determine the activation energy required for the formation of the boride layer on
the surface of the AISI 1018 steel. Likewise, the boriding mixture used for the formation of the
surface layer was enough to supply the required boron at different treatment conditions of
time and temperature.

Figure 11. Contour diagram for the estimation of the layer thickness as a function of the experimental conditions.
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Finally, the growth of the Fe2B layers on the surface of the AISI 1018 steel was represented by a
contour diagram that establishes the time and temperature conditions of the boriding process,
which helps to ensure the optimization of the process for superficially hardened low-carbon steels.
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Abstract

A short review of the state of the art in experimental and computational fluid dynamics 
(CFD) characterization of micro-hydrodynamics and physicochemical processes in stirred 
tanks and agglomeration reactors is presented. Results of experimental and computa-
tional studies focusing on classical mixing tanks as well as other innovative reactors with 
various industrial applications are briefly reviewed. The hydrodynamic characterization 
techniques as well as the influence of the fluid dynamics on the efficiency of the physico-
chemical processes have been highlighted including some of the limitations of the reported 
modeling approach and solution strategy. Finally, the need for specialized CFD codes tai-
lored to the specific needs of fluid-particle reactor design and optimization is advocated to 
advance research in this field.

Keywords: physicochemical, hydrodynamics, wet agglomeration, stirred tanks, CFD

1. Introduction

Hydrodynamic and physicochemical interactions play an important role in many industrial 
unit processes and hence its importance in many engineering applications of fluid flow. Fluid 
flow investigations in a wide range of process conditions as well as complex biological, physi-
cal and chemical processes have been the subject of many scientific publications over the past 
two decades. Several studies on bench, pilot and industrial scales have been conducted on a 
wide variety of hydrodynamic conditions and different reactor geometric designs. In many of 
these studies, the aim is to provide an insight into the fluid flow and process dynamics in terms 
of the spatial and temporal evolution within the flow device, and in some cases, performance 
testing of newly designed flow units and processing techniques with potential applications on 
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Figure 1. Reactor design and process optimization parameters in mixing tank applications.

industrial scale. Regardless of the focus of these studies, it is quite apparent that valuable infor-
mation can be obtained from the basic study of fluid flow dynamics in process units especially 
from design and optimization perspective.

A quick survey of the studies in this field shows that many innovative process reactors have 
been successfully tested on different scales for a wide variety of technical applications rang-
ing from fine particle separation and water purification to cell culture preparation [1–6]. 
Experimental data, which are collected in these studies for numerical validation purposes, 
are often used to characterize the hydrodynamic behaviour as well as to quantify the fluid 
parameters of interest such as the flow velocity profile, vorticity, turbulent kinetic energy and 
its rate of dissipation, turbulent intensity, and so on. While there is a large body of scientific 
literature focusing on the hydrodynamics and physicochemical processes in stirred tank reac-
tors, the aim of the present communication is to briefly summarize developments in this field 
especially in the application of the knowledge of the fluid dynamics to fluid-particle reactor 
design, development and optimization.

2. Design and formulation of mixing tank problems

2.1. Design parameters and process optimization

In fluid engineering problems, research has shown that it is possible to optimize all influencing 
process parameters in an evolutionary manner right from the conceptual design to the final 
performance testing phase. This will entail the integration of the fluid flow investigation with 
the process reactor conceptual design and system optimization [1]. Nowadays, this multistage 
process design and optimization work flow shown in Figure 1 can be fully automated through 
the use of computational platform. In formulating and developing a numerical solution strat-
egy to a particular physical problem involving fluid-particle interactions, a sound theoretical 
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understanding and analysis of the problem is often required. This will assist in the selection of 
appropriate experimental data collection methods and mathematical models that sufficiently 
encapsulate the physics of the problem. A number of numerical approaches and solution strate-
gies discussed in the subsequent sections have been developed for a multitude of fluid flow 
scenarios. Therefore, it is important to evaluate each circumstance individually and form an 
opinion regarding which model would provide the best fit for a particular fluid engineering 
problem. It has been suggested that the robustness of any mathematical model is a function of 
the numerical code being used and the flow scenario being modeled [7].

2.2. Fluid dynamics and governing equations

The interactions of different phases in fluid flow occur on different scales of the fluid motion as 
depicted in Figure 2. Fluid dynamics is primarily focused on the macroscopic phenomena of the 
fluid flow in which the fluid is treated as a continuum. For instance, a fluid element is composed 
of many molecules, and the fluid dynamics represent the behaviour of the numerous molecules 
within the system. This concept with certain assumptions forms the basis of the derivation of 
fluid conservation equations of mass and momentum also known as the Navier-Stokes equation 
using a fluid control volume [8, 9]. The general form of the governing equations of mass and 
momentum conservation in any fluid flow system can be written as follows (Eqs. (1) and (2)):

    
∂ρ

 __ ∂t   + ∇  ∙  (ρ v →  )  =  S  m    (1)

    ∂ __ ∂t   (ρ v →  )  + ∇  ∙  (ρ v →   v →  )  = − ∇p + ∇  ∙  ( τ   ̿ )  + ρ g →   +  F 
→
    (2)

Figure 2. Multiscale modeling approach to fluid-particle interactions (reproduced from [14] with permissions © 2017 
Springer).
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where  ρ  is the density,  p  is the static pressure,   v →    is the velocity component,   S  m    is the source 
term that represent the mass added to the continuous phase from the disperse phase or any 
user define source,   τ   ̿   represents the stress tensor due to viscous stress,  ρ g →    is the gravitational 
force and   F 

→
    represent the exerted body forces [10–13].

2.3. Modeling approach and solution strategies

In modeling complex single and multiphase flows in mixing tanks and process reactors, there 
exist two common numerical solution strategies, namely Eulerian-Eulerian and Eulerian-
Lagrangian modeling approach, depending on the scale of the fluid flow as shown schemati-
cally in Figure 3. In the former, the fluid domain is treated as an interpenetrating continuum, 
while in the latter, the discrete or distinct particles of the dispersed phase are tracked in the 
Lagrangian reference frame. In addition to the flow field, information on the particle popu-
lation such as the mean size, mass or volume fraction, and number density can be obtained 
using either of the two approaches [10]. Several variants of these two classes exist such as the 
Eulerian granular model based on the kinetic theory of granular flow (KTGF), disperse phase 
model (DPM), discrete element model (DEM) and the macroscopic particle model (MPM). 
In the case of Eulerian-Eulerian approach, the species distribution of the discrete phase may 
be accounted for using the population balance model (PBM), while the Eulerian-Lagrangian 
models can directly compute the particle size distribution while taking into account different 
collision and interaction mechanisms using DEM [15–18].

2.3.1. Treatment of flow domain and turbulent flow conditions

Turbulence modeling forms an integral part of the numerical analysis of complex fluid flows 
since most engineering fluid flows entail certain form of instability. Several closure models 

Figure 3. Parametric relationships between different modeling strategies (reproduced from [19] with permissions © 2015 
Annual Reviews).
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have been developed for resolving turbulence parameters in steady-state Reynolds Averaged 
Navier-Stokes (RANS) equations. The two equation eddy viscosity models such as k-ε and 
k-ω have been found to perform reasonably well in the modeling of rotating flows in pro-
cess reactors with the only drawback being the assumption of local isotropic turbulence. The 
underlying theoretical assumptions underpinning the use of these models can be found in 
the following reference texts [12, 13]. Since the reactors encountered in most of the practical 
physicochemical processes contain moving or rotating parts, it is therefore necessary to take 
this into consideration in the preparation of the computational grid. The most common strat-
egy for steady-state calculations include the single reference frame (SRF), multiple reference 
frame (MRF) or frozen rotor approach, mixing plane model (MPM) and snapshot approach, 
while the sliding or dynamic mesh is frequently used in transient calculations of fluid flow. For 
detailed information on the practical applications of the above-mentioned methods, readers 
are referred to the following reference texts [20, 21].

2.3.2. Model coupling for multiphase flow problems

Modeling complex physicochemical processes involving fluid flow sometimes necessitates 
the integration of the existing mathematical models in order to appropriately describe the 
physics of the problem. This can be achieved through the use of specially developed or cus-
tomized in-house numerical codes or a modification of the existing ones with several soft-
ware package vendors offering a platform for software improvement through the use of 
Application Programming Interface API or Application Customization Toolkit ACT. Such 
flexibility allows engineers and researchers to extend the capability and versatility of the 
existing numerical codes. Many software vendors go a step further in this respect by actively 
encouraging the development of scalable apps that extend the capability of their core soft-
ware; an excellent example is the mixing tank template released by ANSYS Inc. for the auto-
mation of mixing tank simulation process. However, there exist several other flexible options 
for numerical code development using the open source platform, and the readers are advised 
to consider available options for their specific problem.

3. Experimental analysis of physicochemical processes

Several analytical and instrumental techniques have been developed for the study of complex 
hydrodynamic-mediated processes found in particle-laden flow—flocculation, wet agglom-
eration, sedimentation, floatation, fluidization and crystallization that often occur in a wide 
range of process conditions. These techniques shown in Figure 4 are used either in the quan-
tification of the hydrodynamics of the carrier and dispersed phase, or in the determination 
of the spatial and temporal evolution of the discrete phase properties such as the change in 
the particle size and distribution. In the case of the hydrodynamic interactions of the carrier 
and dispersed phase, a number of laser-based fluid flow techniques such as particle image 
velocimetry (PIV), particle tracking velocimetry (PTV), laser Doppler anaemometry (LDA), 
laser Doppler velocimetry (LDV), and more recently, radioactive tracking techniques such as 
positron emission particle tracking (PEPT) and computer-aided radioactive particle tracking 
(CARPT) have gained wider acceptance in the scientific community and in industry due to 
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their ease of use and non-intrusive nature [20–22]. These techniques provide valuable insight 
into the salient macroscale fluid flow characteristics such as the instantaneous and time-aver-
aged hydrodynamic behaviour of the continuous phase, as well as the influence of the dis-
persed phase on the fluid flow. This is achieved by coupling the flow field measurements with 
the particulate phase properties and motion [21]. The experimental data set is subsequently 
used in the validation of numerical simulation results [18, 23].

The dominant and widely used macroscale experimental fluid flow characterization tech-
niques are the laser velocimetry and radioactive particle tracking techniques such as the PIV 
or PTV, LDV or LDA with the PIV reported to be a more efficient technique [24]. These on-line 
methods facilitate the determination of the properties of multiphase particle-laden flow espe-
cially at low concentration. These local methods are quite superior to other similar techniques 
such as optical fiber probing and light scattering due to their non-intrusive nature with little 
or no interference on the flow while providing time series and time-averaged fluid flow char-
acteristics with a high spatial resolution [18]. The workings of typical field imaging technique 
such as PIV consist of the tracer particles, laser source for flow illumination and high capac-
ity cameras—complementary metal-oxide semiconductor (CMOS) or charge-coupled device 
(CCD) for the fluid flow image recording. The captured images are thereafter post-processed 
and correlated to obtain the hydrodynamic parameters of interest. Table 1 provides a list 
of recent publications on the experimental analysis of physicochemical processes in stirred 
tanks. These studies demonstrated the importance of robust and reliable experimental data 
for complex fluid flow analysis and numerical model validation. Recent advances in experi-
mental techniques have led to the emergence of radioactive particle tracing measurement 
techniques which aim to improve the ease of data collection, data accuracy and reliability.

In order to correlate the hydrodynamic and process conditions with the suspension or dis-
persion properties especially the change in the species concentration—spatial and temporal 
evolution of the particle size distribution, a number of laboratory measurement techniques 
are widely adopted [25]. The choice will depend to a large extent on the concentration and 
size distribution of the disperse phase and the nature of the flow. Regardless of the chosen 
analytical approach, such a correlation will facilitate an assessment of the treatment process 

Figure 4. Experimental measurement techniques for multiphase particulate flow (reproduced from [18] with permissions 
© 2012 CRC Press).

Laboratory Unit Operations and Experimental Methods in Chemical Engineering62

and the reactor performance under a particular process condition. For instance, the conven-
tional physicochemical simulation tests such as the cylinder, Imhoff cone and jar tests can 
be combined with parametric analytical techniques such as the Buchner-funnel or pressure 
filtration test, capillary suction time (CST) test, electrokinetic charge analysis using colloi-
dal titrations (i.e. zeta and streaming potential), laser light scattering or laser diffraction, 
microscopy, image analysis, photometric dispersion analysis (PDA), fiber optic sensor and 
HNMR spectroscopy. These techniques have been successfully employed to characterize 
the physicochemical process in bench, pilot and full-scale studies [38–41]. A careful con-
sideration of the limitations of each of these approaches will ensure proper selection of an 
appropriate method.

Reactor 
configuration

Stirrer 
configuration

Experimental 
technique

Technical application Tracer particles

Cylindrical tank Rotating disc 2D PIV Mixing/agglomeration Silver-coated and hollow glass 
spheres [1]

Cylindrical tank Hydrofoil 
impellers

PEPT Mixing Radioactive particles [26]

Cylindrical tank Rushton turbine PIV Mixing Polymeric and glass particles 
[27]

Cylindrical tank Hollow blade 
semi-elliptic disc 
turbine

TRPIV, PIV Mixing Neutrally buoyant glass beads 
[24]

Cylindrical tank Pitched-blade 
turbine impeller

FPIV Mixing Soda-lime glass beads [28]

Cylindrical tank Rushton turbine CARPT Mixing Radioactive particles [29]

Cylindrical tank Rushton turbine LDA Mixing Hollow glass spheres [30]

Cylindrical tank Kenics static 
mixer

PEPT Mixing Radioactive particles [31]

Cylindrical tank Pitched-blade 
turbine

PEPT Mixing Radioactive particles [32]

Cylindrical tank Pitched-blade 
turbine

PIV Mixing Silica glass spheres [23]

Square tank Hydro foil 
impeller

PIV, image 
analysis

Mixing/agglomeration In situ agglomerated flocs [33]

Cylindrical tank Six-blade 
Rushton turbine

3V3 Mixing Opt image polycrystalline 
particles [34]

Cylindrical tank Rushton turbine, 
pitched-blade 
turbine

PEPT Mixing Monosized silica gel particles 
[35]

Cylindrical tank Six-blade 
Rushton turbine

PEPT, LDA Mixing Ion-exchange resin particles 
[36]

Cylindrical tank Rotor-stator 
mixer

PIV Mixing Polyamide particles [37]

Table 1. Selected studies on the experimental analysis of physical and chemical processes in stirred tanks.

Hydrodynamic Characterization of Physicochemical Process in Stirred Tanks and Agglomeration Reactors
http://dx.doi.org/ 10.5772/intechopen.77014

63



their ease of use and non-intrusive nature [20–22]. These techniques provide valuable insight 
into the salient macroscale fluid flow characteristics such as the instantaneous and time-aver-
aged hydrodynamic behaviour of the continuous phase, as well as the influence of the dis-
persed phase on the fluid flow. This is achieved by coupling the flow field measurements with 
the particulate phase properties and motion [21]. The experimental data set is subsequently 
used in the validation of numerical simulation results [18, 23].

The dominant and widely used macroscale experimental fluid flow characterization tech-
niques are the laser velocimetry and radioactive particle tracking techniques such as the PIV 
or PTV, LDV or LDA with the PIV reported to be a more efficient technique [24]. These on-line 
methods facilitate the determination of the properties of multiphase particle-laden flow espe-
cially at low concentration. These local methods are quite superior to other similar techniques 
such as optical fiber probing and light scattering due to their non-intrusive nature with little 
or no interference on the flow while providing time series and time-averaged fluid flow char-
acteristics with a high spatial resolution [18]. The workings of typical field imaging technique 
such as PIV consist of the tracer particles, laser source for flow illumination and high capac-
ity cameras—complementary metal-oxide semiconductor (CMOS) or charge-coupled device 
(CCD) for the fluid flow image recording. The captured images are thereafter post-processed 
and correlated to obtain the hydrodynamic parameters of interest. Table 1 provides a list 
of recent publications on the experimental analysis of physicochemical processes in stirred 
tanks. These studies demonstrated the importance of robust and reliable experimental data 
for complex fluid flow analysis and numerical model validation. Recent advances in experi-
mental techniques have led to the emergence of radioactive particle tracing measurement 
techniques which aim to improve the ease of data collection, data accuracy and reliability.

In order to correlate the hydrodynamic and process conditions with the suspension or dis-
persion properties especially the change in the species concentration—spatial and temporal 
evolution of the particle size distribution, a number of laboratory measurement techniques 
are widely adopted [25]. The choice will depend to a large extent on the concentration and 
size distribution of the disperse phase and the nature of the flow. Regardless of the chosen 
analytical approach, such a correlation will facilitate an assessment of the treatment process 

Figure 4. Experimental measurement techniques for multiphase particulate flow (reproduced from [18] with permissions 
© 2012 CRC Press).
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and the reactor performance under a particular process condition. For instance, the conven-
tional physicochemical simulation tests such as the cylinder, Imhoff cone and jar tests can 
be combined with parametric analytical techniques such as the Buchner-funnel or pressure 
filtration test, capillary suction time (CST) test, electrokinetic charge analysis using colloi-
dal titrations (i.e. zeta and streaming potential), laser light scattering or laser diffraction, 
microscopy, image analysis, photometric dispersion analysis (PDA), fiber optic sensor and 
HNMR spectroscopy. These techniques have been successfully employed to characterize 
the physicochemical process in bench, pilot and full-scale studies [38–41]. A careful con-
sideration of the limitations of each of these approaches will ensure proper selection of an 
appropriate method.

Reactor 
configuration

Stirrer 
configuration

Experimental 
technique

Technical application Tracer particles

Cylindrical tank Rotating disc 2D PIV Mixing/agglomeration Silver-coated and hollow glass 
spheres [1]

Cylindrical tank Hydrofoil 
impellers

PEPT Mixing Radioactive particles [26]

Cylindrical tank Rushton turbine PIV Mixing Polymeric and glass particles 
[27]

Cylindrical tank Hollow blade 
semi-elliptic disc 
turbine

TRPIV, PIV Mixing Neutrally buoyant glass beads 
[24]

Cylindrical tank Pitched-blade 
turbine impeller

FPIV Mixing Soda-lime glass beads [28]

Cylindrical tank Rushton turbine CARPT Mixing Radioactive particles [29]

Cylindrical tank Rushton turbine LDA Mixing Hollow glass spheres [30]

Cylindrical tank Kenics static 
mixer

PEPT Mixing Radioactive particles [31]

Cylindrical tank Pitched-blade 
turbine

PEPT Mixing Radioactive particles [32]

Cylindrical tank Pitched-blade 
turbine

PIV Mixing Silica glass spheres [23]

Square tank Hydro foil 
impeller

PIV, image 
analysis

Mixing/agglomeration In situ agglomerated flocs [33]

Cylindrical tank Six-blade 
Rushton turbine

3V3 Mixing Opt image polycrystalline 
particles [34]

Cylindrical tank Rushton turbine, 
pitched-blade 
turbine

PEPT Mixing Monosized silica gel particles 
[35]

Cylindrical tank Six-blade 
Rushton turbine

PEPT, LDA Mixing Ion-exchange resin particles 
[36]

Cylindrical tank Rotor-stator 
mixer

PIV Mixing Polyamide particles [37]

Table 1. Selected studies on the experimental analysis of physical and chemical processes in stirred tanks.
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Test parameters Agitation speed

145 rpm 165 rpm

Mean agglomerate diameter, mm 3.8330 3.9182

Mean agglomerate compressive strength, Nm m−2 0.4298 0.4351

Mean strain rate, s−1 0.3639 0.4088

Mean maximum compressive force, N 4.9476 5.2303

Table 2. Agglomerate characteristics test properties as a function of the reactor agitation speed in a wet agglomeration 
process.

In most of the physicochemical processes involving particulate flow either as a colloidal dis-
persion or granular suspension, the species attributes—mean size, particle concentration and 
distribution and fractal properties of the resulting agglomerates—are the primary parameters 
of interest [21]. In this case, an appropriate physicochemical simulation such as a jar or cyl-
inder test is often followed by a parametric analysis to characterize the process performance 
as a function of species attributes. Several other parameters may be of interest depending on 
the type of reactor and the required solid-liquid separation method. Such parameters may 
include aggregate mean size, shape and distribution, aggregate volume concentration, aggre-
gate strength, sludge volume index, silting index, residual supernatant turbidity, absorbance 
or optical density, electrical conductivity, viscosity, zeta or streaming potential, specific resis-
tance to filtration, capillary suction time, and so on [38, 39]. In the case of chemical optimi-
zation, a parametric dose-response curve will give reasonably accurate information on the 
required chemical dose for a particular process condition [42–45]. Table 2 and Figure 5 show 
a typical correlation of the agglomerate test properties with the process condition—shear 
rate. However, regardless of the choice of parametric test, an examination of the supernatant, 
sediment, filtrate and residue will yield some valuable information on the reactor perfor-
mance under specific process conditions. Such assessment is carried out either by direct in 
situ measurements such as in particle counting, ex situ analysis in which the samples are 
extracted for measurements or by other indirect parametric indicators. A detailed discussion 
on the practical applications of different dispersed phase measurement techniques is avail-
able elsewhere [40, 41].

Considering the wide range of options available to select from, optimizing a given physico-
chemical condition for a particular process reactor under laboratory conditions is a daunting 
task. Therefore, in optimizing the design and process parameters for a particular reactor, a sta-
tistical correlation of these parameters from a data set is often required, depending on the avail-
able time and complexity of the problem, to obtain accurate information on the optimum design 
and process conditions. A number of statistical methods such as the design of experiment and 
response surface methodology can be applied to a large set of experimental data to obtain the 
desired optimization points. This will facilitate an understanding of the influence of different 
process conditions on the reactor performance which will assist in the selection of optimized 
operating conditions.
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4. Modeling physicochemical processes in stirred tank reactor

The use of computational fluid dynamics (CFD) as a research tool to investigate complex fluid-
particle interactions has been growing in popularity both in academia and in the industry [46]. 
CFD provides a powerful alternative and a more robust platform for engineers in the design of 
equipment and processes involving fluid flow and heat transfer when compared to the classi-
cal experimental approach. Nowadays, numerical simulations complement the experimental 
and analytical techniques and are increasingly being performed in many fluid engineering 
applications ranging from chemical and mineral processing to civil and environmental pro-
cess engineering [46]. However, it is worth pointing out that the continual development of 
reliable empirical, mathematical and computational models relies on a robust and detailed 
experimental data.

Tables 3 and 4 provide a list of recent experimentally validated numerical studies focusing on the 
physicochemical analysis of fluid-particle reactors. The former is focused on the analysis of the 
mixing phenomena in stirred tanks while the latter deals with the technical application of mixing 

Figure 5. A parametric correlation of agglomerate properties with the process condition—shear rate (a) 145 rpm and (b) 
165 rpm.
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Test parameters Agitation speed

145 rpm 165 rpm

Mean agglomerate diameter, mm 3.8330 3.9182

Mean agglomerate compressive strength, Nm m−2 0.4298 0.4351

Mean strain rate, s−1 0.3639 0.4088

Mean maximum compressive force, N 4.9476 5.2303
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process.
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distribution and fractal properties of the resulting agglomerates—are the primary parameters 
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as a function of species attributes. Several other parameters may be of interest depending on 
the type of reactor and the required solid-liquid separation method. Such parameters may 
include aggregate mean size, shape and distribution, aggregate volume concentration, aggre-
gate strength, sludge volume index, silting index, residual supernatant turbidity, absorbance 
or optical density, electrical conductivity, viscosity, zeta or streaming potential, specific resis-
tance to filtration, capillary suction time, and so on [38, 39]. In the case of chemical optimi-
zation, a parametric dose-response curve will give reasonably accurate information on the 
required chemical dose for a particular process condition [42–45]. Table 2 and Figure 5 show 
a typical correlation of the agglomerate test properties with the process condition—shear 
rate. However, regardless of the choice of parametric test, an examination of the supernatant, 
sediment, filtrate and residue will yield some valuable information on the reactor perfor-
mance under specific process conditions. Such assessment is carried out either by direct in 
situ measurements such as in particle counting, ex situ analysis in which the samples are 
extracted for measurements or by other indirect parametric indicators. A detailed discussion 
on the practical applications of different dispersed phase measurement techniques is avail-
able elsewhere [40, 41].

Considering the wide range of options available to select from, optimizing a given physico-
chemical condition for a particular process reactor under laboratory conditions is a daunting 
task. Therefore, in optimizing the design and process parameters for a particular reactor, a sta-
tistical correlation of these parameters from a data set is often required, depending on the avail-
able time and complexity of the problem, to obtain accurate information on the optimum design 
and process conditions. A number of statistical methods such as the design of experiment and 
response surface methodology can be applied to a large set of experimental data to obtain the 
desired optimization points. This will facilitate an understanding of the influence of different 
process conditions on the reactor performance which will assist in the selection of optimized 
operating conditions.
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4. Modeling physicochemical processes in stirred tank reactor

The use of computational fluid dynamics (CFD) as a research tool to investigate complex fluid-
particle interactions has been growing in popularity both in academia and in the industry [46]. 
CFD provides a powerful alternative and a more robust platform for engineers in the design of 
equipment and processes involving fluid flow and heat transfer when compared to the classi-
cal experimental approach. Nowadays, numerical simulations complement the experimental 
and analytical techniques and are increasingly being performed in many fluid engineering 
applications ranging from chemical and mineral processing to civil and environmental pro-
cess engineering [46]. However, it is worth pointing out that the continual development of 
reliable empirical, mathematical and computational models relies on a robust and detailed 
experimental data.

Tables 3 and 4 provide a list of recent experimentally validated numerical studies focusing on the 
physicochemical analysis of fluid-particle reactors. The former is focused on the analysis of the 
mixing phenomena in stirred tanks while the latter deals with the technical application of mixing 

Figure 5. A parametric correlation of agglomerate properties with the process condition—shear rate (a) 145 rpm and (b) 
165 rpm.
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Reactor configuration Fluid agitator/
application

Experimental 
validation method

Numerical code/
modeling approach

Turbulence models

Cylindrical tank Grid disc impeller LDA CFX/MRF k-ε [53]

Cylindrical tank Grid disc impeller, solid 
disc, propeller

LDA CFX/MRF k-ε [52]

Cylindrical tank Rushton turbine, 
flotation impeller

2D PIV Fluent/MRF k-ε [54]

Cylindrical tank Rushton disc impeller LDA Fluent/snapshot k-ε [55]

Cylindrical tank Rushton turbine LDA Fluent/MRF k-ε, DES [56]

Cylindrical tank Foil impeller, Rushton 
turbine

Image analysis PHOENICS/MRF k-ε [57]

Cylindrical Tank Pitched-blade turbine PEPT CFX/MRF k-ε [58]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε [59, 60]

Cylindrical tank Rushton turbine PLIF Fluent/MRF k-ε [61]

Square tank Rushton turbine Power consumption 
measurements

Fluent/MRF RSM [62]

Cylindrical tank Pitched-blade turbine 2D PIV Fluent/sliding mesh k-ε [63]

Cylindrical tank Rushton turbine CARPT Fluent/MRF k-ε [64]

Cylindrical tank Rushton turbine Solids concentration 
measurements

CFX/MRF k-ε [65]

Cylindrical tank Pfaudler retreat curve 
impeller

2D PIV, laser 
granulometry, 
nephelometry

Fluent/sliding mesh k-ε [66]

Square tank Rotating cylinder LDA Fluent/MRF k-ε [67]

Cylindrical tank Rushton turbine, pitched 
blade turbine

RPT, LDA Fluent/MRF k-ε [68]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε, LES [69]

Cylindrical tank Flat blade turbine, 
pitched blade turbine, 
Rushton turbine

LDV Fluent/MRF k-ε [70]

Cylindrical tank Rushton turbine LDV Fluent/MRF RSM [71]

Cylindrical tank Rushton turbine, disc 
turbine, elliptical blade 
disc turbine

SPIV Fluent/sliding mesh k-ε, LES [72]

for several industrial processes. The modeling approach in most of these studies is applicable 
to mixing tanks and process reactors of various geometric designs. Joshi et al. [47, 48] provide a 
comprehensive review of CFD applications in a single phase mixing tank hydrodynamic analysis 
focusing on axial and radial flow impellers in a multitude of flow scenarios. Their two-part study, 
which is one of the most detailed and comprehensive reviews in this field, summarizes develop-
ments in mixing tank modeling by bringing together the results of scientific investigations span-
ning several decades. Similar reviews focusing on turbulent multiphase flows and multiphase 
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reactor modelling, and which provide a more comprehensive discussion on the subject matter 
are available elsewhere [19, 49–51].

Regardless of the specific focus of each study, most of the studies differ only in terms of 
stirrer-vessel configurations, experimental validation methods and the choice of modeling 
approach. In terms of the stirrer-vessel configuration, there is a wide variety of flow inducers 
available for fluid flow investigation, each with different power demands and flow patterns. 
In addition to well-established impeller designs employed in most of the studies—Rushton 
turbine, pitched-blade turbine, propeller, and so on, a few innovative designs have been used 
with good results [52]. The turbulence models of choice in most of the investigations are the 
two equation eddy viscosity models such as k-ε and k-ω, and RSM models which are quite 
efficient in handling rotating flows in stirred tanks and multiphase reactors. The dominant 
modeling approaches for rotating flow problems are the MRF and sliding mesh. The former 
is suitable for steady-state problems while the latter is employed for transient calculations. 
Despite the technical limitations of some of the experimental flow measurement techniques, 
reasonable agreement was obtained in most of the studies between the experimental data and 
numerical simulation. In a few of the studies, the model predictions were not quite robust 
enough when compared to the experimental data set partly due to the complexity of the flow 
scenario being modeled.

Reactor configuration Fluid agitator/
application

Experimental 
validation method

Numerical code/
modeling approach

Turbulence models

Cylindrical tank Rushton turbine 2D PIV, LDA Fluent/sliding mesh DES [73]

Cylindrical tank Double Rushton turbine LDA CFX/MRF k-ε [74]

Cylindrical tank Rushton turbine Mixing time, power 
consumption, 
solids concentration 
measurements

CFX/MRF/sliding 
grid

k-ε [75]

Cylindrical tank Rushton turbine Particle size analysis, 
conductometry

Fluent/MRF k-ε [76]

Cylindrical tank Pitched-blade turbine, 
double disc impeller

PIV, critical impeller 
speed measurements

Fluent/MRF k-ε [77]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε [78]

Cylindrical tank Pitched-blade turbine PEPT Fluent/MRF k-ω, k-ε, RSM [79]

Cylindrical tank Rigid, rigid-flexible and 
punched rigid-flexible 
impeller

Solids concentration 
measurements

Fluent/MRF k-ε [80]

Cylindrical tank Flat blade impeller, 
angle pitch impeller

DPIV Fluent/MRF k-ε [81]

Cylindrical tank Rotor-stator mixer PIV Fluent/MRF/sliding 
mesh

k-ε, k-ω [82]

Cylindrical tank Rotor-stator mixer LDA Fluent/sliding mesh k-ε [83]

Table 3. Selected studies on CFD characterization of single phase and multiphase flows in classical stirred tank reactors.
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Reactor configuration Fluid agitator/
application

Experimental 
validation method

Numerical code/
modeling approach

Turbulence models

Cylindrical tank Grid disc impeller LDA CFX/MRF k-ε [53]

Cylindrical tank Grid disc impeller, solid 
disc, propeller

LDA CFX/MRF k-ε [52]

Cylindrical tank Rushton turbine, 
flotation impeller

2D PIV Fluent/MRF k-ε [54]

Cylindrical tank Rushton disc impeller LDA Fluent/snapshot k-ε [55]

Cylindrical tank Rushton turbine LDA Fluent/MRF k-ε, DES [56]

Cylindrical tank Foil impeller, Rushton 
turbine

Image analysis PHOENICS/MRF k-ε [57]

Cylindrical Tank Pitched-blade turbine PEPT CFX/MRF k-ε [58]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε [59, 60]

Cylindrical tank Rushton turbine PLIF Fluent/MRF k-ε [61]

Square tank Rushton turbine Power consumption 
measurements

Fluent/MRF RSM [62]

Cylindrical tank Pitched-blade turbine 2D PIV Fluent/sliding mesh k-ε [63]

Cylindrical tank Rushton turbine CARPT Fluent/MRF k-ε [64]

Cylindrical tank Rushton turbine Solids concentration 
measurements

CFX/MRF k-ε [65]

Cylindrical tank Pfaudler retreat curve 
impeller

2D PIV, laser 
granulometry, 
nephelometry

Fluent/sliding mesh k-ε [66]

Square tank Rotating cylinder LDA Fluent/MRF k-ε [67]

Cylindrical tank Rushton turbine, pitched 
blade turbine

RPT, LDA Fluent/MRF k-ε [68]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε, LES [69]

Cylindrical tank Flat blade turbine, 
pitched blade turbine, 
Rushton turbine

LDV Fluent/MRF k-ε [70]

Cylindrical tank Rushton turbine LDV Fluent/MRF RSM [71]

Cylindrical tank Rushton turbine, disc 
turbine, elliptical blade 
disc turbine

SPIV Fluent/sliding mesh k-ε, LES [72]

for several industrial processes. The modeling approach in most of these studies is applicable 
to mixing tanks and process reactors of various geometric designs. Joshi et al. [47, 48] provide a 
comprehensive review of CFD applications in a single phase mixing tank hydrodynamic analysis 
focusing on axial and radial flow impellers in a multitude of flow scenarios. Their two-part study, 
which is one of the most detailed and comprehensive reviews in this field, summarizes develop-
ments in mixing tank modeling by bringing together the results of scientific investigations span-
ning several decades. Similar reviews focusing on turbulent multiphase flows and multiphase 
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reactor modelling, and which provide a more comprehensive discussion on the subject matter 
are available elsewhere [19, 49–51].

Regardless of the specific focus of each study, most of the studies differ only in terms of 
stirrer-vessel configurations, experimental validation methods and the choice of modeling 
approach. In terms of the stirrer-vessel configuration, there is a wide variety of flow inducers 
available for fluid flow investigation, each with different power demands and flow patterns. 
In addition to well-established impeller designs employed in most of the studies—Rushton 
turbine, pitched-blade turbine, propeller, and so on, a few innovative designs have been used 
with good results [52]. The turbulence models of choice in most of the investigations are the 
two equation eddy viscosity models such as k-ε and k-ω, and RSM models which are quite 
efficient in handling rotating flows in stirred tanks and multiphase reactors. The dominant 
modeling approaches for rotating flow problems are the MRF and sliding mesh. The former 
is suitable for steady-state problems while the latter is employed for transient calculations. 
Despite the technical limitations of some of the experimental flow measurement techniques, 
reasonable agreement was obtained in most of the studies between the experimental data and 
numerical simulation. In a few of the studies, the model predictions were not quite robust 
enough when compared to the experimental data set partly due to the complexity of the flow 
scenario being modeled.

Reactor configuration Fluid agitator/
application

Experimental 
validation method

Numerical code/
modeling approach

Turbulence models

Cylindrical tank Rushton turbine 2D PIV, LDA Fluent/sliding mesh DES [73]

Cylindrical tank Double Rushton turbine LDA CFX/MRF k-ε [74]

Cylindrical tank Rushton turbine Mixing time, power 
consumption, 
solids concentration 
measurements

CFX/MRF/sliding 
grid

k-ε [75]

Cylindrical tank Rushton turbine Particle size analysis, 
conductometry

Fluent/MRF k-ε [76]

Cylindrical tank Pitched-blade turbine, 
double disc impeller

PIV, critical impeller 
speed measurements

Fluent/MRF k-ε [77]

Cylindrical tank Rushton turbine LDV Fluent/MRF k-ε [78]

Cylindrical tank Pitched-blade turbine PEPT Fluent/MRF k-ω, k-ε, RSM [79]

Cylindrical tank Rigid, rigid-flexible and 
punched rigid-flexible 
impeller

Solids concentration 
measurements

Fluent/MRF k-ε [80]

Cylindrical tank Flat blade impeller, 
angle pitch impeller

DPIV Fluent/MRF k-ε [81]

Cylindrical tank Rotor-stator mixer PIV Fluent/MRF/sliding 
mesh

k-ε, k-ω [82]

Cylindrical tank Rotor-stator mixer LDA Fluent/sliding mesh k-ε [83]

Table 3. Selected studies on CFD characterization of single phase and multiphase flows in classical stirred tank reactors.

Hydrodynamic Characterization of Physicochemical Process in Stirred Tanks and Agglomeration Reactors
http://dx.doi.org/ 10.5772/intechopen.77014

67



Reactor configuration Fluid agitator/application Experimental 
validation 
method

Numerical 
code/modeling 
approach

Turbulence 
models

Cylindrical flocculator Paddle mixer/flocculation LDA, 2D PIV CFX/MRF k-ε, RSM [84]

Rectangular flocculator Axial impeller/water 
purification

2D PIV Fluent/MRF k-ε [85]

Cylindrical sedimentation 
tank

Axial impeller/water 
purification

Laser diffraction CFX/MRF k-ε [86]

Cylindrical Jar testing 
device

Paddle stirrer/flocculation LDA Fluent/MRF k-ε, k-ω, RSM 
[7, 87, 88]

Cylindrical flocculation 
reactor

Rushton turbine/
bio-flocculation

LDV Fluent/MRF k-ε [89]

Cylindrical stirred tank Pitched turbine blade/silica 
particle deagglomeration

Laser diffraction/
PIDS

Fluent/MRF k-ε [90]

Cylindrical stirred 
bioreactor

Marine impeller/cell 
cultivation

Tracer and 
dynamic method

Fluent/MRF k-ε [91]

Cylindrical tank R1342-type impeller/
flocculation

Image analysis Fluent/MRF k-ε [92]

Cylindrical tank Rushton impeller/cell culture Optical sensor CFX/MRF k-ε [93]

Cylindrical bioreactor Rushton, scaba and paddle 
impellers/cell culture

Optical density Fluent/MRF k-ε [94]

Cylindrical tank Turbine, anchor and oblique 
impellers/autoclave

Tracer injection Fluent/MRF k-ε [95]

Cylindrical bioreactor Marine impeller/recombinant 
protein synthesis

PIV Fluent/MRF k-ε [91, 96]

Cylindrical tube reactor Impeller/bacterial inactivation 2D PIV CFX/MRF RSM [2]

Cylindrical bioreactor Rushton turbine/anaerobic 
digestion

Gas 
chromatography

Fluent/MRF k-ε [97]

Cylindrical tank Turbine impeller/
polymerization

Droplet size 
measurements

Fluent/MRF k-ε [98]

Cylindrical tank Rushton impeller/cell 
cultivation

Dynamic method Fluent/MRF k-ε [99]

Cylindrical tank Rushton turbine/cell 
inactivation

PIV Fluent/MRF k-ε [100]

Cylindrical tank Rushton turbine and 
propellers/cell culture

Dynamic method Fluent/MRF RSM [101]

Cylindrical crystallizer Rushton impeller/
precipitation

X-ray/laser 
diffraction

Fluent/MRF k-ε [102]

Cylindrical 
Photobioreactor

Rotating cylinder/algal 
culture

Optical density Fluent/SRF k-ω [103, 104]

Table 4. Selected studies on CFD characterization of hydrodynamics and physicochemical processes in field-assisted 
process reactors.
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5. Conclusions and future perspectives

A review of recent advances in the experimental analysis and numerical modeling of physi-
cochemical processes in stirred tanks and agglomeration reactors have been presented. This 
review briefly summarizes important findings and major contributions from numerous pub-
lications in this field. This short review of the developments in this field clearly shows that 
significant progress has been made over the past decade in the understanding of complex 
physicochemical phenomena that are vital for many industrial and environmental processes, 
especially from experimental and theoretical perspective. However, there is still a gap in 
knowledge especially in the suitability of the existing mathematical models to accurately pre-
dict the reactor performance in a wide range of existing and emerging processes. This clearly 
calls for a numerical code programming and development to form an integral part of the engi-
neering training and curriculum in future. The successful design, development and optimiza-
tion of agglomeration units depend on the robustness of the experimental data, mathematical 
models and simulation tools. This short review is by no means an exhaustive one, and readers 
are advised to consult other multitudes of scientific publications on the subject matter. In con-
clusion, numerical modeling along with robust experimental data will continue to be highly 
indispensable well into the foreseeable future.
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polymerization
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cultivation

Dynamic method Fluent/MRF k-ε [99]

Cylindrical tank Rushton turbine/cell 
inactivation

PIV Fluent/MRF k-ε [100]

Cylindrical tank Rushton turbine and 
propellers/cell culture

Dynamic method Fluent/MRF RSM [101]

Cylindrical crystallizer Rushton impeller/
precipitation

X-ray/laser 
diffraction

Fluent/MRF k-ε [102]

Cylindrical 
Photobioreactor

Rotating cylinder/algal 
culture

Optical density Fluent/SRF k-ω [103, 104]

Table 4. Selected studies on CFD characterization of hydrodynamics and physicochemical processes in field-assisted 
process reactors.
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5. Conclusions and future perspectives

A review of recent advances in the experimental analysis and numerical modeling of physi-
cochemical processes in stirred tanks and agglomeration reactors have been presented. This 
review briefly summarizes important findings and major contributions from numerous pub-
lications in this field. This short review of the developments in this field clearly shows that 
significant progress has been made over the past decade in the understanding of complex 
physicochemical phenomena that are vital for many industrial and environmental processes, 
especially from experimental and theoretical perspective. However, there is still a gap in 
knowledge especially in the suitability of the existing mathematical models to accurately pre-
dict the reactor performance in a wide range of existing and emerging processes. This clearly 
calls for a numerical code programming and development to form an integral part of the engi-
neering training and curriculum in future. The successful design, development and optimiza-
tion of agglomeration units depend on the robustness of the experimental data, mathematical 
models and simulation tools. This short review is by no means an exhaustive one, and readers 
are advised to consult other multitudes of scientific publications on the subject matter. In con-
clusion, numerical modeling along with robust experimental data will continue to be highly 
indispensable well into the foreseeable future.
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Abstract

The preparation of single enantiomers (ee ~100%) is one of the most important demands 
both for industrial practice and research. Actually, the resolution of the racemic com-
pounds still remains the most common method for producing pure enantiomers on a 
large scale. To obtain the pure enantiomers, it is necessary to find the appropriate condi-
tions and resolving agents. During the separation of diastereomeric mixtures, similar 
trends can be observed as in course of the distribution of enantiomeric mixtures between 
phases, because just the presence of one-third chiral compound (namely the resolving 
agent) is the difference. This chapter presents new observations and establishments about 
the new opportunities to optimize the separation of chiral mixtures, especially the dia-
stereomeric mixtures.

Keywords: diastereomeric mixtures, pH, solvent, crystallization time, temperature, 
ultrasound irradiation

1. Introduction

In many cases, living organisms contain only one of the two enantiomers of chiral molecules, 
but often racemic compounds (1:1 mixture of the two enantiomers) are obtained in the chemi-
cal syntheses. The biological activity of enantiomers may be different or even opposite, so 
the enantiomeric separations are necessary and inevitable. Many methods described in the 
literature for the separation of enantiomers involve the formation of diastereomers followed 
by decomposition. These enantiomeric separation methods are discussed and systematized 
in several articles [1–10].
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Figure 1. pH-dependent resolution of racemic cis-permethric acid with (S)-N-benzyl-2-aminobutanol.

In most cases, the mixtures of diastereomers received by adequate resolving agents, or the 
mixtures of enantiomers isolated thereof, have to be separated. It is common in the separation 
methods, that the distribution of the mixtures between two phases is necessary, and the phase 
separation have to be applied [11–13].

Besides the effect of the applied solvents, the phase distribution of the mixtures is also deter-
mined by kinetic or thermodynamic control [14]. The phase distribution is also determined by 
the eutectic composition of the chiral molecules in the mixtures [15, 16].

Besides, the distribution between the phases is pH-dependent [17]. It seems that the effect of 
the kinetic control between two phases can be stabilized with the application of ultrasound 
[18]. The formation of solvates can also determine the distribution and the crystallization-
based separation of diastereomers [19, 20]. By the incorporation of compounds of similar 
structure to the solvate-forming molecules, the fractionated crystallization can be success-
ful in other solvents as well [21]. In the case of the crystallization of diastereomers, better 
separation can be reached, if the resolving agent is partially replaced by an achiral reagent of 
similar structure compared to the cases without replacement [22]. In the following, the most 
characteristic examples of the above-mentioned methods will be discussed.

2. pH dependence of the separation of diastereomeric mixtures

2.1. pH dependence in course of resolution of racemic acid with chiral base

A thermodynamic model has been elaborated [23] for the salt-salt resolution of racemic cis-
permethric acid (CPA) with half-equivalent (S)-N-benzyl-2-aminobutanol ((S)-BAB) [24]. 
The amount of the base was systematically changed to investigate the pH dependence of the 
resolution. The calculated and measured ee and T curves are plotted in Figure 1. After the 
separation of the diastereomeric salt, by neutralizing the mother liquor with hydrochloric 
acid, the (R,R)-CPA∙(S)-BAB diastereomer was precipitated.
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2.2. pH dependence during the resolution of racemic mandelic acid with 
(S)-phenylalanine

In the case of (S)-Phe, experiments were carried out both with equivalent and half-equivalent 
amount of resolving agent relative to racemic mandelic acid (MA). The adjusting of the pH 
was accomplished with NaOH and cc. HCl (Scheme 1) [17].

In the case of the application of 1.0 equivalent resolving agent, the enantiomeric purity (44–
51%) and yield of the crystalline salt are almost the same between pH 1.3 and 2.3. This pH 
range matches well the pKa value of the carboxyl group of Phe (1.83). The time of crystalliza-
tion was 15 min in all cases (Figures 2 and 3).

The pH dependence of the diastereomeric salt was also investigated after 2 weeks, when the 
thermodynamic equilibrium was reached (Figure 4).

Scheme 1. pH dependence during the resolution of mandelic acid with (S)-Phe.

Figure 2. pH dependence in course of the resolution of mandelic acid with 1.0 equivalent (S)-Phe.
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The purity of the enantiomeric mixtures separated from the crystalline phase became highly 
pH-dependent. At pH 1.2, the enantiomeric purity received during fast crystallization (ee: 
52%) decreased to 36%, while at pH 2.3 from 49 to 11%. The optimum of the pH dependence 
can be reached in the case of kinetic control.

2.3. pH dependence in course of the resolution of racemic mandelic acid with 
(R)-pregabalin

The pH dependence of the resolution of racemic mandelic acid with (R)-pregabalin ((R)-PG) 
was carried out by kinetic control (crystallization time: 15 min) (Scheme 2).

The (R)-MA enantiomer mixtures can be received with almost identical enantiomeric purities 
(43–50%) and yields in the range of pH 3.0–4.4. The maximal value of the efficiency of the 

Figure 4. pH dependence in course of the resolution of mandelic acid with 1.0 equivalent (S)-Phe after 2 weeks of 
crystallization (the denotation thermo is applied for the results of the resolutions after 2 weeks of crystallization).

Figure 3. pH dependence in course of the resolution of mandelic acid with 0.5 equivalent (S)-Phe.
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resolution was reached in a pH range similar to the pKa value of the carboxyl group of the 
resolving agent (Figure 5).

3. Role of eutectic compositions, crystallization time and solvent in 
case of diastereomer separation

3.1. Role of the solvent

The right choice of the solvent is crucial in course of the fractionated crystallization of diastereo-
mers. The composition of the crystalline phase received during resolution is often changed in case 
of solvate or hydrate formation. The dominant configuration can also change, depending on the 
applied solvent. For example, by changing the solvent in case of resolution of racemic 6-fluoro-
2-methyl-1,2,3,4-tetrahydroquinoline (FTHQ) with half-equivalent (R,R)-di-p-toluoyl-tartaric 

Scheme 2. pH dependence of the resolution of mandelic acid with (R)-PG.

Figure 5. pH dependence in course of the resolution of mandelic acid with 0.5 equivalent (R)-PG.
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Figure 6. The first dielectric constant-dependent resolution was carried out by Sakai.

acid [(R,R)-DTTA)] resolving agent, the crystalline phase is enriched in different enantiomer, 
even without solvate formation [25]. When applying ethyl acetate as solvent, (R)-FTHQ with 
48% enantiomeric excess, while with the application of methanol (S)-FTHQ with 59% enantio-
meric excess can be separated from the filtrated diastereomer salt (Scheme 3).

Correlation was found between the composition of the diastereomeric salt and the dielectric con-
stant of the solvent/mixture of solvents in course of the resolution of α-3-amino-ε-caprolactame 
(ACL) with N-tosyl-(S)-phenylalanine (N-Tos-(S)-Phe) [26]. In the ranges of 5–27 and 62–78 of the 
dielectric constant, the (R)-ACL∙N-Tos-(S)-Phe diastereomer was in excess in the crystalline phase, 
while between the two ranges the (S)-ACL∙N-Tos-(S)-Phe diastereomer was enriched (Figure 6).

According to the single-crystal studies, the dielectric constant of the solvent [27] also influ-
ences the hydrogen bonding system thus forming the chiral recognition process. This phe-
nomenon was demonstrated via several other resolution experiments [28–32].

3.2. Role of the crystallization time

The effect of different crystallization times on the enantiomeric mixtures separated from 
the crystalline phase was investigated in course of the resolution of the racemic 6-fluoro-
2-methyl-1,2,3,4-tetrahydroquinoline (FTHQ) with half-equivalent (R,R)-di-p-toluoyl-tartaric 
acid ((R,R)-DTTA)) [25]. When the mixture was filtrated after 5 min of crystallization, the 
solid phase composed mainly of the (R)-FTHQ∙(R,R)-DTTA diastereomer, while after 3 weeks 
of crystallization, the (S)-FTHQ∙(R,R)-DTTA diastereomer became the main component 
(Scheme 4). The kinetic control resulted in (R)-FTHQ∙(R,R)-DTTA diastereomer, while the 
thermodynamic control gave (S)-FTHQ∙(R,R)-DTTA diastereomer in the solid phase.

Scheme 3. Resolution of flumequine intermediate.
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By reacting the tamsulosin (TAM) intermediate with equivalent (R,R)-dibenzoyl-tartaric 
acid ((R,R)-DBTA), racemic enantiomer mixture could be separated from the crystalline 
phase; however, after 2 days of crystallization, the solid phase enriched in the required (R)-
enantiomer (Figure 7) [33]. The thermodynamically preferred composition resulted in the 
best separation.

3.3. Effect of the eutectic composition of the enantiomeric mixtures of either the 
racemic compound or the resolving agent

In course of the fractionated crystallization of the mixtures of diastereomeric salts, the 
effects of the applied solvent and the crystallization time, and thus the enantiomeric ratio 
of the crystalline diastereomer, are determined by the eutectic compositions of the racemic 
compound or the resolving agent [11, 13]. At the same time, in the case of the organoca-
talysis, the eutectic composition of the catalyst determines the enantiomer purity of the 
product [34].

Consequently, in processes with the participation of chiral compounds, the enantiomer purity 
of the formed new chiral molecule is determined by the eutectic composition of the enantio-
meric mixtures of the starting chiral compounds [12–14].

3.3.1. Effect of the eutectic composition of the resolving agent (eeEUres) in course of kinetic 
control

At the resolutions of racemic mandelic acid (MA) and 2-chloro-mandelic acid (CMA) with 
(R)-pregabalin, the purity of the recoverable enantiomeric mixture (eeDIA) is determined by 
the eutectic composition of the resolving agent (eeEUres) in course of kinetic control 13.

Scheme 4. Time dependence of the resolution of flumequine intermediate.

Figure 7. Time dependence of the resolution of tamsulosin intermediate.
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By plotting the eeDIA enantiomeric purity values of the enantiomeric mixtures of mandelic acid 
(MA) and 2-chloro-mandelic acid (CMA), recovered from the crystallized diastereomeric salt 
after the resolution with pregabalin (PG) (Schemes 5 and 6, respectively), in the function of 
time, it can be clearly seen that in the case of both MA and CMA, by increasing the time of the 
crystallization, the enantiomeric purity decreases (Figure 8). The highest enantiomer purity 
was reached by immediate filtration after crystallization. Regarding the eutectic compositions 
of MA, CMA and PG (eeEUrac and eeEUres), it seems that in course of kinetic control, the eutectic 
composition of the resolving agent (PG) affects the enantiomer purity of the recoverable enan-
tiomeric mixtures of MA and CMA.

3.3.2. Effect of the eutectic composition of eutectic composition of the resolving agent (eeEUres) in 
course of thermodynamic control

The resolution of 2-chloro-mandelic acid (CMA) was carried out using (S)-phenylalanine ((S)-
Phe) as resolving agent (Schemes 7 and 8) [13] was observed the effect of thermodynamic 
control. In this case the eutectic composition of the resolving agent (eeEUres) had a great influ-
ence on the purity of the obtained enantiomeric mixture (eeDIA).

Scheme 6. Time-dependent resolution of racemic 2-chloro-mandelic acid with (R)-pregabalin.

Scheme 5. Time-dependent resolution of racemic mandelic acid with (R)-pregabalin.
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Figure 8. Effect of the crystallization time on the enantiomeric purity (eeDIA) of the enantiomeric mixtures of MA (A) and 
CMA (B), recovered from the diastereomeric salt. The resolving agent was PG.

Scheme 7. Resolution of racemic 2-chloro-mandelic acid with half-equivalent (S)-phenylalanine.

Scheme 8. Resolution of racemic 2-chloro-mandelic acid with equivalent (S)-phenylalanine.
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By plotting the time dependence of the resolutions, increasing enantiomeric purities can be 
seen with increasing crystallization times (Figure 9).

As the eutectic compositions are known (eeEUrac: 10% and eeEUres: 85%), it can be stated that 
in course of thermodynamic control, the enantiomer purity of the recoverable (S)-CMA 
enantiomeric mixture is determined by the eutectic composition of the resolving agent 
(eeEUres) [14].

The resolving agent was the determinant for thermodynamic control when the enantiomers 
of racemic O-acetylmandelic acid (AMA) were separated by (S)-phenylalanine ((S)-Phe). 
(Scheme 9) [14].

By increasing the time of the crystallization, the (R)-AMA content of the crystalline phase 
increases. The thermodynamic equilibrium is determined by the eutectic composition of the 
resolving agent (Figure 10) [14].
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thermodynamic control

The resolution of the racemic mandelic acid (MA) was carried out with (S)-phenylalanine [(S)-
Phe] as resolving agent (Scheme 10). In this case, the purity of the recoverable enantiomeric 
mixture (eeDIA) is determined by the eutectic composition of the racemic component (eeEUrac) in 
course of thermodynamic control.

By plotting the enantiomer purity (eeDIA) in the function of the crystallization time (Figure 11), it 
seems that in course of thermodynamic control, the enantiomer purity of the MA separated from 
the diastereomer salt decreases until the eutectic composition of the racemic mixture (eeEUrac: 38%).
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Figure 11. Effect of crystallization time on the enantiomer purity (eeDIA) of the enantiomer mixtures of MA separated 
from the diastereomer salt.

Scheme 11. Resolution of mandelic acid with pregabalin enantiomer at different temperatures.

4. Crystallization of diastereomers at different temperatures

The results of the resolutions based on salt formation can be influenced by changing the 
parameters. In order to reach higher purities, the temperature of the crystallization can be 
altered. The racemic mandelic acid has been resolved with (R)-pregabalin in water. The crys-
talline segregate was stirred for 168 hours at 26 and at 40°C. After filtration, the diastereomer 
salt was broken down, resulting in the enantiomeric mixtures of (R)-MA (Scheme 11).

The enantiomer purity of (R)-MA mixture was 81% at 26°C, while 93% enantiomeric excess 
was received at 40°C. The temperature-dependent solubility tests of the diastereomers have 
shown that by increasing the temperature, the difference in the solubility of the diastereomers 
may increase (Figure 12) [33, 35, 36].
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5. Effect of ultrasound on the composition of the diastereomeric salt

The resolution of the racemic etodolac (ETO) was carried out using cinchonidine (CIN) as 
resolving agent, with the application of seed and ultrasound. During the experiment, the 
ethanol solution was heated until complete dissolution of the components, followed by a 
crystallization of 4 hours at 0°C. During cooling, the reaction mixture was seeded with (R)-
ETO.CIN diastereomer, which was then sonicated for 5 min, resulting in (R)-ETO enantiomer 
mixture of 99% enantiomer purity (Scheme 12). In the case of room temperature stirring, the 
product was received with low yield and low optical purity (~ee: 40%), which indicates the 
almost simultaneous crystallization of the two diastereomers [37].

Figure 12. Temperature-dependent solubility of (S)-MA∙(R)-PG and (R)-MA∙(R)-PG diastereomers.

Scheme 12. Resolution of etodolac with the application of ultrasound.
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Scheme 13. Resolution of silodosin intermediate.

The resolution of the intermediate of silodosin (SIL) was carried out with (S)-mandelic acid 
(MA) during sonication (for 30 min) by Sun et al. They found a threefold increase in the yield. 
The ultrasound intensified the separation of the more stable diastereomer, ensuring fast crys-
tallization in case of resolution based on salt formation (Scheme 13) [38].

The resolution of the racemic 2,3,5,6-tetrahydro-6-phenylimidazo[2,1-b]thiazole (TET) was 
carried out with (R,R)-dibenzoyl-tartaric acid ((R,R)-DBTA) in water/dichloromethane non-
miscible solvent mixture [36].

Comparative experiments were executed to determine the effect of the ultrasound treat-
ment compared with conventional stirring. The racemic tetramisol was dissolved in the 
mixture of dichloromethane and water at 40°C. The resolving agent, 0.3 mol equivalent 
(R,R)-DBTA, was dissolved in dichloromethane at 40°C, and then the solutions were uni-
fied and cooled to 5°C. The speed of the magnetic stirrer was 500 rpm. The ultrasound 
treatment was carried out for 1, 5, 10, 15, 10 and 30 min, using a Bandelin Sonopuls HD 
2200 apparatus, with 4.3, 6.5 and 11.0 W powers. After the appearance of the first crystal, 
the diastereomeric salt was allowed to crystallize for different times, that is for 1, 10, 20 
and 30 min, followed by filtration. The diastereomeric salt was analyzed with chiral HPLC 
(Figure 13).

By filtrating the formed diastereomeric salt after 1 min of crystallization, (S)-tetramisol ((S)-
TET) of 48% enantiomer purity could be separated with a yield of 91% (Figure 14).

By increasing the time of the crystallization, the enantiomer purity of the recoverable enan-
tiomeric mixture decreases, while the yield increases. When the time of the crystallization 
was 30 min, the enantiomer purity decreased to 12%. The efficiency of resolution (F) values 
shows a significant decrease with increasing crystallization time (from 0.44 to 0.12). This is the 
beneficial effect of the kinetic control.

Immediate crystal precipitation was observed in the course of the application of ultrasound. 
When applying ultrasound of 4.3 W power, after 1 min an enantiomer purity of 39% and a 
yield of 84% were reached. By increasing the time of the sonication, the enantiomeric mixture 
of tetramisol could be separated from the diastereomeric salt with an ee between 54 and 64% 
and the yield was between 78 and 93%. The efficiency of resolution increased from 0.43 to 
0.55 in course of sonication for 5–30 min (Figure 15). The use of ultrasound of 6.5 and 11.0 W 
power, respectively, resulted in almost the same ee, Y and F values after 30 min of sonication. 
Practically, the enantiomer purity was constant during the sonication.
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6. Conclusion

One of the possibilities for the separation of mixtures of chiral compounds (for both enantio-
mers and diastereomers) is their non-linear distribution between two phases.

It is noteworthy that the result of the crystalline segregation can be essentially changed by 
the set of appropriate pH value. The recent recognition of the effect of the kinetic control 

Figure 13. Schematic illustration of the experiments carried out with the application of ultrasound.

Figure 14. Enantiomer purity (A), yield (B) and efficiency of resolution value (C) of the enantiomeric mixture of tetramisol 
separated from the diastereomeric salt, in the function of the crystallization time, without the application of ultrasound 
(average values of three parallel experiments).

Figure 15. Enantiomer purity (A), yield (B) and efficiency of resolution value (C) of the enantiomeric mixture of tetramisol 
separated from the diastereomeric salt, in the function of the crystallization time, with the application of ultrasound of 
4.3 W (average values of three parallel experiments).
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combined with ultrasound treatment, leading to a time-independent stabilization and ame-
lioration of the result of the separation, is also remarkable.

The equilibriums can also be significantly affected by the formation of solvate molecules or 
with the built-in of non-solvent molecules of similar molecular architecture to the crystalline 
structure during the formation of the solid phase.
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Abstract

Despite the dramatic development of enantioselective synthesis and chromatographic 
separation methods, optical resolution still remains the cheapest and operationally sim-
plest method for producing pure enantiomers on a larger scale. No extreme conditions 
or expensive reagents are required, and the eventually expensive resolving agents can be 
recovered. This chapter is based mainly on the authors’ long experience in the resolution 
of industrially important molecules, and it presents new observations and establishments 
as well. Several methods for separation of chiral mixtures, enantiomeric and diastereo-
meric mixtures, are shown, and possibilities for predicting the efficiency of resolution 
based on the analysis of physico-chemical properties of the reactants are also described.

Keywords: enantiomeric mixtures, resolution, eutectic composition, helical structure

1. Introduction

Due to both practical and theoretical reasons, the properties and the possible preparation 
techniques of chiral compounds are investigated in ever widening fields of research, applying 
various examination methods [1, 2]. It is a great challenge for some researchers if the goal is 
to find a simple, inexpensive, economical and also patentable preparation of a given chiral 
compound (single enantiomer), for example according to the demands of the industrial pro-
duction or drug discovery. Although nowadays several alternative synthetic pathways can 
be found for the preparation of a given single enantiomer, most probably in most cases the 
break-up of a certain racemic composition [3], leading to the synthesis of the final product, 
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followed by the purification of the mixture, is applied [1, 2, 4]. In most cases, mixtures of dia-
stereomers received with appropriate resolving agents, or mixtures of enantiomers isolated 
thereof, have to be separated. It is common in the two separation methods, that the distri-
bution of the mixtures between two phases, and the phase separation can be applied [4–6]. 
However, the phase distribution of the mixtures of chiral compounds is not linear, but the 
distributions follow the binary melting phase diagrams of the mixtures, or the ternary phase 
diagrams characteristic also for the applied solvent [7, 8].

Besides the effect of the applied solvents, the phase distribution of the mixtures is also deter-
mined by kinetic or thermodynamic control [9]. The phase distribution is also determined by 
the eutectic composition of the chiral molecules in the mixtures [10, 11]. The equilibrium of the 
supramolecular helical structures, which participate in the phase distribution, determines the 
formation of the phase equilibriums [12]. A remarkable consequence of the effect of the heli-
cal structures is that the mirror-image macroscopic enantiomers form not only mirror-image 
crystals, but by attaching together, mirror-image helical crystals are formed [13, 14]. At the 
same time, mainly one of the helicities can be attributed to a given enantiomer, most probably 
this is the reason behind the results of separations. In the followings, the most characteristic 
examples of the above-mentioned methods will be discussed.

2. Separation of enantiomeric mixtures without chiral reagent

2.1. Formation of macroscopically helical crystals

The enantiomeric mixtures form crystals of a given helicity corresponding to the major con-
figuration (Scheme 1).

In case of purification of enantiomeric mixtures of threonine was observed, that the majority of 
crystals have a convolution corresponding to the helical structure of the excess, while the minor 
enantiomer, crystallized near the excess, have the opposite convolution. The ratio between 
the major and minor helical crystals is in good correlation with the eutectic composition  

Scheme 1. Purification of enantiomeric mixtures of threonine from water (ee0 ≠ 0).
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of the enantiomeric mixture of threonine. So the eutectic composition (eeEu) precipitates dur-
ing evaporation, dominated by the helicity of the excess, along with the crystallization of the 
minor enantiomer as well.

Mirror-image crystals are formed from the supramolecular helical structures, which contain 
one of the enantiomer in excess. The helicity of the crystals is determined by the optical rota-
tion of the enantiomer in excess [13, 14].

2.2. Particle-size-controlled crystallization

The ethanol solution of the conglomerate racemic trans-hydrobenzoin [15] (THB) was seeded 
with different amounts of (S,S)-THB and (R,R)-THB seeds of different particle size during a 
specified cooling program. After crystallization, the received crystals were separated to dif-
ferent ranges of particle size by sieving. Thus, enantiomeric mixtures of (S,S)-THB and (R,R)-
THB of 83% and 87% enantiomeric excess were gained, respectively (Scheme 2) [16].

2.3. Gravity-based enantiomer separation

According to Soloshonok et al., the SDE (self disproportionation of enantiomers) appears in 
three main areas: gravitational field, phase transition, and the achiral chromatography [17]. 
Basically, the gravity-based SDE applies the differences in crystal density. The racemate enan-
tiomeric mixture can be considered as the mechanical mixture of the racemic and enantiopure 
crystals, which can have different crystal densities. This difference can be applied for the 
separation of the racemic and enantiopure fraction. For example, from a enantiomeric mixture 
of phenylalanine (Phe) having 50% enantiomeric purity, two phases of 90 and 13% enantio-
meric purity, respectively, could be separated after stirring in an inert solvent of appropriate 
density, set between the densities of the racemic and enantiopure crystals (Scheme 3) [18, 19].

Based on these results, separation of amino acid enantiomeric mixtures was carried out via den-
sity gradient ultracentrifugation, applying an iodinated gradient (Nycodenz) used in the isolation 
of nucleic acids and proteins. Recently, the density difference between the racemic and enan-
tiopure Ibuprofen was utilized in an apparatus based on principle of magnetic levitation [20].

Scheme 2. Application of particle-size-controlled crystallization for resolution.
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2.4. Distribution between phases, enantiomeric separation

In the case of phase transitions, the SDE phenomenon is not uniform, it highly depends on the 
type of the phase transition [17].

2.4.1. Fractionated crystallization

In the case of the recrystallization of enantiomeric mixtures, by plotting the enantiomeric 
purity of the solid phase in function of the starting enantiomeric purity, a curve similar to 
binary and ternary phase diagrams can be obtained (ee0-ee curve) (Scheme 4). Regarding 
a racemate enantiomer mixture, by recrystallizing a mixture having lower purity than 
the eutectic composition, in any case increased purity will be gained in the solution/melt 
phase, while above the eutectic composition, the enantiomeric enrichment is expected in 
the solid phase [2]. The recrystallization is not successful in all the cases to reach enantio-
meric enrichment, for example the recrystallization experiments of the enantiomer mixtures 
of N-formyl-phenylalanin (N-formyl-Phe) and N-acetyl-phenylalanin (N-Ac-Phe), were 
unsuccessful [21].

A possible mechanism of the recrystallization of racemate-type enantiomeric mixtures is 
described by Tamura [24–28].

2.4.2. Distribution between solid and gas phases, enantiomer separation

In the case of mandelic acid, the vapor phase has a eutectic composition, which is indepen-
dent from the composition of the starting mixture and this composition will sublimate [29]. 
Independently from the preparation of the starting mixture, enantiomeric mixtures of man-
delic acid of 30–54% enantiomeric purity were received as sublimates (Scheme 5), which 
approximates well the eutectic composition determined from the binary and ternary phase 
diagrams of mandelic acid (eeeu: 32% [30, 31]). In the case of the sublimation of several race-
mate-type amino acids, the purities received in the sublimates [32–34] were identical to the 
eutectic compositions determined from the ternary phase diagrams [35].

Scheme 3. Application of density difference for the purification of enantiomeric mixtures.
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Scheme 4. Typical curve received from the recrystallization of a conglomerate-type enantiomer mixture (ee0-ee diagram) 
and an example of ee0-ee diagram for crystallization from melt [22] (upper diagrams); and a typical curve received 
from the recrystallization of a racemate-type enantiomer mixture (ee0-ee diagram) and an example of ee0-ee diagram for 
crystallization from solution (lower diagrams) [23].

Scheme 5. Sublimation of enantiomer mixtures of mandelic acid (MA).
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2.4.3. Distribution between liquid and gas phases, enantiomer separation

During the distillation of enantiomer mixtures of isopropyl-(S)-trifluorlactate (isopropyl-
(S)-TLAK), the purity of the enantiomer mixtures gained in the distillate and in the residue 
was different from the starting composition (Scheme 6) [36, 37]. Another example for the 
enantiomer enrichment received by fractionated distillation is that an enantiomeric mix-
ture of 91% enantiomer purity of N-trifluoracetyl-(S)-valine-methyl-ester (N-trifluoracetyl-
Val-Me) could be further separated to two parts of 88.0 and 97.6% enantiomeric excess, 
respectively [38].

2.4.4. Separation of enantiomeric mixtures by achiral chromatography

The SDE phenomenon prevails in the case of enantiomeric enrichment by achiral chromatog-
raphy. Applying achiral stationary phase and an appropriate eluent, the enantiomeric mix-
tures can be separated to a polar and a less polar phase, which have different enantiomer 
purity from the staring composition due to the formation of homo- and heterochiral asso-
ciations. For example, an enantiomeric mixture of N-acetyl-1-phenylethylamin (N-Ac-PhEA) 
having 71% enantiomeric excess could be further separated on silica gel stationary phase to 
two fractions of 99 and a 28% ee values, respectively (Scheme 7) [39].

Such a separation was first described by Cundy and Crooks [40], but this method is applied 
by others as well, for the purification of enantiomeric mixtures [17, 41].

2.4.5. Separation of enantiomers by fractionated precipitation

After partial liberation of the achiral salt of the enantiomeric mixtures, the purity of the 
received enantiomeric mixture may be different from the starting composition. By the addi-
tion of base equivalent to the enantiomeric excess to the hydrochloric salt of the conglomerate 
Tisercin (Levomepromazine) (TIS) in every case the liberating enantiomeric mixture is purer 
than the starting composition (Scheme 8) [42, 43].

By the resolution of the racemic cis-permethric acid (CPA), a mixture enriched in (S,S)-
enantiomer was received. Further purification of the CPA was carried out by precipitation 
from its Na-salt with hydrochloric acid (Scheme 9) [44].

Scheme 6. Separation of enantiomer mixtures by distillation.
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2.4.6. Kinetic control at the fractionated precipitation

In the case of the fractionated precipitation of the enantiomer mixtures of N-propionyl-
phenylalanine (N-propionyl-PhA), the curve expected from the binary phase diagram is sig-
nificantly different from the received one. The crystals of the enantiomeric excess catalyze 
(instead of the separation of a low enantiomeric excess, expected under thermodynamic con-
trol) the separation of much higher enantiomer purity. For example, in the case of a starting 
composition around ee0: 20%, in the first fraction one of the enantiomers is enriched, while the 
second fraction will be enriched in the other one (Scheme 10) [21].

2.4.7. Precipitation and extraction

With the combination of precipitation and extraction, for example by liberating a part of the 
enantiomer mixture in the mixture of water and a water-immiscible solvent, the free enantio-
mer will stay in the organic phase, while the salt in the water [45].

2.4.8. Precipitation and distillation

The purification of enantiomer mixtures can also be carried out by the transformation of the 
racemic percentage of the enantiomer mixture into solid phase as salt, followed by the distil-
lation of the free enantiomeric excess [46, 47]. This method was applied in the case of enantio-
mer mixtures of salts of 1-phenylethyl-amine (PhEA) composed with nonequivalent amounts 
of dicarboxylic acids. By plotting enantiomer purity of the distillate and the residue in the 
function of the starting enantiomer purity, a diagram similar to the ee0-ee curve, received in 

Scheme 7. Purification of enantiomeric mixture of N-acetyl-phenylethylamine applying achiral chromatography [45].

Scheme 8. Fractionated precipitation of enantiomer mixture of Tisercin.

Separation of Chiral Compounds: Enantiomeric and Diastereomeric Mixtures
http://dx.doi.org/10.5772/intechopen.76478

105



2.4.3. Distribution between liquid and gas phases, enantiomer separation
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course of recrystallizations, can be obtained, and also, the joins are in accordance with the 
eutectic composition of the ternary phase diagram [48].

2.4.9. Precipitation of neutral salts of dicarboxylic acid

The racemic amlodipine with the chiral dicarboxylic tartaric acid crystallizes as the neutral 
salt of the racemic compound from solvents, without the presence of solvates or solvate-like 
molecules. Consequently, in the case of enantiomeric mixtures with achiral dicarboxylic acids, 
the crystallization of the neutral salt of the racemic percentage seemed to be logical.

Scheme 9. Fractionated precipitation of cis-permethric acid.

Scheme 10. Fractionated precipitation of N-propionyl-phenylalanine.
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To the enantiomeric mixture of AML in solution (in acetone), achiral fumaric acid (FUM) 
was given in equal amount to the racemic percentage. The mixture was dissolved by heat-
ing. After cooling, the fumaric acid salt of the racemic percentage was filtered out, while the 
residue was evaporated, resulting in enantiopure (S)-AML and (R)-AML base, respectively. 
From a starting AML enantiomeric mixture of ee: 68%, reacted with 0.16 equivalent fumaric 
acid (equivalent to the racemic percentage), after the filtration of the precipitated crystalline 
neutral fumaric acid salt, (S)-AML of ee: 99.9% enantiomeric excess can be separated from the 
mother liquor (Scheme 11).

3. Separation of diastereomeric mixtures (recent results)

3.1. Chiral salt of helical supramolecular structure as resolving agent (separation of 
diastereomeric molecular complex)

The salt of a chiral amine of supramolecular helical (double helix) structure and an achiral 
acid precipitates from the solvent (methanol) containing racemic alcohol as well, in the form 
of supramolecular helical crystals, which are composed of chiral amine, acid and one enantio-
mer of the racemic alcohol (Scheme 12) [49].

According to Kinbara, the most suitable resolving agent of a racemic molecule can be selected 
by the design of a stable hydrogen bond system [50]. Saigo et al. concluded after the analysis 
of several single crystals of pairs of diastereomeric salts, that the formed CH/π interactions 
play a significant role in the solubility difference of the diastereomers, which clearly influ-
ences the chiral recognition and thus the result of the separation [51, 52].

Others estimated well by quantum chemical computations the difference between the lattice 
energies of the pairs of diastereomeric salts, without preliminary knowledge on the crystal 
structure [53, 54]. However, it is confessed by the authors that these calculations need to be 
upgraded in order to be safely applicable in the search of resolving agents.

The conclusions drawn from the preparative results can facilitate the choice of the resolving 
agent. For example, it is already trivial, that very good separations can be reached with the 
application of a resolving agent of similar molecular structure (structurally related) to the 
racemic compound [10, 21, 55–58].

Scheme 11. Purification of enantiomeric mixture of amlodipine.
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3.2. Ratio of the molecules composing the diastereomer

Another approach construes the importance of the ratio of molecular lengths of the racemic 
molecule and the resolving agent instead of the structural similarity. According to Sakai, the 
author of the “space-filler concept,” the crystal-lattice of the less soluble diastereomer salt is 
influenced by the structural properties of the constituents of the salt (i.e., the enantiomer and 
the resolving agent), such as the molecular size. Sakai et al. investigated the relative molecular 
length of the racemic molecule and the resolving agent in course of resolutions of 1-aryl-alkyl-
amines with 2-hydroxycarboxylic acids and vice versa (Scheme 13). Based on the results of 20 
resolutions, the best separations of the racemic mixtures can be reached with the application 
of a resolving agent of similar molecular length [59].

Other researchers considered the longest carbon-chain as the length of a molecule (Scheme 14).  
Based on the average of the results of 21 resolutions (ee, F), almost linear correlation was 
found between the difference of the molecular length of structurally related racemic mixtures 
and resolving agents, and the result of the resolution (Schemes 15 and 16) [10].

Besides the abovementioned 21 resolutions [10], carried out with structurally related resolv-
ing agents, the results of 28 additional resolutions [8, 18, 60–74] applying structurally non-
related resolving agents were systematized (most of them were industrialized).

Based on the results of 49 resolutions, by plotting the average enantiomeric excess and effi-
ciency of resolution values in function of the difference of molecular length, respectively, 
the following diagrams are received (Schemes 17 and 18). Accordingly, higher enantiomeric 
excess can be reached in case of higher difference of molecular length of the racemic com-
pound and the resolving agent [75].

Scheme 12. The salt of chiral base and achiral acid crystallizes with the appropriate enantiomer of racemic alcohol.

Scheme 13. Calculation of molecular length according to Sakai.
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Scheme 14. Calculation method of molecular length used by other researchers.

Scheme 15. Average of enantiomeric excess values of enantiomeric mixtures separated from diastereomeric salt in 
function of the difference of molecular length.

Scheme 16. Average of efficiency of resolution values of enantiomeric mixtures separated from diastereomeric salt in 
function of the difference of molecular length.

Scheme 17. eeaverage values of 49 resolutions in function of the difference of molecular lengths (blue numbers represent 
the number of samples).
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4. Amino acids and their mixtures as resolving agents

4.1. Amino acid resolving agents

1-Aminoindane was successfully resolved with the application of nearly 0.5 equivalent aspar-
tic acid (Asp) and the (R)-enantiomer was separated (Scheme 19) [76].

For the resolution of racemic acids basic amino acids were also applied, for example (S)-lysine 
(Lys) (Scheme 20) [77, 78].

4.2. Mixtures of amino acids as resolving agents

With the application of equivalent amount of (S)-Phe, (S,S)-AP and (S)-PG resolving agents 
or their mixtures in course of the resolution of racemic mandelic acid (Scheme 21), the most 
effective resolving agent was the (S)-PG. In the case of resolutions carried out using the mix-
tures of resolving agents in 1:1 ratio, the most effective combination was the mixture of (S)-
Phe and (S)-PG.

Among the half-equivalent resolving agents, (S)-Phe was the most effective, while from the 
half-equivalent resolving agent combinations, the mixture of (S)-Phe and (S,S)-AP was the 
most effective [8].

The racemic mandelic acid (MA) cannot be resolved from water with the application of (S)-
Ala, however, a diastereomeric salt of ee: 23% enantiomeric excess was received using (S)-Phe 
as resolving agent. Applying mixtures of the two resolving agents in different ratios, (S)-MA 
of significantly increased enantiomeric excess could be separated from the precipitated dia-
stereomeric mixture when the resolving agent consisted of 0.35 mol (S)-Phe and 0.65 mol 
(S)-Ala [8]. This is the application of the Dutch resolution method in the case of amino acid 
mixture resolving agents (Scheme 22).

Scheme 18. Faverage values of 49 resolutions in function of the difference of molecular lengths (blue numbers represent the 
number of samples).

Scheme 19. Resolution of Rasagilin intermediate with (S)-aspartic acid.
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5. Presence, role, and effect on the diastereomer separation of achiral 
additive

5.1. Achiral additive structurally related to the racemic compound

After the resolution of N-acetyl phenylalanine (N-acetyl-Phe) with 1.0 equivalent (R)-
1-phenylethylamine ((R)-PhEA), (S)-N-acetyl phenylalanine of 5% enantiomer purity 
could be separated from the diastereomeric salt. However, when equivalent amount of 
the structurally related phenoxy acetic acid (PhOAA) was given to the racemic N-acetyl-
phenylalanine and this mixture was resolved with 2 equivalents of (R)-1-phenylethylamine, 
(S)-N-acetyl-phenylalanine of 88% enantiomeric excess was enriched in the diastereomeric 
salt (Scheme 23) [79].

Scheme 20. Resolution of 2-chloro-mandelic acid with (S)-lysine.

Scheme 21. Resolution of mandelic acid with the application of mixtures of resolving agents according to the Pope-
Peachey half-equivalent method.

Scheme 22. Resolution of mandelic acid with the mixture of (S)-Phe and (S)-Ala resolving agents.
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5.2. Achiral additive structurally related to the resolving agent

With the application of achiral additives, which are structurally related to the resolving agent, 
the efficiency of the enantiomer separations was significantly improved.

By changing the half of the phenylglycine methyl ester (PhG-Me) enantiomer resolving agent 
to the structurally related benzylamine (BA) in course of the resolution of N-acetyl phenylg-
lycine (N-Ac-PhG), the enantiomer purity of the diastereomer salt of N-Ac-PhG increased by 
54%, compared to the results of the 1 equivalent PhG-Me resolving agent (Scheme 24). Also 
in the case of 1-phenyl-ethyl amine (PhEA) resolving agent, by exchanging the half of PhEA to 
benzylamine, both the enantiomer purity and the efficiency of resolution values increased [79].

The resolution of racemic ibuprofen (IBU) with (R)-1-phenylethylamine ((R)-PhEA) and ben-
zylamine (BA) as structurally related achiral additive was investigated. The unreacted enan-
tiomer mixture of IBU was removed by scCO2 extraction from the received diastereomeric 
salt. The addition of the achiral benzylamine resulted in higher efficiency of resolution (FSCS) 
values compared to the experiments without additive (Scheme 25) [80].

5.3. Additive of similar structure to the polar part of the resolving agent

Racemic 1-phenylethylamine (PhEA) was resolved with N-glutaryl-1-phenylethylamine (PhEA-GA) 
applying urea and its derivatives and thiourea additives of neutral character, which show structural 
similarity with a part of the resolving agent. Although the enantiomer purity of the PhEA received 
from the diastereomeric salt decreased (from ee: 62% to ee: 51–54%), the increased yields led to higher 
efficiency of resolution values (from F: 0.36 to F: 0.37–0.49) in all cases (Scheme 26). The urea was 

Scheme 23. Resolution of N-acetyl-phenylalanine in the presence of phenoxy acetic acid.

Scheme 24. Resolution of N-acetyl-phenylglycine with 1-phenylethylamine and with benzylamine as achiral additive.
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proven to be present in the solid phase; therefore the process of the crystallization was investigated 
by polarization microscopy. According to the results, the nucleation of the diastereomer salt of (S)-
PhEA∙(R)-PhEA-GA starts on the surface of the initially appearing needle-like urea crystals [81].

Scheme 25. Effect of benzylamine on the resolution of racemic ibuprofen by scCO2 extraction.

Scheme 26. Resolution of racemic 1-phenylethylamine in the presence of urea and its derivatives.

Scheme 27. Resolution of mandelic acid with the application of amphoteric achiral additives.
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5.4. Application of achiral additives structurally related to amino acids [19]

The resolution of racemic mandelic acid (MA) was carried out with mixtures of amphoteric 
resolving agents and structurally similar achiral compounds in 1:1 ratio, namely with the mix-
tures of (S)-Phe and Gly, (S,S)-AP and β-Ala, and (S)-PG and GABA, respectively (Scheme 27).

The results were compared to experiments carried out with the application of solely half-
equivalent resolving agent. In the case of (S)-Phe, the addition of achiral glycine resulted in 
Δee = 15%, in the case of aspartame ((S,S)-AP), the achiral β-Ala led to Δee = 38%; while the 
combination of (S)-pregabalin ((S)-PG) and γ-aminobutyric acid (GABA) led to an increase of 
Δee = 9% in enantiomeric purity.

6. Effect of solvate forming solvents and molecules having similar 
structure on the results of diastereomer separation

In the case of resolution of amlodipine with (S,S)-tartaric acid ((S,S)-TA) from dimethyl-sulfoxide 
solvent, the dimethyl-sulfoxide solvate of (S)-amlodipine-hemi-(S,S)-tartrate salt crystallizes with 
high purity (Scheme 28I) [82]. The diastereomer salt enriched in (S)-amlodipine precipitates also 
from N,N-dimethylacetamide (DMA) solvent (Scheme 28II) [83] from 2-butanone solvent, the 
diastereomer salt of (S)-amlodipine crystallized applying (R,R)-tartaric acid as resolving agent 
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(Scheme 29I) [84]. From the mixture of N,N-dimethylformamide and cosolvents, the DMF sol-
vate of ((S)-AML)2∙(R,R)-TA crystallized, with high enantiomeric purity (Scheme 29II) [85].

With the addition of urea, which has similar structure to the different solvates, to the resolving 
agent (S,S)-tartaric acid, from the mixture of 2-propanol and water enantiopure S-amlodipine 
can be received with good yield (Scheme 30) [86]. The reason of the selection of urea as addi-
tive is not explained by the inventors, but the structural similarity is easily recognizable, thus 
this patent can be considered as the first published form of the application of achiral additive 
having similar structure as the solvate.

7. Conclusion

One of the possibilities for the separation of mixtures of chiral compounds (enantiomers, diaste-
reomers) is their nonlinear distribution between two phases. The phase-distribution depends 
on the starting mixture, which follows well the curves of the binary and ternary phase dia-
grams. The equilibrium processes between the supramolecular associates, formed from the chi-
ral molecules, as well as the solubility equilibriums and the catalytic interactions of the formed 
crystals lead to the phase distribution of the mixtures. Most probably the helical structure of 
the associates, resulting in another mirror-image relation, determines their phase-distribution.

In the case of enantiomeric mixtures, the macroscopic manifestation of the helical associates is 
the formation of crystals of helical structure, related to the configuration of the enantiomer in 
excess. The phase-distribution is determined by the eutectic composition of one of the present 
chiral molecules through the effects of the solvent and the time-dependence of the phase equi-
libriums. The equilibriums can be affected by the partial replacement of the chiral compounds 
by structurally related chiral or achiral molecules.

It has a more beneficial effect, if the molecules composing the diastereomer have different size 
and bond lengths.
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Abstract

The solution thermodynamic properties of mixed ionic liquids such as density, excess 
molar volume, partial molar volume and apparent molar volume are highly influen-
tial on the design of an effective separation unit and in the optimization of operating 
parameters like pressure, temperature and concentration for the separation processes. 
Therefore, it could be better to do a prior experimental study on of the solution thermo-
dynamic properties of mixed ionic liquids at different temperatures for the whole mole 
fractions rather than doing separation characterization studies like selectivity, efficiency, 
distribution coefficient and performance index. In addition, the recovery and regenera-
tion of ionic liquids also challenge researchers and separation scientists in several fields 
of applications. Therefore, in this chapter, density of pure 1-butyl-3-methyl imidazolium 
bis(trifluoromethylsulfonyl) imide {[BIMIM][NtF2]}, 1-ethyl-3-methylimidazolium ethyl 
sulfate {[EMIM][ESO4]}, 1-ethyl-3-methylimidazolium hydrogen sulfate {[EMIM][HSO4]} 
and 1-butyl-3-methylimidazolium acetate {[BMIM][OAc]} and its binary mixtures have 
been measured at T (293.15–343.15) K. From the measured densities, isobaric expansivity, 
excess molar volume, partial molar volume, excess partial molar volume, and apparent 
molar volume have been calculated. Results were discussed in terms of physical interac-
tion, chemical interaction and structural orientation at molecular level and their tempera-
ture and composition dependency.

Keywords: mixed ionic liquid, density, isobaric expansivity and excess property
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Abstract

The solution thermodynamic properties of mixed ionic liquids such as density, excess 
molar volume, partial molar volume and apparent molar volume are highly influen-
tial on the design of an effective separation unit and in the optimization of operating 
parameters like pressure, temperature and concentration for the separation processes. 
Therefore, it could be better to do a prior experimental study on of the solution thermo-
dynamic properties of mixed ionic liquids at different temperatures for the whole mole 
fractions rather than doing separation characterization studies like selectivity, efficiency, 
distribution coefficient and performance index. In addition, the recovery and regenera-
tion of ionic liquids also challenge researchers and separation scientists in several fields 
of applications. Therefore, in this chapter, density of pure 1-butyl-3-methyl imidazolium 
bis(trifluoromethylsulfonyl) imide {[BIMIM][NtF2]}, 1-ethyl-3-methylimidazolium ethyl 
sulfate {[EMIM][ESO4]}, 1-ethyl-3-methylimidazolium hydrogen sulfate {[EMIM][HSO4]} 
and 1-butyl-3-methylimidazolium acetate {[BMIM][OAc]} and its binary mixtures have 
been measured at T (293.15–343.15) K. From the measured densities, isobaric expansivity, 
excess molar volume, partial molar volume, excess partial molar volume, and apparent 
molar volume have been calculated. Results were discussed in terms of physical interac-
tion, chemical interaction and structural orientation at molecular level and their tempera-
ture and composition dependency.
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1. Introduction

Ionic liquid is a green solvent. It is composed of organic cations and inorganic or organic anions; 
they can have liquid state near ambient temperature. Since this green solvent has unique properties  
when compared to conventional solvents such as larger temperature range of liquid state [1], 
high thermal stability, high ionic conductivity negligible vapor pressures, nonflammability and 
high solvating capacity (i.e., solubility), for polar or nonpolar organic, inorganic and organo-
metallic compounds [2, 3]. It is well known that the solvation capacity of green solvent is influ-
enced by the hydrogen bonded structure and interaction between the individual ions (cation 
or anion) with other substances. On the other hand, the green solvent is an organic salt and its 
microscopic structure is usually composed of a large cation with low order of molecular sym-
metry. Hence, the unstable lattice structure lowers the melting point to well below the room 
temperature [4]. Therefore, the green solvent has the capabilities as environmental-friendly sol-
vent in many green chemical processes [5] such as, biocatalytical transformation, isomerization, 
used in multiphase homogeneous catalysis [6], synthesis, catalysis, liquid-liquid extraction and 
supercritical extraction, and also used as thermal fluids, lubricants, and working fluids in elec-
trochemical devices such as batteries, capacitors and solar cells [7].

But there is no systematic study on application of green solvent at different temperature and com-
positions. On the other hand, the solution thermodynamic properties of pure ionic liquids and 
its mixtures are of interest from the point of both basic and applied research [7]. Also, a detailed 
knowledge of the solution thermodynamic properties of mixed green solvents are important in 
relating the microscopic and macroscopic behavior. In this context, There is no data generated 
by experimental or theoretical approach. Moreover, the complete design of new green chemical 
processes and new green products based on green solvents and mixed green solvents can only 
be achieved when their solution thermodynamic properties such as molar volume, excess molar 
volume, partial molar volume, excess partial molar volume, and apparent molar volume are 
adequately characterized. But there is no data on solution thermodynamic properties of mixed 
green solvents at different temperature for an entire mole fractions range. Therefore, it is very 
important to accumulate a sufficiently large data bank not only for green processes and prod-
uct design but also for the development of correlation for these properties. In addition, a better 
understanding of the behavior of mixed green solvent demands the knowledge of density and 
its temperature and composition dependence. Obtaining knowledge on the solution thermody-
namic properties is extremely important to improve their selection and performance.

2. Experimental methods

2.1. Chemicals

Green solvents like 1-butyl-3-methyl imidazolium bis(trifluoromethylsulfonyl) imide {[BIMIM]
[NtF2]}, 1-ethyl-3-methylimidazolium ethyl sulfate {[EMIM][ESO4]}, 1-ethyl-3-methylimidazo-
lium hydrogen sulfate {[EMIM][HSO4]} and 1-butyl-3-methylimidazolium acetate {[BMIM]
[OAc]} were supplied by Aldrich Chemistry, Germany with purity greater than 98%. All the 
green solvents (i.e., ionic liquids) were used without further purifications.
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2.2. Sample preparation

The binary mixture was prepared by transferring a known amount of the pure liquids via 
syringe into stoppered bottles and was properly sealed with parafilm tape to prevent evapo-
ration and addition of moisture to the mixtures, using a Mettler AX-205 Delta Range balance 
with a precision of ±10−5 g. The estimated uncertainty on the composition measurement was 
±10−4 g mole fraction. The stoppered bottles were placed inside a water-shaker bath set at atmo-
spheric pressure, and allowed to shake for more than 6 h at 300 rpm in thermostatic shaker 
bath. Spring clamps were used to hold the flasks on the tray. The binary mixture was then 
allowed to settle for  minimum of 12 h so that equilibrium is attained. The sample is taken 
from vial with a syringe to measure the density at temperature from 293.15 to 343.15 K with 
5 K interval.

2.3. Density measurement

Density was measured using an Anton Paar DMA 4100 M with the oscillating U-tube method. 
In this method, the sample is introduced into a U-shaped borosilicate glass tube that is being 
excited to vibrate at its characteristic frequency. The characteristic frequency changes depend-
ing on the density of the sample. Through a precise determination of the characteristic fre-
quency a mathematical conversion, the density of the sample can be measured. The density 
is calculated from the quotient of the period of oscillations of the U-tube and the reference 
oscillator [8]:

  ρ =   K  A     ∗   Q   2∗   f  1   −   K  B     ∗   f  2    (1)

where; KA and KB are apparatus constants, respectively, Q is the oscillation period of the ref-
erence oscillator. f1 and f2 are correction factors for temperature, viscosity, and nonlinearity.

3. Theory

When two liquid chemical species mixed with each other, the total weight of the mixture 
is equal to the sum of masses of the individual chemical species. But it is not true in case of 
volume. When two miscible liquids are mixed with each other, volume of the mixtures may 
not equal to the sum of the volume of the individual chemical species [9]. Ideal binary liq-
uid mixture does not have volume changes. Hence, the binary liquid mixture has deviation 
from ideality due to the molecular interactions between solute-solvent or two components 
in the mixtures. In addition, the binary liquid mixture volume either increase or decrease as  
the function of composition of component i in the mixture. This difference in the volume of the  
mixture can be taken as a criterion and measure of molecular interactions at molecular level 
by means of isobaric expansivity, excess molar volume, partial molar volume, excess partial 
molar volume and apparent molar volume (Figure 1).

Isobaric expansivity is inversely proportional to the volume of component “i” in the mixture 
and its product with the rate of change of volume with respect to temperature at constant 
pressure. Hence the isobaric expansivity is defined as;
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The binary mixture was prepared by transferring a known amount of the pure liquids via 
syringe into stoppered bottles and was properly sealed with parafilm tape to prevent evapo-
ration and addition of moisture to the mixtures, using a Mettler AX-205 Delta Range balance 
with a precision of ±10−5 g. The estimated uncertainty on the composition measurement was 
±10−4 g mole fraction. The stoppered bottles were placed inside a water-shaker bath set at atmo-
spheric pressure, and allowed to shake for more than 6 h at 300 rpm in thermostatic shaker 
bath. Spring clamps were used to hold the flasks on the tray. The binary mixture was then 
allowed to settle for  minimum of 12 h so that equilibrium is attained. The sample is taken 
from vial with a syringe to measure the density at temperature from 293.15 to 343.15 K with 
5 K interval.

2.3. Density measurement

Density was measured using an Anton Paar DMA 4100 M with the oscillating U-tube method. 
In this method, the sample is introduced into a U-shaped borosilicate glass tube that is being 
excited to vibrate at its characteristic frequency. The characteristic frequency changes depend-
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quency a mathematical conversion, the density of the sample can be measured. The density 
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erence oscillator. f1 and f2 are correction factors for temperature, viscosity, and nonlinearity.

3. Theory

When two liquid chemical species mixed with each other, the total weight of the mixture 
is equal to the sum of masses of the individual chemical species. But it is not true in case of 
volume. When two miscible liquids are mixed with each other, volume of the mixtures may 
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uid mixture does not have volume changes. Hence, the binary liquid mixture has deviation 
from ideality due to the molecular interactions between solute-solvent or two components 
in the mixtures. In addition, the binary liquid mixture volume either increase or decrease as  
the function of composition of component i in the mixture. This difference in the volume of the  
mixture can be taken as a criterion and measure of molecular interactions at molecular level 
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where; α is the isobaric expansivity, v is the volume of the fluid, ρ is the density of the fluid, 
T is the temperature, P is the pressure.

The excess molar volume is the good estimator of unlike interaction in the binary mixture as a 
function of concentration of component “i” at constant temperature and pressure. The excess 
molar volume (cm3/mole) is defined as [1, 13];
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  real   is the molar volume of real fluid,   V  

m
  ideal   is the molar 

volume of ideal,   V  1  0   and   V  
2
  0   are the molar volume of component 1 and 2, respectively. x1 and x2 

are the mole fraction of component 1 and 2 in the binary mixture. M1 and M2 are the molecular 
weight of component 1 & 2. ρmix, ρ1 & ρ2 are the densities of binary mixture, component 1 and 
component 2, respectively.

Partial molar volume is the thermodynamic quantity and it is used to measure the change 
s in extensive properties of the binary mixture as the function of composition at constant 
temperature and pressure. In addition, the partial molar volume is a potential tool to esti-
mate the solute-solvent interaction in the binary mixture at molecular level. The partial molar 
volume is used to measure the incremental volume by addition of co-solvent in the binary 

Figure 1. Illustrating the density measurement of binary mixtures using Anton Paar DMA 4100 M.
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mixtures. Hence, the partial molar volume is not necessarily the same as the molar volume of 
the pure component as it depends on how the molecules interact, structural rearrangement, 
and the geometrical fitting of the molecules [13]. The partial molar volume (cm3/mole) can be 
 evaluated using the following equations;
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where;    v ̄    
i
    and    v ̄    

2
    are the partial molar volume of component 1 and 2, respectively.

Excess partial molar volume is the property of binary mixtures which is useful to characterize 
the non-ideal behavior of real mixtures. Excess partial molar volume is the different between 
the partial molar volume of a component “i” in a real mixture and the molar volume of the 
component in an ideal mixture (cm3/mole). It can be defined as;
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  E   are the excess partial molar volume of component 1 and 2, respectively.

Apparent molar volume is one of the solution thermodynamic properties which can mea-
sure the amount of solute is required to bring the solvent volume up to the solution volume. 
Hence, the apparent molar volume (cm3/mole) is defined as;
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where;   V  
φ·1

    and   V  
φ·2

    are the apparent molar volume of component 1 and 2, respectively.

4. Results and discussion

4.1. Density of pure ionic liquids

The density of pure [EMIM][ESO4], [EMIM][HSO4], [BMIM][OAc] and [BMIM][NtF2] ionic liq-
uid at the temperature range from 293.15 to 343.15 K are presented in Table 1. Densities of IL’s 
used in this work and commonly used ILs are given in Figure 2. Density of all IL’s decreases 
as in the order of; [BMIM][NTF2] (this work) < [EMIM][TOS] < [BMIM][PF6] < [EMIM][HSO4]
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mixtures. Hence, the partial molar volume is not necessarily the same as the molar volume of 
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4. Results and discussion

4.1. Density of pure ionic liquids

The density of pure [EMIM][ESO4], [EMIM][HSO4], [BMIM][OAc] and [BMIM][NtF2] ionic liq-
uid at the temperature range from 293.15 to 343.15 K are presented in Table 1. Densities of IL’s 
used in this work and commonly used ILs are given in Figure 2. Density of all IL’s decreases 
as in the order of; [BMIM][NTF2] (this work) < [EMIM][TOS] < [BMIM][PF6] < [EMIM][HSO4]
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(this work) < [MMIM][MSO4] < [BMIM][TOS] < [HMIM][PF6] < [OMIM][PF6] < [EMIM][ESO4] 
(this work) < [BMIM][BF4] < [HMIM][BF4] < [EMIM][SCN] < [BMIM][OAc] (this work) < Water 
at 298.15 K. Densities of all the studied ionic liquids slightly decreases with increasing 
 temperatures from 293.15 to 343.15 K. It is observed that temperature effect on densities of 
studied ionic liquids are very small and it may be neglected. The density of ILs’ decrease as in 
the order of; [BMIM][NtF2] < [EMIM][HSO4] < [EMIM][ESO4] < [BMIM][OAc] (Figure 1). Since 
the densities of pure ionic liquids play an important role to estimate the volumetric behavior 
of individual IL’s with other IL’s in the binary mixtures for the whole composition at differ-
ent temperatures. It is noted that the length of alkyl-chain in cation as well as the variety of 

S.
No

Name 293.15 298.15 303.15 308.15 313.15 318.15 323.15 328.15 333.15 338.15 343.15

1 [EMIM]
[SCN] 
[10]

NA 1.1168 NA 1.1107 NA 1.1047 NA 1.0927 NA NA NA

2 [BMIM]
[BF4] [5]

NA 1.2076 1.2041 1.2005 1.1970 1.1934 1.1899 NA 1.1754 NA NA

3 [HMIM]
[BF4] [5, 
10]

NA 1.1488 1.1453 1.1418 1.1384 1.1350 1.1316 NA NA NA NA

4 [OMIM]
[BF4] [11]

NA 1.1018 NA NA NA NA NA NA NA NA NA

5 [BMIM]
[PF6] [12]

NA 1.3697 1.3635 1.3592 1.3555 1.3520 1.3474 NA NA NA NA

6 [EMIM]
[TOS] [13]

NA 1.3895 1.3853 1.3811 1.3769 1.3727 1.3686 NA NA NA NA

7 [BMIM]
[TOS] [13]

NA 1.3016 1.2976 1.2937 1.2897 1.2858 1.2819 NA 1.14997 1.14667 1.14347

8 [MMIM]
[MSO4] 
[14]

NA 1.3415 1.3341 1.3248 1.3206 NA NA NA NA NA NA

9 [EMIM]
[EtSO4] 
[15]

1.2424 1.2394 1.2363 1.2333 1.2302 1.2272 1.2241 1.2211 1.2181 1.2151 1.2120

1.2402* 1.2368* 1.2334* 1.2300* 1.2266* 1.2232* 1.2199* 1.2165* 1.2132* 1.2099* 1.2066*

10 [BMIM]
[MSO4] 
[5]

NA 1.2107 1.2074 1.2041 1.2008 1.1975 1.1942 NA NA NA NA

11 [EMIM]
[HSO4]*

1.3691 1.3660 1.3629 1.3599 1.3567 1.3537 1.3508 1.3477 1.3448 1.3418 1.3388

12 [EMIM]
[OAc]*

1.0555 1.0525 1.0495 1.0465 1.0435 1.0405 1.0375 1.0346 1.0316 1.0287 1.0257

13 [BMIM]
[NtF2]*

1.4406 1.4358 1.4310 1.4262 1.4215 1.4167 1.4120 1.4073 1.4026 1.3979 1.3933

Table 1. Density as function of temperature for pure ionic liquids.
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anion has great impact on density of IL’s. Generally, density of pure IL’s decreases due to the 
following reasons; (i) increasing length of the alkyl chain and (ii) increasing volume of the 
anions [1].

4.2. Isobaric expansivity

The study of temperature and pressure dependence of isobaric expansivity of [EMIM][ESO4], 
[EMIM][HSO4], [BMIM][OAc] and [BMIM][NtF2] ionic liquids. The ILs do not expanded 
appreciably at the temperature range from 293.15 to 343.15 K. Isothermal expansivity of all 
studied ILs are presented in Table 2. [BMIM][OAc] gave 5.77 × 10−4, 4.94 × 10−4 for [BMIM]
[NtF2], 4.09 × 10−4 for [EMIM][ESO4] and 2.95 × 10−4 for [EMIM][HSO4].

4.3. Excess molar volume

Experimental densities for different binary mixtures of [EMIM][ESO4] + [BMIM][OAc], 
[EMIM][ESO4] + [BMIM][NtF2] and [EMIM][ESO4] + [BMIM][HSO4] as a function of composi-
tion at T = 293.15–343.15 K were used to estimate excess molar volume. Excess molar volumes 
for the binary mixtures of [EMIM][ESO4] + [BMIM][OAc], [EMIM][ESO4] + [BMIM][NtF2] and 
[EMIM][ESO4] + [BMIM][HSO4] from 293.15 to 343.15 K versus the mole fraction of [EMIM]
[ESO4] are shown in Figures 3–5.

Generally, VE can be considered arising from three types of interactions between two com-
ponents in the mixtures: (i) physical interaction mainly consisting of dispersion forces or 
weak dipole-dipole interactions and making a positive contribution. (ii) Chemical or specific 
interactions which include charge transfer, formation of hydrogen bonds and other complex 
forming interactions resulting in negative contribution, and (iii) the structural contributions 
arising from geometrical fitting of one component into another due to difference in molar 
volumes resulting in negative excess molar volume [16].

Figure 2. Density of investigated ionic liquids in this work at different temperature.
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anion has great impact on density of IL’s. Generally, density of pure IL’s decreases due to the 
following reasons; (i) increasing length of the alkyl chain and (ii) increasing volume of the 
anions [1].

4.2. Isobaric expansivity

The study of temperature and pressure dependence of isobaric expansivity of [EMIM][ESO4], 
[EMIM][HSO4], [BMIM][OAc] and [BMIM][NtF2] ionic liquids. The ILs do not expanded 
appreciably at the temperature range from 293.15 to 343.15 K. Isothermal expansivity of all 
studied ILs are presented in Table 2. [BMIM][OAc] gave 5.77 × 10−4, 4.94 × 10−4 for [BMIM]
[NtF2], 4.09 × 10−4 for [EMIM][ESO4] and 2.95 × 10−4 for [EMIM][HSO4].

4.3. Excess molar volume

Experimental densities for different binary mixtures of [EMIM][ESO4] + [BMIM][OAc], 
[EMIM][ESO4] + [BMIM][NtF2] and [EMIM][ESO4] + [BMIM][HSO4] as a function of composi-
tion at T = 293.15–343.15 K were used to estimate excess molar volume. Excess molar volumes 
for the binary mixtures of [EMIM][ESO4] + [BMIM][OAc], [EMIM][ESO4] + [BMIM][NtF2] and 
[EMIM][ESO4] + [BMIM][HSO4] from 293.15 to 343.15 K versus the mole fraction of [EMIM]
[ESO4] are shown in Figures 3–5.

Generally, VE can be considered arising from three types of interactions between two com-
ponents in the mixtures: (i) physical interaction mainly consisting of dispersion forces or 
weak dipole-dipole interactions and making a positive contribution. (ii) Chemical or specific 
interactions which include charge transfer, formation of hydrogen bonds and other complex 
forming interactions resulting in negative contribution, and (iii) the structural contributions 
arising from geometrical fitting of one component into another due to difference in molar 
volumes resulting in negative excess molar volume [16].

Figure 2. Density of investigated ionic liquids in this work at different temperature.

Evaluation of Solution Thermodynamic Properties of Mixed Ionic Liquids at Different…
http://dx.doi.org/10.5772/intechopen.77016

129



Excess molar volumes are positive over the whole composition range for [EMIM][ESO4] +  
[BMIM][OAc] and [EMIM][ESO4] + [BMIM][NtF2]. [EMIM][ESO4] + [BMIM][HSO4] also has 
positive values at temperature from 293.15 to 343.15 K. But, [EMIM][ESO4] + [BMIM][HSO4] 
has a negative values at 308.15 and 313.15 K which is indicated that alkyl group substitution 
at anions has a significant role in the formation of hydrogen bond with other IL’s at different 
temperature. The rise in temperature does not show any considerable effect on the excess molar 
volume of all the studied mixed IL’s systems. But [EMIM][ESO4] + [EMIM][HOS4] system has 
shown negative deviation from 0 to 3.5 at 308.15 K and 0 to 6.5 mole fraction of [EMIM][ESO4] 

Figure 3. Excess molar volume of binary mixture of [EMIM][ESO4] + [BMIM][OAc] at different temperature.

S. no Name α (1/K)

This work Literature

1 [EMIM][SCN] [8] NA 7.23 × 10−4

2 [BMIM][BF4] [5] NA 5.84 × 10−4

3 [HMIM][BF4] [5, 8] NA 6.14 × 10−4

4 [BMIM][PF6] [10] NA 6.63 × 10−4

5 [EMIM][TOS] [11] NA 5.80 × 10−4

6 [BMIM][TOS] [11] NA 6.19 × 10−4

7 [MMIM][MSO4] [12] NA 10.52 × 10−4

8 [BMIM][MSO4] 2.95 × 10−4 NA

9 [EMIM][EtSO4] [13] 4.09 × 10−4 4.88 × 10−4

10 [BMIM][OAc] 5.77 × 10−4 NA

11 [EMIM][NtF2] 4.94 × 10−4 NA

Table 2. Observed and literature values of isobaric thermal expansivities.
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in [EMIM][HSO4]. It may be due to the formation of hydrogen bond and also because of inter-
actions. It is also observed that the sign of the excess molar volume and shape of the curve of 
excess molar volume as a function of [EMIM][ESO4] is mainly depends on nature and changes 
of ion’s in IL’s.

4.4. Partial molar volume

Figures 6–8 shows the partial molar volume of [EMIM][ESO4] in [EMIM][HSO4], [BMIM]
[OAc] and [BMIM][NtF2] at T (293.15–343.15) K. The values of partial molar volume of all 
studied system shows negative deviation for the mole fractions of [EMIM][ESO4] at different 
temperatures, except [EMIM][ESO4] + [EMIM][HSO4] system. [EMIM][ESO4] + [EMIM][HSO4] 

Figure 4. Excess molar volume of binary mixture of [EMIM][ESO4] + [EMIM][HSO4] at different temperature.

Figure 5. Excess molar volume of binary mixture of [EMIM][ESO4] + [BMIM][NtF2] at different temperature.
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in [EMIM][HSO4]. It may be due to the formation of hydrogen bond and also because of inter-
actions. It is also observed that the sign of the excess molar volume and shape of the curve of 
excess molar volume as a function of [EMIM][ESO4] is mainly depends on nature and changes 
of ion’s in IL’s.

4.4. Partial molar volume

Figures 6–8 shows the partial molar volume of [EMIM][ESO4] in [EMIM][HSO4], [BMIM]
[OAc] and [BMIM][NtF2] at T (293.15–343.15) K. The values of partial molar volume of all 
studied system shows negative deviation for the mole fractions of [EMIM][ESO4] at different 
temperatures, except [EMIM][ESO4] + [EMIM][HSO4] system. [EMIM][ESO4] + [EMIM][HSO4] 
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Figure 5. Excess molar volume of binary mixture of [EMIM][ESO4] + [BMIM][NtF2] at different temperature.
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has positive deviation due to very strong physical interaction between [EMIM][ESO4] and 
[BMIM][OAc]/[BMIM][NtF2]. Physical interaction mainly consisting of dispersion forces or 
weak dipole-dipole interaction, and weak ion-dipole interaction make a positive deviation. 
The partial molar volume of [EMIM][ESO4] with [EMIM][OAc] and [BMIM][NtF2] mixtures 
are more negative than [EMIM][ESO4] + [EMIM][HSO4] mixtures, which imply that there are 
stronger ion-dipole interactions. On the other hand, packing effect, charge transfer, hydrogen 
bond formation, other complex interaction, geometrical fitting one component into other due 
to difference in molar volume make a negative deviation. [EMIM][ESO4] + [EMIM][HSO4] 

Figure 6. Partial molar volume of [EMIM][ESO4] in [BMIM][NtF2] at different temperature.

Figure 7. Partial molar volume of [EMIM][ESO4] in [EMIM][HSO4] at different temperature.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering132

system has positive deviation due to very strong physical interaction between these two IL’s 
at molecular level. Usually, physical interaction is dispersion forces or weak dipole-dipole 
interaction.

4.5. Excess partial molar volume

The excess partial molar volume of [EMIM][ESO4] in [EMIM][HSO4],[BMIM][OAc] and 
[BMIM][NtF2] at T (293.15–343.15) K are presented in Figures 9–11. [EMIM][ESO4] + [BMIM]
[NtF2] and [EMIM][ESO4] + [BMIM][OAc] shows negative deviation which indicates that 

Figure 8. Partial molar volume of [EMIM][ESO4] in [BMIM][OAc] at different temperature.

Figure 9. Excess partial molar volume of [EMIM][ESO4] in [BMIM][NtF2] at different temperature.
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has positive deviation due to very strong physical interaction between [EMIM][ESO4] and 
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there is very strong packing effect. The packing effect caused by a large difference in molecu-
lar size and configuration between two IL’s, charge transfer, hydrogen bond formation and 
the ion-dipole attractions are even more dominant in IL’s mixtures as function of composi-
tions at T (293.15–343.15) K.

4.6. Apparent molar volume

[EMIM][ESO4] in [BMIM][NtF2] has positive deviation up to 0.7 mole fraction of [EMIM]
[ESO4] due to strong dipole-dipole interaction, dispersion, induction and dipolar forces 
 acting in between these two IL’s for entire temperature range (Figure 12). The apparent 

Figure 11. Excess partial molar volume of [EMIM][ESO4] in [EMIM][OAc] at different temperature.

Figure 10. Excess partial molar volume of [EMIM][ESO4] in [EMIM][HSO4] at different temperature.
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molar volume of [EMIM][ESO4] in [EMIM][HSO4] shows positive deviation as function 
of the composition from 293.15 to 333.15 K which implies that there is strong packing 
effect due to similar size of cation in both IL’s (Figure 13). [EMIM][ESO4] + [BMIM][OAc] 
gave negative apparent molar volume which means that there is very strong hydrogen 
bond formation and charge-charge interaction between one and another at molecular level 
(Figure 14).

Figure 12. Apparent molar volume of [EMIM][ESO4] in [BMIM][NtF2] at different temperature.

Figure 13. Apparent molar volume of [EMIM][ESO4] in [EMIM][HSO4] at different temperature.
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molar volume of [EMIM][ESO4] in [EMIM][HSO4] shows positive deviation as function 
of the composition from 293.15 to 333.15 K which implies that there is strong packing 
effect due to similar size of cation in both IL’s (Figure 13). [EMIM][ESO4] + [BMIM][OAc] 
gave negative apparent molar volume which means that there is very strong hydrogen 
bond formation and charge-charge interaction between one and another at molecular level 
(Figure 14).
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5. Conclusions

Densities for the binary mixtures of [EMIM][ESO4] + [EMIM][HSO4], [EMIM][ESO4] + [BMIM]
[OAc], [EMIM][ESO4] + [BMIM][NtF2] has been measured at 293.15–343.15 K with an interval 
of 5 K. Isobaric expansivity of all studied IL’s have been calculated for temperature ranges 
from 293.15 to 343.15 K. The corresponding excess molar volume, partial molar volume; 
excess partial molar volumes; and apparent molar volume have also been calculated. The 
volumetric behavior of this binary system have been discussed in terms of ion-dipole interac-
tion, packing effect, dipole-dipole interaction, hydrogen bond formation, geometrical fitting 
of one component into other, charge transfer, electron-electron interaction, and other complex 
forming interactions. In these mixtures, the forces (that is: dispersion, induction and dipolar 
forces) between pairs of unlike molecules are less than the forces between like molecules due 
to the difference in shape and size of the constituent molecules.
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5. Conclusions

Densities for the binary mixtures of [EMIM][ESO4] + [EMIM][HSO4], [EMIM][ESO4] + [BMIM]
[OAc], [EMIM][ESO4] + [BMIM][NtF2] has been measured at 293.15–343.15 K with an interval 
of 5 K. Isobaric expansivity of all studied IL’s have been calculated for temperature ranges 
from 293.15 to 343.15 K. The corresponding excess molar volume, partial molar volume; 
excess partial molar volumes; and apparent molar volume have also been calculated. The 
volumetric behavior of this binary system have been discussed in terms of ion-dipole interac-
tion, packing effect, dipole-dipole interaction, hydrogen bond formation, geometrical fitting 
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1. Introduction

In general, the matter that makes up the Earth and everything living on it has a heterogeneous
nature in relation to the different states (solid, liquid and gas). In the case of liquid solutions,
the development of separation technologies is associated with the chemical industry [1, 2],
which is a driving force behind it. Any transformation process of matter requires preliminary
and/or subsequent steps, which change the composition of the solutions involved. One objec-
tive may be to purify the products generated in a reactor, for example, by removing the
presence of inert compounds, contaminants, by-products or excess reagents, and even to
produce solutions with specific compositions, different to those obtained in the reactor. So,
many processes in the chemical industry are essentially combinations of physical separation
processes that do not require a chemical reaction.

There are a variety of separation processes known to date [3], but the performance of distilla-
tion [4] make it the most important and most used operation in the chemical industry. How-
ever, not all solutions can be separated into their simple components by classical multi-step
distillation (rectification) techniques. Because of this, advanced methods aimed at resolving the
limitations of distillation in relation to specific problems have been developed. Two of the most
important complications in the correction of solutions are: (1) the presence of azeotropes and,
(2) the proximity of the boiling points of the components in the dissolution (close boiling
point). Similar strategies are followed to separate solutions with either of these scenarios, and
the main differences between them lie in certain technical details of the design. Some examples
are recorded in Table 1. Most of the procedures described try to modify the system either by
changing the operating conditions (such as in pressure-swing-distillation), or by adding an
extractant (entrainer), although the latter can present some reactivity with some of the compo-
nents present. Other techniques combine the rectification with other operations based on
different physical principles, such as pervaporation or liquid-liquid extraction.

Although important from a practical perspective the problems posed by a “close boiling point”
(CBP) do not require complicated theorization. This phenomenon tends to occur in dissolu-
tions involving chemically similar compounds (of the same chemical nature), with a behavior
close to ideality. Azeotropy, however, is a complex phenomenon with different modes of
presentation for which the complexity increases exponentially with the number of compounds
in solution. Many authors have attempted to write about azeotropy [5, 6], while others have
focused on making experimental measurements with different solutions and/or compiling the
results [7, 8]. However, the current literature is still scarce. It is especially important to clarify
the physical causes of the azeotropes, influenced by the situation and their repercussions on
process design (with the sequence: experimentation, E-modeling, M-simulation, S), particu-
larly from a practical perspective.

Formany years, our research group has conducted experiments on azeotropic systems (see [9–12]),
mainly on solutions containing esters, alkanols and alkanes. Experimental developments have also
been proposed to determine vapor-liquid equilibria (VLE) [13, 14], and theoretical approaches to
model experimental thermodynamic data [14–17] and to assess their quality [18, 19]. In this
chapter, the azeotropy is studied from different perspectives which governs the design of some
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engineering operations, and more specifically those cited above (E-M-S), actions that the authors
have pursued in recent works [20, 21]. Initially, the phenomenon of azeotropy is considered,
supported by the basic thermodynamic formulation, in an attempt to understand its origin and
sensitivity to changes in the system conditions. The experimental methods available to measure
azeotropic points are exposed, their strengths and limitations are discussed, and reference is made
to tools [18, 19] to determine data quality. Regarding the modeling, different strategies are used to
characterize VLE diagrams and to estimate the presence of azeotropes, with a critical analysis to
predict the appearance of singular points. Finally, the information compiled is used in several
examples to design azeotropic separation processes, taking into consideration different conditions
of ester and alkane solutions.

2. Azeotropy: description of the phenomenon and thermodynamic
representation

Etymologically, the term “azeotrope,” coined by the chemists J. Wade and R.W. Merriman
[22], comes from the Greek combination of three words “a” (without), “zein” (boiling) and
“trope” (change), in other words, to boil without change, referring to a solution for which the
variables (p,T,x) remain unchanged, which is the main characteristic of this phenomenon.
These authors described the phenomenon of azeotropy when studying the VLE of the

Enhanced distillation Particular cases Mixtures Entrainer

Azeotropic distillation Minimum boiling point Not found Not found

pressure-swing THF + water
Methyl ethanoate + methanol
Water + ethanol

Non-available
Non-available
Non-available

Boundaries bending Hydrochloric acid + water
Nitric acid + water

Sulfuric acid
Sulfuric acid

Liquid-liquid extraction Ethanol + water
Butanol + water
Hydrocarbon + water
Pyridine + water

Benzene, toluene
Self-entraining
Self-entraining
Benzene

Pervaporation Ethanol + water
Toluene + heptane

Cellulose acetate
membrane

Extractive distillation With volatile solvent Not found Not found

With heavy solvent Isoprene + pentane Furfural, acetonitrile

With salt Ethanol + water Acetate-based salts

Reactive distillation Reactive entrainer without
catalyzer

m-xylene + p-xylene
Ethanol + water

Tert-butylbenzene
Ethylene glycol

Reactive entrainer catalyzed-
promoted

Methyl ethanoate + isobutanol o-xylene + ionic liquid

Table 1. Advanced distillation techniques with industrial examples and details of the entrainer used.
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mixture of water + ethanol at atmospheric pressure. They found that at a given composition
of liquid solution the mixture cannot separate as the distilled vapor (with composition y) has
the same composition as the remaining liquid (with composition x). Thermodynamic formal-
ism establishes the equality x ¼ y, between the compositions vector of the liquid phase,
x ¼ x1; x2;…; xn½ � and the corresponding vapor phase, y ¼ y1; y2;…; yn

� �
of a system with n-

components, to indicate the presence of an azeotrope. The previous identity implies that the
solution behaves, in relation to the distillation process, as a pure product, giving rise to an
unusual situation. The behavior is a result of changes in the structure of the final dissolution
(in singular conditions), with a different reorganization compared to the original one of pure
products. Changes occur in all non-ideal solutions, although not all of them are azeotropic.
We may, therefore, ask, “what is the difference? In the case of azeotropes the average
interactions that affect the molecules of different compounds in solution are equivalent,
causing the volatilities are the same: All components have the same ability to change into
the vapor phase, resulting in both phases (líquid and vapor) having the same composition.

VLE thermodynamics states that the partial pressure of each component, pi, of a mixture in
VLE, is determined by a modified version of Raoult’s law:

pi ¼ yip ¼ xiγip
o
i

Φi
(1)

where p is the total pressure of the system, xi and yi, the compositions of compound i in the liquid
and vapor phase, respectively, γi ¼ γi xi; p;Tð Þ is the activity coefficient of this compound in the
liquid phase, poi ¼ poi Tð Þ the vapor pressure of this component, and Φi ¼ Φi y; p;Tð Þ, related to

the fugacity coefficient of pure compound i in solution bϕi, and as saturated vapor ϕo
i according

to the equation,

lnΦi ¼ ln
bϕi

ϕo
i

 !
þ �voi p� poi

� �
RT

� �
(2)

The azeotropic condition established previously, x ¼ y, combined with Eq. (1), gives place to
the following relationship for azeotropic pressure:

p ¼ γip
o
i =Φi (3)

which must be obeyed for all components of the system. Equation (4) implies the following
identity between all components of the mixture:

γ1p
o
1

Φ1
¼ γ2p

o
2

Φ2
¼ …

γip
o
i

Φi
¼ … ¼ γnp

o
n

Φn
(4)

This equation is important because it can be used as a starting point for several considerations.
For example, at low and moderate pressures Φi≈1 and often at high pressures its value would
not vary significantly for different compounds and it is acceptable to assume that Φi=Φj≈1.
Therefore, from Eq. (4) it can be deduced that the presence of an azeotrope is due to γi and to
poi , in other words, for there to be an azeotrope in the VLE equations.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering142

γi T; p; xið Þ ¼ p=poi and γj T; p; xj
� � ¼ p=poj (5)

must have a real-valued solution. The γ’s are a measurement of the non-ideal nature of the
liquid phase owing to the interactional effects in the mixing process and depend upon each
specific solution, they cannot be known a priori, but are modeled mathematically. The vapor
pressures play an important role and depend only upon the equilibrium temperature which, in
turn, depends upon the total pressure of the system studied, see Figure 1. For Eq. (4) to be
rigorously applied, the parameter Φi is required; this is calculated from expressions found in
any textbook on the Thermodynamics of Solutions [23]. Its more general expression is:

lnΦi ¼ Bii p� poi
� �þ 1=2ð Þp

X
j

X
k
yjyk 2δji � δjk

� �h i
=RT (6)

where δji = 2Bji-Bjj-Bii, and the δjk are easy to deduce; the virial coefficients of the pure com-
pounds Bii and mixtures Bji can be calculated by a correlation process. Adaptation of Eq. (4) to
binaries gives:

ln
γ1

γ2
¼ ln

po2
po1

þ B11 p� po1
� �� B22 p� po2

� �þ pδ12 y1 � y2
� �

(7)

There is a clear dependence between the quotients of the activity coefficients and the vapor pres-
sures. Bancroft [24] introduced a rule which, at least graphically is intuitive, that the appearance

Figure 1. Isobaric-VLE of a binary at different pressures.
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Therefore, from Eq. (4) it can be deduced that the presence of an azeotrope is due to γi and to
poi , in other words, for there to be an azeotrope in the VLE equations.
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γi T; p; xið Þ ¼ p=poi and γj T; p; xj
� � ¼ p=poj (5)

must have a real-valued solution. The γ’s are a measurement of the non-ideal nature of the
liquid phase owing to the interactional effects in the mixing process and depend upon each
specific solution, they cannot be known a priori, but are modeled mathematically. The vapor
pressures play an important role and depend only upon the equilibrium temperature which, in
turn, depends upon the total pressure of the system studied, see Figure 1. For Eq. (4) to be
rigorously applied, the parameter Φi is required; this is calculated from expressions found in
any textbook on the Thermodynamics of Solutions [23]. Its more general expression is:

lnΦi ¼ Bii p� poi
� �þ 1=2ð Þp

X
j

X
k
yjyk 2δji � δjk

� �h i
=RT (6)

where δji = 2Bji-Bjj-Bii, and the δjk are easy to deduce; the virial coefficients of the pure com-
pounds Bii and mixtures Bji can be calculated by a correlation process. Adaptation of Eq. (4) to
binaries gives:

ln
γ1

γ2
¼ ln

po2
po1

þ B11 p� po1
� �� B22 p� po2

� �þ pδ12 y1 � y2
� �

(7)

There is a clear dependence between the quotients of the activity coefficients and the vapor pres-
sures. Bancroft [24] introduced a rule which, at least graphically is intuitive, that the appearance

Figure 1. Isobaric-VLE of a binary at different pressures.
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of an azeotrope in a homogeneous solution is dependent on the equality of the vapor pressures at a
given temperature, ignoring the final summands of Eq. (7). The point of intersection of the vapor
pressures is called the Bancroft point; although absence of this point does not imply that there is no
azeotrope.We insist that oneof themost important aspects is todetermine the structural behavior of
the solution, because the formation of these singular states that identify the azeotropic condition
with a pure compound, as mentioned previously, is of significance in the applicability of specific
fluids (as occurs in other phase equilibria). This is why it is interesting to define the formation of
azeotropes knowing the existence of interactions between different molecules, which can be of
attractive nature (favoring the mixing process), or repulsive (impeding it). In the first case, the
solution presents a negative deviation of Raoult’s law γi < 1, and according to Eq.(4) the poi will be
higher than in an ideal solutionaswould alsobe the equilibrium temperatures,Figure 2(a). If thenet
interactional effect is repulsive,γi > > 1,poi wouldbe lower tobalance out the total pressure.Now, the
equilibrium temperatures also diminish creating an azeotrope of minimum temperature, Figure 2
(b). Occasionally, the effects of the interactions of a solution are not entirely attractive or repulsive,
but their sign varies depending on the state (T,p,x) of the system. In these cases, Eqs. (4) and (5) are
satisfied in different regions of the equilibrium plots, and present more than one azeotrope
(polyazeotropy), see Figure 2(c).When the solution is affected by strong repulsive effects, the liquid
phasebecomesunstable and separates into two immiscible liquidphases (liquid-liquid equilibrium,
LLE) [25]. High values of the activity coefficients associatedwith this repulsion favor the formation
of azeotropes at a minimum temperature. Sometimes, both phenomena (immiscibility and
azeotropy) occur in the same conditions (p,T,x,y), Figure 2(d), giving rise to systems in LLE, VLLE.
The types of azeotropes indicated in Figure 2 for binary solutions also occur in multicomponent
systems, although thebehavior of the solution ismore complex.To illustrate this,Figure3 shows the
residues, see [3], of some examples of ternaries. The presence of an azeotrope in one of the binaries,
Figure 3(a), divides the diagram into twodistillation regions bya line that joins the stable nodewith
the unstable node. None of the distillation processes occurring in either of the regions could pass
from one to the other, because as they move closer to the region boundary, it will tend to fall to the
azeotropic point (stable node). The presence of two azeotropic pointswould not necessarily change
the behavior unless this corresponded to some kind of stable node. Hence, if the azeotrope corre-
sponds to a maximum temperature, it can become an unstable node, Figure 3(b), altering the
separation regions.

Ternary azeotropes (those produced in the presence of three solution components) do not
necessarily correspond to the minimum points of the diagram; occasionally, Figure 3(c), they

Figure 2. Azeotrope types. (a) Maximum temperature, (b) minimum temperature, (c) polyazeotrope, and (d) non-
homogeneous azeotrope. V, vapor phase, L, homogeneous liquid phase, and L1 and L2 liquid phases of immiscible system.
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are presented as a saddle-point. However, when they do correspond to the minimum temper-
ature, they also become the stable node for any distillation region. In these cases, the remaining
azeotropes also become saddle-points, Figure 3(d).

3. Characterization of azeotropes. Results for ester + alkane solutions

3.1. Experimental techniques for the determination of azeotropes. Details and
recommendation

In the experimental characterization of an azeotrope the following parameters or properties
must also be specified: (a) composition, (b) boiling point at a given pressure, and (c) the
differences between the boiling points of the azeotrope and the most volatile component
(positive azeotrope) or that of the component of the lowest boiling point (negative azeotrope).
It is usual to specify values for the variables of (a) and (b) to characterize the azeotrope,
although the result that establishes (c) should also be given in each case.

Figure 3. Examples of ternary VLE of azeotropic systems. ( ) stable node, ( ) unstable node, ( ) saddle-point, (———)
separating line. (a) One binary azeotrope, (b) two binary azeotropes, (c) two binary azeotropes and one ternary, (d)
minimum temperature ternary azeotrope.
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Azeotropic points are experimentally determined by several procedures that can be grouped into
two categories: direct and indirect. Direct measurements are applied to determine the azeotropic
composition inside the apparatus, with the greatest accuracy possible. Experimentalists fre-
quently makemistakes when verifying the precision of the azeotropic coordinates, as the starting
products do not always have the desired purity, which distorts the values of the state variables.
The commonest example concerns the presence of moisture in the components of a binary
system, resulting in the formation of binary or ternary azeotropes with the water; this can even
give rise to the appearance of unexpected azeotropes in some systems. Hence, azeotropic exper-
imentation must be rigorous and include a careful rectification procedure. The precise variables
of azeotropes can be obtained in a differential ebulliometer [26], such as the one shown in
Figure 4, with different regions for boiling and condensation, both working to rectify the study
mixture, although the temperature on reaching equilibrium must be the same at a given pres-
sure. A recent design for a differential ebulliometer has been proposed by Raal et al. [27].

Figure 4. Differential ebulliometer [26].
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Several studies are described in the literature [28–30] in which the authors use small or medium-
scale installations with distillation columns with a high number of equilibrium phases, operating
at total reflux and isobaric conditions. These columns can reach a very similar composition to
that of the azeotrope in the reflux, after reaching a steady state. Figure 4 shows a diagram of an
installation Figure 5. Packed-tower used for the direct determination of azeotropic points show-
ing details of the installation and auxiliary apparatus. On right, data representations and flow
control of these characteristics. To collect the purest fraction possible of an azeotrope a differen-
tial ebulliometer is placed adjacent to a distillation column. The pure azeotrope is, therefore,
determined in the differential ebulliometer and the difference between the boiling points of the
reference compound and that of the azeotrope, with the purpose of estimating the latter.

Figure 5 shows a diagram of the experimental apparatus used in our laboratory to directly
measure azeotropic points using a distillation column. This experimental design is useful to
characterize the azeotropic points relative to pressure, and to determine the separate regions in
systems. The former is carried out by adjusting the pressure of the system to reach a stable
temperature at the head of the column, to then take samples of the reflux for analysis. In the case
of ternary systems, different starting compositions are used, with the purpose of conducting the
experiment in the separate regions. The main drawback of this experimental technique is that the
data obtained are not useful for the modeling process, as discrete points are obtained. In any

Figure 5. Packed-tower used for the direct determination of azeotropic points showing details of the installation and
auxiliary apparatus. On right, data representations and flow control.
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case, the azeotropes measured must only be used to complement data available in the complete
VLE diagrams.

The indirect technique to determine the coordinates of the azeotropic points consists in
interpolating from data determined for the VLE diagram. This is the most widespread
procedure [13–15, 26], and the standard one recommended for azeotropes as it describes the
entire VLE in given conditions of pressure and temperature. Likewise, an example of the
experimental installation to determine VLE data is shown in Figure 6, with a small
ebulliometer [13, 14] used in our laboratory equipped with a Cotrell pump and a small
rectification zone, with temperature differences as specified previously. The samples for
binary systems are studied by densimetry/refractometry for ternary systems by gas chroma-
tography. Optimal functioning is achieved by automating the system with suitable software
that can carefully control the different variables.

One advantage of the system is that it can obtain a large quantity of data to produce an
precise characterization of the VLE. The combination of this technique with the direct
method is optimum: the indirect method is used to determine the VLE diagrams of the
system in discrete conditions and this information is complemented by azeotropic data at
different pressures.

Figure 6. Experimental installation for the experimental determination of VLE, ebulliometer and details of auxiliary
equipment.
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3.2. Verification of experimental data

The high quality of the starting products and the improvement in the instrumentation and
control systems combined with standardization of the experimental protocols, increase the
probability of obtaining quality data. In any case, it is important to turn to mathematical-
thermodynamic procedures that certify the quality of those dat, as these have important
repercussions on subsequent operations.

There is a widespread tendency in thermodynamics to establish relationships that verify the
scientific coherence between the variables measured, in other words, that establish the thermo-
dynamic consistency of the data. Although there are several ways to do this [31, 32], they are of
limited scope. In other words, the verification of data must be applied to VLE data before
determining the azeotropic coordinates (indirect method). A strategy to check the consistency
is based on the following rules:

1. Experimental VLE data are analyzed in graphical form showing the variables measured
(x, y, T, p) and those calculated with the thermodynamic formulation, γi and gE. The
coherence of these quantities must be illustrated in graphs, otherwise the location of the
azeotropes can change. In azeotropic systems, the plot of (y-x) vs. x is important as the
intersection of the distribution of points with the x-axis indicates the presence of an
azeotrope. In binaries, the coordinates of this point coincide with the minimum or maxi-
mum temperature (or maximum or minimum pressures).

2. The experimental data must be modeled to solve most of the consistency tests. Recom-
mendations for this are provided in Section 3 of this chapter.

3. A combination of several consistency tests must be used to confirm the quality of the data
and their coherence. The tests as the Areas-test [33] and the Fredenslund-test [34] are
recommended, together with a third procedure, although they cannot be used in some
cases of azeotropy, such as those appearing in partially miscible systems, Figure 1(d), or
polyazeotropes, Figure 1(c). Alternatively, a method proposed by the authors [19], with a
more rigorous thermodynamic formulation, could be used.

4. It is also worth mentioning here a method that should be avoided. The method of
Herington [35] produces incorrect results by assuming false hypotheses [36] in certain
cases. In general, no Area-test should be used as the sole test as they are insensitive to
pressure errors [37]. The composition/resolution-test [38], or any other test aimed at
exactly obeying thermodynamic relations should also be avoided as they are very limiting.

When applying the consistency test to azeotropic systems some peculiarities must be taken
into account. As an example, a brief description is included below of the application of two
tests commonly used to analyze VLE data.

• Area-test (Redlich-Kister [33] or other): the method is based on solving the integral,

A ¼
ðx1¼1

x1¼0
ln

γ1

γ2
dx1 (8)
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which should produce a result close to zero. As mentioned above, the activity coefficients at
the azeotropic points are identified with the quotient of the vapor pressures, which provides
an additional verification of the data.

• Fredenslund-test [34]: in this case the inconsistency is quantified by the residue generated
by this model when reproducing the vapor phase of the VLE system, determining the
quality from the difference:

δy ¼ y exp � ycal
���

��� (9)

According to this formation, the coordinates of the azeotropic point are only verified with data
from the liquid phase:

δy1 ¼ x1,exp �
x1,expγ1p

o
1

x2,expγ2p
o
2 þ x1,expγ1p

o
1

����
���� ¼ x1,expx2,exp

γ2p
o
2 � γ1p

o
1

γ2p
o
2 þ x1,exp γ1p

o
1 � γ2p

o
2

� �
�����

����� (10)

which should have a value less than 0.01.

In the two cases presented here, the quality of the azeotropic data is linked to the determination
of their coordinates by the indirect method. Hence, the azeotropes are verified in the same way
as the rest of the data from the VLE series. In order to obtain a procedure that verify the data
obtained by the direct method, it is convenient to recur to the test proposed by ours [19], which
has the following general expression for a VLE binary (assuming an ideal vapor phase, see [19]):

y1 � x1
y1 1� y1
� � ¼ 1

p
� vE

RT

� �
dpþ hE

RT2 �
X2
i¼1

xi
∂lnpoi
∂T

 !
dT (11)

and imposing the condition of azeotropy:

dT
dp

¼ �
1
p � vE

RT

� �

hE

RT2 �
P2
i¼1

xi
∂lnpoi
∂T

� � (12)

Integration of Eq. (12), must be carried out numerically as it corresponds to a differential
equation of non-separable variables that relates the azeotropic temperature with the pressure
of the system. Estimation of the difference between the temperature obtained by Eq. (12) and
the experimental temperature is sufficient to verify thermodynamic consistency.

3.3. Azeotropy in ester-alkane solutions

3.3.1. Preliminary analysis

The energetic and volumetric effects of the mixing process of esters and alkanes, due to inter/intra
molecular interactions, present net positive values for gE function, with activity coefficients greater
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which should produce a result close to zero. As mentioned above, the activity coefficients at
the azeotropic points are identified with the quotient of the vapor pressures, which provides
an additional verification of the data.

• Fredenslund-test [34]: in this case the inconsistency is quantified by the residue generated
by this model when reproducing the vapor phase of the VLE system, determining the
quality from the difference:

δy ¼ y exp � ycal
���

��� (9)

According to this formation, the coordinates of the azeotropic point are only verified with data
from the liquid phase:

δy1 ¼ x1,exp �
x1,expγ1p

o
1

x2,expγ2p
o
2 þ x1,expγ1p

o
1

����
���� ¼ x1,expx2,exp

γ2p
o
2 � γ1p

o
1

γ2p
o
2 þ x1,exp γ1p

o
1 � γ2p

o
2

� �
�����

����� (10)

which should have a value less than 0.01.

In the two cases presented here, the quality of the azeotropic data is linked to the determination
of their coordinates by the indirect method. Hence, the azeotropes are verified in the same way
as the rest of the data from the VLE series. In order to obtain a procedure that verify the data
obtained by the direct method, it is convenient to recur to the test proposed by ours [19], which
has the following general expression for a VLE binary (assuming an ideal vapor phase, see [19]):

y1 � x1
y1 1� y1
� � ¼ 1

p
� vE

RT

� �
dpþ hE

RT2 �
X2
i¼1

xi
∂lnpoi
∂T

 !
dT (11)

and imposing the condition of azeotropy:

dT
dp

¼ �
1
p � vE

RT

� �

hE

RT2 �
P2
i¼1

xi
∂lnpoi
∂T

� � (12)

Integration of Eq. (12), must be carried out numerically as it corresponds to a differential
equation of non-separable variables that relates the azeotropic temperature with the pressure
of the system. Estimation of the difference between the temperature obtained by Eq. (12) and
the experimental temperature is sufficient to verify thermodynamic consistency.

3.3. Azeotropy in ester-alkane solutions

3.3.1. Preliminary analysis

The energetic and volumetric effects of the mixing process of esters and alkanes, due to inter/intra
molecular interactions, present net positive values for gE function, with activity coefficients greater
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than one. This is demonstrated in previous studies [12, 14, 17], together with the presence of
minimum boiling point azeotropic points for these solutions; we begin with systems at standard
pressure. Table 2 gives the azeotropic coordinates at p = 101.32 kPa available in the literature for
alkyl (methyl to butyl) alkanoate (methanoate to butanoate) + alkane (pentane to decane). The
esters are arranged according to molecular weight, grouping together the different isomers with
similar vapor pressures. Five systems (ethyl methanoate + pentane, methyl methanoate + hexane
or heptane, and propyl ethanoate or methyl butanoate + octane) present different results
depending of the consulted reference: most of the studies do not report azeotropy but others do.

In most cases, isomeric esters with the same molecular formula have azeotropes with the same
alkanes, although this rule is not obeyed by the propyl ethanoate + octane system. An increase
in the number of carbons in the ester produces an increase in the appearance of azeotropic
points with a lower number of alkanes, resulting from a reduction in the activity coefficients
and decreased net effects of the interactions. In esters of greater molecular weight, azeotropes
are formed with hydrocarbons of similar vapor pressure as the esters, but with different
boiling points for the last esters in the series. For example, propyl butanoate forms azeotropes
with nonane, δTo

b<8 K, but no with octane, δTo
b<17 K, or with decane, δTo

b<31 K. In a more
extreme case, methyl methanoate forms an azeotrope with hexane, where δTo

b>37 K. The same
phenomenon is described if a hydrocarbon is taken as a reference and the ester is changed.
This means that the temperature differences that produce the azeotropy tend to decrease as
described in Figure 7. The azeotropes arise in solutions of compounds with similar boiling

Figure 7. Azeotropes-diagram for ester + alkane mixtures: ( ) zeotropic and ( ) azeotropic.
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than one. This is demonstrated in previous studies [12, 14, 17], together with the presence of
minimum boiling point azeotropic points for these solutions; we begin with systems at standard
pressure. Table 2 gives the azeotropic coordinates at p = 101.32 kPa available in the literature for
alkyl (methyl to butyl) alkanoate (methanoate to butanoate) + alkane (pentane to decane). The
esters are arranged according to molecular weight, grouping together the different isomers with
similar vapor pressures. Five systems (ethyl methanoate + pentane, methyl methanoate + hexane
or heptane, and propyl ethanoate or methyl butanoate + octane) present different results
depending of the consulted reference: most of the studies do not report azeotropy but others do.

In most cases, isomeric esters with the same molecular formula have azeotropes with the same
alkanes, although this rule is not obeyed by the propyl ethanoate + octane system. An increase
in the number of carbons in the ester produces an increase in the appearance of azeotropic
points with a lower number of alkanes, resulting from a reduction in the activity coefficients
and decreased net effects of the interactions. In esters of greater molecular weight, azeotropes
are formed with hydrocarbons of similar vapor pressure as the esters, but with different
boiling points for the last esters in the series. For example, propyl butanoate forms azeotropes
with nonane, δTo

b<8 K, but no with octane, δTo
b<17 K, or with decane, δTo

b<31 K. In a more
extreme case, methyl methanoate forms an azeotrope with hexane, where δTo

b>37 K. The same
phenomenon is described if a hydrocarbon is taken as a reference and the ester is changed.
This means that the temperature differences that produce the azeotropy tend to decrease as
described in Figure 7. The azeotropes arise in solutions of compounds with similar boiling

Figure 7. Azeotropes-diagram for ester + alkane mixtures: ( ) zeotropic and ( ) azeotropic.

Azeotropy: A Limiting Factor in Separation Operations in Chemical Engineering - Analysis, Experimental…
http://dx.doi.org/10.5772/intechopen.75786

153



Figure 8. Representation of the VLE of alkyl alkanoate + heptane at 101.32 kPa. Labels indicate the differences of boiling
points and the activity coefficients at infinity dilution. ( ) T vs. x, ( ) T vs. y, ( ) y-x vs. x. (a) methyl methanoate, (b) ethyl
methanoate, (c) methyl ethanoate, (d) Propyl methanoate, (e) ethyl ethanoate, (f) methyl propanoate, (g) butyl
methanoate, (h) propyl ethanoate, (i) ethyl propanoate, (j) methyl butanoate, (k) butyl ethanoate, (l) propyl propanoate,
(m) ethyl butanoate, (n) butyl propanoate, (o) propyl butanoate and (p) butyl butanoate.
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points arranged near to the diagonal, from the bottom left corner (methyl methanoate +
pentane) to the top right (butyl butanoate + decane).

The distance from the azeotropic points to the diagonal becomes shorter as the boiling points
of the products increase, and it is deduced that the probability that an ester forms an azeotrope
with a given alkane varies with the molecular weight of that ester, although this is reflected
in the VLE diagram of the system. Figure 8 shows the VLE curves of the solutions composed
of the different esters and heptane. The difference between the liquid and vapor curves, which
shows the volatility, is greater in systems with a smaller ester. This difference only significantly
decreases with an increase in the molecular weight of the ester, but does not significantly
change with the isomers. This is a result of a decrease in the non-ideality of the liquid phase
(γ ≈ 1) in solutions of the larger esters. This change makes it possible to find azeotropes in
esters with four carbons, but not in esters with six carbons, in spite of similar differences
between the boiling point of the esters and heptane. In ester solutions with five carbons,
important differences are observed between isomers, and the azeotrope is found in the equi-
molar composition in the ethyl propanoate + heptane solution, and in the other cases slightly
displaced toward greater alkane compositions. In other words, when the vapor pressures of
the compounds are very similar, slight differences in the activity of compounds (e.g., those
derived from small steric effects caused by isomerism), have significant repercussions on the
equilibrium diagrams. For example, the non-ideality of the solution produces a flat region in
the diagram of the solution with methyl methanoate. This does not appear in the mixture with
butyl butanoate, which has a practically ideal nature.

Taking all this into consideration, it is important to study the behavior of the azeotropic
phenomenon within the families of esters. Figures 9 and 10 show the matrix with diagrams
of y vs. x for solutions of (an alkyl ethanoate + an alkane) and (an methyl alkanoate + an
alkane), respectively. In both cases, the presence of azeotropic situations can be observed to
shift from the mixtures of more volatile compounds to the less volatile ones, with the last
azeotrope appearing in the solution of butyl ethanoate + octane in Figure 9, and in the
solution of methyl butanoate + heptane in Figure 10. The increased chain length of the alkyl
ester, Figure 9, systematically displaces the azeotrope to regions with a smaller ester

Figure 9. Plot of y vs. x ( ), for the VLE at 101.32 kPa of binaries (an alkyl ethanoate + an alkane).
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Figure 10. Plot of y vs. x ( ), for the VLE at 101.32 kPa of binaries (methyl alkanoates + alkanes).

Figure 11. Sensitivity of the azeotropic coordinates to pressure in ester + alkane solutions. (a) Ethyl ethanoate + heptane,
(b) ethyl ethanoate + hexane, (c) propyl ethanoate + heptane, (d) methyl butanoate + heptane, (e) methyl propanoate +
heptane, (f) methyl propanoate + hexane.

Laboratory Unit Operations and Experimental Methods in Chemical Engineering156

composition. This effect can also be observed with increased alkanoic chain length of the
ester, Figure 10. By contrast, increases in the size of the alkane cause a shift toward a higher
ester composition in both cases.

3.3.2. Changes in azeotropes with pressure

The pressure of the system is a determining factor in the azeotropes formation, so it is impor-
tant to determine how this magnitude affects the presence of azeotropic points. Figure 11
shows the case of several azeotropic points determined by distillation for a set of ester + alkane
systems, following indications described previously. In all cases, the composition of the azeo-
trope shifts toward greater alkane compositions as the pressure is reduced. The main reason
for this is that the vapor pressure of the ester diminishes more slowly than that of the alkane,
which increases the volatility of the hydrocarbon. The slope corresponding to the change in
azeotropic composition is similar since the slope of the vapor pressure does not vary greatly
between compounds from the same family. In spite of this, the methyl butanoate + heptane
system, Figure 11(d), presents a gentler slope, since the differences in vapor pressure between
both compounds do not change significantly with temperature.

4. Modeling of azeotropic systems. Correlation and prediction

4.1. Correlation of vapor-liquid equilibria according to the gamma-phi approximation

The modeling of systems presenting azeotropes is not different from that used for any other
system in vapor-liquid equilibrium. In order to do this, the following models must be defined:

1. One for the vapor pressure, poi ¼ poi Tð Þ.
2. One for phi Φi ¼ Φi y; p;Tð Þ.
3. A model for the activity coefficients: γi ¼ γi x; p;Tð Þ.
The relationship between vapor pressures and temperature is established by Clapeyron’s
equation [23], although it is standard practice to use other empirical equations such as those
of Wagner or Antoine [25]. The parameter Φi, defined in Eq. (2), depends on the fugacity
coefficient of compound i as saturated vapor phase and in solution. For the calculation, state
equations can be used that may be different depending on if they are applied to the liquid or
vapor phase.

The activity coefficients are inherent to the formation of the solution and are related to the
interactions occurring therein. The phenomenological description of the fluid material is still
not precise, although there are some models for which the formulation takes into account the
molecular interactions that generate the macroscopic properties. In practice, depending on the
theory of the model chosen, some experimental data are required for their accurate represen-
tation. For the gamma-phi method, models are written for the function of Gibbs excess energy
as gE = gE(x, p, T), and the dependence on γi is related to its partial molar properties [23]:
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The pressure of the system is a determining factor in the azeotropes formation, so it is impor-
tant to determine how this magnitude affects the presence of azeotropic points. Figure 11
shows the case of several azeotropic points determined by distillation for a set of ester + alkane
systems, following indications described previously. In all cases, the composition of the azeo-
trope shifts toward greater alkane compositions as the pressure is reduced. The main reason
for this is that the vapor pressure of the ester diminishes more slowly than that of the alkane,
which increases the volatility of the hydrocarbon. The slope corresponding to the change in
azeotropic composition is similar since the slope of the vapor pressure does not vary greatly
between compounds from the same family. In spite of this, the methyl butanoate + heptane
system, Figure 11(d), presents a gentler slope, since the differences in vapor pressure between
both compounds do not change significantly with temperature.

4. Modeling of azeotropic systems. Correlation and prediction

4.1. Correlation of vapor-liquid equilibria according to the gamma-phi approximation

The modeling of systems presenting azeotropes is not different from that used for any other
system in vapor-liquid equilibrium. In order to do this, the following models must be defined:

1. One for the vapor pressure, poi ¼ poi Tð Þ.
2. One for phi Φi ¼ Φi y; p;Tð Þ.
3. A model for the activity coefficients: γi ¼ γi x; p;Tð Þ.
The relationship between vapor pressures and temperature is established by Clapeyron’s
equation [23], although it is standard practice to use other empirical equations such as those
of Wagner or Antoine [25]. The parameter Φi, defined in Eq. (2), depends on the fugacity
coefficient of compound i as saturated vapor phase and in solution. For the calculation, state
equations can be used that may be different depending on if they are applied to the liquid or
vapor phase.

The activity coefficients are inherent to the formation of the solution and are related to the
interactions occurring therein. The phenomenological description of the fluid material is still
not precise, although there are some models for which the formulation takes into account the
molecular interactions that generate the macroscopic properties. In practice, depending on the
theory of the model chosen, some experimental data are required for their accurate represen-
tation. For the gamma-phi method, models are written for the function of Gibbs excess energy
as gE = gE(x, p, T), and the dependence on γi is related to its partial molar properties [23]:
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Our research group has used a polynomial model [14–17], with the general expression:

gEn,N ¼
X

i1i2…in�1 ∈C n;n�1ð Þ
gE i1�i2�i3…�in�1ð Þ
n�1,N þ Zn � PN (15)

Where n is the number of components present,N the maximum interaction order, gE i1�i2�i3…�in�1ð Þ
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the excess Gibbs function of all the subsystems of inferior order that are present in the system and
the product Zn � PN is a polynomial made up of multiple products of (z1z2…zn) and a polynomial
in zi:
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For a binary or ternary solution, the model (Eq. (15)) can be written, respectively, as:

gE i-jð Þ ¼ zizj
XN-2

k¼0

g i-jð Þ
k zki (17)

gE3,4 ¼ gE 1-2ð Þ
2,4 þ gE 1-3ð Þ

2,4 þ gE 2-3ð Þ
2,4 þ z1z2z3 C0 þ C1z1 þ C2z2ð Þ (18)

with the possibility of extending this rule to any number of components. This model has been
used to represent the behavior of many binary and ternary systems and has provided excellent
results when used in combined correlation procedures of all the properties. This combined
modeling method, adapted to suit to each case, was applied to binaries composed of esters and
alkanes [10–17, 39–56]. The two followingmodels: NRTL [57] and the Eq. (17) were used. Several
of the systems modeled present azeotropy, so the results obtained are described briefly below. In
many cases, the two models reproduce the VLE diagram with similar errors. An example is that
shown in Figure 12(a) for the solution methyl methanoate + pentane, with iso-101.32 VLE data
[39]. Slight differences can be observed in the azeotropic coordinates (Taz/K; xaz) calculated by
each model [the proposed model (17) estimates the coordinates to be (293.8; 0.54), while the
NRTL model gives (293.7; 0.57)]. However, Eq. (17) is better at predicting the remaining proper-
ties and, therefore, guarantees a better global capacity of representation (see details in [39, 41]).
Occasionally, the NRTL model does not adequately represent the VLE behavior of azeotropic
systems, especially when the parameters are obtained in a combined correlation process as
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recommended here (see [58, 59]). For example the solution butyl ethanoate + octane [20], and
reproduced in Figure 12(b), for which NRTL estimates Taz = 393.4 K, while model (17) gives
Taz = 394.1 K, close to the experimental value of Taz,exp = 394.0 K.

In some cases, a considerable amount of data is modeled together. When these extend over a
broad range of pressures and temperatures the ability of both models to accurately reproduce
the azeotropic coordinates, or any other property, diminishes. In other words, the resolution
capacity in the calculation of coordinates, at a given p, becomes smaller as the range of
estimation increases. This case was studied [60] for the solution propyl ethanoate + heptane,
where VLE data were available for temperatures between 273 and 373 K. Estimations for the
two models, for iso-101.32 kPa VLE, are shown in Figure 12(c), which shows that the
azeotropic temperature calculated for the two models (367.17 K with our model and 367.19 K
with NRTL) is slightly higher than the experimental value (367.0 K). These results are consid-
ered here to be positive. In conclusion, from observations made from the modeling described
in numerous articles [10–17, 39–41], the model (17) appears to be recommendable to correlate
VLE data and hence, to estimate azeotropic conditions. Either model can be used for the
individual correlation of VLE data, although the modeling obtained should not be used to
extrapolate azeotropic coordinates to conditions different from the experimental conditions.

Figure 12. Modeling examples of azeotropic systems using correlative models for: (a) methyl methanoate(1) + pentane(2),
(b) butyl ethanoate(1) + octane (2), (c) propyl ethanoate(1) + heptane(2). (——) Eq. (17), ( ) NRTL, Eq. (14).
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4.2. The prediction of azeotropes by activity coefficients. Application to ester + alkane
solutions

When experimental VLE data are not available, azeotropic points are estimated using predictive
procedures. In the field of chemical engineering, the UNIFAC model by Gmehling et al. [61]
(referenced as UNIFAC-DM), mainly designed for phase equilibria and some derived properties,
is well known. Nonetheless, advances in the molecular sciences have helped to understand
the intrinsic behavior of fluids in greater depth, with more solid phenomenological bases. This
is the case of the quantum chemistry-based COSMO-RS model [62], which is able to estimate a
significant number of properties of solutions. This chapter compares the results obtained after
applying the two models to ester-alkane binaries, enabling us to establish certain criteria for their
use.

Figure 13 represents the relative errors obtained with each of models in the estimation of
azeotropic points of ester-alkane systems. The plot is constructed with color gradient accor-
ding to the magnitude of the error (white cells indicate non-azeotrope). The error measurement
is evaluated as:

Figure 13. Matrices of estimated ARD for azeotropic coordinates of ester + alkane: Cu-1H2u + 1 COOCvH2v + 1 + CnH2n + 2.
Errors in composition with UNIFAC-DM (a) and COSMO-RS (b); and in temperature using UNIFAC-DM (c) and
COSMO-RS (d). Model fails to estimate the azeotrope; Model wrongly considers the system as azeotropic.
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ARDf ¼ f exp � f est
���

��� � 100=f exp where f � xaz or Taz=K (19)

colored according to the scale shown in Figure 13. In general, an acceptable description is
observed for both models for the azeotropic systems studied, although both are less effective at
estimating the composition, max(ARDx) = 33%, than the equilibrium temperature of the azeo-
trope, max(ARDT) = 0.6%. However, there are some differences in the qualitative description
produced by both models. Hence, UNIFAC-DM does not estimate an azeotrope in the systems
methyl ethanoate + heptane, propyl ethanoate + octane and methyl butanoate + octane, but
considers the system ethyl methanoate + heptane to be azeotropic, which is regarded as
zeotropic in the literature. With regards to the COSMO-RS model [61], all the systems described
in the literature as azeotropic qualified to be so by the model, with the exception of methyl
methanoate + heptane and ethyl methanoate + heptane, which are qualifies as azeotropic (see
Figure 13) when experimentally they are not obtained at the pressure studied. In summary,
estimation of the azeotropic coordinates is slightly more accurate when using the COSMO-RS
model than the UNIFAC-DM model, as can be observed in the box-and-whiskers diagrams of
Figure 14. Although both models give a similar mean error, the errors presented by estimations
obtained with COSMO-RS have a significantly smaller interquartile range than those obtained
with UNIFAC-DM; in other words, they have less dispersion. The same pattern can be observed
in the estimation of compositions but with the additional factor that the mean error with the
COSMO-RS model is also smaller.

In the preliminary design of separation equipment or screening procedures involving ester +
alkane systems it is recommended to use COSMO-RS rather than UNIFAC-DM to predict the
azeotrope. This is not because of the quantitative difference between the estimations, but
because of the qualitative improvement obtained with the former model in several of the cases

Figure 14. Plot of boxs and whiskers of ARD distribution on the estimation of temperature (a) and composition (b) of the
azeotropes obtained with the models UNIFAC-DM and COSMO-RS.
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methyl ethanoate + heptane, propyl ethanoate + octane and methyl butanoate + octane, but
considers the system ethyl methanoate + heptane to be azeotropic, which is regarded as
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in the literature as azeotropic qualified to be so by the model, with the exception of methyl
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Figure 13) when experimentally they are not obtained at the pressure studied. In summary,
estimation of the azeotropic coordinates is slightly more accurate when using the COSMO-RS
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Figure 14. Plot of boxs and whiskers of ARD distribution on the estimation of temperature (a) and composition (b) of the
azeotropes obtained with the models UNIFAC-DM and COSMO-RS.
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studied here. Without ignoring these observations, if experimental data are available the
model that best represents the real behavior of each system must be chosen in each case.

5. The use of advanced separation techniques in ester + alkane solutions

Advanced distillation techniques for the separation of azeotropic systems are described in
detail in Table 1. This section shows some simulated cases of the use of these techniques for
the treatment of azeotropic solutions of esters and alkanes. This was carried out using the
commercial software Aspen Plus v.8.8 [63], using RadFrac blocks for distillation columns.

5.1. Separation of the binary propyl ethanoate + heptane by pressure-swing-distillation

A complete modeling using a multiobjective correlation procedure [60] to represent Gibbs
excess function, gE/RT, with the proposed model (17), was carried out for the binary propyl
ethanoate + heptane in a previous work using extensive experimental data, with iso-T [64] and
iso-p [4] VLE data as well as other properties (hE, vE, cEp [65]). The resulting model is dependent

on the different intensive variables and can estimate VLE in different conditions of pressure
and temperature to those used in the combined correlation process with a high degree of
reliability. This work compares the degree of representation with those obtained by NRTL
and UNIFAC-DM, although the authors’ observations are not included here (they are not
relevant to this chapter as both models are implemented in ASPEN). Hence, simulation of the
separation of the binary is proposed by means of a distillation train with two towers, see
diagram in Figure 15, operating at different pressure conditions; the first at atmospheric
pressure (p = 101.32 kPa) and the second at high vacuum (p = 7 Pa).

Figure 15. Simulation-scheme to separate the binary propyl ethanoate + heptane by a pressure-swing distillation process.
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The pressure in the second column is extremely low, which is difficult to get in practice, but is
established here to emphasize the characteristics of pressure-swing-distillation operation. As can
be observed in Figure 16, the difference in pressure between the columns significantly dis-
places the coordinates of the azeotropic point, as estimated by Eq. (17). So, in the first column
there is a partial separation of the solution, with the alkane, of high purity, collected in the
bottom. The composition obtained in the head of the atmospheric column that feeds the second
tower, Figure 15, was established between the azeotropic composition at each pressure, in
order to optimize the number of stages.

The influence of the model used on the design was studied [21], and the most significant discrep-
ancy that arises when changing the model occurs in the composition and temperature profiles in
the inside of the column as shown in Figure 17, where important differences can be found. Use of
the proposedmodel can therefore, guarantee reproduction of the real behavior of the apparatus.

5.2. Separation of the binary ethyl butanoate + octane by extractive distillation

In the previous case, it was proposed to reduce the pressure in order to separate the azeotropic
solution. Alternatively, an extractant (entrainer) can be used to displace or destroy the azeotrope.
This can be illustrated by separating the azeotropic solution ethyl butanoate(1) + octane(2) (x1,az =
0.63, Taz = 392 K a p = 101 kPa). For the preliminary design of this type of process a suitable
entrainer must be chosen. In the absence of experimental data, theoretical models are chosen to
establish the feasibility of the process. As possible entrainers for the binary selected, two com-
pounds were chosen from the same families (ester and alkane) but with some structural differ-
ences, with greater molecular weights and, therefore, higher boiling points: (1) decane (2) butyl

Figure 16. Representation of T vs. x,y of propyl ethanoate(1) + heptane(2). ( ) Experimental values, (–––), Eqs. (8–10).
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butanoate. Taking into consideration the comments made in Section 3.2 of this chapter, the
results obtained by UNIFAC-DM and COSMO-RS are compared being the representation of this
azeotropic system more accurate with the former model. On the other hand, the ester + alkane
binaries resulting from combining compounds of the mixture with potential solvents give rise to
zeotropic systems of high relative volatility, with both models producing good estimations.

The final selection of one solvent or the other is based on the dynamics of the ternary system
formed in the column, from analysis of the residual curves, Figure 18. The results obtained
show that decane is the best option, since the residual curves rapidly veer toward the line
x1 = 0, facilitating the subsequent separation. Introduction of the solvent in the process and the

Figure 18. Residue curve map for best solvent selection for extractive distillation operation using different entrainers. (a)
Decane, (b) butyl butanoate. Curves obtained with UNIFAC-DM.

Figure 17. Profiles of temperature (a) and composition (b) for the first and second tower, obtained with Eqs. (17) (– – –),
NRTL ( ), and UNIFAC ( ). ( )T/K, ( ) liquid phase composition, x; ( ) vapor phase composition, y.
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need to use two columns (separation and recovery) increases the number of design criteria.
Therefore, six variables have been taken to configure the first column: number of steps, reflux
ratio, solvent/feed ratio, feed stage, solvent stage, and temperature of the solvent. To obtain the
best conditions for the planned operation a sensitivity analysis was carried out in relation to
different variables, the results of which are summarized in Figure 19. The solvent-feed ratio is
the design variable with the most impact on the compositions of ethyl butanoate in the head
and octane in the bottom, together with the energy consumption of the process. The reflux
ratio largely determines the decane contents in the head.

Maximization of the ethyl butanoate composition in the head and minimization of the compo-
sition of solvent (decane) in the head, together with maximization of octane in the bottoms and
the energy consumption are the main goals that must be found in the design of the extractive
distillation column. The final configuration generated by the simulator is shown in Figure 20.

Figure 19. Sensitivity analysis curves for the following conditions: N = 30, F-S = 20 and S-Stage = 7. (o) S/F = 5; (%) S/F = 6;
(1) S/F = 7. ( ) R = 1; ( ) R = 1.33; ( ) R = 1.66; ( ) R = 2. (a) Top composition of ethyl butanoate; (b) bottom
composition of octane; and (c) top composition of decane.

Figure 20. Simulation-scheme to separate the binary ethyl butanoate + octane by extractive distillation.
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Figure 20. Simulation-scheme to separate the binary ethyl butanoate + octane by extractive distillation.
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6. Conclusions

The different theoretical and practical settings related to azeotropy within the context of
chemical engineering, have been described taking into account the experience of our research
group in this area. The relationship between the presence of azeotropes, the non-ideality of the
solution and the difference in vapor pressures of the pure compounds has been exposed. This
information, together with some additional knowledge about the compounds involved in a
solution, can be used to estimate the appearance of the azeotrope.

The combination of direct and indirect measuring techniques, together with suitable treatment
of the results, is an excellent way to generate experimental data on which to base the studies.
On the other hand, the polynomial equation proposed and used here would seem to be the
best option to model the systems, provided that the parameters are optimized using all the
experimental data available by means of a combined correlation procedure.

For the prediction of azeotropes, COSMO-RS method produces the best results, although in
some cases the quantitative values produced by UNIFAC-DM approximate real values. Simu-
lation of a process by pressure-swing-distillation and another by extractive-distillation allow verify
the impact of the modeling and selection of the design parameters on the results of the
separation operation.
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Nomenclature

ARDf relative deviations in absolute value (� f exp � f est
���

��� � 100=f exp )

Bii, Bij, m3 mol�1 second Virial coefficient for pure component “i” and ij-pair for mixtures

Cn ternary parameters for molar Gibbs excess model in Eq. (18)

FS feed stage in distillation column

gE, J�mol�1 excess molar Gibbs function

gEn,N excess molar Gibbs function given by Eq. (15)

g i-jð Þ
k

coefficients for molar Gibbs excess energy model in Eq. (17) for binary i-j

Gij interaction parameters of NRTL model
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hE, J�mol�1 excess enthalpy

L liquid phase

NS number of stages in distillation column

p, kPa pressure

pi, kPa partial pressure of i-th component

pi
o, kPa vapor pressure of pure component i

PN / Pj polynomial of order N / Coefficient of polynomial PN

R or R gas constant Pa�m3 mol�1 / Reflux ratio in distillation column

SS solvent feed stage in extractive distillation column

S/F solvent-To-Feed ratio in extractive distillation column

T, K system temperature

u number of carbons in alkyl substituent of esters

vE, m3 mol�1 molar excess volume

V vapor phase

xi molar fraction of i-th component in the solution

yi generic thermodynamic quantity/vapor composition of i-th component

zi active fraction of i-th component

Zn product of active fractions up to nth-component

Sub/Supercripts

est denotes a property estimated by a model

exp denotes an experimentally determined property

aze relative to azeotropic conditions

Greek letters

αij non-randomness parameter of NRTL model

δij function of second Virial coefficients in the mixture (� 2Bij � Bii � Bjj)

γi activity coefficient of i-th component

Φi ratio between fugacity coefficient of component “i” in solution and as satu-
rated vapor

τij τ-function of NRTL model

v number of carbons in alkanols
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