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derstanding of processes in the interstellar medium and in solar physics.

The aim of this book is to provide a basic knowledge of plasma science and technology to
the common reader. The book will be useful for researchers and students. It provides a large
overview from basic fundamentals to modern applications related to plasma science and
technology. This was reached by presenting new experimental and theoretical results, and
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Noise-Free Rapid Approach to Solve Kinetic Equations
for Hot Atoms in Fusion Plasmas

Mikhail Tokar

Additional information is available at the end of the chapter

Abstract

At the first wall of a fusion reactor, charged plasma particles are recombined into neutral
molecules and atoms recycling back into the plasma volume where charge exchange (cx)
with ions. As a result hot atoms with chaotically directed velocities are generated which
can strike and erode the wall. An approach to solve the kinetic equation in integral form
for cx atoms, being alternative to statistical Monte Carlo methods, has been speeded up by
a factor of 50, by applying an approximate pass method to evaluate integrals, involving
the ion velocity distribution function. It is applied to two-dimensional transfer of cx atoms
near the entrance of a duct, guiding to the first mirror for optical observations. The energy
spectrum of hot cx atoms, escaping into the duct, is calculated and the mirror erosion rate
is assessed. Computations are done for a molybdenum first mirror under plasma condi-
tions expected in the fusion reactor DEMO. Kinetic modeling results are compared with
those found with a diffusion approximation valid in very cold and dense plasmas. For
ducts at the torus outboard a more rigorous kinetic consideration predicts an erosion rate
by a factor up to 2 larger than the diffusion approximation.

Keywords: fusion, plasma, neutral, atoms, kinetic equation, numerical solution

1. Introduction

In devices for thermonuclear fusion research, for example, of the Tokamak type, particles of
hydrogen isotopes, deuterium and tritium, are in the form of a hot fully ionized plasma [1, 2].
To avoid a destruction of the machine wall, a special region, the so-called scrape-off layer
(SOL), is arranged at the plasma edge, where particles stream along the magnetic field to the
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special target plates [3]. Normally, it is done by using additional magnetic coils to form a
divertor configuration (see Figure 1a).

By reaching the divertor target plates, plasma electrons and ions are recombined into neutral
atoms and molecules which are finally exhausted from the device by pumps. However, in a
future fusion reactor like DEMO [1, 2], only a minor fraction of 1% of neutrals generated at the
targets will be pumped out. The rest of them is ionized again in the plasma near the targets.
This “recycling” process significantly restrains the parallel plasma flow in the SOL [4]. There-
fore, a considerable fraction of plasma particles lost from the plasma core will reach the vessel
wall before they are exhausted into the divertor. Plasma fluxes to the wall saturate it with fuel
particles in a time much shorter than the discharge duration, and a comparable amount of
neutral species will recycle back from the wall into the plasma. Recycling neutrals are not
confined by the magnetic field and penetrate at several centimeters into the SOL. Here, charge
exchange (cx) collisions of them with ions generate atoms of energies much higher than that of
primary recycling neutral particles. A noticeable fraction of such secondary cx atoms hit the
vessel wall and erode it.

Statistical Monte Carlo methods [5] are normally used to model cx atoms at the edge of fusion
devices. A crucial obstacle to apply these approaches for extensive parameter studies, for
example, with the aim to optimize the duct geometry, has too long calculations needed to
achieve reasonably small accident errors. This is, however, necessary, for example, to couple
neutral parameters with the plasma calculations. In a one-dimensional geometry, an alterna-
tive approach, based on iteration procedure to solve the kinetic equation represented in an
integral form, has been elaborated decades ago [6]. Being free from statistical noise and

Figure 1. The cross section of toroidally symmetric fusion device of the Tokamak type with the SOL region formed by the
presence of a divertor (a) and the processes near the opening in the wall for a duct guiding to a first mirror (b).

Plasma Science and Technology - Basic Fundamentals and Modern Applications4

permitting the convergence of iterations to the error level defined by the machine accuracy, this
method, nonetheless, is also time-consuming. The reason is the necessity to assess integrals in
the velocity space from functions involving the ion velocity distribution function, additionally
to integrations in the normal space. Recently [4], an approximate pass method has been
applied to evaluate these integrals, and the acceleration of kinetic calculations by a factor of
50 has been achieved.

The amendments, outlined above, have allowed to perform calculations of the plasma parame-
ters in the DEMO SOL with cx atoms described kinetically, by varying the input parameters, for
example, the plasma transport characteristics, in a broad range [4]. In addition the results of these
computations have been thoroughly compared with those obtained with cx species described in
the so-called diffusion approximation. This approximation, often used in diverse edge modeling
approaches to save CPU time (see, e.g., [7, 8]), is strictly valid under plasma conditions of low
temperature and high density where the time between cx collisions of atoms with ions is much
smaller than that till their ionization by electrons. Across the DEMO SOL, the plasma density and
the temperatures of electrons and ions change, however, by orders of magnitude [4].

The usage of a diffusion approximation for cx atoms, generated from species recycling from
the wall, becomes especially questionable by considering the situation near an opening in the
vessel wall. Such openings will be made in a reactor for diverse purposes, for example, for
ducts leading to the first mirrors, collecting light emitted by impurity species in the plasma (see
Figure 1b). These installations are inaccessible for charged plasma particles, moving mostly
along magnetic field lines and penetrating into the duct at a distance of 1 mm. However, hot cx
atoms, unconfined by the magnetic field, can freely hit and erode these installations. The
erosion rate is very sensitive to the energy spectrum of cx atoms which can be significantly
dependent on the modeling approach. At the position of the duct opening, the inflow of
recycling neutrals is actually absent, and the transfer of cx atoms has two- or even three-
dimensional pattern. By calculating the density of cx atoms in the vicinity of a circular opening
from a 2D diffusion equation, the erosion rate of a first mirror of Mo has been assessed in [9]. In
the present paper, we extend the approaches, elaborated in [4] to model cx atoms kinetically in
the 1D case, on a 2D geometry.

The results are compared with those of [9]. Although there cx atoms have been considered in
the diffusion approximation to reduce CPU time, the new approach allows to perform more
exact kinetic calculations even by orders of magnitude faster.

2. Basic equations

Although the concept of magnetic fusion is based on the idea that charged particles can be
infinitely long confined within closed magnetic surfaces, there are diverse physical mecha-
nisms leading to the losses across these surfaces (see, e.g., [10]). Therefore, electrons and ions
escape through the separatrix into the SOL and may reach the first wall of the machine vessel.

Noise-Free Rapid Approach to Solve Kinetic Equations for Hot Atoms in Fusion Plasmas
http://dx.doi.org/10.5772/intechopen.76681
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Here, these species fast recombine into neutral atoms, with an energy comparable with that of
ions. Partly, these atoms escape immediately back into the plasma, and these species are
referred as backscattered (bs) atoms. The rest transmits the energy to the wall particles and
may be bounded into molecules, desorbing back into the plasma as the wall, and is saturated
with the working gas. Here, the densities of recycling backscattered atoms and desorbed
molecules decay with the distance from the wall because diverse elementary processes such
as ionization, charge exchange and dissociation in the latter case, caused by collisions with the
plasma electrons and ions, lead to disintegration of neutrals [11]. By the dissociation and
ionization of molecules, the so-called Franck-Condon fc atoms are generated of a characteristic
energy Efc of 3:5eV [3, 11]. By charge exchange collisions of the primary neutral species, listed
above, with the plasma ions, cx atoms of higher energies and with chaotically oriented veloc-
ities are generated. Although, namely, the latter are of our particular interest, to describe them
firmly, all the species introduced have to be considered. In the vicinity of a circular opening in
the wall (see Figure 1b), any neutral particle is characterized by the components Vx and Vr of
its velocity, where x and r are distances from the wall and opening axis (see Figure 1b).

2.1. Recycling molecules and atoms

Recycling species, lunched from the wall, comprise backscattered atoms and desorbed mole-
cules. Henceforth, we assume that the x components of their velocities have single values Vbs,m

and distinguish two groups of particles moving outward and toward the opening axis, with
Vr ¼ Vbs,m and Vr ¼ �Vbs,m, correspondingly. The magnitudes of Vbs,m are predefined by the
generation mechanism for the species in question. Within the plasma the point with certain
coordinates x and r can be reached only by particles, coming from the wall points 0; r þ xð Þ for
Vr < 0 and 0; jr � xjð Þ for Vr > 0, respectively. By taking into account the attenuation pro-
cesses with neutrals in the plasma, one gets

nbs,m x; rð Þ ¼ nbs,m 0; r þ xð Þ þ nbs,m 0; r � xj jð Þ
2

exp �
ðx

0

νa,m

Vbs,m
dy

0
@

1
A (1)

where νa ¼ n kaion þ kacx
� �

and νm ¼ n kmdis þ kmion þ kmcx
� �

are the decay frequencies for atoms and
molecules, correspondingly, with n being the plasma density assumed the same for electrons
and ions, ka,mion are the rate coefficients of the ionization by electrons, ka,mcx those for the charge
exchange with ions, and kmdis that for the dissociation of molecules.

2.2. Franck-Condon (fc) atoms

The fc atoms are born by the destruction of molecules and have positive and negative values
both of Vr and of Vx. Henceforth, we distinguish four groups of these species with the velocity

components Vx;Vr

� � ¼ �Vfc;�Vfc
� �

, where Vfc ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Efc=m

p
and m is the atom mass. The source

density of fc atoms of each group is as follows:
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Sfc ¼ n 2kmdis þ kmion þ kmcx
� �

nm=4

and depends on r through nm. The particle densities nfc��, where the first subscript � corre-
sponds to the sign of Vx and the second one – of Vr, change along the characteristics
�x∓ r ¼ const according to the continuity equation:

ffiffiffi
2

p
Vx∂lnfc�� ¼ Sfc lð Þ � νanfc��

where l is the length of the corresponding characteristics. The boundary conditions take into
account that fc atoms are reflected with the probability Rfc from the wall, x ¼ 0, and are absent
far from the wall, x ! ∞. For the total density of fc atoms, nfc ¼ nfcþþ þ nfcþ� þ nfc�þ þ nfc��,
one can obtain

nfc x; rð Þ ¼
ð∞

0

Sfc y; r � xþ yj jð Þ þ Sfc y; r þ x� yj jð Þ
Vfc

μ0dyþ

þRfc

2
Θ r þ x� r0ð Þ

ð∞

0

Sfc y; r þ xþ yð Þ þ Sfc y; r þ x� yj jð Þ
Vfc

μ1dyþ

þRfc

2
Θ r � xj j � r0ð Þ

ð∞

0

Sfc y; r � xj j þ yð Þ þ Sfc y; r � xj j � yj jð Þ
Vfc

μ1dy

(2)

with

μ0 ¼ exp � Ux �Uy
�� ��

Vfc

� �
,μ1 ¼ exp �Ux þUy

Vfc

� �
, Ux,y ¼

ðx, y

0

νadz,

the Heaviside function Θ ξ ≥ 0ð Þ ¼ 1,Θ ξ < 0ð Þ ¼ 0 and r0 being the opening radius (see
Figure 1b).

2.3. Charge exchange cx atoms

The velocity distribution function of cx atoms, f cx x; r;Vx;Vr

� �
, is governed by the kinetic equation:

Vx∂xf cx þ
Vr

r
∂r rf cx
� � ¼ Scx

πV2
th
exp �V2

x þ V2
r

V2
th

 !
� νaf cx, (3)

Here, Scx ¼ S0cx þ S1cx is the total density of the source of cx atoms, with S0cx ¼ n kmcxnm þ kacx
�

nbs þ nfc
� �� and S1cx ¼ nkacxncx being the contributions due to charge exchange collisions with
ions of primary neutrals and cx atoms themselves, correspondingly, where
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1
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ncx ¼
ð∞

�∞

ð∞

�∞

f cxdVxdVr;

is the density of the latter; the velocity distribution of the source is assumed as the Maxwellian

one with the ion temperature Ti, and Vth ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2Ti=m

p
is the ion thermal velocity.

2.3.1. Integral-differential equations for the density of cx atoms

To solve Eq. (3), Vr is discretized as�Vl
r, with Vl

r ¼ ΔV l� 1=2ð Þ, ΔV ¼ Vmax=lmax, and l ¼ 1,⋯,

lmax. The Vx distribution functions φ�
l of particles with Vr in the range �Vl

r � ΔV=2 ≤

Vr ≤ � Vl
r þ ΔV=2 are governed by the equations, following from the integration of Eq. (3) over

these ranges:

Vx∂xφ
�
l � Vl

r

r
∂r rφ�

l

� � ¼ Scxδl
2
ffiffiffiffi
π

p
Vth

exp � V2
x

V2
th

 !
� νaφ

�
l , (4)

with

δl ¼ erf � Vl
r þ ΔV=2
Vth

 !" #
� erf � Vl

r � ΔV=2
Vth

 !" #( )
=erf

Vmax

Vth

� �
:

From the equation above, one gets the following ones for the variables φl ¼ φþ
l þ φ�

l and

γl ¼ Vl
r φþ

l � φ�
l

� �
:

Vx∂xφl þ 1
r
∂r rγlð Þ ¼ Scxδlffiffiffiffi

π
p

Vth
exp � V2

x

V2
th

 !
� νaφl, (5)

∂xγl þ
Vl

r

� �2

Vxr
∂r rφlð Þ ¼ � νa

Vx
γl, (6)

The latter equation is straightforwardly integrated with respect to x, and for the r-component
of the flux density, one gets

γl ¼ �
Vl

r

� �2

Vxr

ðx

x0

∂r rφlð Þexp Uy �Ux

Vx

� �
dy:

Here, x0 is the position, where the boundary condition is imposed; since there is no influx of cx
atoms from the wall, γl x ¼ 0ð Þ ¼ 0 for Vx > 0, neutral species are absent deep enough in the
plasma and γl x ! ∞ð Þ ! 0 for Vx < 0. The found expression for γl can be made more conve-
nient if (i) the x-variation of terms involved is approximated by linear Taylor series:

Plasma Science and Technology - Basic Fundamentals and Modern Applications8

∂r rφlð Þ yð Þ ≈ ∂r rφlð Þ xð Þ þ ∂x∂r rφlð Þ xð Þ � y� xð Þ, Uy ≈Ux þ νa xð Þ � y� xð Þ,

and (ii) by taking into account that the width of the region, occupied by cx atoms, is of several
mean free path lengths (MFPL), that is, x� x0j j > Vxj j=νa typically. As a result we get

γl ≈ � Dl=rð Þ � ∂r rφlð Þ,

with Dl ¼ Vl
r

� �2
=νa.

By substituting the last expression into Eq. (5), this is reduced to the following one:

Vx∂xφl �Dl

r
∂2r rφlð Þ ¼ Scxδlffiffiffiffi

π
p

Vth
exp � V2

x

V2
th

 !
� νaφl: (7)

Equation (7) can be integrated as the first-order equation with respect to x, with the boundary
conditions similar to those for γl, that is, φl x ¼ 0ð Þ ¼ 0 for Vx > 0 and φl x ! ∞ð Þ ! 0 for

Vx < 0. Finally, for the density of cx atoms within the range Vl
r � ΔV=2 ≤ Vr

�� �� ≤Vl
r þ ΔV=2,

ηl ¼
Ð∞
�∞

φldVx, one obtains the following integral-differential equation:

� Dl

νar
∂2r rηl
� � ¼

ð∞

0

Scxδlffiffiffiffi
π

p
Vth

Iαdy� ηl, (8)

where Iα ¼ Ð
∞

0
Fαdu, with Fα uð Þ ¼ u�1exp �u2 � α=u

� �
and α ¼ Uy �Ux

�� ��=Vth yð Þ. For the total

density of cx atoms, one has ncx ¼
Plmax

l¼1 ηl.

2.3.2. Diffusion approximation

By neglecting the r derivative and by considering a single Vr value, Eq. (8) is reduced to an
integral one obtained in the 1D case (Eq. (16) in Ref. [6] or Eq. (11) in Ref. [4]). In this case
l � 1, δl ¼ 1 and ncx ¼ η1. As it was demonstrated in Ref. [4], this integral equation can be
reduced to an ordinary differential diffusion equation, if (i) the electron temperature is low
enough and the ionization rate is much smaller than that of the charge exchange, kaion ≪ kacx, and
(ii) the characteristic dimension for the plasma parameter change is much larger than the
typical MFPL for cx atoms Vth=νa. The same procedure can be performed in the case under
the consideration, providing the following 2D diffusion equation:

�Dth

r
∂r r∂rncx
� �� ∂x

∂x ncxTið Þ
νam

� �
¼ S0cx � kaionnncx, (9)

with Dth ¼ V2
th= 2νað Þ. The boundary conditions to Eq. (9) imply as follows: (i) cx atoms leave

the plasma with the velocity close to the ion thermal one, and (ii) neutral species are absent far
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from the wall, that is, ncx x ! ∞ð Þ ¼ 0. Additionally, ∂rηl ¼ 0 and ∂rncx ¼ 0 for r ¼ 0 and r ! ∞
for Eqs. (8) and (9), respectively.

2.3.3. Assessment of the velocity space integral Iα

By inspecting Eq. (8), one can see the cause for large calculation time for kinetic computations
for cx atoms. Even in the 1D case, for each grid point, one has to calculate enclosed double
integrals over the ion velocity space and over the whole plasma volume, 0 ≤ y ≤ rw, and repeat
this, in an iterative procedure, with respect to the whole profiles of ncx xð Þ. In a 2D situation, the
runs through the grid points in the r;Vr

� �
phase subspace are involved additionally into

calculations. These can be, however, efficiently parallelized. The integral Iα is appeared due to
the generation of cx atoms with the ion Maxwellian velocity distribution and consequent
attenuation by ionization and cx collisions. With a high accuracy, it can be assessed by an
approximate pass method [12]. The function Fα uð Þ is shown in Figure 2a for α ¼ 0:3, 1, and 3.
One can distinguish four u intervals, where Fα uð Þ behaves principally differently: u ≤ u1,
u1 < u ≤um, um < u ≤ u2, and u2 < u. The characteristic points u1,2 and um are defined by the
conditions F0α umð Þ ¼ 0 and F00α u1,2ð Þ ¼ 0 for the derivatives F0α ¼ �Fαg1=u

2 and F00α ¼ Fαg2=u
4

with

g1 uð Þ ¼ 2u3 þ u� α, g2 uð Þ ¼ g1 þ u
� �2 � 2þ 6u2

� �
u2:

For um one can use the Cardano formula for the real root of a cubic equation um ¼ffiffiffiffiffiffiffiffiffiffiffi
bþ a3

p � ffiffiffiffiffiffiffiffiffiffiffi
b� a3

p
with a ¼ α=4 and b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 1=216

p
. By searching for u1,2, we notice that for

the roots of interest the equation g2 u1,2ð Þ ¼ 0 reduces to the following ones:

Figure 2. The functions Fα uð Þ ¼ u�1exp �u2 � α=u
� �

for α ¼ 1 (solid curve), α ¼ 0:3 (dashed curve), and α ¼ 3 (dashed-

dotted curve) (a); the integral Iα ¼ Ð
∞

0
Fα uð Þdu estimated by the pass method (solid curve) and computed numerically

(dashed curve) (b).
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g1 u1ð Þ þ u1 þ u1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 6u21

q
¼ 0, g1 u2ð Þ þ u2 � u2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 6u22

q
¼ 0:

With properly selected initial approximations accurate enough, solutions of these equations
are found after three to five iterations with the Newton approach.

To assess the integrals Iα, we approximate function Fα uð Þ as a linear one at u ≤u1 and by
polynomials of the fifth order at the intervals u1 < u ≤ um and um < u ≤ u2. The coefficients are
selected to reproduce Fαm;1;2 ¼ Fα um;1;2

� �
, F0α1,2 ¼ F0α u1,2ð Þ, F00αm ¼ F00α umð Þ, and F0α umð Þ ¼ F00α

u1,2ð Þ ¼ 0. In addition, for u > u2 the factor exp �u2
� �

leads to a very fast decay of Fα with
increasing u. Therefore, for the aim to assess the corresponding contribution to Iα, we approx-
imate Fα by exp �u2 � α=u2

� �
=u2. This results in the following expression:

Iα ≈
F2α1
2F0α1

þ Fα1δ1 þ Fαm u2 � u1ð Þ þ Fα2δ2
2

þ

þ F0α1δ
2
1 � F0α2δ

2
2

10
þ F00αm

δ31 þ δ32
120

þ
ffiffiffiffi
π

p
2

1� erfu2
u2

exp � α
u2

� �
,

(10)

where δ1,2 ¼ um � u1,2j j. Figure 2b shows Iα versus α found with the pass method, outlined
above and evaluated numerically. By approximating the numerical results very accurately, the
approximate pass method procedure allows to reduce the CPU time by a factor of 50 compared
to direct estimates.

Alternatively to the usage of formula (10), one can calculate the integral Iα in advance and save
the results in a table. Then, for any particular α, the integral Iα is interpolated from the values in
this table. However, some time is needed to find the proper α interval, and this time grows up
with α ! 0 since Iα ! ∞ as�lnα. Thus, the density of the data in the table has to be increased as
α ! 0, and it is not obvious that such a way is more time-saving than formula (10).

2.3.4. Numerical procedure

The procedure to solve Eq. (9) numerically is organized as follows: For the problem in ques-
tion, with the plasma profiles assumed unaffected by the processes in the vicinity of the duct
opening, the integral Iα x; yð Þ can be assessed once in advance. Then,

i. the source density Scx x; rð Þ is calculated, in the first approximation with ncx ¼ 0;

ii. for all x the first term on the right-hand side of the equation is computed as a function of r,
and the second-order ordinary Eq. (8) is solved by the method outlined in [10] for all Vl;

iii. the next approximation for ncx x; rð Þ and Scx x; rð Þ is computed, and the procedure is
repeated till the relative error in, for example, ncx 0; 0ð Þ, becomes smaller than a desirable
one.

A typical behavior of the error with the iteration number for calculations presented in the next
section is shown in Figure 3. One can see that with consequent iterations the calculation error
reduces steadily without any noise and the machine accuracy can be actually achieved.
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runs through the grid points in the r;Vr

� �
phase subspace are involved additionally into

calculations. These can be, however, efficiently parallelized. The integral Iα is appeared due to
the generation of cx atoms with the ion Maxwellian velocity distribution and consequent
attenuation by ionization and cx collisions. With a high accuracy, it can be assessed by an
approximate pass method [12]. The function Fα uð Þ is shown in Figure 2a for α ¼ 0:3, 1, and 3.
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u1 < u ≤um, um < u ≤ u2, and u2 < u. The characteristic points u1,2 and um are defined by the
conditions F0α umð Þ ¼ 0 and F00α u1,2ð Þ ¼ 0 for the derivatives F0α ¼ �Fαg1=u

2 and F00α ¼ Fαg2=u
4

with

g1 uð Þ ¼ 2u3 þ u� α, g2 uð Þ ¼ g1 þ u
� �2 � 2þ 6u2

� �
u2:

For um one can use the Cardano formula for the real root of a cubic equation um ¼ffiffiffiffiffiffiffiffiffiffiffi
bþ a3

p � ffiffiffiffiffiffiffiffiffiffiffi
b� a3

p
with a ¼ α=4 and b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ 1=216

p
. By searching for u1,2, we notice that for

the roots of interest the equation g2 u1,2ð Þ ¼ 0 reduces to the following ones:

Figure 2. The functions Fα uð Þ ¼ u�1exp �u2 � α=u
� �

for α ¼ 1 (solid curve), α ¼ 0:3 (dashed curve), and α ¼ 3 (dashed-

dotted curve) (a); the integral Iα ¼ Ð
∞

0
Fα uð Þdu estimated by the pass method (solid curve) and computed numerically

(dashed curve) (b).
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g1 u1ð Þ þ u1 þ u1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 6u21

q
¼ 0, g1 u2ð Þ þ u2 � u2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ 6u22

q
¼ 0:

With properly selected initial approximations accurate enough, solutions of these equations
are found after three to five iterations with the Newton approach.

To assess the integrals Iα, we approximate function Fα uð Þ as a linear one at u ≤u1 and by
polynomials of the fifth order at the intervals u1 < u ≤ um and um < u ≤ u2. The coefficients are
selected to reproduce Fαm;1;2 ¼ Fα um;1;2

� �
, F0α1,2 ¼ F0α u1,2ð Þ, F00αm ¼ F00α umð Þ, and F0α umð Þ ¼ F00α

u1,2ð Þ ¼ 0. In addition, for u > u2 the factor exp �u2
� �

leads to a very fast decay of Fα with
increasing u. Therefore, for the aim to assess the corresponding contribution to Iα, we approx-
imate Fα by exp �u2 � α=u2

� �
=u2. This results in the following expression:

Iα ≈
F2α1
2F0α1

þ Fα1δ1 þ Fαm u2 � u1ð Þ þ Fα2δ2
2

þ

þ F0α1δ
2
1 � F0α2δ

2
2

10
þ F00αm

δ31 þ δ32
120

þ
ffiffiffiffi
π

p
2

1� erfu2
u2

exp � α
u2

� �
,

(10)

where δ1,2 ¼ um � u1,2j j. Figure 2b shows Iα versus α found with the pass method, outlined
above and evaluated numerically. By approximating the numerical results very accurately, the
approximate pass method procedure allows to reduce the CPU time by a factor of 50 compared
to direct estimates.

Alternatively to the usage of formula (10), one can calculate the integral Iα in advance and save
the results in a table. Then, for any particular α, the integral Iα is interpolated from the values in
this table. However, some time is needed to find the proper α interval, and this time grows up
with α ! 0 since Iα ! ∞ as�lnα. Thus, the density of the data in the table has to be increased as
α ! 0, and it is not obvious that such a way is more time-saving than formula (10).

2.3.4. Numerical procedure

The procedure to solve Eq. (9) numerically is organized as follows: For the problem in ques-
tion, with the plasma profiles assumed unaffected by the processes in the vicinity of the duct
opening, the integral Iα x; yð Þ can be assessed once in advance. Then,

i. the source density Scx x; rð Þ is calculated, in the first approximation with ncx ¼ 0;

ii. for all x the first term on the right-hand side of the equation is computed as a function of r,
and the second-order ordinary Eq. (8) is solved by the method outlined in [10] for all Vl;

iii. the next approximation for ncx x; rð Þ and Scx x; rð Þ is computed, and the procedure is
repeated till the relative error in, for example, ncx 0; 0ð Þ, becomes smaller than a desirable
one.

A typical behavior of the error with the iteration number for calculations presented in the next
section is shown in Figure 3. One can see that with consequent iterations the calculation error
reduces steadily without any noise and the machine accuracy can be actually achieved.
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Normally, a diffusion approximation is used to describe cx atoms to reduce CPU. The present
approach to solve kinetic equation makes this unnecessary. To get the density of cx atoms,
ncx x; rð Þ, with a relative error below 10�6, kinetic calculations require much less CPU time than
it is needed to solve the diffusion equation. Thus, for 500 and 30 grid points in the x and r

directions, respectively, lmax =10 and Vmax ¼ 3Vth, the CPU times for a 1 GHz processor are 30 s
and 112 min, correspondingly. Of course, the time for kinetic calculations increases signifi-
cantly if neutrals affect the plasma background, and Iα x; yð Þ has to be evaluated by each
iteration. Even in this case kinetic computations for cx atoms are done faster by factor of 4.

3. Results of calculations

Figure 4 shows the profiles of the plasma parameters, assumed homogeneous on the flux
surfaces, across the surfaces, computed in [13] with the input parameters from the European
DEMO project [1, 2]. The distance x from the first wall to a certain flux surface depends on the
poloidal angle θ (see Figure 1a) and in Figure 4 x corresponds to the torus outboard, θ ¼ 0,
where this distance is minimal. The profiles of the cx atom density found with these parame-
ters and for the duct radius r0 ¼ 0:05m, at the opening axis, r ¼ 0, and far from it, r ¼ 0:25m
are shown in Figure 5. There is a noticeable difference between the profiles of ncx calculated in
the diffusion approximation (5a) and kinetically (5b). In particular, the difference between the
density profiles at these two positions is significantly larger in the diffusion approximation
than for those computed kinetically.

Figure 3. The reduction of the relative error in calculation with the iteration number.
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In the latter case, ncx is still noticeable in much deeper and hotter plasma regions. This circum-
stance is of importance for the erosion of installations in ducts due to physical sputtering because
this is very sensitive to the energy of impinging particles. To demonstrate this the erosion rate of
a Mo mirror, imposed into the duct of three different radii r0, at the distance h from its opening
(see Figure 1b) is assessed. To do such assessment, consider an infinitesimally thin toroid within

Figure 4. The profiles of the plasma density (solid curve), the ion (dashed curve), and electron (dashed-dotted curve)
temperatures versus the distance from the wall at the DEMO torus outboard.

Figure 5. The profiles of the cx atom densities far from the opening (solid curve) and at its axis (dashed curve) computed
in the diffusion approximation (a) and kinetically (b).
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the plasma, with a square cross section of the width dr, thickness dx, and the radius r, situated at
the distance x from the wall. Cx atoms with the energies within the range E, Eþ dE are generated
in the toroid with the rate:

dRcx x; r;Eð Þ ¼ Scx x; rð Þφi x;Eð Þ2πrdrdxdE: (11)

where

φi x;Eð Þ ¼ 2
ffiffiffi
E

p
ffiffiffiffi
π

p
T1:5
i xð Þ exp � E

Ti xð Þ
� �

: (12)

is the Maxwellian energy distribution function of ions.

Since cx atoms move in all directions, some of them hit the mirror inside the duct (see
Figure 1b). Henceforth, we analyze the surface position at the duct axis. One can see that cx
atoms generated only in toroids with r ≤ rmax ¼ r0 1þ x=hð Þ can hit this mirror point. The
contribution of the plasma volume in question to the density of the cx atom flux perpendicular
to the mirror surface is

djcx x; r;Eð Þ ¼ dRcx
s � exp �λ=sð Þ

4π xþ hð Þ2 þ r2
h i , (13)

where s ¼ 1þ r2= xþ hð Þ2
h i�1=2

is the cosine of the atom incidence angle with respect to the

duct axis. The exponential factor in Eq. (13), with λ x;Eð Þ ¼ Ux=
ffiffiffiffiffiffiffiffiffiffiffiffi
2E=m

p
, takes into account the

destruction of cx atoms in ionization and charge exchange collisions on their way through the
plasma. By ionization the atom disappears. By charge exchange a new cx atom is generated.
The latter process is taken into account by the contribution S1cx in the source density Scx.

The energy spectrum of cx atoms, hitting the mirror, is characterized by their flux density
γ ¼ Ð djcx=dE in the energy range dE, where the integration is performed over r and x. By

proceeding from r to s, according to the relation r ¼ xþ hð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=s2 � 1

p
, one gets

γ h; r0;Eð Þ ¼
ðrw

0

φi x;Eð Þdx
ð1

h=
ffiffiffiffiffiffiffiffiffi
h2þr20

p
Scx
2

exp �λ
s

� �
ds: (14)

The density of the outflow of mirror particles eroded by physical sputtering with cx atoms is as
follows:

Γsp h; r0ð Þ ¼
ð∞

0

dE
ðrw

0

φi x;Eð Þdx
ð1

h=
ffiffiffiffiffiffiffiffiffi
h2þr20

p
Scx
2

exp �λ
s

� �
Ysp E; sð Þds (15)

Here, Ysp is the sputtering yield, whose dependence on E and s is calculated by applying
semiempirical formulas from Ref. [14]. The erosion rate, measured henceforth in nm per
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full-power year nm=pfyð Þ, is hsp ¼ Γsp=nsp, with the particle density of molybdenum nsp. It is
shown in Figure 6 versus the distance h between the wall position and the mirror point in
question. One can see that in the former case the erosion rate is by a factor of 2 larger than in
the latter one. It is of importance to notice that hsp, found with ncx computed kinetically, does
not unavoidably excides that obtained with ncx calculated in the diffusion approximation. The
results above have been gotten for a mirror positioned in a duct at the plasma outboard, that is,
at the largest major radius R (see Figure 1a). Here, the local gradients of the plasma parameters
are the largest because the distance between two particular flux surfaces has the minimum.
Therefore, cx atoms penetrate, before they are ionized, into plasma regions with higher ion
temperatures. The situation is different at the torus top where the corresponding distance has
maximum and neutral species are attenuated already at significantly low n and Ti. This leads
to noticeably smaller hsp (see Figure 7). In this case, oppositely to the situation at the outboard,
hsp is larger if ncx is computed in the diffusion approximation.

Due to technical requirements, an acceptable mirror erosion rate in a future fusion reactor
should not exceed 1nm=pfy. As one can see in the case of a duct at the torus outboard, this
target level is exceeded significantly for all h and r0 under consideration. Seeding of the
working gas into the duct is considered as a possible way to diminish the erosion rate below
the maximum level allowed. The energy of cx atoms, coming into the duct, is reduced through
elastic collisions with gas molecules, before cx atoms hit the mirror. Elastic collisions between
neutral species lead to scattering on large angles. Consider a cx atom which, without gas in the
duct, can hit the mirror directly. If the gas is seeded, in a narrow duct in question, with r0 ≪ h,
any collision of the cx atom with gas molecules leads to such a change of the atom velocity that
with an overwhelming probability the atom will many times strike the duct wall before it gets
the mirror. Through the collisions with the wall, the cx atom loses its energy so dramatically

Figure 6. The erosion rate of a Mo mirror versus the distance from the wall position to the mirror surface for ducts
positioned at the torus outboard computed with the density of cx atoms found in the diffusion approximation (a) and
kinetically (b).
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Figure 6. The erosion rate of a Mo mirror versus the distance from the wall position to the mirror surface for ducts
positioned at the torus outboard computed with the density of cx atoms found in the diffusion approximation (a) and
kinetically (b).
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that it cannot contribute to mirror erosion. The reduction of the flux jE of incoming cx atoms
with the energy E by collisions with the gas in the duct is governed by the equation:

djE=dl ¼ �σel Eð ÞngjE,

where σel ≈ 3:8 � 10�19E�0:14 m2; eV
� �

is the cross section for elastic collisions between cx atoms
and molecules of hydrogen isotopes [15]. Consequently, the density of the outflow of mirror
particles eroded by physical sputtering with cx atoms is modified, compared with Eq. (15), as
follows:

Γsp h; r0ð Þ ¼
ð∞

0

dE
ðrw

0

φidx
ð1

h=
ffiffiffiffiffiffiffiffiffi
h2þr20

p
Scx
2

exp �λþ σelngh
s

� �
Ysp E; sð Þds (16)

In Figure 8, the calculated dependences of the erosion rate hsp on h and r0 are shown for
several magnitudes of the density ng of the working deuterium gas in the mirror duct. One

can see that the enhancement of ng above a level of 2 � 1019m�3 should lead to the reduction of
hsp below the target level of 1nm=pfy. The question, to what extent the local plasma parameters
may be changed by the outflow of the gas from the duct, has to be investigated in the future on
the basis of approaches developed in [16]. There, it has been demonstrated that the ionization
of the gas outflowing into the SOL can lead to dramatic growth of the local density and cooling
of the plasma to a temperature of 1eV. Such cold dense plasma cloud can affect the transfer of
cx atoms in the plasma near the opening in the wall.

Figure 7. The erosion rate of a Mo mirror versus the distance from the wall position to the mirror surface for ducts
positioned at the torus top computed with the density of cx atoms found in the diffusion approximation (a) and kinetically
(b). (Note that the hsp scale is different than in Figure 6).
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4. Conclusions

The iteration approach to solve 1D kinetic equation for cx atoms, proposed decades ago [6], has
been elaborated further to describe the transport of these species in a 2D geometry, in the
vicinity of a circular opening in the wall of a fusion reactor. Unlike the Monte Carlo methods,
this approach does not generate statistical noise so that calculation errors can be reduced to the
level restricted by the machine accuracy. In order to perform calculations for a broad range of
input parameters and do a thorough comparison with the results, obtained in the diffusion
approximation for cx atoms [13], the solving procedure has been accelerated by a factor of 50,
by applying an approximate pass method to assess integrals in the velocity space from func-
tions, involving the Maxwellian velocity distribution of plasma ions.

The found possibility to speed up kinetic calculations is of importance, in particular, to perform
firm assessments of the erosion rate of the first mirrors in future fusion reactors like DEMO. For a
mirror located at the torus outboard, more accurate kinetic calculations predict by a factor of 2
higher erosion rate than the approximate diffusion approach. The erosion rate can be reduced
very strongly either by putting the mirror duct at the torus top or by seeding the working gas
into the duct. In the latter case, the elastic collisions with molecules in the gas reduce significantly
the fraction of cx atoms which can hit and erode the mirror.

Nomenclature

Dl, th Diffusivity of cx atoms in kinetic and diffusion
descriptions, correspondingly

Figure 8. The erosion rate of a Mo mirror versus the distance from the wall position to the mirror surface for ducts
positioned at the torus outboard computed with cx atoms treated kinetically for different gas densities in the duct: ng ¼ 0

(solid line), 3 � 1017m�3 (dashed line), 3 � 1018m�3 (dotted line), 1019m�3 (dashed-dotted line), and 3 � 1019m�3 (dashed-
double dotted line).
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E Energies of ions and atoms

Fα uð Þ � 1
u exp �u2 � α

u

� �
, Iα � Ð∞0 Fα u½ Þdu

h Distance from duct opening to the mirror

hsp Mirror erosion rate in nm per full-power year
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Abstract

An approach is presented that allows getting detailed information on the behavior of
streaming instabilities (SI) from the dispersion relation (DR). The approach is based on
general assumptions and does not refer to any particular model and/or type of the stream
interaction with background system (Cherenkov, cyclotron, etc.). The basis of the
approach is transformation of the DR to an equation for slowly varying amplitude of the
developing waveform. The solution of the equation actually presents results of the impor-
tant problem of time evolution of initial perturbation and gives detailed information on
the instability behavior. Most of the information is unavailable by other methods. For
particular SI, only two parameters should be specified. The expression for the fields’
structure shows that with increase in level of dissipation, SI gradually turns to dissipative
streaming instability (DSI). Two new, previously unknown types of DSI are presented:
DSI of overlimiting electron beam and DSI under weak beam-plasma coupling. Growth
rates of these DSI depend on dissipation more critically than usual. Presented approach is
valid for a large class of SI: beam-plasma instabilities of various types (Cherenkov, cyclo-
tron, etc.) including over-limiting e-beam instabilities, the instability in spatially separated
beam-plasma systems, Buneman instability, etc.

Keywords: streaming instability, dissipative instability, space–time evolution, slowly
varying amplitude, transformation to dissipative instability

1. Introduction

Plasma is rich in instabilities. Many of them are a result of relative motion of plasma compo-
nents. These, streaming instabilities (SI) are the most common in space and laboratory plasmas.
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A well-known example is the beam-plasma instability [1], in which the directed motion of a
small group of fast electrons passing through the background plasma excites potential oscilla-
tions with high growth rate near the plasma frequency. Close attention to this instability is due
mainly to design of high power sources of electromagnetic radiation based on this instability.
The sources have many advantages as compared to well-known vacuum devices [2, 3].
Another example (we mention these two only) is the Buneman instability [4], in which plasma
electrons move with respect to ions. The instability plays an important role in many scenarios
in space physics and geophysics. A striking example of plasma with relative electron-ion
motion is current-carrying plasma. This object is often considered in plasma physics. The
instabilities which are due to relative electron-ion motion play an important role in physics of
controlled fusion also.

A clear understanding of physical nature of the SI, their role and influence on various pro-
cesses in plasma requires substantial efforts. Physics of interaction of plasma components
moving relatively to each other is essentially based on the concept of negative energy wave
(NEW) [5]. This requires account of all factors which lead to NEW growth. Among them,
dissipation plays an important role. Dissipation leads to energy losses for the growth of
NEW. Influence of dissipation on the instabilities of streaming type is unique. Dissipation
never suppresses the instabilities completely regardless on its level. Dissipation of high-level
transforms the SI to dissipative streaming instability (DSI) [1]. These instabilities have a
number of features: comparatively low growth rate, comparatively low level of excited oscil-
lations, etc. For a few decades, DSI have been widely discussed, and it is supposed that they
can be applied to explain various phenomena in space and laboratory plasma. Up to recently
only one type of DSI was known, and it was believed that all types of electron stream
instabilities (e.g., Cherenkov type, cyclotron type etc.) transform to the single known type of
DSI. However, it turned out that other types of DSI also exist [6–8]. Changes in some basic
physical parameters and/or system geometry lead to significant changes in physical nature of
e-stream interaction with plasma. This changes result in two new, previously unknown types
of DSI: DSI of over-limiting electron beam and DSI under weak coupling of the stream with the
plasma. In both cases, the growth rate depends on dissipation more critically: 1=ν instead of
conventional 1=

ffiffiffi
ν

p
(here ν is the frequency of the collisions).

The transformation of the SI to dissipative typemakes their behavior in the presence of dissipation
of particular interest. In order to understand how instability turns to another type, it is necessary
to investigate the evolution of its fields in space and time [9, 10]. Simultaneously, the expressions
for fields’ evolution give all available information on the SI: growth rates (spatial and temporal)
under arbitrary level of dissipation, character of the instability (absolute/convective), range of
unstable perturbations’ velocities, influence of dissipation on the instability, etc. These details help
to understand how the instability turns to DSI, how it transforms given equilibrium of back-
ground plasma, predict the level and/or scale of the changes, how nonlinear phenomena arise as
well as predict possible saturation mechanisms, etc. In general, the character of the fields’ devel-
opment in space and time is one of the most important aspects of every instability.
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The character of space–time evolution of given instability is an important issue in many
branches of physics. In plasma physics, we firstly note theory of amplifiers and oscillators in
the microwave range based on interaction of e-beam with wave, where obvious progress is
achieved [2, 3]. These studies are also important for research on plasma instabilities associated
with research on nuclear fusion, astrophysics, etc.

The mathematical solution of the problem of initial perturbation evolution reduces to calcula-
tion of the integral with a complete dispersion relation (DR) in the denominator of the inte-
grand. An overall view on the character of the instability may be obtained by investigation of
the asymptotic behavior of the Green’s function. In order to derive analytical expression for the
fields’ space–time distribution, the DR should be specified and solved before integration. In
this way, essential difficulties appear which usually cannot be overcome. One must apply
approximate methods to obtain results. Presented here (see also [11]) approach is similar to
traditional approach in many respects, but, in the same time, advantageously differs from it.
Representation of the fields in form of wave train with slowly varying amplitude (SVA)
allowed to overcome the difficulties and to obtain the space–time structure of the fields
without reference on any particular model. Thereby, the approach singles out intrinsic pecu-
liarities of various types of SI. The results show that all types of the beam-plasma instabilities
(Cherenkov, cyclotron, etc.) have similar dynamics of development. By specifying only two
parameters in the unified expression one can investigate given particular case of beam insta-
bility. With increase in level of dissipation all SI gradually turn to DSI.

This review considers all these aspects: getting detailed information on SI, their space–time
evolution and transformation to DSI. Presented approach shows that the DR which usually
describes given SI can serve not only for solution of the well-known (and very simplified)
initial and boundary problems. Its application is much wider. It can give much more informa-
tion on the instability. Namely, it actually gives the solution of the well-known (and very
important [9]) problem of time evolution of initial perturbation. The DR can give space–time
structure of the fields at the instability development. In its turn, the fields’ structure contains
complete information on the instability. Most of this information is unavailable by other
methods. The expressions for fields’ evolution also show in detail the transformation of SI to
dissipative type. Two new, previously unknown types of DSI are presented.

Large variety of SI characterize by various types of the interaction with background systems
(plasma-filled or not), various values of streaming currents, etc. From this follows various
types of their DR and ensuing equation for SVA. They are considered separately. In Section 2,
the evolution of various types of beam instabilities (Cherenkov, cyclotron, and the instability in
periodical structure) are considered. All they characterize by small contribution of the beam in
DR and this fact allowed generalizing the consideration. Section 3 gives the evolution of over-
limiting e-beam instability. Due to influence of the beam space charge, the instability of such
beams has other physical nature as compared to instability of conventional e-beams. In Sec-
tions 4 and 5, the instability in spatially separated beam-plasma system and the Buneman
instability are considered. The peculiarity of last case is in the role of plasma ions.
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2. The behavior beam-plasma instabilities in dissipative plasma

2.1. Equation for slowly varying amplitude

Consider an electrodynamical system of arbitrary geometry (plasma filling is not obligatory)
and let a monoenergetic relativistic electron beam penetrate it. The general form of the disper-
sion relation (DR) of such system is

D0 ω;kð Þ þDb ω;kð Þ ¼ 0 (1)

where ω is the frequency of perturbations and k is the wave vector. D0 ω;kð Þ ¼ 0 is the “cold”
DR describing proper frequencies of the systems in the absence of the beam (its main part), and
Db ω;kð Þ is the beam contribution. We also assume that the beam density is small enough to
satisfy the condition Db ω;kð Þj j << D0 ω;kð Þj j. In following consideration, we will not specify
the form of D0 ω;kð Þ. Beam electrons interact with proper oscillations of background system
and this interaction leads to instability. The interaction may be of various types: Cherenkov,
cyclotron, interaction with periodical structure, etc. The general form of Db ω;kð Þ may be
written as

Db ω;kð Þ ¼ � ω2
bA ω;kð Þ

γ3 ω� ku� fð Þ2 (2)

where u is the velocity of the beam electrons, ωb is the Langmuir frequency of streaming
electrons, γ is the relativistic factor of the beam electrons, and A ω;kð Þ is a polynomial with
respect to ω and k of degree no higher than two. The expression for f depends on the type of
the beam interaction with plasma:

f ¼

0, if the interaction is of Cherenkov type

nΩ=γ, if the interaction is of cyclotron type

kcoru, if the beam interacts with periodical structure

,

8>>><
>>>:

(3)

where Ω is the cyclotron frequency, n ¼ 1, 2, 3…, kcor ¼ 2π=l0 l0 is the spatial period of the
structure. Below, we will show that properties of the instabilities follow from the general form
(2) and do not depend on the expression for f .

Let an initial perturbation arises in point z ¼ 0 (electron stream propagates in the direction
z > 0) at instant t ¼ 0 and the instability begins developing. Our aim is to obtain shape of the
perturbation (i.e., space–time structure of the fields) at arbitrary instant t and based on the
expression, investigate the behavior of the instability. In following consideration, we interest in
longitudinal structure of the field (their dependence on z and t only). We single out two
arguments: the frequency ω and longitudinal wavelength k. Other arguments play no part in
following. To avoid overburdening of the formulas below, they are omitted. The transversal
structure of the fields may be obtained in regular way by expansion on series of eigenfunctions
of given system.
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The development of wave pulse in its linear stage obeys the DR (1). The beam instability
reveals itself most effectively on frequencies, closely approximating to roots of the main part
of Eq. (1) and simultaneously to the beam proper oscillations (e.g., space charge wave). This
means that following two conditions must be satisfied:

D0 ω; kð Þ ¼ 0 ; ω� ku� f ¼ 0: (4)

Therefore, it would appear reasonable to assume that developing fields form a wave train of
following type

E z; tð Þ ¼ E0 z; tð Þ exp �iω0tþ ik0zf g, (5)

where the carrier frequency ω0 and k0 satisfy the conditions (4). We also assume that the
amplitude E0 z; tð Þ is slowly varying as compared to ω0 and k0 that is,

∂E0

∂t

����
���� << ω0E0 ;

∂E0

∂z

����
���� << k0E0 (6)

In such formulation, the problem of the instability evolution reduces to determination of the
slowly varying amplitude (SVA) E0 z; tð Þ. As the fields vary near ω0 and k0, one can use
following formal substitutions to derive an equation for SVA

ω ! ω0 þ i
∂
∂t

; k ! k0 � i
∂
∂z

, (7)

Expanding the DR (1) in power series near ω0 and k0, one can obtain the equation for SVA

∂
∂t

þ u
∂
∂z

� �2 ∂
∂t

þ v0
∂
∂z

þ ν
� �

E0 z; tð Þ ¼ i δ0j j3E0 z; tð Þ (8)

where

δ0 ¼ ω2
bA ω; kð Þ
∂D0=∂ω

� �
ω ¼ ω0

k ¼ k0

; ν ¼ ImD0

∂D0 ω;kð Þ=∂ω

� �
ω ¼ ω0

k ¼ k0

; v0 ¼ � ∂D0 ω;kð Þ=∂k
∂D0 ω;kð Þ=∂ω

� �
ω ¼ ω0

k ¼ k0

Im δ0 is the maximal growth rate of the beam instability, ν describes dissipation in the system
(its coincidence to collision frequency is not obligatory), and v0 is the group velocity of
resonant wave in the “cold” system.

The Eq. (8) describes the evolution of SVA E0 (z, t) in space and time for all systems those may
be described by the DR in form (1). Eq. (8) may be solved by using Fourier transformation with
respect to spatial coordinate z and Laplace transformation with respect to time t. The
corresponding equation for the transform E0 ω; kð Þ is

ω� kuð Þ2 ω� kv0 þ iνð Þ � δ0j j3
n o

E0 ω; kð Þ ¼ J ω; kð Þ (9)
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2. The behavior beam-plasma instabilities in dissipative plasma

2.1. Equation for slowly varying amplitude

Consider an electrodynamical system of arbitrary geometry (plasma filling is not obligatory)
and let a monoenergetic relativistic electron beam penetrate it. The general form of the disper-
sion relation (DR) of such system is

D0 ω;kð Þ þDb ω;kð Þ ¼ 0 (1)

where ω is the frequency of perturbations and k is the wave vector. D0 ω;kð Þ ¼ 0 is the “cold”
DR describing proper frequencies of the systems in the absence of the beam (its main part), and
Db ω;kð Þ is the beam contribution. We also assume that the beam density is small enough to
satisfy the condition Db ω;kð Þj j << D0 ω;kð Þj j. In following consideration, we will not specify
the form of D0 ω;kð Þ. Beam electrons interact with proper oscillations of background system
and this interaction leads to instability. The interaction may be of various types: Cherenkov,
cyclotron, interaction with periodical structure, etc. The general form of Db ω;kð Þ may be
written as

Db ω;kð Þ ¼ � ω2
bA ω;kð Þ

γ3 ω� ku� fð Þ2 (2)

where u is the velocity of the beam electrons, ωb is the Langmuir frequency of streaming
electrons, γ is the relativistic factor of the beam electrons, and A ω;kð Þ is a polynomial with
respect to ω and k of degree no higher than two. The expression for f depends on the type of
the beam interaction with plasma:

f ¼

0, if the interaction is of Cherenkov type

nΩ=γ, if the interaction is of cyclotron type

kcoru, if the beam interacts with periodical structure

,

8>>><
>>>:

(3)

where Ω is the cyclotron frequency, n ¼ 1, 2, 3…, kcor ¼ 2π=l0 l0 is the spatial period of the
structure. Below, we will show that properties of the instabilities follow from the general form
(2) and do not depend on the expression for f .

Let an initial perturbation arises in point z ¼ 0 (electron stream propagates in the direction
z > 0) at instant t ¼ 0 and the instability begins developing. Our aim is to obtain shape of the
perturbation (i.e., space–time structure of the fields) at arbitrary instant t and based on the
expression, investigate the behavior of the instability. In following consideration, we interest in
longitudinal structure of the field (their dependence on z and t only). We single out two
arguments: the frequency ω and longitudinal wavelength k. Other arguments play no part in
following. To avoid overburdening of the formulas below, they are omitted. The transversal
structure of the fields may be obtained in regular way by expansion on series of eigenfunctions
of given system.
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The development of wave pulse in its linear stage obeys the DR (1). The beam instability
reveals itself most effectively on frequencies, closely approximating to roots of the main part
of Eq. (1) and simultaneously to the beam proper oscillations (e.g., space charge wave). This
means that following two conditions must be satisfied:

D0 ω; kð Þ ¼ 0 ; ω� ku� f ¼ 0: (4)

Therefore, it would appear reasonable to assume that developing fields form a wave train of
following type

E z; tð Þ ¼ E0 z; tð Þ exp �iω0tþ ik0zf g, (5)

where the carrier frequency ω0 and k0 satisfy the conditions (4). We also assume that the
amplitude E0 z; tð Þ is slowly varying as compared to ω0 and k0 that is,

∂E0

∂t

����
���� << ω0E0 ;

∂E0
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���� << k0E0 (6)

In such formulation, the problem of the instability evolution reduces to determination of the
slowly varying amplitude (SVA) E0 z; tð Þ. As the fields vary near ω0 and k0, one can use
following formal substitutions to derive an equation for SVA

ω ! ω0 þ i
∂
∂t

; k ! k0 � i
∂
∂z

, (7)

Expanding the DR (1) in power series near ω0 and k0, one can obtain the equation for SVA
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where
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k ¼ k0

; v0 ¼ � ∂D0 ω;kð Þ=∂k
∂D0 ω;kð Þ=∂ω

� �
ω ¼ ω0

k ¼ k0

Im δ0 is the maximal growth rate of the beam instability, ν describes dissipation in the system
(its coincidence to collision frequency is not obligatory), and v0 is the group velocity of
resonant wave in the “cold” system.

The Eq. (8) describes the evolution of SVA E0 (z, t) in space and time for all systems those may
be described by the DR in form (1). Eq. (8) may be solved by using Fourier transformation with
respect to spatial coordinate z and Laplace transformation with respect to time t. The
corresponding equation for the transform E0 ω; kð Þ is

ω� kuð Þ2 ω� kv0 þ iνð Þ � δ0j j3
n o

E0 ω; kð Þ ¼ J ω; kð Þ (9)
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E0 ω; kð Þ ¼
ð∞

0

dt
ð∞

�∞

dz E0 z; tð Þ exp iωt� ikzð Þ : (10)

where the function J ω; kð Þ is determined by initial conditions. Its power with respect to ω and k
is no higher than the power of the origin equation. The specific form of this function is not
essential for following. It is only necessary that J ω; kð Þ be smooth and not equal to zero
identically. The amplitude of the wave train can be obtained by inverse transformation

E0 z; tð Þ ¼ 1

2πð Þ2
ð

C ωð Þ

dω
ð∞

�∞

dkJ ω; kð Þ exp �iωtþ ikzð Þ
ω� kuð Þ2 ω� kv0 þ iνð Þ � δBnj j3 (11)

Here, C ωð Þ is the contour of integration over ω. For given case, it is a straight line that lies in the
upper half plane of the complex plane ω ¼ Reωþ i Imω and passes above all singularities of
the integrand. Thus, the problem has been reduced to the integration in Eq. (11). It is conve-
nient to transform the variables ω and k to another pair ω and ω

0 ¼ ω� ku. The first integration
(over ω) may be carried out by residue method and the integration contour must be closed in
the lower half plane. The pole is

ω1 ω
0

� �
¼ 1� v0

u

� ��1 δ0j j3
ω02 � ω

0 v0

u
� iν

 !
(12)

The second integration (over ω
0
) cannot be carried out exactly, and we are forced to restrict

ourselves by approximate, steepest descend method. That is, Eq. (11) will be worked out in
asymptotic limit of comparatively large t. In this case, the integration contour should be
deformed in order to pass through the saddle point in needed direction. The saddle point is

ω
0
s ¼ δ0

2 ut� zð Þ
z� v0tð Þ

� �1=3

exp 2πi=3ð Þ (13)

As a result of the integration, we obtain following expression for the SVA [11].

E0 z; tð Þ ¼ J0
2
ffiffiffiffi
π

p
exp χ undð Þ

ν z; tð Þ
n o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u� v0ð Þf z; tð Þp exp iφ z; tð Þf g (14)

χ undð Þ
ν z; tð Þ ¼ χ undð Þ

0 z; tð Þ � ν
z� v0t
u� v0

; χ undð Þ
0 z; tð Þ ¼ 3

ffiffiffi
3

p

4
δ0

u� v0
2 ut� zð Þ z� v0tð Þ2
n o1=3

f z; tð Þ ¼ 3δ30 ut� zð Þ ; φ z; tð Þ ¼ χ z; tð Þffiffiffi
3

p þ π
4

and J0 is the value of J ω;ω
0� �
at the points. ω ¼ ω1 ω

0
s

� �
, ω

0 ¼ ω
0
s.
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2.2. Analysis of the fields’ dynamics

We have arrived to very complex expressions (14). However, the field’s structure (i.e., the
instability behavior) may be determined by analyzing the factor

expχ undð Þ
ν z; tð Þ (15)

The information, which are available from the analysis are much more detailed and complete
as compared to results of well-known initial and boundary problems. The analysis gives:
growth rate(s), the velocities of unstable perturbations, the character of the instability and
influence of the dissipation on it, etc. The expression (15) shows that along with exponential
increasing the field covers more and more space. In the absence of dissipation, the velocities of
unstable perturbations range from v0 to u. The length of the wave train increases depending on
time l � u� v0ð Þt. One can easily see convective character of streaming instabilities in labora-
tory frame, as well as in other frames moving at velocities v < v0 and v > u. If the observer’s
velocity is within the range v0 < v < u, the instability is absolute (see Figure 1, where the
dependence of the SVA on z at various instants t1, t2 and t3 is presented; the leading edge
moves at velocity u, but the back edge moves at velocity v0 < u).

The peak (and the field’s properties in it) may be determined from the equation

∂
∂z

χ undð Þ
ν ¼ 0 (16)

Its solution in the absence of dissipation gives z ¼ wgt, where

wg ¼ 1=3ð Þ 2uþ v0ð Þ (17)

That is, the peak places on 1/3 of the train’s length from the front and moves at the velocity wg.
Actually, wg represents group velocity of the generated wave, with account of the beam
contribution in the DR. The field’s value in the peak exponentially increases and the growth

Figure 1. Asymptotic shapes of beam instability ε ¼ expχ undð Þ
0 z; tð Þ depending on longitudinal coordinate ζ ¼ zδ0=u at

various instants τ1 ¼ δ0t1 < τ2 ¼ δ0t2 < τ3 ¼ δ0t3.
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E0 ω; kð Þ ¼
ð∞

0

dt
ð∞

�∞

dz E0 z; tð Þ exp iωt� ikzð Þ : (10)

where the function J ω; kð Þ is determined by initial conditions. Its power with respect to ω and k
is no higher than the power of the origin equation. The specific form of this function is not
essential for following. It is only necessary that J ω; kð Þ be smooth and not equal to zero
identically. The amplitude of the wave train can be obtained by inverse transformation

E0 z; tð Þ ¼ 1

2πð Þ2
ð

C ωð Þ

dω
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�∞

dkJ ω; kð Þ exp �iωtþ ikzð Þ
ω� kuð Þ2 ω� kv0 þ iνð Þ � δBnj j3 (11)

Here, C ωð Þ is the contour of integration over ω. For given case, it is a straight line that lies in the
upper half plane of the complex plane ω ¼ Reωþ i Imω and passes above all singularities of
the integrand. Thus, the problem has been reduced to the integration in Eq. (11). It is conve-
nient to transform the variables ω and k to another pair ω and ω

0 ¼ ω� ku. The first integration
(over ω) may be carried out by residue method and the integration contour must be closed in
the lower half plane. The pole is
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The second integration (over ω
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) cannot be carried out exactly, and we are forced to restrict

ourselves by approximate, steepest descend method. That is, Eq. (11) will be worked out in
asymptotic limit of comparatively large t. In this case, the integration contour should be
deformed in order to pass through the saddle point in needed direction. The saddle point is
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As a result of the integration, we obtain following expression for the SVA [11].
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2.2. Analysis of the fields’ dynamics

We have arrived to very complex expressions (14). However, the field’s structure (i.e., the
instability behavior) may be determined by analyzing the factor

expχ undð Þ
ν z; tð Þ (15)

The information, which are available from the analysis are much more detailed and complete
as compared to results of well-known initial and boundary problems. The analysis gives:
growth rate(s), the velocities of unstable perturbations, the character of the instability and
influence of the dissipation on it, etc. The expression (15) shows that along with exponential
increasing the field covers more and more space. In the absence of dissipation, the velocities of
unstable perturbations range from v0 to u. The length of the wave train increases depending on
time l � u� v0ð Þt. One can easily see convective character of streaming instabilities in labora-
tory frame, as well as in other frames moving at velocities v < v0 and v > u. If the observer’s
velocity is within the range v0 < v < u, the instability is absolute (see Figure 1, where the
dependence of the SVA on z at various instants t1, t2 and t3 is presented; the leading edge
moves at velocity u, but the back edge moves at velocity v0 < u).

The peak (and the field’s properties in it) may be determined from the equation

∂
∂z

χ undð Þ
ν ¼ 0 (16)

Its solution in the absence of dissipation gives z ¼ wgt, where

wg ¼ 1=3ð Þ 2uþ v0ð Þ (17)

That is, the peak places on 1/3 of the train’s length from the front and moves at the velocity wg.
Actually, wg represents group velocity of the generated wave, with account of the beam
contribution in the DR. The field’s value in the peak exponentially increases and the growth

Figure 1. Asymptotic shapes of beam instability ε ¼ expχ undð Þ
0 z; tð Þ depending on longitudinal coordinate ζ ¼ zδ0=u at

various instants τ1 ¼ δ0t1 < τ2 ¼ δ0t2 < τ3 ¼ δ0t3.
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rate is equal to δm ¼ ffiffiffi
3

p
=2

� �
δ0j j that is, coincides to solution of the initial problem. However,

the initial problem can not specify the point, where the maximal growth occurs. The advantage
of this approach is evident.

In a fixed point z, the field first increases and attains maximum at instant t ¼ z=wa where

wa ¼ 3uv0
uþ 2v0

(18)

Then, the field falls off and at the time t ≥ z=v0 the train passes the considered point. The
velocity wa is the group velocity of the resonant wave upon amplification with account of the
beam contribution in the DR. For given z, the field’s maximum is

E0 � exp δmz= u2v0
� �1=3

(19)

The exponent δm= u2v0
� �1=3 coincides to solution of the boundary problem as it is the maximal

spatial growth rate. The coincidence to the results of well-known initial and boundary prob-
lems testifies presented approach. It may appear that this way of instability analysis is a bit
more complicate. However, it must be admitted that along with growth rates we have
obtained much other information. The information obviously clarifies the picture of the insta-
bility and makes it realistic. One can easily see the merits of presented approach.

The relations between characteristic velocities are

v0 < wa < wg < u (20)

At fixed instant t, perturbations exist only at distances v0t ≤ z ≤ut. The wave train passes given
point z during the time z=u ≤ t ≤ z=v0. In a fixed point, the amplitude attains maximum at the
instant, when the peak has already passed it (see Figure 1). The reason is that the perturbations
with smaller velocities reach considered point in longer time, and they grow more efficiently.
Perturbations with velocity wa are the most efficiently enhanced perturbations.

Generally, the dependence of the perturbations’ amplitudes on their velocity v has a form
E � expΓ vð Þt, where

Γ vð Þ ¼ 3
22=3

δm
u� v0

v� v0ð Þ2 u� vð Þ
n o1=3

(21)

The character of spatial growth depending on v is

E � expΓ vð Þz=v (22)

Presented above analysis is true if we neglect dissipation. Dissipation essentially changes the
instability behavior. It suppresses slow perturbations. The threshold velocity is

Vthr ¼ λuþ v0

1þ λð Þ ; λ ¼ 25=2

39=4
ν
δ0j j

� �2
3

(23)
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Only perturbations moving at higher velocities v > Vthr develop. The wave train shortens.
Dissipation decreases the field growth

Γ vð Þ ! Γν vð Þ ¼ Γ vð Þ � ν
u� v
u� v0

(24)

The dynamics of the field in the peak may be obtained by analyzing the Eq. (16). It takes
following form

z� v0tð Þ ut� zð Þ2 ¼ 1=λ2� �
z� wgt
� �3 (25)

If v << δ0, this equation leads to small corrections to the expressions (17) and (18) for character-
istic velocities and for the maximal growth rate in the peak. In the opposite case of high-level
dissipation, only the perturbations are unstable, whose velocity is close to the beam velocity u.
In this approximation, the solution of Eq. (25) is z ¼ u� Δu where

Δu ¼ 3�3=2λ�1 u� v0ð Þ, (26)

and the expression for maximal growth rate takes the form Γν!∞ ¼ δ3m=ν
� �1=2

. Obviously, this
case corresponds to dissipative streaming instability (DSI). The same expression for Γν!∞ can
be obtained from Eq. (1) by direct usage of the initial problem [1]. If one specifies δm, he can
obtain the growth rate of DSI in unbound beam-plasma system, in magnetized beam-plasma
waveguide, etc.

In general, by substitution of two parameters only: growth rate and the group velocity of
resonant wave in “cold” system one can obtain the behavior of specific e-beam instability.

It is not superfluous to repeat once again that the expression (14) and resulting analysis is valid
for all types of e-beam instabilities: Cherenkov, cyclotron, beam instability in periodical struc-
tures, etc. Also, the analysis does not depend on specific geometry, external fields, etc.

3. The behavior of overlimiting electron beam instability

The picture described above is valid for e-beams, instability of which is due to induced
radiation of the system proper waves by the beam electrons. However, it is known that with
increase in beam current the physical nature of e-beam instabilities changes [6, 7, 12–14]. This
is a result of influence of the beam space charge. It sets a limit for the beam current in vacuum
systems. The limit may be overcome, for example, in plasma filled waveguide. The instability
of over-limiting e-beams (OB) is due either to aperiodical modulation of the beam density in
media with negative dielectric constant or to excitation of the NEW. In this section, we consider
behavior of the first type of OB instability. It develops, for example, in uniform cross-section
magnetized beam-plasma waveguide. It is clear that the change of the physical nature of the
instability affects on its behavior. This instability sharply differs from the instability of conven-
tional (underlimiting) e-beams: (1) its growth rate attains maximum at the point of exact
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rate is equal to δm ¼ ffiffiffi
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p
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δ0j j that is, coincides to solution of the initial problem. However,

the initial problem can not specify the point, where the maximal growth occurs. The advantage
of this approach is evident.

In a fixed point z, the field first increases and attains maximum at instant t ¼ z=wa where

wa ¼ 3uv0
uþ 2v0

(18)

Then, the field falls off and at the time t ≥ z=v0 the train passes the considered point. The
velocity wa is the group velocity of the resonant wave upon amplification with account of the
beam contribution in the DR. For given z, the field’s maximum is
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(19)

The exponent δm= u2v0
� �1=3 coincides to solution of the boundary problem as it is the maximal

spatial growth rate. The coincidence to the results of well-known initial and boundary prob-
lems testifies presented approach. It may appear that this way of instability analysis is a bit
more complicate. However, it must be admitted that along with growth rates we have
obtained much other information. The information obviously clarifies the picture of the insta-
bility and makes it realistic. One can easily see the merits of presented approach.

The relations between characteristic velocities are

v0 < wa < wg < u (20)

At fixed instant t, perturbations exist only at distances v0t ≤ z ≤ut. The wave train passes given
point z during the time z=u ≤ t ≤ z=v0. In a fixed point, the amplitude attains maximum at the
instant, when the peak has already passed it (see Figure 1). The reason is that the perturbations
with smaller velocities reach considered point in longer time, and they grow more efficiently.
Perturbations with velocity wa are the most efficiently enhanced perturbations.

Generally, the dependence of the perturbations’ amplitudes on their velocity v has a form
E � expΓ vð Þt, where

Γ vð Þ ¼ 3
22=3

δm
u� v0

v� v0ð Þ2 u� vð Þ
n o1=3

(21)

The character of spatial growth depending on v is

E � expΓ vð Þz=v (22)

Presented above analysis is true if we neglect dissipation. Dissipation essentially changes the
instability behavior. It suppresses slow perturbations. The threshold velocity is

Vthr ¼ λuþ v0

1þ λð Þ ; λ ¼ 25=2

39=4
ν
δ0j j

� �2
3

(23)
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Only perturbations moving at higher velocities v > Vthr develop. The wave train shortens.
Dissipation decreases the field growth

Γ vð Þ ! Γν vð Þ ¼ Γ vð Þ � ν
u� v
u� v0

(24)

The dynamics of the field in the peak may be obtained by analyzing the Eq. (16). It takes
following form

z� v0tð Þ ut� zð Þ2 ¼ 1=λ2� �
z� wgt
� �3 (25)

If v << δ0, this equation leads to small corrections to the expressions (17) and (18) for character-
istic velocities and for the maximal growth rate in the peak. In the opposite case of high-level
dissipation, only the perturbations are unstable, whose velocity is close to the beam velocity u.
In this approximation, the solution of Eq. (25) is z ¼ u� Δu where

Δu ¼ 3�3=2λ�1 u� v0ð Þ, (26)

and the expression for maximal growth rate takes the form Γν!∞ ¼ δ3m=ν
� �1=2

. Obviously, this
case corresponds to dissipative streaming instability (DSI). The same expression for Γν!∞ can
be obtained from Eq. (1) by direct usage of the initial problem [1]. If one specifies δm, he can
obtain the growth rate of DSI in unbound beam-plasma system, in magnetized beam-plasma
waveguide, etc.

In general, by substitution of two parameters only: growth rate and the group velocity of
resonant wave in “cold” system one can obtain the behavior of specific e-beam instability.

It is not superfluous to repeat once again that the expression (14) and resulting analysis is valid
for all types of e-beam instabilities: Cherenkov, cyclotron, beam instability in periodical struc-
tures, etc. Also, the analysis does not depend on specific geometry, external fields, etc.

3. The behavior of overlimiting electron beam instability

The picture described above is valid for e-beams, instability of which is due to induced
radiation of the system proper waves by the beam electrons. However, it is known that with
increase in beam current the physical nature of e-beam instabilities changes [6, 7, 12–14]. This
is a result of influence of the beam space charge. It sets a limit for the beam current in vacuum
systems. The limit may be overcome, for example, in plasma filled waveguide. The instability
of over-limiting e-beams (OB) is due either to aperiodical modulation of the beam density in
media with negative dielectric constant or to excitation of the NEW. In this section, we consider
behavior of the first type of OB instability. It develops, for example, in uniform cross-section
magnetized beam-plasma waveguide. It is clear that the change of the physical nature of the
instability affects on its behavior. This instability sharply differs from the instability of conven-
tional (underlimiting) e-beams: (1) its growth rate attains maximum at the point of exact
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Cherenkov resonance, (2) it is of nonradiative type, and (3) with increase in dissipation, it turns
to a new type of DSI [6, 14].

3.1. Statement of the problem: analysis of the DR

Mathematical description of OB is not so well-known as for underlimiting beams, and in order
to catch the differences, we consider both cases simultaneously. Consider a cylindrical wave-
guide, fully filled by cold plasma. A monoenergetic relativistic electron beam penetrates it. The
external longitudinal magnetic field is assumed to be strong enough to freeze transversal
motion of the beam and the plasma electrons. For simplicity, we assume that the beam and
plasma radii coincide to the waveguide’s radius and consider only the symmetrical E-modes
with nonzero components Er, Ez, and Bφ. It is known [1] that the system under consideration is
described by the following DR

k2⊥ þ k2 � ω2

c2

� �
1� ω2

p

ω ωþ iνð Þ �
ω2

b

γ3 ω� kuð Þ2
 !

¼ 0 (27)

ω and k are the frequency and the longitudinal (along z axis) wave vector, k⊥ ¼ μ0s=R. R is the
waveguide’s radius, μ0s are the roots of Bessel function J0:J0 μ0s

� � ¼ 0, s = 1,2,3…, ωp,b are the
respective Langmuir frequencies for the beam and the plasma, u is the velocity of the beam,

γ ¼ 1� u2=c2
� ��1=2, c is speed of light. The DR (27) determines the growth rates of the beam-

plasma instability. As we have mentioned earlier, the character of the beam-plasma interaction
changes depending on the beam current value. This change must reveal itself in the solutions
of the DR (27). In order to consider the solutions, we look them in the form ω ¼ kuþ δ,
δ << ku. The DR (27) reduces to [1, 6].

x3 þ i
ν
ω0

ω2
pv0

uγ2ω2
⊥
x2 þ αv0u

γ2c2
x ¼ α

2γ4

v0

u
(28)

where x ¼ δ=ku, α ¼ ω2
b=k

2
⊥u

2γ3, β ¼ u=c, ω2
⊥ ¼ k2⊥u

2γ2, and v0 ¼ uμ= 1þ μ
� �

is the group

velocity of the resonant wave in “cold” system, μ ¼ γ2ω2
⊥=ω

2
0; ω0 ¼ ω2

p � ω2
⊥

� �1=2
is the reso-

nant frequency of the plasma waveguide that is, ω0 satisfies following conditions

D0 ω; kð Þ ¼ 0 ; ω ¼ ku (29)

The solutions of Eq. (28) depend on the value of parameter α. This parameter actually serves as
a parameter that determines the beam current value and the character of beam-plasma inter-
action. It corresponds (correct to the factor γ�2) to the ratio of the beam current to the limiting
current in vacuum waveguide [14] I0 ¼ mu3γ=4e, that is, α ¼ Ib=I0ð Þγ�2 (Ib is the beam current).
The values α << γ�2, correspond to underlimiting beam current I << I0 and the instability in
this case is caused by induced radiation of system proper waves by the beam electrons.
Neglecting the second and third terms one can obtain the well-known growth rate of resonant
beam instability in plasma waveguide
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δund ¼
ffiffiffi
3

p

2
ω0

γ
ω2

b

2ω2
0 1þ μ
� �

 !1=3

(30)

However, if dissipation exceeds growth rate, the instability turns to DSI with the growth rate

δ νð Þ
und ¼ ωbω0

2γ3=2ωp

ω0

ν

� �1=2
(31)

If the beam current increases and became higher than the limiting vacuum current that is,

γ�2 << α << 1, (32)

the instability has the same nature as the instability in medium with negative dielectric
constant. If the beam is underlimiting, this effect is slight and is not observed. But now, this
effect is dominant. Its distinctive peculiarity is that this effect attains its maximum in the point
of exact Cherenkov resonance. The growth rate differs from Eq. (30) and is equal [13].

δovl ¼ ωbβ

γ1=2 1þ μ
� �1=2 (33)

Thedifferentdependence of the growth rates ofEqs. (30) and (33) on beamdensity shouldbenoted.

If, along with the beam current, dissipation also increases the instability turns to DSI of
overlimiting e-beam with the growth rate [6].

δ νð Þ
ovl ¼

β2

γ
ω2

b

ω2
p

ω2
0

ν
(34)

We emphasize new dependence on ν, that is, actually we have new type of DSI. More critical
dependence on ν is due to superposition of two factors those lead to NEW excitation.

Higher values of parameter α (that is, α >> 1) correspond to very high currents. For example, in
the case of a cylindrical waveguide this condition leads to Ib ≥ 1, 4 mc3=e

� �
β3γ3 and means that

the beam current is more than the limiting Pierce current. Until now such high currents beams
have not been used in beam-plasma interaction experiments.

3.2. Equation for SVA and its solution: transition to the new type of DSI

In order to consider the evolution of an initial perturbation in a magnetized plasma waveguide
penetrated by an OB, we proceed from the DR (27). Our steps coincide to those for the case of
underlimiting e-beams: expand the DR (27) in series near ω0 and k0 (see (29) and derive an
equation for SVA. Making use the condition of OB 2β2γ2δ=k0u ≥ 1 [13], one can obtain [6, 12].

∂
∂t

þ u
∂
∂z

� �
∂
∂t

þ v0
∂
∂z

þ ν
� �

E0 z; tð Þ ¼ δ2ovlE0 z; tð Þ, (35)
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Cherenkov resonance, (2) it is of nonradiative type, and (3) with increase in dissipation, it turns
to a new type of DSI [6, 14].

3.1. Statement of the problem: analysis of the DR

Mathematical description of OB is not so well-known as for underlimiting beams, and in order
to catch the differences, we consider both cases simultaneously. Consider a cylindrical wave-
guide, fully filled by cold plasma. A monoenergetic relativistic electron beam penetrates it. The
external longitudinal magnetic field is assumed to be strong enough to freeze transversal
motion of the beam and the plasma electrons. For simplicity, we assume that the beam and
plasma radii coincide to the waveguide’s radius and consider only the symmetrical E-modes
with nonzero components Er, Ez, and Bφ. It is known [1] that the system under consideration is
described by the following DR

k2⊥ þ k2 � ω2
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1� ω2

p

ω ωþ iνð Þ �
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b

γ3 ω� kuð Þ2
 !

¼ 0 (27)

ω and k are the frequency and the longitudinal (along z axis) wave vector, k⊥ ¼ μ0s=R. R is the
waveguide’s radius, μ0s are the roots of Bessel function J0:J0 μ0s

� � ¼ 0, s = 1,2,3…, ωp,b are the
respective Langmuir frequencies for the beam and the plasma, u is the velocity of the beam,

γ ¼ 1� u2=c2
� ��1=2, c is speed of light. The DR (27) determines the growth rates of the beam-

plasma instability. As we have mentioned earlier, the character of the beam-plasma interaction
changes depending on the beam current value. This change must reveal itself in the solutions
of the DR (27). In order to consider the solutions, we look them in the form ω ¼ kuþ δ,
δ << ku. The DR (27) reduces to [1, 6].

x3 þ i
ν
ω0

ω2
pv0

uγ2ω2
⊥
x2 þ αv0u

γ2c2
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u
(28)

where x ¼ δ=ku, α ¼ ω2
b=k

2
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2γ3, β ¼ u=c, ω2
⊥ ¼ k2⊥u

2γ2, and v0 ¼ uμ= 1þ μ
� �

is the group

velocity of the resonant wave in “cold” system, μ ¼ γ2ω2
⊥=ω

2
0; ω0 ¼ ω2

p � ω2
⊥

� �1=2
is the reso-

nant frequency of the plasma waveguide that is, ω0 satisfies following conditions

D0 ω; kð Þ ¼ 0 ; ω ¼ ku (29)

The solutions of Eq. (28) depend on the value of parameter α. This parameter actually serves as
a parameter that determines the beam current value and the character of beam-plasma inter-
action. It corresponds (correct to the factor γ�2) to the ratio of the beam current to the limiting
current in vacuum waveguide [14] I0 ¼ mu3γ=4e, that is, α ¼ Ib=I0ð Þγ�2 (Ib is the beam current).
The values α << γ�2, correspond to underlimiting beam current I << I0 and the instability in
this case is caused by induced radiation of system proper waves by the beam electrons.
Neglecting the second and third terms one can obtain the well-known growth rate of resonant
beam instability in plasma waveguide
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ffiffiffi
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p
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ω0

γ
ω2

b

2ω2
0 1þ μ
� �

 !1=3

(30)

However, if dissipation exceeds growth rate, the instability turns to DSI with the growth rate

δ νð Þ
und ¼ ωbω0

2γ3=2ωp

ω0

ν

� �1=2
(31)

If the beam current increases and became higher than the limiting vacuum current that is,

γ�2 << α << 1, (32)

the instability has the same nature as the instability in medium with negative dielectric
constant. If the beam is underlimiting, this effect is slight and is not observed. But now, this
effect is dominant. Its distinctive peculiarity is that this effect attains its maximum in the point
of exact Cherenkov resonance. The growth rate differs from Eq. (30) and is equal [13].

δovl ¼ ωbβ

γ1=2 1þ μ
� �1=2 (33)

Thedifferentdependence of the growth rates ofEqs. (30) and (33) on beamdensity shouldbenoted.

If, along with the beam current, dissipation also increases the instability turns to DSI of
overlimiting e-beam with the growth rate [6].

δ νð Þ
ovl ¼

β2

γ
ω2

b

ω2
p

ω2
0

ν
(34)

We emphasize new dependence on ν, that is, actually we have new type of DSI. More critical
dependence on ν is due to superposition of two factors those lead to NEW excitation.

Higher values of parameter α (that is, α >> 1) correspond to very high currents. For example, in
the case of a cylindrical waveguide this condition leads to Ib ≥ 1, 4 mc3=e

� �
β3γ3 and means that

the beam current is more than the limiting Pierce current. Until now such high currents beams
have not been used in beam-plasma interaction experiments.

3.2. Equation for SVA and its solution: transition to the new type of DSI

In order to consider the evolution of an initial perturbation in a magnetized plasma waveguide
penetrated by an OB, we proceed from the DR (27). Our steps coincide to those for the case of
underlimiting e-beams: expand the DR (27) in series near ω0 and k0 (see (29) and derive an
equation for SVA. Making use the condition of OB 2β2γ2δ=k0u ≥ 1 [13], one can obtain [6, 12].

∂
∂t

þ u
∂
∂z

� �
∂
∂t

þ v0
∂
∂z

þ ν
� �

E0 z; tð Þ ¼ δ2ovlE0 z; tð Þ, (35)
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(the denotations coincide to those in (8)). The Eq. (35) for SVA may be solved by analogy to
solution of Eq. (8). Without delving into details, we present here the results [6, 12].

E0ðz, tÞ ¼ � J0
2
ffiffiffiffi
π

p expχðovlÞðz, tÞ
ðu� v0Þ1=2δ1=2

ovlðut� zÞ1=2
(36)

χðovlÞðz, tÞ ¼ χðovlÞ
0 ðz, tÞ � ν

ut� z
u� v0

; χðovlÞ
0 ðz, tÞ ¼ 2δovl

u� v0
fðz� v0tÞðut� zÞg1=2

The analysis of the expression (36) is similar to previous case. It again reduces to the analysis of
the exponent χ ovlð Þ z; tð Þ. The analysis shows that unstable perturbations vary through the same
range from v0 to u. The analysis of the instability character (absolute/convective) fully coin-
cides to that for underlimiting e-beams. However, in this case, the waveform is symmetric with
respect to its peak. The peak places in the middle at all instants and moves at average velocity

wgo ¼ 1=2 uþ v0ð Þ (37)

The field’s value in the peak exponentially increases and the growth rate is equal to maximal
growth rate for OB δovl (33) (or, the same, to solution of the initial problem).

At fixed point z the SVA attains its maximum � exp δovlz= uv0ð Þ1=2 at the instant t ¼ z=wa, where

wao ¼ 2uv0
uþ v0

(38)

The expression δovl= uv0ð Þ1=2 is the maximal spatial growth rate at wave amplification by OB,
and coincides to result of the boundary problem. The SVA depends on the perturbations’
velocity v as

E0 z ¼ vt; tð Þ � exp Γ0 vð Þtf g ; Γ0 vð Þ ¼ 2δovl

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u� vð Þ v� v0ð Þp
u� v0

(39)

The character of the space growth depending on perturbations’ velocity is� expΓ0 vð Þz= uv0ð Þ1=2.
Dissipation fundamentally changes this picture of the instability. For given velocity v the
dependence of the SVA on the dissipation level becomes

Γ0 vð Þ ! Γν vð Þ ¼ Γ0 vð Þ � ν
u� v
u� v0

(40)

Dissipation suppresses slow perturbations. Only high-velocity perturbations can develop. The
threshold velocity is

V ovlð Þ
th ¼ λuþ v0

1þ λ
; λ ¼ ν2=4δ2ovl (41)
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The dynamics of the peak in the presence of dissipation may be obtained by analyzing the
equation

z� wgot
� �2 � λ ut� zð Þ z� v0tð Þ ¼ 0 (42)

The solution of Eq. (42) presents the peak’s coordinate zm

zm ¼ wgot 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
λ

1þ λ
1� uv0

w2
go

 !vuut
8<
:

9=
; (43)

Substitution of zm into χ ovlð Þ gives the maximal growth rate under arbitrary ν=δovl

E0 z ¼ zm; tð Þ � exp δovlt � f λð Þð Þ ; f xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
� x (44)

In limit of high-level dissipation, we have

E � exp δ νð Þ
ovlt (45)

where δ νð Þ
ovl is given by Eq. (34). That is, with increase in level of dissipation the instability of OB

transforms to the new type of DSI. The shapes of the waveform for OB instability for various
level of dissipation are plotted in Figure 2. Figure 3 presents the curve f xð Þ.

Figure 2. Shapes of the waveform versus longitudinal coordinate at fixed instant t ¼ 3=δovl for various values of param-
eter k ¼ ν=δovl k1 ¼ 0, k2 ¼ 1, k3 ¼ 2, k4 ¼ 4.
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(the denotations coincide to those in (8)). The Eq. (35) for SVA may be solved by analogy to
solution of Eq. (8). Without delving into details, we present here the results [6, 12].
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The analysis of the expression (36) is similar to previous case. It again reduces to the analysis of
the exponent χ ovlð Þ z; tð Þ. The analysis shows that unstable perturbations vary through the same
range from v0 to u. The analysis of the instability character (absolute/convective) fully coin-
cides to that for underlimiting e-beams. However, in this case, the waveform is symmetric with
respect to its peak. The peak places in the middle at all instants and moves at average velocity

wgo ¼ 1=2 uþ v0ð Þ (37)

The field’s value in the peak exponentially increases and the growth rate is equal to maximal
growth rate for OB δovl (33) (or, the same, to solution of the initial problem).

At fixed point z the SVA attains its maximum � exp δovlz= uv0ð Þ1=2 at the instant t ¼ z=wa, where

wao ¼ 2uv0
uþ v0

(38)

The expression δovl= uv0ð Þ1=2 is the maximal spatial growth rate at wave amplification by OB,
and coincides to result of the boundary problem. The SVA depends on the perturbations’
velocity v as

E0 z ¼ vt; tð Þ � exp Γ0 vð Þtf g ; Γ0 vð Þ ¼ 2δovl
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(39)

The character of the space growth depending on perturbations’ velocity is� expΓ0 vð Þz= uv0ð Þ1=2.
Dissipation fundamentally changes this picture of the instability. For given velocity v the
dependence of the SVA on the dissipation level becomes

Γ0 vð Þ ! Γν vð Þ ¼ Γ0 vð Þ � ν
u� v
u� v0

(40)

Dissipation suppresses slow perturbations. Only high-velocity perturbations can develop. The
threshold velocity is

V ovlð Þ
th ¼ λuþ v0
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; λ ¼ ν2=4δ2ovl (41)
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The dynamics of the peak in the presence of dissipation may be obtained by analyzing the
equation

z� wgot
� �2 � λ ut� zð Þ z� v0tð Þ ¼ 0 (42)

The solution of Eq. (42) presents the peak’s coordinate zm

zm ¼ wgot 1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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Substitution of zm into χ ovlð Þ gives the maximal growth rate under arbitrary ν=δovl

E0 z ¼ zm; tð Þ � exp δovlt � f λð Þð Þ ; f xð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ x2

p
� x (44)

In limit of high-level dissipation, we have

E � exp δ νð Þ
ovlt (45)

where δ νð Þ
ovl is given by Eq. (34). That is, with increase in level of dissipation the instability of OB

transforms to the new type of DSI. The shapes of the waveform for OB instability for various
level of dissipation are plotted in Figure 2. Figure 3 presents the curve f xð Þ.

Figure 2. Shapes of the waveform versus longitudinal coordinate at fixed instant t ¼ 3=δovl for various values of param-
eter k ¼ ν=δovl k1 ¼ 0, k2 ¼ 1, k3 ¼ 2, k4 ¼ 4.
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4. The behavior of the instability in spatially separated beam-plasma
system

4.1. Statement of the problem: the dispersion relation

There is a factor which significantly influences on the physics of beam-plasma interaction. The
factor is the level of overlap of the beam and the plasma fields. The well-known beam-plasma
instability corresponds to full overlap of the beam and the plasma fields (strong beam-plasma
coupling). In this case, physical nature of developing instability is due to induced radiation of
the system’s normal mode oscillations by the beam electrons. The oscillations are determined
by plasma alone, as its density is assumed much higher than the beam density. The beam
oscillations are actually suppressed and do not reveal themselves. Excited fields are actually
detached from the beam in that they exist in beam absence.

The opposite case when the beam and plasma fields are overlapped slightly is the case of weak
beam-plasma coupling. It may be realized, for instance, if the beam and the plasma are spatially
separated in transverse direction. This transverse geometry provides conditions for increasing
the role of the beam’s normal mode oscillations. In this case, the beam-plasma interaction has
other physical nature. Electron beam is actually left to its own. Its oscillations come into play.
Account of the beam’s normal mode oscillation leads to substantially new effects. Moreover,
there is NEWamong beam proper waves. Its growth causes instability due to the sign of energy.
The growth rate of this instability attains maximum in resonance of plasma wave with NEW.
Resonance of this (wave–wave) type comes instead of wave-particle resonance (conventional
Cherenkov Effect) and was named “Collective Cherenkov Effect” [14, 15].

Consider weak interaction of monoenergetic electron beam and plasma in waveguide in
general form [8, 14]. The only assumption is following. The beam and plasma are separated
spatially, which implies weak coupling of the beam and the plasma fields. For a start, we do
not particularize the cross sections. The beam current is assumed to be less than the limiting

Figure 3. The function f xð Þgives the dependence of maximal growth rate on dissipation level.
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vacuum current. Dissipation in the system is taken into account by introducing collisions in
plasma. We restrict ourselves by the case of strong external longitudinal magnetic field that
prevents transversal motion of beam and plasma particles.

In strong external magnetic field, perturbations in plasma and beam have longitudinal com-
ponents only. In such system, it is expedient to describe perturbations by using polarization
potential ψ [14]. This actually is a single nonzero component of well-known Hertz vector.

We proceed from equations for ψ and for the beam and the plasma currents jp,b.

∂
∂t

Δ⊥ þ ∂2

∂z2
� 1
c2

∂2

∂t2

� �
ψ ¼ �4π jbz þ jpz

� �
; Ez ¼ ∂2ψ

∂z2
� 1
c2
∂2ψ
∂t2

(46)

∂
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þ u
∂
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jb ¼
ω2

bγ
�3

4π
∂
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Ez ;

∂
∂t

þ ν
� �

jp ¼
ω2

p

4π
Ez:

Here jbz r⊥; z; tð Þ ¼ pb r⊥ð Þjb z; tð Þ and jpz r⊥; z; tð Þ ¼ pp r⊥ð Þjp z; tð Þ are perturbations of the longitu-

dinal current densities of the beam and the plasma. Functions pb,p r⊥ð Þdescribe transverse

density profiles for beam and plasma. For homogeneous beam/plasma pb,p � 1, for infinitesi-

mal thin beam/plasma pb,p � δ r� rb,p
� �

(δ is Dirac function). Δ⊥ is the Laplace operator over

transverse coordinates, z is longitudinal coordinate, t is the time, c is speed of light, ωp, b are the
Langmuir frequencies for plasma and beam respectively, ν – is the collision frequency in
plasma, γ is the relativistic factors of the beam electrons, u is the beam velocity.

In general, the analytical treatment of the problem may be developed in different ways. The
traditional way is to consider a multilayer structure of given geometry. With increase in
number of layers this way leads to a very cumbersome DR. However, in the case of weak
coupling (namely when the integral describing the overlap of the beam and the plasma fields
(see below) is small), the interaction may be considered by another approach. The approach is
perturbation theory over wave coupling [14]. Parameter of weak beam-plasma coupling serves
as a small parameter that underlies this approach. This way leads to a DR of much simpler
form, which, in addition, clearly shows the interaction of the beam and the plasma waves.
Also, the procedure is not associated with a specific shape/geometry; that is, obtained results
may be easily adapted to systems of any cross-section.

The set of Eq. (46) reduces to following eigenvalue problem

Δ⊥ψ� κ2 1� pp r⊥ð Þδεp � pb r⊥ð Þδεb
h i

ψ ¼ 0 ; ψjΣ ¼ 0 (47)

where ψ is the proper function of the problem, Σ means the surface of the waveguide (it is not
specified yet).

κ2 ¼ k2 � ω2

c2
; δεp ¼

ω2
p

ω ωþ iνð Þ ; δεb ¼ ω2
b

γ3 ω� kuð Þ : (48)

ω and kare the frequency and longitudinal wave vector, ν is the frequency of plasma collisions.
As we have mentioned earlier, direct solution of the problem (47) presents considerable
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4. The behavior of the instability in spatially separated beam-plasma
system

4.1. Statement of the problem: the dispersion relation

There is a factor which significantly influences on the physics of beam-plasma interaction. The
factor is the level of overlap of the beam and the plasma fields. The well-known beam-plasma
instability corresponds to full overlap of the beam and the plasma fields (strong beam-plasma
coupling). In this case, physical nature of developing instability is due to induced radiation of
the system’s normal mode oscillations by the beam electrons. The oscillations are determined
by plasma alone, as its density is assumed much higher than the beam density. The beam
oscillations are actually suppressed and do not reveal themselves. Excited fields are actually
detached from the beam in that they exist in beam absence.

The opposite case when the beam and plasma fields are overlapped slightly is the case of weak
beam-plasma coupling. It may be realized, for instance, if the beam and the plasma are spatially
separated in transverse direction. This transverse geometry provides conditions for increasing
the role of the beam’s normal mode oscillations. In this case, the beam-plasma interaction has
other physical nature. Electron beam is actually left to its own. Its oscillations come into play.
Account of the beam’s normal mode oscillation leads to substantially new effects. Moreover,
there is NEWamong beam proper waves. Its growth causes instability due to the sign of energy.
The growth rate of this instability attains maximum in resonance of plasma wave with NEW.
Resonance of this (wave–wave) type comes instead of wave-particle resonance (conventional
Cherenkov Effect) and was named “Collective Cherenkov Effect” [14, 15].

Consider weak interaction of monoenergetic electron beam and plasma in waveguide in
general form [8, 14]. The only assumption is following. The beam and plasma are separated
spatially, which implies weak coupling of the beam and the plasma fields. For a start, we do
not particularize the cross sections. The beam current is assumed to be less than the limiting

Figure 3. The function f xð Þgives the dependence of maximal growth rate on dissipation level.
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vacuum current. Dissipation in the system is taken into account by introducing collisions in
plasma. We restrict ourselves by the case of strong external longitudinal magnetic field that
prevents transversal motion of beam and plasma particles.

In strong external magnetic field, perturbations in plasma and beam have longitudinal com-
ponents only. In such system, it is expedient to describe perturbations by using polarization
potential ψ [14]. This actually is a single nonzero component of well-known Hertz vector.

We proceed from equations for ψ and for the beam and the plasma currents jp,b.

∂
∂t

Δ⊥ þ ∂2

∂z2
� 1
c2

∂2

∂t2

� �
ψ ¼ �4π jbz þ jpz

� �
; Ez ¼ ∂2ψ

∂z2
� 1
c2
∂2ψ
∂t2

(46)

∂
∂t

þ u
∂
∂t

� �2

jb ¼
ω2

bγ
�3

4π
∂
∂t
Ez ;

∂
∂t

þ ν
� �

jp ¼
ω2

p

4π
Ez:

Here jbz r⊥; z; tð Þ ¼ pb r⊥ð Þjb z; tð Þ and jpz r⊥; z; tð Þ ¼ pp r⊥ð Þjp z; tð Þ are perturbations of the longitu-

dinal current densities of the beam and the plasma. Functions pb,p r⊥ð Þdescribe transverse

density profiles for beam and plasma. For homogeneous beam/plasma pb,p � 1, for infinitesi-

mal thin beam/plasma pb,p � δ r� rb,p
� �

(δ is Dirac function). Δ⊥ is the Laplace operator over

transverse coordinates, z is longitudinal coordinate, t is the time, c is speed of light, ωp, b are the
Langmuir frequencies for plasma and beam respectively, ν – is the collision frequency in
plasma, γ is the relativistic factors of the beam electrons, u is the beam velocity.

In general, the analytical treatment of the problem may be developed in different ways. The
traditional way is to consider a multilayer structure of given geometry. With increase in
number of layers this way leads to a very cumbersome DR. However, in the case of weak
coupling (namely when the integral describing the overlap of the beam and the plasma fields
(see below) is small), the interaction may be considered by another approach. The approach is
perturbation theory over wave coupling [14]. Parameter of weak beam-plasma coupling serves
as a small parameter that underlies this approach. This way leads to a DR of much simpler
form, which, in addition, clearly shows the interaction of the beam and the plasma waves.
Also, the procedure is not associated with a specific shape/geometry; that is, obtained results
may be easily adapted to systems of any cross-section.

The set of Eq. (46) reduces to following eigenvalue problem

Δ⊥ψ� κ2 1� pp r⊥ð Þδεp � pb r⊥ð Þδεb
h i

ψ ¼ 0 ; ψjΣ ¼ 0 (47)

where ψ is the proper function of the problem, Σ means the surface of the waveguide (it is not
specified yet).

κ2 ¼ k2 � ω2

c2
; δεp ¼

ω2
p

ω ωþ iνð Þ ; δεb ¼ ω2
b

γ3 ω� kuð Þ : (48)

ω and kare the frequency and longitudinal wave vector, ν is the frequency of plasma collisions.
As we have mentioned earlier, direct solution of the problem (47) presents considerable
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difficulties. However, in case of spatially separated beam and plasma that is, when
pb r⊥ð Þpp r⊥ð Þ ¼ 0 and the integral describing the overlap of the fields (see below) is small, it is

possible to apply perturbation theory. It assumes that in zero order approximation the beam
and the plasma are independent and they may be described by two independent eigenvalue
problems for plasma and beam respectively [14].

Δ⊥ψα � κ2 1� pα r⊥ð Þδεα
� �

ψα ¼ 0 ; ψα

��
Σ ¼ 0 ; α ¼ p, b (49)

Proper functions ψp and ψbof these zero-order problems as well as the zero-order DR for the

beam and the plasma are assumed to be known. If one applies perturbation theory to the zero-
order problems those are described by the DR

Dp ω; kð Þ� �
ω ¼ ω0

k ¼ k0

¼ 0 ; Db ω; kð Þf gω ¼ ω0

k ¼ k0

¼ 0 (50)

(the point ω0; k0f g is the intersection point of the plasma and the beam curves) and search the
solution of Eq. (47) in the form ψ ¼ Aψp þ Bψb, A, B ¼ const, he can obtain in first order

approximation the following DR

Dp ω; kð ÞDb ω; kð Þ ¼ G κ4δεpδεb
� �

ω ¼ ω0

k ¼ k0

, (51)

where

Dp,b ω; kð Þ ¼ k2⊥p, b � κ2δεp,b ¼ 0: (52)

G is the coupling coefficient. It shows the efficiency of beam-plasma interaction, k⊥p, b are the
actual transverse wavenumbers for the beam and the plasma respectively (see also [8])

G ¼

ðð

Sw

ppψpψbdr⊥

0
B@

1
CA

ðð

Sw

pbψpψbdr⊥

0
B@

1
CA

ðð

Sw

ppψ
2
pdr⊥

0
B@

1
CA

ðð

Sw

pbψ
2
bdr⊥

0
B@

1
CA

> 0 (53)

k2⊥p, b ¼
ðð

Sw

ð∇⊥ψp, bÞ2 þ κ2ψ2
p,b

� �
dr⊥

0
B@

1
CA

ðð

Sw

pp,bðr⊥Þψ2
p,bdr⊥

0
B@

1
CA

�1

Mathematically, G is expressed in terms of integrals those represent the overlap of the beam
and the plasma fields. Physically, it determines as far the field of plasma wave penetrates into
beam and vice versa. According to our consideration, G is small G < <1. One more condition of
validity of presented consideration is homogeneity of the beam and the plasma inside the cross
sections.
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4.2. The growth rates

The spectra of the beam waves are given by Db Eq. (52) and have following form

ω� ¼ ku 1þ x�ð Þ ; x� ¼
ffiffiffi
α

p
γ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β4γ2αþ 1

q
� β2γ

ffiffiffi
α

p� �
(54)

where α ¼ ω2
b=k

2
⊥bu

2γ3 is the parameter that determines the beam current value (see previous
section) β ¼ u=c. The beam-plasma interaction in the absence of dissipation leads to conven-
tional beam instability that is caused by excitation of the system normal mode waves by the

beam electrons. Its maximal growth rate depends on beam density as n1=3
b . With increase in level

of dissipation the conventional beam instability is gradually converted to that of dissipative
type. Its maximal growth rate depends on dissipation as � 1=

ffiffiffi
ν

p
. For these instabilities the

normal mode oscillations of the beam are neglected. The concept of the NEW is invoked only
to explain the physical meaning of DSI. These results are valid only for the case of strong
beam-plasma coupling. The decrease in beam-plasma coupling leads to exhibition of the
beam’s normal mode oscillation. In this case, the instability is caused by the excitation of the
NEW. Specific features of weak beam-plasma interaction should appear themselves in solu-
tions of Eq. (51). If one looks them in the formω ¼ ku 1þ xð Þ, then Eq. (51) becomes

xþ qþ iν=kuð Þ x� xþð Þ x� x�ð Þ ¼ Gα=2γ4 (55)

where q ¼ 1=2γ2
� �

k2⊥pu
2γ2=ω2

p � 1
� �

. The usual Cherenkov resonance of the beam electrons

with plasmawave corresponds to the condition q ¼ 0; however, the resonance between the beam
slow wave and plasma wave (collective Cherenkov effect) corresponds to q ¼ �x�.The interac-
tion of the beam and plasma waves leads to instability. Mathematically, it is due to corrections to
the expression for NEW. Using the condition of collective Cherenkov resonance one can obtain

x
0 þ i

ν
2γ2ku

� �
x
0 ¼ �G

ffiffiffi
α

p
4γ3 : (56)

where x
0 ¼ x� x�. In the absence of dissipation the growth rate of instability caused by NEW

growth is

δ ν¼0ð Þ
new ¼ ku

2γ

ffiffiffiffiffiffiffiffiffiffiffi
G
ffiffiffi
α

p
γ

s
: (57)

It depends on beam density as n1=4
b . Under conventional Cherenkov resonance the system is

stable. Dissipation exhibits itself as additional factor that intensifies growth of the NEW.
Eq. (56) gives following expression for the growth rate upon arbitrary level of the dissipation [8].

δ λð Þ ¼ δ ν¼0ð Þ
new

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ λ2=4

q
� λ=2

� �
(58)

where λ ¼ ν= 2δ ν¼0ð Þ
new γ2

� �
. The expression (58) shows gradual transition of no dissipative insta-

bility to that of dissipative type with increase in level of dissipation. This dependence on
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difficulties. However, in case of spatially separated beam and plasma that is, when
pb r⊥ð Þpp r⊥ð Þ ¼ 0 and the integral describing the overlap of the fields (see below) is small, it is

possible to apply perturbation theory. It assumes that in zero order approximation the beam
and the plasma are independent and they may be described by two independent eigenvalue
problems for plasma and beam respectively [14].

Δ⊥ψα � κ2 1� pα r⊥ð Þδεα
� �

ψα ¼ 0 ; ψα

��
Σ ¼ 0 ; α ¼ p, b (49)

Proper functions ψp and ψbof these zero-order problems as well as the zero-order DR for the

beam and the plasma are assumed to be known. If one applies perturbation theory to the zero-
order problems those are described by the DR

Dp ω; kð Þ� �
ω ¼ ω0

k ¼ k0

¼ 0 ; Db ω; kð Þf gω ¼ ω0

k ¼ k0

¼ 0 (50)

(the point ω0; k0f g is the intersection point of the plasma and the beam curves) and search the
solution of Eq. (47) in the form ψ ¼ Aψp þ Bψb, A, B ¼ const, he can obtain in first order

approximation the following DR

Dp ω; kð ÞDb ω; kð Þ ¼ G κ4δεpδεb
� �

ω ¼ ω0

k ¼ k0

, (51)

where

Dp,b ω; kð Þ ¼ k2⊥p, b � κ2δεp,b ¼ 0: (52)

G is the coupling coefficient. It shows the efficiency of beam-plasma interaction, k⊥p, b are the
actual transverse wavenumbers for the beam and the plasma respectively (see also [8])

G ¼

ðð

Sw

ppψpψbdr⊥

0
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> 0 (53)

k2⊥p, b ¼
ðð

Sw

ð∇⊥ψp, bÞ2 þ κ2ψ2
p,b
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dr⊥

0
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Mathematically, G is expressed in terms of integrals those represent the overlap of the beam
and the plasma fields. Physically, it determines as far the field of plasma wave penetrates into
beam and vice versa. According to our consideration, G is small G < <1. One more condition of
validity of presented consideration is homogeneity of the beam and the plasma inside the cross
sections.
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4.2. The growth rates

The spectra of the beam waves are given by Db Eq. (52) and have following form

ω� ¼ ku 1þ x�ð Þ ; x� ¼
ffiffiffi
α

p
γ

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
β4γ2αþ 1

q
� β2γ

ffiffiffi
α

p� �
(54)

where α ¼ ω2
b=k

2
⊥bu

2γ3 is the parameter that determines the beam current value (see previous
section) β ¼ u=c. The beam-plasma interaction in the absence of dissipation leads to conven-
tional beam instability that is caused by excitation of the system normal mode waves by the

beam electrons. Its maximal growth rate depends on beam density as n1=3
b . With increase in level

of dissipation the conventional beam instability is gradually converted to that of dissipative
type. Its maximal growth rate depends on dissipation as � 1=

ffiffiffi
ν

p
. For these instabilities the

normal mode oscillations of the beam are neglected. The concept of the NEW is invoked only
to explain the physical meaning of DSI. These results are valid only for the case of strong
beam-plasma coupling. The decrease in beam-plasma coupling leads to exhibition of the
beam’s normal mode oscillation. In this case, the instability is caused by the excitation of the
NEW. Specific features of weak beam-plasma interaction should appear themselves in solu-
tions of Eq. (51). If one looks them in the formω ¼ ku 1þ xð Þ, then Eq. (51) becomes

xþ qþ iν=kuð Þ x� xþð Þ x� x�ð Þ ¼ Gα=2γ4 (55)

where q ¼ 1=2γ2
� �

k2⊥pu
2γ2=ω2

p � 1
� �

. The usual Cherenkov resonance of the beam electrons

with plasmawave corresponds to the condition q ¼ 0; however, the resonance between the beam
slow wave and plasma wave (collective Cherenkov effect) corresponds to q ¼ �x�.The interac-
tion of the beam and plasma waves leads to instability. Mathematically, it is due to corrections to
the expression for NEW. Using the condition of collective Cherenkov resonance one can obtain

x
0 þ i

ν
2γ2ku

� �
x
0 ¼ �G

ffiffiffi
α

p
4γ3 : (56)

where x
0 ¼ x� x�. In the absence of dissipation the growth rate of instability caused by NEW

growth is

δ ν¼0ð Þ
new ¼ ku

2γ

ffiffiffiffiffiffiffiffiffiffiffi
G
ffiffiffi
α

p
γ

s
: (57)

It depends on beam density as n1=4
b . Under conventional Cherenkov resonance the system is

stable. Dissipation exhibits itself as additional factor that intensifies growth of the NEW.
Eq. (56) gives following expression for the growth rate upon arbitrary level of the dissipation [8].

δ λð Þ ¼ δ ν¼0ð Þ
new

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ λ2=4

q
� λ=2

� �
(58)

where λ ¼ ν= 2δ ν¼0ð Þ
new γ2

� �
. The expression (58) shows gradual transition of no dissipative insta-

bility to that of dissipative type with increase in level of dissipation. This dependence on
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dissipation coincides to that depicted in Figure 3. In the limit of strong dissipationλ >> 1,
Eq. (58) becomes

δ ν >> δ ν¼0ð Þ
NEW

� �
¼ δ ν!∞ð Þ

NEW 1� Gγ
ffiffiffi
α

p
kuð Þ2

ν2

" #
, (59)

where

δ ν!∞ð Þ
NEW ¼

2γ2 δ ν¼0ð Þ
NEW

� �2

ν
¼ G

ffiffiffi
α

p
2γ

kuð Þ2
ν

(60)

δ ν!∞ð Þ
NEW presents the maximal growth rate of the new type of dissipative instability, shown up in
[8]. It also follows from Eq. (56) by neglecting first term in parentheses. The new type of
dissipative beam-plasma instability is now substantiated for beam and plasma layers in wave-
guide. The cross-sections of the layers and the waveguide are arbitrary. The instability of new
type results from the superposition of dissipation on the instability that is already caused by the
growth of the NEW. The instability comes instead of the conventional DSI (with growth rate
� 1=

ffiffiffi
ν

p
) when beam-plasma coupling becomes small. The dependence on dissipation becomes

more critical. The same instability can be substantiated in finite external magnetic field also [18].

4.3. The space–time dynamics of the instability in spatially separated beam and plasma

We have already obtained some properties of the instability in system with spatially separated
beam and plasma. Consider now the behavior of this instability in detail. In so doing, we
consider the evolution of an initial perturbation in system with spatially separated e-beam and
plasma. We proceed from the DR (51). The successive steps are known: to derive the equation
for SVA, solve it and analyze the solution. As a result, we have following equation for SVA:

∂
∂t

þ vb
∂
∂z

� �
∂
∂t

þ vp
∂
∂z

þ ν∗
� �

E0 z; tð Þ ¼ δ20E0 z; tð Þ: (61)

where δ0 � δ ν¼0ð Þ
NEW (57), vp,b are group velocities of the plasma wave and the NEW of the beam,

respectively, and ν∗ ¼ ImDp ∂Dp=∂ω
� ��1 is proportional to collision frequency ν∗ ¼ const � ν.

The Eq. (61) is actually the same Eq. (35). This implies that the fields’ space–time evolution at
the instability development in spatially separated beam-plasma system qualitatively coincides
to that of over-limiting e-beam instability. It remains to repeat briefly the milestones of the
analysis above for behavior of OB instability in new terms (assuming vb > vp) and, where it is
needed, to interpret results according new denotations. For this, we first rewrite the analyzing
expression in new denotations

χ ovlð Þ
ν ! χ ssð Þ

ν ¼ 2δ0
vb � vp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z� vpt
� �

vbt� zð Þ
q

� ν∗
vbt� z
vb � vp

: (62)

Plasma Science and Technology - Basic Fundamentals and Modern Applications38

For the instability under weak beam-plasma coupling the velocities of unstable perturbation vary
through the range vp ≤ v ≤ vb, The character of the instability is determined by group velocities of
plasma wave and the NEW. The statements on the character of the instability (convective or
absolute) remain valid with account of replacements v0 ! vp and u ! vb. The place and the
velocity of the peak of the wave train can be obtained, as earlier, by solving the equation

∂
∂z

expχ ssð Þ
ν ¼ 0: (63)

In the absence of dissipation, the peak places in the middle of the train at all instants that is, it
moves at the average velocity wgs ¼ 1=2ð Þ vb þ vp

� �
. The field value in the peak exponentially

increases and the growth rate is equal to δ ν¼0ð Þ
NEW (57). In the absence of dissipation, the waveform

is symmetric with respect to its peak at all instants.

Dissipation suppresses slow perturbations. The threshold velocity is (compare to previous
subsection)

V ssð Þ
th ¼ λ

0
vb þ vp
1þ λ

0 ; λ
0 ¼ ν∗

2δ0

� �2

(64)

The wave train shortens. Only high velocity perturbations (at velocities in the range
Vth < v < vb) develop. Herewith the behavior of the fields in the peak (and the place/velocity
of the peak) may be obtained by analyzing Eq. (63). If one takes into account the dissipation,
the solution of (63) yields z ¼ w0t, where

w0 ¼ 1
2

vb þ vp þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ

0

1þ λ
0

s
vb � vp
� �

8<
:

9=
; > wgs (65)

The peak shifts to the front of wave train. For high-level dissipation, we have w0, V
ssð Þ
th ! vb

that is, one can conclude: the group velocity of perturbation of the new DSI is equal to the
group velocity of the NEW. This distinguishes the DSI under weak coupling from the DSI of
OB (where the velocity of perturbations was equal to the beam velocity).

Substitution of Eq. (65) into χ ssð Þ
ν gives us the dependence of the growth rate on dissipation of

arbitrary level. The field value in the peak depends on dissipation as

E0 � exp δ0t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ λ02=4

p
� λ

0
=2

� �
(66)

This result agrees to Eq. (58). This coincidence actually serves as an additional proof of the
correctness of the approach based on analysis of developing wave train (i.e., correctness of the
initial assumptions, derived equation for SVA, its solution etc.). Analogous coincidence exists
in case of underlimiting e-beams (see Section 2), but very cumbersome expressions (solutions
of third-order algebraic equation) prevent showing it obviously.
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dissipation coincides to that depicted in Figure 3. In the limit of strong dissipationλ >> 1,
Eq. (58) becomes

δ ν >> δ ν¼0ð Þ
NEW

� �
¼ δ ν!∞ð Þ
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, (59)

where
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(60)

δ ν!∞ð Þ
NEW presents the maximal growth rate of the new type of dissipative instability, shown up in
[8]. It also follows from Eq. (56) by neglecting first term in parentheses. The new type of
dissipative beam-plasma instability is now substantiated for beam and plasma layers in wave-
guide. The cross-sections of the layers and the waveguide are arbitrary. The instability of new
type results from the superposition of dissipation on the instability that is already caused by the
growth of the NEW. The instability comes instead of the conventional DSI (with growth rate
� 1=

ffiffiffi
ν

p
) when beam-plasma coupling becomes small. The dependence on dissipation becomes

more critical. The same instability can be substantiated in finite external magnetic field also [18].

4.3. The space–time dynamics of the instability in spatially separated beam and plasma

We have already obtained some properties of the instability in system with spatially separated
beam and plasma. Consider now the behavior of this instability in detail. In so doing, we
consider the evolution of an initial perturbation in system with spatially separated e-beam and
plasma. We proceed from the DR (51). The successive steps are known: to derive the equation
for SVA, solve it and analyze the solution. As a result, we have following equation for SVA:
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where δ0 � δ ν¼0ð Þ
NEW (57), vp,b are group velocities of the plasma wave and the NEW of the beam,

respectively, and ν∗ ¼ ImDp ∂Dp=∂ω
� ��1 is proportional to collision frequency ν∗ ¼ const � ν.

The Eq. (61) is actually the same Eq. (35). This implies that the fields’ space–time evolution at
the instability development in spatially separated beam-plasma system qualitatively coincides
to that of over-limiting e-beam instability. It remains to repeat briefly the milestones of the
analysis above for behavior of OB instability in new terms (assuming vb > vp) and, where it is
needed, to interpret results according new denotations. For this, we first rewrite the analyzing
expression in new denotations

χ ovlð Þ
ν ! χ ssð Þ

ν ¼ 2δ0
vb � vp

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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For the instability under weak beam-plasma coupling the velocities of unstable perturbation vary
through the range vp ≤ v ≤ vb, The character of the instability is determined by group velocities of
plasma wave and the NEW. The statements on the character of the instability (convective or
absolute) remain valid with account of replacements v0 ! vp and u ! vb. The place and the
velocity of the peak of the wave train can be obtained, as earlier, by solving the equation

∂
∂z

expχ ssð Þ
ν ¼ 0: (63)

In the absence of dissipation, the peak places in the middle of the train at all instants that is, it
moves at the average velocity wgs ¼ 1=2ð Þ vb þ vp

� �
. The field value in the peak exponentially

increases and the growth rate is equal to δ ν¼0ð Þ
NEW (57). In the absence of dissipation, the waveform

is symmetric with respect to its peak at all instants.

Dissipation suppresses slow perturbations. The threshold velocity is (compare to previous
subsection)

V ssð Þ
th ¼ λ

0
vb þ vp
1þ λ

0 ; λ
0 ¼ ν∗

2δ0

� �2

(64)

The wave train shortens. Only high velocity perturbations (at velocities in the range
Vth < v < vb) develop. Herewith the behavior of the fields in the peak (and the place/velocity
of the peak) may be obtained by analyzing Eq. (63). If one takes into account the dissipation,
the solution of (63) yields z ¼ w0t, where

w0 ¼ 1
2

vb þ vp þ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
λ

0

1þ λ
0

s
vb � vp
� �

8<
:

9=
; > wgs (65)

The peak shifts to the front of wave train. For high-level dissipation, we have w0, V
ssð Þ
th ! vb

that is, one can conclude: the group velocity of perturbation of the new DSI is equal to the
group velocity of the NEW. This distinguishes the DSI under weak coupling from the DSI of
OB (where the velocity of perturbations was equal to the beam velocity).

Substitution of Eq. (65) into χ ssð Þ
ν gives us the dependence of the growth rate on dissipation of

arbitrary level. The field value in the peak depends on dissipation as

E0 � exp δ0t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ λ02=4

p
� λ

0
=2

� �
(66)

This result agrees to Eq. (58). This coincidence actually serves as an additional proof of the
correctness of the approach based on analysis of developing wave train (i.e., correctness of the
initial assumptions, derived equation for SVA, its solution etc.). Analogous coincidence exists
in case of underlimiting e-beams (see Section 2), but very cumbersome expressions (solutions
of third-order algebraic equation) prevent showing it obviously.
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In conclusion to present section, we can state that two various types of e-beam instabilities: (1)
the OB instability and (2) the instability under weak beam-plasma coupling have similar
behavior. Both these instabilities transform to dissipative instabilities with the maximal growth
rate � 1=ν. In spite of their different physical nature, these instabilities have similar mathemat-
ical description. The contribution of the OB in the DR is given by expression having first order
pole. The DR of the systems with spatially separated beam and plasma also may be reduced to
analogous form. For comparison: the contribution of underlimiting e-beam is given by an
expression with second-order pole for all types beam instabilities (Cherenkov, cyclotron etc.).
This leads to their similar behavior. However, a difference between these two DSI also exists.
In system with OB dissipation shifts the velocities of unstable modes to the beam velocity u.
In the second case, the velocities are approximately equal to group velocity of NEW.

5. The behavior of the Buneman instability in dissipative plasma

5.1. Statement of the problem: the equation for SVA

The physical essence of the Buneman instability (BI) [4] is in the fact that the proper space
charge oscillations of moving electrons due to the Doppler Effect experience red shift, and this
greatly reduced frequency becomes close to the proper frequency of ions. Actually, the BI is
due to resonance of the negative energy wave with the ion oscillations. For future interpreta-
tions and comparisons, we present the well-known [1, 4] DR and the maximal growth rate for
the simplest case of the BI (cold e-stream, heavy ions, and accounting for collisions)

1� ω2
Le

ω� kuð Þ ωþ iνBn � kuð Þ �
ω2

Li

ω2 ¼ 0 ; δ mð Þ
Bn ¼

ffiffiffi
3

p

2
ωLe

m
2M

� �1=3
(67)

(u is the velocity of streaming electrons, ωLe and ωLi are Langmuir frequencies for electrons and.

ions respectively, νBnis the frequency of collisions). The BI develops if ωLe ≥ku, and the growth
rate attains its maximum under ωLe ≈ku.

Now consider a plasma system, the DR of which may be written as

D0 ω;kð Þ þ ΔD ¼ 0 (68)

where ΔD ¼ �ω2
Li=ω

2 describes the contribution of ions in the DR, while D0 ω;kð Þ describes
contribution of moving electrons as well as collisions/dissipation in the system. In following
consideration, we do not specify the form of D0 ω;kð Þ. As ωLi << ωLe we have ΔDj j << D0j j
and the ions in Eq. (68) play a role under small ω that is, ωLi >> ω ! 0. One can at once see
imaginary roots of the Eq. (68). The system becomes unstable (low frequency instability) and
the growth rate may be obtained from

ω kð Þj j3 ¼ ω2
Li

∂D0 ω; kð Þ
∂ω

� �

ω!0

� ��1

(69)
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An initial perturbation arises and the instability begins to develop in point z ¼ 0 (electron
stream propagates in the direction z > 0) at instant t ¼ 0. Our aim is to obtain the shape of the
perturbation and investigate in detail the behavior of the BI. The procedure for obtaining the
equation for SVA is known. Applying this procedure, we arrive to following Eq. [16]

∂2

∂t2
∂
∂t

þ v0
∂
∂z

þ ν
� �

E0 z; tð Þ ¼ i δBnj j3E0 z; tð Þ (70)

δBnj j3 ¼ ω2
Li

∂D0=∂ω

� �
ω ! 0

k ¼ k0

; v0 ¼ � ∂D0=∂k
∂D0=∂ω

� �
ω ! 0

k ¼ k0

; ν ¼ ImD0
∂D0=∂ω

� �
ω ! 0

k ¼ k0

þ ik0v0 � ν
0 þ ik0v0

Im δBn is the general form of the resonant growth rate of the low-frequency BI [1, 4] (compare
to Eq. (67)); v0 is the group velocity of the resonant wave in the system. Here, it is equal to
velocity of streaming electrons; ν

0
actually presents dissipation. In unbound plasma, the main

cause of dissipation is collisions of plasma particles. Equality of the ν
0
in this form to collision

frequency is not obligatory.

Eq. (70) may be solved in known manner: that is, by using the Fourier and Laplace trans-
formations. The problem reduces to integration in the inverse transformation. All these steps
are known. So as not to repeat, we at once present resulting expression for the SVA [16]

E0 z; tð Þ ¼ J0ffiffiffiffiffiffi
2π

p
exp χBn z; tð Þ � ν

0 z
v0

n o
e
i χBnþ

ffiffi
3

p
k0zffiffi

3
p �π

6

� �

6v0z δBnj j3
� �1=2 (71)

χBn z; tð Þ ¼ 3
ffiffiffi
3

p

4
δBnj j 2zτ2

v0

� �1
3

; τ ¼ t� z=v0,

5.2. Analysis of the Buneman instability behavior

As earlier, the structure of the fields is basically determined by the factor [16].

exp
3
ffiffiffi
3

p

4
δBnj j 2zτ2

v0

� �1=3

� ν
0 z
v0

( )
: (72)

In the absence of dissipation the velocities of unstable perturbations range from 0 to the group
velocity v0. The length of the induced wave train increases as l ≈ v0t. The condition

∂
∂z

χBn � ν
0 z
v0

� �
¼ 0 (73)

(compare to Eq. (16)) determines the peak’s movement. In the absence of dissipation the peak
disposes on 2/3 of the train’s length from its front and moves at velocity v0=3. Substitution of
z ¼ v0t=3 into Eq. (72) gives the field’s behavior in the peak. It grows exponentially
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In conclusion to present section, we can state that two various types of e-beam instabilities: (1)
the OB instability and (2) the instability under weak beam-plasma coupling have similar
behavior. Both these instabilities transform to dissipative instabilities with the maximal growth
rate � 1=ν. In spite of their different physical nature, these instabilities have similar mathemat-
ical description. The contribution of the OB in the DR is given by expression having first order
pole. The DR of the systems with spatially separated beam and plasma also may be reduced to
analogous form. For comparison: the contribution of underlimiting e-beam is given by an
expression with second-order pole for all types beam instabilities (Cherenkov, cyclotron etc.).
This leads to their similar behavior. However, a difference between these two DSI also exists.
In system with OB dissipation shifts the velocities of unstable modes to the beam velocity u.
In the second case, the velocities are approximately equal to group velocity of NEW.

5. The behavior of the Buneman instability in dissipative plasma

5.1. Statement of the problem: the equation for SVA

The physical essence of the Buneman instability (BI) [4] is in the fact that the proper space
charge oscillations of moving electrons due to the Doppler Effect experience red shift, and this
greatly reduced frequency becomes close to the proper frequency of ions. Actually, the BI is
due to resonance of the negative energy wave with the ion oscillations. For future interpreta-
tions and comparisons, we present the well-known [1, 4] DR and the maximal growth rate for
the simplest case of the BI (cold e-stream, heavy ions, and accounting for collisions)
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(u is the velocity of streaming electrons, ωLe and ωLi are Langmuir frequencies for electrons and.

ions respectively, νBnis the frequency of collisions). The BI develops if ωLe ≥ku, and the growth
rate attains its maximum under ωLe ≈ku.

Now consider a plasma system, the DR of which may be written as

D0 ω;kð Þ þ ΔD ¼ 0 (68)

where ΔD ¼ �ω2
Li=ω

2 describes the contribution of ions in the DR, while D0 ω;kð Þ describes
contribution of moving electrons as well as collisions/dissipation in the system. In following
consideration, we do not specify the form of D0 ω;kð Þ. As ωLi << ωLe we have ΔDj j << D0j j
and the ions in Eq. (68) play a role under small ω that is, ωLi >> ω ! 0. One can at once see
imaginary roots of the Eq. (68). The system becomes unstable (low frequency instability) and
the growth rate may be obtained from

ω kð Þj j3 ¼ ω2
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An initial perturbation arises and the instability begins to develop in point z ¼ 0 (electron
stream propagates in the direction z > 0) at instant t ¼ 0. Our aim is to obtain the shape of the
perturbation and investigate in detail the behavior of the BI. The procedure for obtaining the
equation for SVA is known. Applying this procedure, we arrive to following Eq. [16]
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Im δBn is the general form of the resonant growth rate of the low-frequency BI [1, 4] (compare
to Eq. (67)); v0 is the group velocity of the resonant wave in the system. Here, it is equal to
velocity of streaming electrons; ν

0
actually presents dissipation. In unbound plasma, the main

cause of dissipation is collisions of plasma particles. Equality of the ν
0
in this form to collision

frequency is not obligatory.

Eq. (70) may be solved in known manner: that is, by using the Fourier and Laplace trans-
formations. The problem reduces to integration in the inverse transformation. All these steps
are known. So as not to repeat, we at once present resulting expression for the SVA [16]
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5.2. Analysis of the Buneman instability behavior

As earlier, the structure of the fields is basically determined by the factor [16].
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In the absence of dissipation the velocities of unstable perturbations range from 0 to the group
velocity v0. The length of the induced wave train increases as l ≈ v0t. The condition
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χBn � ν
0 z
v0

� �
¼ 0 (73)

(compare to Eq. (16)) determines the peak’s movement. In the absence of dissipation the peak
disposes on 2/3 of the train’s length from its front and moves at velocity v0=3. Substitution of
z ¼ v0t=3 into Eq. (72) gives the field’s behavior in the peak. It grows exponentially
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E0 � exp
ffiffiffi
3

p
=2

� �
δBnj jt� �

and the growth rate is equal to the maximal growth rate of the BI
obtained earlier as a result of initial problem (e.g., see [1, 4] and Eq. (67)). However, in contrary
to this approach, the initial problem does not give the point of the maximal growth. This
approach gives the point. In addition, it gives the rates of the field growth in every point of
the wave train (in the presence of dissipation also).

Dissipation changes the fields’ dynamics and mode structure. It is easily seen from Eq. (72) that
dissipation suppresses fast perturbations. The threshold velocity vth can be obtained from the
equation χBn z; tð Þ ¼ νz=v0 and is equal

vth ¼ v0

1þ λ3=2
0

; λ0 ¼ 25=3

3�3=2

ν
0

δBnj j (74)

The wave train shortens. Actually the pulse slows down. Dissipation influences on the peak
location/movement. Its place z ¼ zmax can be obtained from the equation

v0t� 3zð Þ3 ¼ 3λ0ð Þ3z2 v0t� zð Þ (75)

The solution of this third-order algebraic equation gives location and velocity of the peak
under arbitrary ratio ν

0
=δBn. To avoid cumbersome expressions, we present here the solution

only in the most interesting limit of high dissipation λ0 ! ∞.

z ¼ zmax ¼ 33=4

25=2

 !
δBnj j
ν0

� �3

v0t (76)

Substitution of this expression into χBn z; tð Þ gives the field’s behavior in the peak under high-
level dissipation. The field’s value increases exponentially

E0 � exp δν tf g (77)

Figure 4. The shapes of initial perturbation for various level of dissipation. The dimensionless distance ζ ¼ zδBn=v0, and
the dimensionless field ε ¼ E0= J0= v0δBnð Þð Þ are marked along the axes. Curve 1 corresponds to λ

0 ¼ ν= δBnj j ¼ 0; curve 2 –
To λ

0 ¼ 0:5; curve 3 – To λ
0 ¼ 1:5; curve 4 – To λ

0 ¼ 3.
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where the growth rate δν ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
δBnj j3=2ν

q 0

is nothing else, as the growth rate of DSI of conventional

type [1, 16, 17]. This once again justifies that high-level dissipation transforms the BI to DSI.

In addition, the expression for χBn z; tð Þ gives much other information on the character of BI
development. For example, by substituting z ¼ vt one can investigate the behavior of the
perturbation, moving at given velocity v and determine the rate of their growth

E0 z ¼ vt; tð Þ � expG vð Þt ; G vð Þ ¼ 3
ffiffiffi
3

p

v0
δBnj j 2v v0 � vð Þ2

n o1=3
� ν

0 v
v0

(78)

Figure 4 presents shapes of induced wave train for various levels of dissipation.

6. Conclusion

Now, we can generalize the properties of the SI. Originated perturbations form a wave train,
carrier frequency and wave vector of which are determined by resonant conditions. The
expression for space–time distribution of the fields gives much information on the behavior of
the instability in limit of comparatively large times. The solutions of conventional initial and
boundary problems follow from the expression by itself. The growth rate in the peak is equal
to maximal growth rate of resonant instability δ, which usually describes given instability. The
initial value problem gives the same growth rate without specifying where the growth takes
place. That is, the approach gives realistic picture of the SI development. Dissipation leads to
shortening of the wave train. With increase in level of dissipation the SI gradually turns to
dissipative type. In the limit ν >> δ (ν is the collision frequency) the growth of the fields takes
place according to dissipative instability. The approach gives also information on the growth
rate for arbitrary δ=ν. Obvious expression may be obtained by solving algebraic equation of
second/third order.

The approach justifies existence of two new, previously unknown types of DSI. For these DSI,
the role of the beam’s space charge and/or proper oscillation becomes decisive. For both DSI,
the growth rates have more critical dependence on dissipation as compared to conventional.
Presented approach obviously shows the transition to the new types of DSI.

Actually the approach presents solution of the well-known problem of time evolution of initial
perturbation in systems those undergo the instabilities of streaming type. The importance of
the problem is doubtless. Its traditional solution is restricted by mathematical difficulties.
Presented methods allows without any difficulties obtain result for various SI in spite of their
different mathematical description (e.g., the description of Buneman instability differs from the
instability in spatially separated beam-plasma system and from beam-plasma instabilities;
herewith, the description various types of beam-plasma instabilities (Cherenkov, cyclotron,
and other) also differs from each other). The approach by itself unified the differences. For
beam-plasma instabilities results of the approach are unified even more and their usage is not
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and the growth rate is equal to the maximal growth rate of the BI
obtained earlier as a result of initial problem (e.g., see [1, 4] and Eq. (67)). However, in contrary
to this approach, the initial problem does not give the point of the maximal growth. This
approach gives the point. In addition, it gives the rates of the field growth in every point of
the wave train (in the presence of dissipation also).

Dissipation changes the fields’ dynamics and mode structure. It is easily seen from Eq. (72) that
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where the growth rate δν ¼
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is nothing else, as the growth rate of DSI of conventional

type [1, 16, 17]. This once again justifies that high-level dissipation transforms the BI to DSI.

In addition, the expression for χBn z; tð Þ gives much other information on the character of BI
development. For example, by substituting z ¼ vt one can investigate the behavior of the
perturbation, moving at given velocity v and determine the rate of their growth
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Figure 4 presents shapes of induced wave train for various levels of dissipation.

6. Conclusion

Now, we can generalize the properties of the SI. Originated perturbations form a wave train,
carrier frequency and wave vector of which are determined by resonant conditions. The
expression for space–time distribution of the fields gives much information on the behavior of
the instability in limit of comparatively large times. The solutions of conventional initial and
boundary problems follow from the expression by itself. The growth rate in the peak is equal
to maximal growth rate of resonant instability δ, which usually describes given instability. The
initial value problem gives the same growth rate without specifying where the growth takes
place. That is, the approach gives realistic picture of the SI development. Dissipation leads to
shortening of the wave train. With increase in level of dissipation the SI gradually turns to
dissipative type. In the limit ν >> δ (ν is the collision frequency) the growth of the fields takes
place according to dissipative instability. The approach gives also information on the growth
rate for arbitrary δ=ν. Obvious expression may be obtained by solving algebraic equation of
second/third order.

The approach justifies existence of two new, previously unknown types of DSI. For these DSI,
the role of the beam’s space charge and/or proper oscillation becomes decisive. For both DSI,
the growth rates have more critical dependence on dissipation as compared to conventional.
Presented approach obviously shows the transition to the new types of DSI.

Actually the approach presents solution of the well-known problem of time evolution of initial
perturbation in systems those undergo the instabilities of streaming type. The importance of
the problem is doubtless. Its traditional solution is restricted by mathematical difficulties.
Presented methods allows without any difficulties obtain result for various SI in spite of their
different mathematical description (e.g., the description of Buneman instability differs from the
instability in spatially separated beam-plasma system and from beam-plasma instabilities;
herewith, the description various types of beam-plasma instabilities (Cherenkov, cyclotron,
and other) also differs from each other). The approach by itself unified the differences. For
beam-plasma instabilities results of the approach are unified even more and their usage is not
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more difficult than usage of the result of the initial and boundary problems (in spite of
presented approach gives incomparably more data). In this sense, the approach can be used
instead of the problems. It could seem that the procedure is a bit more difficult. However, this
difficulty only seems.

The general character of presented approach should be emphasized once more. It is based on
very general assumptions and does not refer on any particular model. The approach trans-
forms the general form of the DR to an equation for SVA of the developing wave train. For a
large class of beam-plasma instabilities (Cherenkov, cyclotron, etc.), the equation for SVA is
actually the same. Its solution gives analytical expression describing evolution of initial per-
turbation. Various SI evolve in similar manner. This emphasizes identity of their physical
nature (induced radiation of the system proper waves by the beam electrons). For given
instability, one should specify two parameters only: the resonant growth rate and the group
velocity of the resonant wave. Obtained expression gives detailed information on the instabil-
ity. The information is: the shape of developing wave train (envelope), velocities of unstable
perturbations, the type of given instability (absolute or convective), location of the peak and
the character of its movement, the rate of field’s growth in the peak, temporal and spatial
growth rates, the rate of growth for perturbation moving at given velocity. Most of these data
are unavailable by other methods.

Validity limitations also should be mentioned. Obtained results may not be applied to the
systems where beam instability is caused by finite longitudinal dimension, for example, Pierce
instability.

Presented approach has neither inner contradictions, no contradictions to previous results of
the beam-plasma interaction theory. Its results fully coincide to those obtained by direct
analysis of the DR. In some cases, (e.g., for overlimiting e-beam instability and the instability
in spatially separated beam-plasma system) obvious analysis is possible due to comparatively
simple contribution of the beam in the DR (namely when the contribution has first (but not
second) order pole).

The results of presented approach actually are continuation and further development of the
results of the initial and boundary problems. In its turn, the results of the problems have been
repeatedly tested and rechecked experimentally. This actually can serve as confirmation of
validity of the approach.

In [19, 20] the nonlinear dynamics of the beam-plasma instability was investigated numerically
at no stationary beam injection into plasma-filled systems. The results show that at the initial
stage of instability development the field has a shape matching reasonably to presented
results.

Obtained results on SI evolution help to understand how the instability transforms given
equilibrium of background plasma, estimate the level and/or scale of originated irregularities
clear up how the nonlinear stage arises and predict saturation mechanisms. The systems, to
which this may be applied are numerous, as the SI are the most common instabilities: from the
Earth ionosphere to current carrying plasma (where the Buneman instability plays important
role). Not to mention relativistic microwave electronics etc.
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more difficult than usage of the result of the initial and boundary problems (in spite of
presented approach gives incomparably more data). In this sense, the approach can be used
instead of the problems. It could seem that the procedure is a bit more difficult. However, this
difficulty only seems.

The general character of presented approach should be emphasized once more. It is based on
very general assumptions and does not refer on any particular model. The approach trans-
forms the general form of the DR to an equation for SVA of the developing wave train. For a
large class of beam-plasma instabilities (Cherenkov, cyclotron, etc.), the equation for SVA is
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nature (induced radiation of the system proper waves by the beam electrons). For given
instability, one should specify two parameters only: the resonant growth rate and the group
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perturbations, the type of given instability (absolute or convective), location of the peak and
the character of its movement, the rate of field’s growth in the peak, temporal and spatial
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are unavailable by other methods.

Validity limitations also should be mentioned. Obtained results may not be applied to the
systems where beam instability is caused by finite longitudinal dimension, for example, Pierce
instability.

Presented approach has neither inner contradictions, no contradictions to previous results of
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analysis of the DR. In some cases, (e.g., for overlimiting e-beam instability and the instability
in spatially separated beam-plasma system) obvious analysis is possible due to comparatively
simple contribution of the beam in the DR (namely when the contribution has first (but not
second) order pole).

The results of presented approach actually are continuation and further development of the
results of the initial and boundary problems. In its turn, the results of the problems have been
repeatedly tested and rechecked experimentally. This actually can serve as confirmation of
validity of the approach.

In [19, 20] the nonlinear dynamics of the beam-plasma instability was investigated numerically
at no stationary beam injection into plasma-filled systems. The results show that at the initial
stage of instability development the field has a shape matching reasonably to presented
results.

Obtained results on SI evolution help to understand how the instability transforms given
equilibrium of background plasma, estimate the level and/or scale of originated irregularities
clear up how the nonlinear stage arises and predict saturation mechanisms. The systems, to
which this may be applied are numerous, as the SI are the most common instabilities: from the
Earth ionosphere to current carrying plasma (where the Buneman instability plays important
role). Not to mention relativistic microwave electronics etc.
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Abstract

The interaction of plasmas and materials has a long history in the modification of con-
densed matter. Plasma-material interaction (PMI) can govern how low-temperature and
high-temperature plasmas interact and modify materials surfaces. In magnetic fusion
devices, PMI can also influence the operation of the fusion device. For example, incident
energetic charged particle on fusion wall material surfaces can release target atoms via
sputtering and can implant fuel particles in the lattice. Implanted energetic particles can
mix fuel and influence recycling of fuel back to the plasma. Sputtered target atoms can
become ionized in the magnetic sheath and re-deposit at the wall surface. The magnetic
sheath will influence the energy and angular distribution of incident energetic particles
and influence the implantation and release of fusion fuel.

Keywords: plasma-material interactions, sputtering, reflection, retention, magnetic sheath

1. Introduction

The interaction of plasmas and materials is one of the most interesting and critical subjects in
the field of plasma technology. In fact, plasma processing has been the hallmark of plasma
technology and its impact on the semiconductor industry. Plasmas are ubiquitous in nature
and are responsible for some of the most fundamental interactions known to man. For exam-
ple, in astrobiology, the early formation of the stars from interstellar media (ISM) dust and the
presence of hydrogen molecules in interstellar space are conjectured to be governed by carbo-
naceous dust grain surface interactions with plasma energetic particles (hydrogen, helium)
forming more complex organic molecules [1, 2]. Ion-induced etching in modern high-density
plasma-processing tools is driven by the complex energetic multi-particle interaction with
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material surfaces, and fluorescent lamps operate by a balance of the plasma-material interac-
tion (PMI) under high gas pressure containers.

Fusion reactors also witness significant modification of wall materials when exposed to high-
density high-temperature magnetized plasmas. The nuclear fusion reaction in the core
plasma generates a plethora of energetic particles including He and neutrons for hydrogen-
based fuels. Both highly energetic He and neutrons can penetrate deep inside the material
structure. However, the charged particles that remain inside the reactor are controlled by the
boundary plasma with the reactor wall, and through what is known as a magnetic sheath,
the charged particles are driven to the surface by several mechanisms that dictate both their
incidence angle and energy to the material surface. Fusion devices are only experimental and
operate under a pulsating configuration that enables only pulsed fusion plasmas that range
from a few seconds up to about 50–60 s for the most modern, super-conducting fusion
devices. During the pulse, the plasma can drive many complex interactions at the plasma
edge and at the wall surface can implant energetic particles that range from a few eV up to
several kilo-electron volts (keV). These energetic particles are mostly fuel particles such as
hydrogen or deuterium but also in some cases helium. Other particles are mostly impurities
from the ambient (e.g., water) such as oxygen and material atoms sputtered and re-
deposited in the fusion device. In this chapter, we examine in detail the interactions of these
energetic particles and material surfaces to understand the basic mechanisms that drive
plasma-material interactions.

Beyond energetic particle interaction on the wall material surface, there are additional complex
interactions that take place and evolve during plasma-material interaction. The surface kinetics
of impurity-driven modification can change the surface chemistry and morphology signifi-
cantly. Over time, fusion devices also can drive transient events that consist of instabilities
from the plasma, releasing large amounts of energy in the form of heat to the wall material
surface. In a fusion reactor, deuterium-tritium plasma is confined by strong magnetic fields at
a temperature of hundreds of millions of degrees Celsius. Therefore, in the exhaust of such a
reactor, the so-called divertor, the plasma-facing surfaces are subjected to extremely high and
intermittent heat loads (10 MW/m2 time-averaged, with periodic excursions in the GW/m2

level on sub-millisecond timescales), while simultaneously being bombarded by extreme
fluxes of energetic particles (hydrogen isotopes, helium, neutrons). The radiation interaction
with matter will be dynamic, imposing time-dependent changes on the structure, composition,
and chemistry of both bulk and surface region of material components. Performance and
lifetime limits of nuclear fusion materials will ultimately need to survive >100-dpa and >1000-
appm He production over the high-duty cycle operation of the reactor. Currently, no material
can meet such requirements namely limited by critical material properties including creep
resistance, fracture toughness, surface erosion/re-deposition, corrosion, chemistry, thermal
conductivity, and many others.

Although progress has been made in the last decade in establishing an understanding of
plasma-material interactions, there remain critical knowledge gaps as it relates to predicting
and designing for the behavior at the plasma-material interface under the so-called “reactor-
relevant” plasma conditions anticipated in a future plasma-burning neutron-dominated envi-
ronment. Ultimately, a magnetically confined fusion plasma must be able to not only operate
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under “burn” conditions (e.g., more power out than power in) but when used to generate
electricity operate at high-duty cycles (e.g., weeks or months of continuous power).

The plasma-material interface is one important factor to the realization of nuclear fusion
power. At this interface, high particle and heat flux from the fusion plasma can limit the
material’s lifetime and reliability and therefore hinder operation of the fusion device. This
region is critical to the operation of a nuclear fusion reactor since material can be emitted both
atomistically (e.g., evaporation, sputtering, etc.) and/or macroscopically (i.e., during transient
events, such as disruptions or edge-localized modes). The environmental conditions of a future
nuclear fusion reactor interacting with the plasma-material interface are extreme. The incident
plasma will carry heat fluxes of the order of hundreds of MWm�2 and particle fluxes that can
average 1024 m�2 s�1. The fusion reactor wall would need to operate at high temperatures near
800�C, and the incident energy of particles will vary from a few eV ions to MeV neutrons. To
exacerbate this, another challenge is the management of damage over the course of time.
Operating at reactor-relevant conditions means the wall material would need to perform over
the course of not just seconds or minutes (i.e., as in most advanced fusion devices today and
the near future) but months to years. Therefore, plasma-material interface is a dynamic,
evolving, reconstituted region of material that is constantly eroded and re-deposited a million
times over rendering our current understanding of material damage quite limited.

Another important factor is the limited attention given not only to the structural properties of
refractory metals such as tungsten but especially surface-dominating properties (e.g., erosion,
ion mixing, hydrogen- and helium-induced bubbles and swelling at the surface, surface diffu-
sion, surface chemistry, morphology, and nanoscale patterning) that ultimately dictate particle
recycling emitted back to the edge plasma consequently cooling the fusion plasma. In addition,
understanding the relevant plasma-facing component issues, which vary with respect to fusion
device design, is also lacking in fusion material’s R&D efforts. For example, the differences of
plasma edge conditions for first wall versus divertor fusion materials are quite different.
Incident He fluxes to the first wall of future plasma-burning devices may vary between 1018

and 1019 m�2 s�1 and energies 100 and 1000 eV and at the divertor, fluxes between 1022 and
1023 m�2 s�1 and energies 5 and 100 eV. These flux and energy regimes induce distinct damage
mechanisms that must be understood in the development of advanced fusion materials. Of the
various material options at the plasma-material interface (i.e., graphite, liquid metals, etc.),
refractory metals (molybdenum, tungsten, etc.) are attractive for use during steady-state, high-
temperature (700–1000�C) operation with heat flux ranging between 10 and 20 MW/m2. How-
ever, one major challenge for the application of solid refractory metals in future burning
plasmas is the large production of helium ash in a fusion reactor. He implantation and
generation of cavities, bubbles, surface morphology (e.g., fuzz), and blisters is of major concern
for the application of commercial-grade tungsten materials. The surface nano- and mesoscale
morphology could be detrimental to the performance of nuclear fusion reactor operation given
the possible micro- and macroscale emission of W particulate (dust) into the plasma.

Given the broad area of plasma-material interactions and its importance to many different
disciplines, we limit our treatment in this chapter to the interactions and plasmas in magnetic
fusion devices. We also limit our coverage of PMI to one specific set of mechanisms mainly
focused on physical sputtering and incident-particle reflection.
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2. PMI basics

The basic interaction of a plasma bounded by a material surface is the balance of charged
particles that arrive at a given time. In a magnetized plasma, the incident ions gyro-orbit
around magnetic field lines that intersect material surfaces at ultra-shallow angles between 1
and 3� with respect to the surface, resulting in the so-called “Chodura sheath” where incident
ions arrive with a distribution of incident angles and energies ranging from 20 to 60� with
respect to surface normal and energies between 10 and 100 eV, respectively. The incident ions
(mostly hydrogen fuel particles) implant at depths between a few nm to hundreds of nm.
Sputtering of the wall material will depend on these conditions for both light and heavy mass
target materials. The incident hydrogen particles will also reflect or backscatter from the
surface and carry a finite amount of energy also resulting in a balance of implanted versus
recycled fuel particles in a fusion device. In this section, we briefly discuss some of the most
salient sputtering and reflection mechanisms with realistic (e.g., rough) surfaces found in a
fusion device.

2.1. Ion-surface interactions

Ion-surface interactions are one of the most important effects in fusion research devices. Open
field lines terminate at divertor plates or strike walls at very grazing angles. The ion trajecto-
ries, which spiral around these field lines, direct energetic ions onto the wall material. There-
fore, ion-solid and more recently ion-liquid interactions are the critical reaction at the
boundary and therefore the most important to understand. The incident ion could reflect back
into the plasma or could become embedded in the surface. Perhaps more importantly, the ion
could knock some of the wall material into the plasma, thus leading to sputtering. Since
sputtered species are usually electrically neutral, they ignore magnetic field lines and can
penetrate a significant distance into the plasma before becoming ionized. Therefore, the energy
and angular distribution of sputtered material becomes crucial to predicting edge plasma
behavior, and the behavior of the edge plasma is often a controlling factor on the behavior of
the core plasma. The interaction of energetic ions with wall materials can also result in not only
erosion and re-deposition of post-ionized material wall particles but also could drive compo-
sition and morphology changes that over time significantly affect materials’ surface properties.
Both composition and morphology changes on the surface can result in significant changes
both to the plasma-material interactions and consequently to the plasma edge, which can have
effects on the core plasma performance.

2.2. Simulating ion-surface interactions

The number of variables that could go into a single ion-surface interaction is numerous.
Consider the incident ion. What is its mass, its atomic number, its energy? What angle does it
strike the surface with respect to the surface normal? Now, consider the target material. What
is its composition, and how does that composition vary with depth? What does the surface
roughness look like and at what scale lengths? What is the chemical binding energy of the
variety of constituents that may be present, and with what energy is each constituent bound to
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each other? The information we wish to know has many facets as well. What species is
liberated? What is its energy? What angle does it leave the surface with respect to the surface
normal and with respect to the incoming trajectory? Does it come off as a neutral, an ion, a
dimer, or a molecule? With so many variables, exhaustive experimental determination of these
quantities is impossible. What is possible is a computer model based on the physics of the
interactions and then tested against experimental data. If a model can be shown to agree with
experiments over a wide variety of ion-target pairs, there is some confidence that it will
accurately predict PMI variables even for situations that may be impossible to directly mea-
sure. Such a computer scheme exists—Monte-Carlo simulations based on a binary collision
approximation. Monte-Carlo simulations are ideal for ion-surface interactions. The physics of
any one interaction is straightforward. Stringing many together while randomizing the impact
parameter according to the physical parameters of the situation can be done with relative ease.
Both the incident particle and all particles, which receive more than some pre-set amount of
kinetic energy, are then followed after the collision. After every particle in this cascade is
tracked until they come to rest or leave the surface, the final location and velocity of each atom
is recorded. The transport of ions in matter (TRIM) simulation code has been one of the most
successful PMI codes to simulate the interaction of energetic particles with surfaces and in the
context of PMI-simulating effects such as ion implantation and sputtering [3].

2.3. Effects of roughness on PMI

Expanding from the successful TRIM simulation platform, many variances have emerged over
manydecades andoneof them is the incorporationof fractal geometry tomimic realistic surfaces [4].

Figure 1a shows the reflection of 50 eV H from an Ni surface as a function of fractal dimension
[5]. Rn is the fraction of particles that reflect and Re is the fraction of energy that is reflected.
Note the precipitous drop in both Rn and Re when some roughness is added, especially when
the incident particle strikes the surface at a grazing incidence (75� from the normal). Initially,
roughness reduces reflection as expected. The gradual rise in reflection for very rough surfaces
is attributed to there being less of a chance for an upward-moving atom to be recaptured due
to the lower average density of the material near the surface. Planar TRIM is akin to the
D = 2.00 case for normal incidence. Some interesting comparisons [4] are shown in Figure 1b.
Here, D is fixed at 2.30 and planar TRIM is compared to fractal TRIM (FTRIM) for three
different incident energies as a function of incident angle. Specular reflection tendencies are
clearly seen with TRIM but not in FTRIM. At 50 eV, the calculation was repeated using both
generator A and generator B (see Figure 1) to show that the results did not depend on the
generator, just on the dimension. Finally, a comparison is made with a molecular dynamic
simulation at 10 eV. The similarity of those results shows that FTRIM can be used with some
confidence even at low energies. Comparisons of predicted reflection to experiment are not
possible because reflection measurements have not been done in this energy range. The
reflected particles come off neutral and are very difficult to detect. A better comparison to
experiment can be made when sputtering is considered.

Figure 2a shows the FTRIM prediction [6] for physical sputtering of 300 eV H on C and normal
incidence and at 60� incidence. Two experimental points [7] are also shown where the fractal
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surface and carry a finite amount of energy also resulting in a balance of implanted versus
recycled fuel particles in a fusion device. In this section, we briefly discuss some of the most
salient sputtering and reflection mechanisms with realistic (e.g., rough) surfaces found in a
fusion device.

2.1. Ion-surface interactions

Ion-surface interactions are one of the most important effects in fusion research devices. Open
field lines terminate at divertor plates or strike walls at very grazing angles. The ion trajecto-
ries, which spiral around these field lines, direct energetic ions onto the wall material. There-
fore, ion-solid and more recently ion-liquid interactions are the critical reaction at the
boundary and therefore the most important to understand. The incident ion could reflect back
into the plasma or could become embedded in the surface. Perhaps more importantly, the ion
could knock some of the wall material into the plasma, thus leading to sputtering. Since
sputtered species are usually electrically neutral, they ignore magnetic field lines and can
penetrate a significant distance into the plasma before becoming ionized. Therefore, the energy
and angular distribution of sputtered material becomes crucial to predicting edge plasma
behavior, and the behavior of the edge plasma is often a controlling factor on the behavior of
the core plasma. The interaction of energetic ions with wall materials can also result in not only
erosion and re-deposition of post-ionized material wall particles but also could drive compo-
sition and morphology changes that over time significantly affect materials’ surface properties.
Both composition and morphology changes on the surface can result in significant changes
both to the plasma-material interactions and consequently to the plasma edge, which can have
effects on the core plasma performance.

2.2. Simulating ion-surface interactions

The number of variables that could go into a single ion-surface interaction is numerous.
Consider the incident ion. What is its mass, its atomic number, its energy? What angle does it
strike the surface with respect to the surface normal? Now, consider the target material. What
is its composition, and how does that composition vary with depth? What does the surface
roughness look like and at what scale lengths? What is the chemical binding energy of the
variety of constituents that may be present, and with what energy is each constituent bound to
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each other? The information we wish to know has many facets as well. What species is
liberated? What is its energy? What angle does it leave the surface with respect to the surface
normal and with respect to the incoming trajectory? Does it come off as a neutral, an ion, a
dimer, or a molecule? With so many variables, exhaustive experimental determination of these
quantities is impossible. What is possible is a computer model based on the physics of the
interactions and then tested against experimental data. If a model can be shown to agree with
experiments over a wide variety of ion-target pairs, there is some confidence that it will
accurately predict PMI variables even for situations that may be impossible to directly mea-
sure. Such a computer scheme exists—Monte-Carlo simulations based on a binary collision
approximation. Monte-Carlo simulations are ideal for ion-surface interactions. The physics of
any one interaction is straightforward. Stringing many together while randomizing the impact
parameter according to the physical parameters of the situation can be done with relative ease.
Both the incident particle and all particles, which receive more than some pre-set amount of
kinetic energy, are then followed after the collision. After every particle in this cascade is
tracked until they come to rest or leave the surface, the final location and velocity of each atom
is recorded. The transport of ions in matter (TRIM) simulation code has been one of the most
successful PMI codes to simulate the interaction of energetic particles with surfaces and in the
context of PMI-simulating effects such as ion implantation and sputtering [3].

2.3. Effects of roughness on PMI

Expanding from the successful TRIM simulation platform, many variances have emerged over
manydecades andoneof them is the incorporationof fractal geometry tomimic realistic surfaces [4].

Figure 1a shows the reflection of 50 eV H from an Ni surface as a function of fractal dimension
[5]. Rn is the fraction of particles that reflect and Re is the fraction of energy that is reflected.
Note the precipitous drop in both Rn and Re when some roughness is added, especially when
the incident particle strikes the surface at a grazing incidence (75� from the normal). Initially,
roughness reduces reflection as expected. The gradual rise in reflection for very rough surfaces
is attributed to there being less of a chance for an upward-moving atom to be recaptured due
to the lower average density of the material near the surface. Planar TRIM is akin to the
D = 2.00 case for normal incidence. Some interesting comparisons [4] are shown in Figure 1b.
Here, D is fixed at 2.30 and planar TRIM is compared to fractal TRIM (FTRIM) for three
different incident energies as a function of incident angle. Specular reflection tendencies are
clearly seen with TRIM but not in FTRIM. At 50 eV, the calculation was repeated using both
generator A and generator B (see Figure 1) to show that the results did not depend on the
generator, just on the dimension. Finally, a comparison is made with a molecular dynamic
simulation at 10 eV. The similarity of those results shows that FTRIM can be used with some
confidence even at low energies. Comparisons of predicted reflection to experiment are not
possible because reflection measurements have not been done in this energy range. The
reflected particles come off neutral and are very difficult to detect. A better comparison to
experiment can be made when sputtering is considered.

Figure 2a shows the FTRIM prediction [6] for physical sputtering of 300 eV H on C and normal
incidence and at 60� incidence. Two experimental points [7] are also shown where the fractal
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dimension of the surface is known [8] and the agreement is very good. Figure 2b shows the
sputtering yield of 100 eV C on C as a function of the fractal dimension for a variety of incident
angles. Initially, adding roughness increases the yield. This is due to the ability of the incident
ions to knock off target atoms, which may protrude from the surface. Therefore, as expected,
higher angles of incidence show an even greater rise in sputtering. The sputtering goes down
for a very high roughness because the sputtered atoms are recaptured by overhanging fea-
tures. Planar TRIM results are also shown. Note that the effective surface roughness for planar
TRIM is only 2.00 at the normal incidence. The algorithm described earlier picks the location of
the initial collision partner. If that partner would be above the surface, it is not used. The set of
initial collision partner locations has a nonuniform depth distribution if the incident angle is
not perpendicular to the surface. An equivalent roughness to the fractal surfaces can then be
assigned. FTRIM predicts less sputtering than TRIM at higher angles of incidence and more
sputtering at normal incidence. This result is significant, in that the realistic surfaces that
evolve due to plasma-induced erosion and re-deposition in a fusion device with enhanced
roughness will likely impact the amount of net erosion and reflected energy of fuel particles
that can influence the operational regimes in these devices.

Figure 1. (a) Rn and Re, particle and energy reflection coefficients, versus fractal dimension D for normal incidence
(α = 0�) and grazing incidence (α = 75�) for three different surfaces. H is incident on Ni at 50 eV. The error bars are the
size of the data points. Note the large drop-off of R at the grazing incidence when D is greater than 2.00. (b) Reflection
coefficients for 10, 50, and 100 eV H on Ni as a function of the incident angle (with respect to normal, w.R.T.) for a fractal
Ni surface with dimension 2.30. Planar TRIM results and a molecular dynamics calculation using the embedded atom
method (EAM) are also shown. Note that planar TRIM predicts reflection at the grazing incidence to be two to three times
more likely than the fractal TRIM results. Statistical errors in the fractal and planar TRIM reflection coefficients are
generally less than 5%.
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3. Sputtering from plasma-material interactions

3.1. Solid-phase sputtering of fusion-relevant materials

One of the fundamental interactions between plasmas and material surfaces is physical
sputtering or ion-induced desorption. The plasma edge magnetic field lines in a magnetic
fusion device such as a tokamak directs energetic charged particles to gyro-orbit and bom-
bards surfaces at both incident angle distributions and energy distributions that are linked
with the operational regime of the fusion device. Therefore, the average incident angle will be
close to 45� with respect to the normal and low-incident-particle energies. Fusion device PMI
can be divided between two overall types of solid-state materials: low-Z materials and high-Z
materials. There is a trade-off in the selection of materials for the first wall in fusion devices.
The cooling of the plasma due to eroded particles from the device wall material goes as ~Z2.
Therefore, low-Z materials are attractive; however, these materials tend to have low surface
binding energies, which result in high-sputter yields. The sputtering yield is defined as the
ratio of flux of sputtered particles over the flux of incident energetic particles. High-Z materials
can sputter orders of magnitude lower than low-Z materials; however, this must be balanced
against plasma cooling losses. As stated earlier in fusion devices, the material surface will
evolve where roughness can become significant [9–11].

3.1.1. Low-Z material sputtering by light incident particles

Low-Z material sputtering is relevant to plasma-surface interaction physics in fusion devices
from the standpoint of minimizing fractional impurity levels in fusion plasmas [12]. Figure 3a
shows experimental measurements and VFTRIM-3D simulations of sputtering yields for Li,
He, and D bombardment at 45� incidence on deuterium-treated solid-phase lithium [13].

Figure 2. (a) Sputtering yield of 300 eV H on C as a function of fractal dimension, D. The D of the experimental points by
Haasz et al. [7] is based on the work by Avnir et al. [8]. (b) Sputtering yield of target material as a function of the fractal
dimension and the angle of incidence for 100 eV C incident on a C target. The normal incidence is 0�. Statistical errors in
the yield are generally less than 5%.

Fundamentals of Plasma-Material Interactions in Magnetic Fusion Devices
http://dx.doi.org/10.5772/intechopen.77157

53



dimension of the surface is known [8] and the agreement is very good. Figure 2b shows the
sputtering yield of 100 eV C on C as a function of the fractal dimension for a variety of incident
angles. Initially, adding roughness increases the yield. This is due to the ability of the incident
ions to knock off target atoms, which may protrude from the surface. Therefore, as expected,
higher angles of incidence show an even greater rise in sputtering. The sputtering goes down
for a very high roughness because the sputtered atoms are recaptured by overhanging fea-
tures. Planar TRIM results are also shown. Note that the effective surface roughness for planar
TRIM is only 2.00 at the normal incidence. The algorithm described earlier picks the location of
the initial collision partner. If that partner would be above the surface, it is not used. The set of
initial collision partner locations has a nonuniform depth distribution if the incident angle is
not perpendicular to the surface. An equivalent roughness to the fractal surfaces can then be
assigned. FTRIM predicts less sputtering than TRIM at higher angles of incidence and more
sputtering at normal incidence. This result is significant, in that the realistic surfaces that
evolve due to plasma-induced erosion and re-deposition in a fusion device with enhanced
roughness will likely impact the amount of net erosion and reflected energy of fuel particles
that can influence the operational regimes in these devices.

Figure 1. (a) Rn and Re, particle and energy reflection coefficients, versus fractal dimension D for normal incidence
(α = 0�) and grazing incidence (α = 75�) for three different surfaces. H is incident on Ni at 50 eV. The error bars are the
size of the data points. Note the large drop-off of R at the grazing incidence when D is greater than 2.00. (b) Reflection
coefficients for 10, 50, and 100 eV H on Ni as a function of the incident angle (with respect to normal, w.R.T.) for a fractal
Ni surface with dimension 2.30. Planar TRIM results and a molecular dynamics calculation using the embedded atom
method (EAM) are also shown. Note that planar TRIM predicts reflection at the grazing incidence to be two to three times
more likely than the fractal TRIM results. Statistical errors in the fractal and planar TRIM reflection coefficients are
generally less than 5%.
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3. Sputtering from plasma-material interactions

3.1. Solid-phase sputtering of fusion-relevant materials

One of the fundamental interactions between plasmas and material surfaces is physical
sputtering or ion-induced desorption. The plasma edge magnetic field lines in a magnetic
fusion device such as a tokamak directs energetic charged particles to gyro-orbit and bom-
bards surfaces at both incident angle distributions and energy distributions that are linked
with the operational regime of the fusion device. Therefore, the average incident angle will be
close to 45� with respect to the normal and low-incident-particle energies. Fusion device PMI
can be divided between two overall types of solid-state materials: low-Z materials and high-Z
materials. There is a trade-off in the selection of materials for the first wall in fusion devices.
The cooling of the plasma due to eroded particles from the device wall material goes as ~Z2.
Therefore, low-Z materials are attractive; however, these materials tend to have low surface
binding energies, which result in high-sputter yields. The sputtering yield is defined as the
ratio of flux of sputtered particles over the flux of incident energetic particles. High-Z materials
can sputter orders of magnitude lower than low-Z materials; however, this must be balanced
against plasma cooling losses. As stated earlier in fusion devices, the material surface will
evolve where roughness can become significant [9–11].

3.1.1. Low-Z material sputtering by light incident particles

Low-Z material sputtering is relevant to plasma-surface interaction physics in fusion devices
from the standpoint of minimizing fractional impurity levels in fusion plasmas [12]. Figure 3a
shows experimental measurements and VFTRIM-3D simulations of sputtering yields for Li,
He, and D bombardment at 45� incidence on deuterium-treated solid-phase lithium [13].

Figure 2. (a) Sputtering yield of 300 eV H on C as a function of fractal dimension, D. The D of the experimental points by
Haasz et al. [7] is based on the work by Avnir et al. [8]. (b) Sputtering yield of target material as a function of the fractal
dimension and the angle of incidence for 100 eV C incident on a C target. The normal incidence is 0�. Statistical errors in
the yield are generally less than 5%.
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Experimental data were taken at the Ion-surface Interaction Experiment (IIAX) facility, which
is an ion beam experimental device able to measure, among other things, physical sputtering
yields for low-energy, light-particle interaction. The data is done at 45� incidence, based
roughly on the average angle of incidence a sheath-accelerated, gyrating particle makes where
the magnetic field lines cross the divertor plates at oblique incident angles [14].

Computational runs were modeled using a surface, which consisted of 50 a/o Li and 50 a/o D,
consistent with deuterium concentration measurements [15]. The model used a surface bind-
ing energy of 1.68 eV based on the heat of sublimation for solid lithium. The value of 1.68 eV
for the surface binding energy of Li has been measured in plasma-surface interaction experi-
ments in PISCES-B [16]. The bond energy (BE)—the energy to break a bond in the bulk—was
taken as BE = 0.1 SBE. Deuteration of the solid lithium surface is done with a deuterium
plasma from a hollow cathode source with a flux of 1016 ions/cm2/s for 20 min. This flux is
sufficient to saturate the surface and have enough atomic percentage of deuterium to assume a
50/50 composition at the surface over a range at least the depth of origin of sputtered species.

The sputtering yield behavior shown in Figure 3a is as expected. Due to the ineffective transfer
of energy between hydrogen isotopes and lithium compared to helium or lithium itself,
lithium sputtering due to hydrogen isotopes is relatively low. For the same incident energy,
hydrogen atoms will penetrate farther into the lithium bcc lattice. Therefore, hydrogen isotope
bombardment of lithium will reach a maximum sputtering yield at a lower incident energy
than for helium or lithium bombardment. At greater energies, the penetration depth is deep
enough that the net backward momentum distributed to surface atoms is not sufficient to
overcome the surface binding energy, and thus the lithium-sputtering yield begins to decrease.
Self-sputtering of lithium will be discussed in Section 4.2, following which we discuss lithium
sputtering from deuterium and helium bombardment.

Figure 3. (a) Experimental and VFTRIM-3D simulation data for li, D, and he bombardment of solid-phase D-treated
lithium at 45� incidence. (b) Experimental and simulation results for D+ bombardment of D-treated beryllium at 45�

incidence. Normal incidence data are adjusted to 45� using Yamamura’s formula for oblique incidence.

Plasma Science and Technology - Basic Fundamentals and Modern Applications54

VFTRIM-3D simulation results for deuterium bombardment are shown in Figure 3awith open
triangles (pointing toward right), while closed triangles represent IIAX data. The solid line
serves to guide the eye. The experimental and simulated yields versus incident-particle energy
diverge with a decreasing energy primarily in the low 10–100 eV range, although the error bars
are relatively large. At these lower energies, the range of incoming deuterium ions extends
only to a few monolayers. Over the period of the dose, the surface may be enriched with more
deuterium, leading to a lower amount of lithium sputtered than predicted. In addition, at these
lower energies, the influence of surface roughness on the sputtering yield is enhanced. This
occurs due to D atoms segregating to protruding regions of the surface where the net attractive
force to the bulk/surface goes as r�3 (where r is the distance from the surface) [16] and thus the
effective binding energy to the surface for these atoms drops. Studies have shown that hydro-
gen atoms will tend to segregate to interstitial sites in a metal lattice [17–19]. In addition, the
diffusion of hydrogen atoms has been measured in lithium experiments investigated by Sugai
[15]. Such diffusion is not modeled by TRIM-SP, only that a continuous distribution of D atoms
exists in the lithium bcc lattice. Thus, the ability for diffusion and segregation of deuterium
atoms around the protruding regions of the lithium surface adds to the probability that less
amount of lithium is sputtered since a larger amount of deuterium is preferentially sputtered.
The yield reaches a maximum around 200–300 eV. At an incident-particle energy of 200 eV,
where the yield is a maximum, the mean sputtered energy of lithium atoms is 9.0 eV as
predicted by TRIM-SP.

Figure 3a also shows the experimental and computational results for He+ bombardment of D-
treated lithium at 45� incidence. The line with open circles represents the TRIM-SP simulation
data. The solid circles represent IIAX data. The prediction made by the computational model
falls within the experimental error. The functional behavior shows a maximum of the
sputtering yield of lithium at 500 eV. The decrease of lithium sputtering due to deuteration of
lithium is stronger for helium bombardment than for deuterium. This is due to the effective
transfer of energy from the incident hydrogen isotopes to the implanted deuterium atoms,
leading to a relatively larger net momentum imparted to lithium surface atoms.

Beryllium sputtering has been studied quite extensively ranging from ion-beam experiments to
experiments frommagnetized linear plasma devices, such as PISCES-B [20–29]. Figure 3b shows
both experimental data and simulation data for deuterium bombardment of beryllium. Experi-
mental data are shown in x’s and half-filled squares for IIAX data by Ruzic et al. [24], filled
squares for Roth et al. [20], which are adjusted to 45� incidence by an empirical formula given by
Yamamura et al. [30]. The empirical relation is shown as Eq. (1) and the fitting parameters used
are obtained from the quoted reference for the factors f and αopt where αopt is the nominal
incidence angle at maximum yield [31]. Simulated data for TRIM-SP are shown in open circles
and triangles [23]. TRIM-SP simulation is shown with open diamonds for 45� incidence [32]

Y Eo;αð Þ
Y Eo;α ¼ 0ð Þ ¼

exp f 1� 1
cosα

� �
cosαopt

� �
cos fα

(1)

TRIM-SP simulations were done for a fixed surface binding energy of 3.38 eV, which is the heat
of sublimation for beryllium. Since in the IIAX experiment, beryllium was saturated with
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Experimental data were taken at the Ion-surface Interaction Experiment (IIAX) facility, which
is an ion beam experimental device able to measure, among other things, physical sputtering
yields for low-energy, light-particle interaction. The data is done at 45� incidence, based
roughly on the average angle of incidence a sheath-accelerated, gyrating particle makes where
the magnetic field lines cross the divertor plates at oblique incident angles [14].

Computational runs were modeled using a surface, which consisted of 50 a/o Li and 50 a/o D,
consistent with deuterium concentration measurements [15]. The model used a surface bind-
ing energy of 1.68 eV based on the heat of sublimation for solid lithium. The value of 1.68 eV
for the surface binding energy of Li has been measured in plasma-surface interaction experi-
ments in PISCES-B [16]. The bond energy (BE)—the energy to break a bond in the bulk—was
taken as BE = 0.1 SBE. Deuteration of the solid lithium surface is done with a deuterium
plasma from a hollow cathode source with a flux of 1016 ions/cm2/s for 20 min. This flux is
sufficient to saturate the surface and have enough atomic percentage of deuterium to assume a
50/50 composition at the surface over a range at least the depth of origin of sputtered species.

The sputtering yield behavior shown in Figure 3a is as expected. Due to the ineffective transfer
of energy between hydrogen isotopes and lithium compared to helium or lithium itself,
lithium sputtering due to hydrogen isotopes is relatively low. For the same incident energy,
hydrogen atoms will penetrate farther into the lithium bcc lattice. Therefore, hydrogen isotope
bombardment of lithium will reach a maximum sputtering yield at a lower incident energy
than for helium or lithium bombardment. At greater energies, the penetration depth is deep
enough that the net backward momentum distributed to surface atoms is not sufficient to
overcome the surface binding energy, and thus the lithium-sputtering yield begins to decrease.
Self-sputtering of lithium will be discussed in Section 4.2, following which we discuss lithium
sputtering from deuterium and helium bombardment.

Figure 3. (a) Experimental and VFTRIM-3D simulation data for li, D, and he bombardment of solid-phase D-treated
lithium at 45� incidence. (b) Experimental and simulation results for D+ bombardment of D-treated beryllium at 45�

incidence. Normal incidence data are adjusted to 45� using Yamamura’s formula for oblique incidence.
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VFTRIM-3D simulation results for deuterium bombardment are shown in Figure 3awith open
triangles (pointing toward right), while closed triangles represent IIAX data. The solid line
serves to guide the eye. The experimental and simulated yields versus incident-particle energy
diverge with a decreasing energy primarily in the low 10–100 eV range, although the error bars
are relatively large. At these lower energies, the range of incoming deuterium ions extends
only to a few monolayers. Over the period of the dose, the surface may be enriched with more
deuterium, leading to a lower amount of lithium sputtered than predicted. In addition, at these
lower energies, the influence of surface roughness on the sputtering yield is enhanced. This
occurs due to D atoms segregating to protruding regions of the surface where the net attractive
force to the bulk/surface goes as r�3 (where r is the distance from the surface) [16] and thus the
effective binding energy to the surface for these atoms drops. Studies have shown that hydro-
gen atoms will tend to segregate to interstitial sites in a metal lattice [17–19]. In addition, the
diffusion of hydrogen atoms has been measured in lithium experiments investigated by Sugai
[15]. Such diffusion is not modeled by TRIM-SP, only that a continuous distribution of D atoms
exists in the lithium bcc lattice. Thus, the ability for diffusion and segregation of deuterium
atoms around the protruding regions of the lithium surface adds to the probability that less
amount of lithium is sputtered since a larger amount of deuterium is preferentially sputtered.
The yield reaches a maximum around 200–300 eV. At an incident-particle energy of 200 eV,
where the yield is a maximum, the mean sputtered energy of lithium atoms is 9.0 eV as
predicted by TRIM-SP.

Figure 3a also shows the experimental and computational results for He+ bombardment of D-
treated lithium at 45� incidence. The line with open circles represents the TRIM-SP simulation
data. The solid circles represent IIAX data. The prediction made by the computational model
falls within the experimental error. The functional behavior shows a maximum of the
sputtering yield of lithium at 500 eV. The decrease of lithium sputtering due to deuteration of
lithium is stronger for helium bombardment than for deuterium. This is due to the effective
transfer of energy from the incident hydrogen isotopes to the implanted deuterium atoms,
leading to a relatively larger net momentum imparted to lithium surface atoms.

Beryllium sputtering has been studied quite extensively ranging from ion-beam experiments to
experiments frommagnetized linear plasma devices, such as PISCES-B [20–29]. Figure 3b shows
both experimental data and simulation data for deuterium bombardment of beryllium. Experi-
mental data are shown in x’s and half-filled squares for IIAX data by Ruzic et al. [24], filled
squares for Roth et al. [20], which are adjusted to 45� incidence by an empirical formula given by
Yamamura et al. [30]. The empirical relation is shown as Eq. (1) and the fitting parameters used
are obtained from the quoted reference for the factors f and αopt where αopt is the nominal
incidence angle at maximum yield [31]. Simulated data for TRIM-SP are shown in open circles
and triangles [23]. TRIM-SP simulation is shown with open diamonds for 45� incidence [32]
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TRIM-SP simulations were done for a fixed surface binding energy of 3.38 eV, which is the heat
of sublimation for beryllium. Since in the IIAX experiment, beryllium was saturated with
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deuterium at room temperature, a surface composed of a D/Be ratio of 0.33 was used based
on saturation experiments [33]. VFTRIM-3D simulations use a vectorized version of TRIM-SP
known as TRVMC, which uses a binding energy of 1 eV for hydrogen isotopes [32]
and beryllium’s heat of sublimation. This binding energy was also utilized by TRIM-SP for
consistency.

The data shown in Figure 3b show a maximum between 300 and 500 eV, closely resembling
BeO data taken by Roth et al. [20]. Beryllium has a high affinity for oxygen at room tempera-
ture, thus the surface binding energy is effectively increased, reducing the sputtering yield. In
addition, deuterium-treated surfaces effectively decrease beryllium sputtering due to prefer-
ential sputtering of embedded deuterium atoms. As a consequence, the beryllium sputtering
yield from deuterium-treated surfaces measured in IIAX is predicted well by VFTRIM-3D
simulations. TRIM-SP simulations do not account for deuterium treatment, and thus their
yields are higher than anticipated, coincidently matching VFTRIM-3D results. If deuterium
saturation was used by TRIM-SP modeling, beryllium sputtering would be effectively
decreased, thus not predicting the experimental data in IIAX. The ability for VFTRIM-3D to
effectively model surface roughness also leads to the high predictability of experimental data
both in IIAX and from Roth et al. [20].

3.1.2. High-Z material sputtering by light incident particles

High-Z material sputtering will be discussed for the cases of tin and tungsten sputtering. High-
Z material sputtering for refractory materials such as tungsten is attractive due to its relatively
low-sputtering yield and high-sputtering threshold. However, due to the plasma low tolerance
for high-Z impurities due to radiation losses, impurity levels must remain low, <10�4 (ratio of
densities) in fusion plasmas [11]. Other high-Z materials such as tin are attractive from the
standpoint of low-sputtering yield, relatively high-sputtering threshold, high thermal conduc-
tivity, and the potential for tin to be used as a liquid plasma-facing material due to its low
melting point and low vapor pressure. For experimental data at normal incidence, the empir-
ical formula (Eq. (1)) by Yamamura et al. was used as in the case for beryllium.

Figure 4a shows the results for TRIM-SP simulation of tin sputtering. The VFTRIM-3D simu-
lations are done for a surface binding energy equal to the heat of sublimation of tin, 3.12 eV.
The data presented are as expected with helium bombardment, leading to a larger tin
sputtering than deuterium bombardment due to an effective energy transfer. A maximum for
deuterium bombardment is reached at a slightly lower incident energy than for helium bom-
bardment. The argument for when this maximum yield is reached is the same as for tungsten,
noting that in addition for heavy materials, the penetration depths of deuterium and helium at
low energies will be quite similar and thus their maxima remain close. Tin shows promise, in
that its sputtering yield at energies ranging from 100 to 400 eV is about a factor of five less than
beryllium sputtering. However, one would have to contend with radiation losses from tin’s
high Z equal to 50.

Figure 4b shows the experimental and VFTRIM-3D simulation results for tungsten self-
sputtering as well as tungsten sputtering from deuterium and helium bombardment. The
experimental data are for normal incidence taken by Eckstein et al. at low energy and has been
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adjusted to 45� incidence for comparison [11]. TRIM-SP simulations were done for tungsten
with a surface binding energy equal to its heat of sublimation of 8.68 eV. A mass density of
19.3 g/cm3 was used in the simulation as well.

The VFTRIM-3D simulation predicts the experimental data reasonably well within the error
bars. Helium bombardment shows a lower-sputtering threshold and larger yields compared to
deuterium bombardment as expected from a lower mass ratio and a better energy transfer.
Although the data are not shown for larger energies than 3 keV, the maximum tungsten-
sputtering yield is expected at a lower incident energy for deuterium bombardment than for
helium bombardment. This is due to the longer range of deuterium atoms in tungsten com-
pared to that of incident helium, depositing less energy near the surface and thus turning the
sputtering yield curve at a lower incident energy than helium.

3.1.3. Effect of deuterium saturation on lithium and beryllium sputtering

The sputtering yield of lithium and beryllium decreases with deuterium saturation of the
surface. This is due to preferential sputtering of deuterium atoms over lithium or beryllium
atoms when bombarded by incident energetic particles. In the case of deuterium treatment for
beryllium target, an extensive review has been presented in previous work and is only
referenced here [10, 24, 27]. The net effect of embedded deuterium atoms is the effective
reduction of the beryllium and lithium-sputtering yield as demonstrated by VFTRIM-3D
simulations, shown in Figure 5a for deuterium bombardment. The simulations maintained
the surface binding energy fixed at 3.38 eV. The level of deuterium saturation is that described
earlier with a D/Be ratio of 0.33. For lithium sputtering, deuterium saturation is modeled with
a D/Li ratio of 0.5 as discussed earlier. The lithium surface binding energy is kept fixed at
1.68 eV.

Figure 4. (a) Experimental and VFTRIM-3D simulation of tin sputtering by D, he, and Sn incident particles at 45�

incidence. Normal incidence data are adjusted to 45� using Yamamura’s formula (Eq. (1)) for oblique particle incidence.
(b) Experimental and VFTRIM-3D simulation of tungsten sputtering by D, he, and self-ions at 45� incidence. Normal
incidence data are adjusted to 45� using Yamamura’s formula (Eq. (1)) for oblique particle incidence.
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deuterium at room temperature, a surface composed of a D/Be ratio of 0.33 was used based
on saturation experiments [33]. VFTRIM-3D simulations use a vectorized version of TRIM-SP
known as TRVMC, which uses a binding energy of 1 eV for hydrogen isotopes [32]
and beryllium’s heat of sublimation. This binding energy was also utilized by TRIM-SP for
consistency.

The data shown in Figure 3b show a maximum between 300 and 500 eV, closely resembling
BeO data taken by Roth et al. [20]. Beryllium has a high affinity for oxygen at room tempera-
ture, thus the surface binding energy is effectively increased, reducing the sputtering yield. In
addition, deuterium-treated surfaces effectively decrease beryllium sputtering due to prefer-
ential sputtering of embedded deuterium atoms. As a consequence, the beryllium sputtering
yield from deuterium-treated surfaces measured in IIAX is predicted well by VFTRIM-3D
simulations. TRIM-SP simulations do not account for deuterium treatment, and thus their
yields are higher than anticipated, coincidently matching VFTRIM-3D results. If deuterium
saturation was used by TRIM-SP modeling, beryllium sputtering would be effectively
decreased, thus not predicting the experimental data in IIAX. The ability for VFTRIM-3D to
effectively model surface roughness also leads to the high predictability of experimental data
both in IIAX and from Roth et al. [20].

3.1.2. High-Z material sputtering by light incident particles

High-Z material sputtering will be discussed for the cases of tin and tungsten sputtering. High-
Z material sputtering for refractory materials such as tungsten is attractive due to its relatively
low-sputtering yield and high-sputtering threshold. However, due to the plasma low tolerance
for high-Z impurities due to radiation losses, impurity levels must remain low, <10�4 (ratio of
densities) in fusion plasmas [11]. Other high-Z materials such as tin are attractive from the
standpoint of low-sputtering yield, relatively high-sputtering threshold, high thermal conduc-
tivity, and the potential for tin to be used as a liquid plasma-facing material due to its low
melting point and low vapor pressure. For experimental data at normal incidence, the empir-
ical formula (Eq. (1)) by Yamamura et al. was used as in the case for beryllium.

Figure 4a shows the results for TRIM-SP simulation of tin sputtering. The VFTRIM-3D simu-
lations are done for a surface binding energy equal to the heat of sublimation of tin, 3.12 eV.
The data presented are as expected with helium bombardment, leading to a larger tin
sputtering than deuterium bombardment due to an effective energy transfer. A maximum for
deuterium bombardment is reached at a slightly lower incident energy than for helium bom-
bardment. The argument for when this maximum yield is reached is the same as for tungsten,
noting that in addition for heavy materials, the penetration depths of deuterium and helium at
low energies will be quite similar and thus their maxima remain close. Tin shows promise, in
that its sputtering yield at energies ranging from 100 to 400 eV is about a factor of five less than
beryllium sputtering. However, one would have to contend with radiation losses from tin’s
high Z equal to 50.

Figure 4b shows the experimental and VFTRIM-3D simulation results for tungsten self-
sputtering as well as tungsten sputtering from deuterium and helium bombardment. The
experimental data are for normal incidence taken by Eckstein et al. at low energy and has been
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adjusted to 45� incidence for comparison [11]. TRIM-SP simulations were done for tungsten
with a surface binding energy equal to its heat of sublimation of 8.68 eV. A mass density of
19.3 g/cm3 was used in the simulation as well.

The VFTRIM-3D simulation predicts the experimental data reasonably well within the error
bars. Helium bombardment shows a lower-sputtering threshold and larger yields compared to
deuterium bombardment as expected from a lower mass ratio and a better energy transfer.
Although the data are not shown for larger energies than 3 keV, the maximum tungsten-
sputtering yield is expected at a lower incident energy for deuterium bombardment than for
helium bombardment. This is due to the longer range of deuterium atoms in tungsten com-
pared to that of incident helium, depositing less energy near the surface and thus turning the
sputtering yield curve at a lower incident energy than helium.

3.1.3. Effect of deuterium saturation on lithium and beryllium sputtering

The sputtering yield of lithium and beryllium decreases with deuterium saturation of the
surface. This is due to preferential sputtering of deuterium atoms over lithium or beryllium
atoms when bombarded by incident energetic particles. In the case of deuterium treatment for
beryllium target, an extensive review has been presented in previous work and is only
referenced here [10, 24, 27]. The net effect of embedded deuterium atoms is the effective
reduction of the beryllium and lithium-sputtering yield as demonstrated by VFTRIM-3D
simulations, shown in Figure 5a for deuterium bombardment. The simulations maintained
the surface binding energy fixed at 3.38 eV. The level of deuterium saturation is that described
earlier with a D/Be ratio of 0.33. For lithium sputtering, deuterium saturation is modeled with
a D/Li ratio of 0.5 as discussed earlier. The lithium surface binding energy is kept fixed at
1.68 eV.

Figure 4. (a) Experimental and VFTRIM-3D simulation of tin sputtering by D, he, and Sn incident particles at 45�

incidence. Normal incidence data are adjusted to 45� using Yamamura’s formula (Eq. (1)) for oblique particle incidence.
(b) Experimental and VFTRIM-3D simulation of tungsten sputtering by D, he, and self-ions at 45� incidence. Normal
incidence data are adjusted to 45� using Yamamura’s formula (Eq. (1)) for oblique particle incidence.
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The effect of deuterium saturation on beryllium sputtering is a bit stronger for helium bom-
bardment (not shown here) than for deuterium bombardment. This is due to the effective
energy transfer from the incoming deuterium to the embedded deuterium atoms in beryllium
and lithium. This effect, however, is lessened with a lower amount of deuterium in the
beryllium or lithium lattice. Therefore, the energy dependence for a given deuterium satura-
tion level in a material cannot be simply determined from the energy dependence at 0%
saturation by a constant multiplication. Similar results are found for lithium sputtering except
for larger yields and a lower-sputtering threshold mostly due to a better energy transfer from
deuterium and helium atoms to lithium target atoms.

Figure 5b further shows the importance of deuterium treatment on the measured absolute
sputtering yield of solid lithium (i.e., IIAX experiments). Figure 5b shows experimental and
VFTRIM-3D simulation results for He+ bombardment on D-treated and non-D-treated lithium
at 45� incidence. The figure plots the energy dependence of the absolute sputtering yield of
lithium in atoms per incident ion. The lithium-sputtering yield functional behavior of the non-
D-treated lithium target is shifted toward a maximum at higher energies (~1000 eV) for one of
the experimental cases. The VFTRIM-3D results begin to diverge the experimental data at
energies above 500 eV. In addition, the computational model used for the non-D-treated data
is based on a mechanism for channeling energy from subsurface layers to the top layer [23].
The simulation model used to predict the D-treated data does not utilize this mechanism. This
result implies that the absence of deuterium atoms at interstitial sites of the lithium bcc lattice
allows for atoms from deeper in the sputtering cascade to transfer their momentum up to
surface layer atoms, thus contributing to more sputtering.

The D-treated lithium-sputtering yield is measured to be significantly lower than bombard-
ment with no deuterium treatment. As explained earlier, preferential sputtering is expected for

Figure 5. (a) VFTRIM-3D simulation of deuterium sputtering of D-treated and non-D-treated lithium and beryllium at
45� incidence. Deuterium saturation levels for lithium are 50% D/li, and for beryllium, 33% D/be. These are levels of
saturation, which mimic those expected from PMI interactions in magnetic fusion devices at the wall boundary. (b)
Energy dependence of 45� incidence he+ bombardment on non-D-treated and D-treated solid lithium measurements and
VFTRIM-3D simulation.
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the lightest component and for the least bound species. The deuterium is sputtered preferen-
tially and the surface, in time, is enriched in lithium. However, at doses in IIAX and doses
found in typical plasma-facing conditions in tokamaks, the one-to-one ratio of lithium matrix
atoms and saturating-deuteride species are kept over at least the depth of origin of sputtered
species as a constant flux of deuterium atoms impinges on the lithium sample and a source of
implanted deuterium atoms segregates to the surface over the time of dose [34–36].

Another factor is the competition between preferential sputtering on the one hand, and mixing
or segregation on the other [37, 38]. These latter effects are less pronounced here since we have
a surface that is “soaked”with deuterium atoms and not an alloy composed of deuterium and
lithium constituents. Therefore, preferential sputtering mechanisms are justified as a viable
interpretation. The binding of deuterium and lithium atoms is less likely than deuterium
atoms penetrating and sitting at interstitial sites in bcc lithium.

3.1.4. Self-sputtering

Self-sputtering at the plasma boundary in fusion devices will occur for impurities, which have
been injected into the plasma, are ionized, and return to strike solid surfaces at the wall or
divertor regions. The momentum transfer between like masses is extremely effective due to
maximum energy transfer, leading to increased sputtering and potentially diluting the plasma
with impurities. There are two components in self-sputtering that must be considered. One is
the erosion component due to physical sputtering and the other is the reflection of the incident
particle into the plasma. Since both sources cannot be distinguished from each other, except
their average particle energy, these sources must be added to obtain the total amount of
particles injected into the plasma. Figure 6a shows the self-sputtering yield (sputtering +

Figure 6. (a) Self-sputtering experimental and simulation yields (total = reflection and sputtering for TRIM-SP simula-
tions) of tungsten, tin, beryllium, and lithium at 45� incidence. Normal incidence data are adjusted to 45� using the
Yamamura formula for oblique particle incidence. (b) VFTRIM-3D, TRIM-SP and experimental data of 2 keV D+ bom-
bardment of graphite versus particle angle of incidence.
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The effect of deuterium saturation on beryllium sputtering is a bit stronger for helium bom-
bardment (not shown here) than for deuterium bombardment. This is due to the effective
energy transfer from the incoming deuterium to the embedded deuterium atoms in beryllium
and lithium. This effect, however, is lessened with a lower amount of deuterium in the
beryllium or lithium lattice. Therefore, the energy dependence for a given deuterium satura-
tion level in a material cannot be simply determined from the energy dependence at 0%
saturation by a constant multiplication. Similar results are found for lithium sputtering except
for larger yields and a lower-sputtering threshold mostly due to a better energy transfer from
deuterium and helium atoms to lithium target atoms.

Figure 5b further shows the importance of deuterium treatment on the measured absolute
sputtering yield of solid lithium (i.e., IIAX experiments). Figure 5b shows experimental and
VFTRIM-3D simulation results for He+ bombardment on D-treated and non-D-treated lithium
at 45� incidence. The figure plots the energy dependence of the absolute sputtering yield of
lithium in atoms per incident ion. The lithium-sputtering yield functional behavior of the non-
D-treated lithium target is shifted toward a maximum at higher energies (~1000 eV) for one of
the experimental cases. The VFTRIM-3D results begin to diverge the experimental data at
energies above 500 eV. In addition, the computational model used for the non-D-treated data
is based on a mechanism for channeling energy from subsurface layers to the top layer [23].
The simulation model used to predict the D-treated data does not utilize this mechanism. This
result implies that the absence of deuterium atoms at interstitial sites of the lithium bcc lattice
allows for atoms from deeper in the sputtering cascade to transfer their momentum up to
surface layer atoms, thus contributing to more sputtering.

The D-treated lithium-sputtering yield is measured to be significantly lower than bombard-
ment with no deuterium treatment. As explained earlier, preferential sputtering is expected for

Figure 5. (a) VFTRIM-3D simulation of deuterium sputtering of D-treated and non-D-treated lithium and beryllium at
45� incidence. Deuterium saturation levels for lithium are 50% D/li, and for beryllium, 33% D/be. These are levels of
saturation, which mimic those expected from PMI interactions in magnetic fusion devices at the wall boundary. (b)
Energy dependence of 45� incidence he+ bombardment on non-D-treated and D-treated solid lithium measurements and
VFTRIM-3D simulation.
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the lightest component and for the least bound species. The deuterium is sputtered preferen-
tially and the surface, in time, is enriched in lithium. However, at doses in IIAX and doses
found in typical plasma-facing conditions in tokamaks, the one-to-one ratio of lithium matrix
atoms and saturating-deuteride species are kept over at least the depth of origin of sputtered
species as a constant flux of deuterium atoms impinges on the lithium sample and a source of
implanted deuterium atoms segregates to the surface over the time of dose [34–36].

Another factor is the competition between preferential sputtering on the one hand, and mixing
or segregation on the other [37, 38]. These latter effects are less pronounced here since we have
a surface that is “soaked”with deuterium atoms and not an alloy composed of deuterium and
lithium constituents. Therefore, preferential sputtering mechanisms are justified as a viable
interpretation. The binding of deuterium and lithium atoms is less likely than deuterium
atoms penetrating and sitting at interstitial sites in bcc lithium.

3.1.4. Self-sputtering

Self-sputtering at the plasma boundary in fusion devices will occur for impurities, which have
been injected into the plasma, are ionized, and return to strike solid surfaces at the wall or
divertor regions. The momentum transfer between like masses is extremely effective due to
maximum energy transfer, leading to increased sputtering and potentially diluting the plasma
with impurities. There are two components in self-sputtering that must be considered. One is
the erosion component due to physical sputtering and the other is the reflection of the incident
particle into the plasma. Since both sources cannot be distinguished from each other, except
their average particle energy, these sources must be added to obtain the total amount of
particles injected into the plasma. Figure 6a shows the self-sputtering yield (sputtering +

Figure 6. (a) Self-sputtering experimental and simulation yields (total = reflection and sputtering for TRIM-SP simula-
tions) of tungsten, tin, beryllium, and lithium at 45� incidence. Normal incidence data are adjusted to 45� using the
Yamamura formula for oblique particle incidence. (b) VFTRIM-3D, TRIM-SP and experimental data of 2 keV D+ bom-
bardment of graphite versus particle angle of incidence.
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reflection) for the cases of tin, lithium, tungsten, and beryllium at 45� incidence. Normal
incidence data are adjusted to 45� incidence by Yamamura’s empirical formula (Eq. (1)) for
oblique particle incidence.

Self-sputtering of tungsten and tin is simulated by VFTRIM-3D and compared with experi-
mental data in Figure 6a. Due to the highly efficient transfer of energy process in self-
sputtering, tungsten results in the largest yield still increasing at 3 keV. Tin self-sputtering
[34–39] is shown to have a slightly lower-sputtering yield close to beryllium self-sputtering for
energies up to 1 keV within experimental uncertainty. Beryllium self-sputtering is elaborated
on in several papers [20–22]. The beryllium self-sputtering yield is found to have a maximum
at about 1.2 keV. The data are predicted quite successfully as surface roughness is modeled by
VFTRIM-3D. This is an important point that will be elaborated on in the next section regarding
the dependence of the sputtering yield on the angle of incidence of the bombarding particle
and the fact that in fusion devices PMI results in evolving surfaces that can roughen over the
time scale of plasma-induced modification and operation.

Figure 6a also shows the experimental and computational results for lithium self-sputtering at
45� incidence. Computational data using TRIM-SP for incident-particle reflection are also
included in the self-sputtering yield calculated. The experimental results are surprising. The
self-sputtering yield of solid lithium maximizes at 700 eV to a value of 0.245� 0.100 atoms/ion.
This is considerably lower than the values predicted by László and Eckstein [40]. There are two
main reasons why the calculated values by László and Eckstein are significantly greater than
our measured results. The computational model used by J. László et al. used the TRIM-SP,
which assumes a smooth surface and neglects surface roughness. Second, the model does not
utilize a compositional component to incorporate the effect of deuterium implantation at
interstitial sites of the lithium sample as discussed in the previous section.

Within the experimental error, the simulation predicts the functional behavior of the sputter
yield, except at higher energies (E ≥ 800 eV) where the two begin to slightly diverge. This is due
to a shorter mean range of the incident lithium ion in solid lithium compared to D or He. Thus,
a large percentage of its kinetic energy is distributed among the top-most surface deuterium
atoms, which lead to a preferentially larger deuterium erosion and a reduction of lithium
sputtering. The fact that lithium self-sputtering is significantly reduced due to deuterium
saturation of the surface is encouraging for its use as a potential plasma-facing component.

3.2. Sputtering yield dependence on angle of incidence

As discussed in the introductory sections of this review, the effect of roughness on the
sputtering yield of materials is enhanced with an increase in the angle of incidence. Figure 6b
shows the angle of incidence dependence of graphite sputtering by 2-keV incident deuterium
ions. As the angle of incidence is increased, the effect of surface roughness is enhanced and
thus simulation using TRIM-SP better predicts the data very well compared to using a smooth
surface simulation with TRIM-SP [41]. Figure 7a demonstrates this effect for beryllium self-
sputtering as well. Two sets of experimental data [10, 21] are plotted with VFTRIM-3D and
TRIM-SP simulations for 1-keV beryllium self-sputtering. Again in this case, the experimental
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data are predicted successfully for VFTRIM-3D modeling roughness. The scatter in the exper-
imental data at high angles of incidence is due to a variety of roughness levels in the materials
as well as the creation of surface roughness in the course of ion bombardment.

The lithium self-sputtering yield for deuterium-treated and non-deuterium-treated surfaces is
shown in Figure 7b. The dependence of the lithium-sputtering yield on the angle of incidence
is also shown for two incident energies, 100 and 500 eV. Due to the importance of self-
sputtering runaway, a thick black (red) line indicates unity lithium-sputtering yield. Unity
self-sputtering means the sputtered flux is greater than the incident-particle flux and thus the
potential for a runaway condition, which results in enhanced amounts of target material being
eroded, re-ionized, and re-deposited with an impact on fusion device operation. The depen-
dence of the lithium-sputtering yield on the angle of incidence is strong for higher oblique
angles. This is due to the decrease in the penetration length of the incident bombarding atom
and consequently greater energy deposition near the surface, increasing the probability to
sputter. For deuterium-treated surfaces, the lithium-sputtering yield is lower than non-
deuterium-treated surfaces at all angles of incidence shown and the given incident energies.

The lithium yield due to 500-eV incident lithium atoms on deuterium-treated lithium is
slightly lower than the case for 100-eV lithium on non-deuterium-treated lithium. This is due
to preferential sputtering of deuterium atoms playing a large role in reducing the lithium-
sputtering yield even at higher energies. At 500 eV, lithium penetrates farther and thus the
resulting lithium yield is lower. However, at larger angles of incidence, the energy deposition
increases even for the case of deuterium-treated lithium, thus the yield crosses the low energy
curve for non-deuterium-treated lithium. For the high-energy case with no deuterium cover-
age, we find that self-sputtering runaway is reached at a lower angle of incidence than for
deuterium-treated lithium. This occurs at an angle of incidence of about 55�, while with

Figure 7. (a) VFTRIM-3D, TRIM-SP, and experimental data of 1 keV be+ bombardment of beryllium against nominal
particle angle of incidence. (b) Self-sputtering yield from lithium surface at about 200�C, for deuterium-treated and non-
deuterium-treated lithium. TRIM-SP simulations are done for 45� incidence and 100 and 500 eV incident-particle energies.
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reflection) for the cases of tin, lithium, tungsten, and beryllium at 45� incidence. Normal
incidence data are adjusted to 45� incidence by Yamamura’s empirical formula (Eq. (1)) for
oblique particle incidence.

Self-sputtering of tungsten and tin is simulated by VFTRIM-3D and compared with experi-
mental data in Figure 6a. Due to the highly efficient transfer of energy process in self-
sputtering, tungsten results in the largest yield still increasing at 3 keV. Tin self-sputtering
[34–39] is shown to have a slightly lower-sputtering yield close to beryllium self-sputtering for
energies up to 1 keV within experimental uncertainty. Beryllium self-sputtering is elaborated
on in several papers [20–22]. The beryllium self-sputtering yield is found to have a maximum
at about 1.2 keV. The data are predicted quite successfully as surface roughness is modeled by
VFTRIM-3D. This is an important point that will be elaborated on in the next section regarding
the dependence of the sputtering yield on the angle of incidence of the bombarding particle
and the fact that in fusion devices PMI results in evolving surfaces that can roughen over the
time scale of plasma-induced modification and operation.

Figure 6a also shows the experimental and computational results for lithium self-sputtering at
45� incidence. Computational data using TRIM-SP for incident-particle reflection are also
included in the self-sputtering yield calculated. The experimental results are surprising. The
self-sputtering yield of solid lithium maximizes at 700 eV to a value of 0.245� 0.100 atoms/ion.
This is considerably lower than the values predicted by László and Eckstein [40]. There are two
main reasons why the calculated values by László and Eckstein are significantly greater than
our measured results. The computational model used by J. László et al. used the TRIM-SP,
which assumes a smooth surface and neglects surface roughness. Second, the model does not
utilize a compositional component to incorporate the effect of deuterium implantation at
interstitial sites of the lithium sample as discussed in the previous section.

Within the experimental error, the simulation predicts the functional behavior of the sputter
yield, except at higher energies (E ≥ 800 eV) where the two begin to slightly diverge. This is due
to a shorter mean range of the incident lithium ion in solid lithium compared to D or He. Thus,
a large percentage of its kinetic energy is distributed among the top-most surface deuterium
atoms, which lead to a preferentially larger deuterium erosion and a reduction of lithium
sputtering. The fact that lithium self-sputtering is significantly reduced due to deuterium
saturation of the surface is encouraging for its use as a potential plasma-facing component.

3.2. Sputtering yield dependence on angle of incidence

As discussed in the introductory sections of this review, the effect of roughness on the
sputtering yield of materials is enhanced with an increase in the angle of incidence. Figure 6b
shows the angle of incidence dependence of graphite sputtering by 2-keV incident deuterium
ions. As the angle of incidence is increased, the effect of surface roughness is enhanced and
thus simulation using TRIM-SP better predicts the data very well compared to using a smooth
surface simulation with TRIM-SP [41]. Figure 7a demonstrates this effect for beryllium self-
sputtering as well. Two sets of experimental data [10, 21] are plotted with VFTRIM-3D and
TRIM-SP simulations for 1-keV beryllium self-sputtering. Again in this case, the experimental
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data are predicted successfully for VFTRIM-3D modeling roughness. The scatter in the exper-
imental data at high angles of incidence is due to a variety of roughness levels in the materials
as well as the creation of surface roughness in the course of ion bombardment.

The lithium self-sputtering yield for deuterium-treated and non-deuterium-treated surfaces is
shown in Figure 7b. The dependence of the lithium-sputtering yield on the angle of incidence
is also shown for two incident energies, 100 and 500 eV. Due to the importance of self-
sputtering runaway, a thick black (red) line indicates unity lithium-sputtering yield. Unity
self-sputtering means the sputtered flux is greater than the incident-particle flux and thus the
potential for a runaway condition, which results in enhanced amounts of target material being
eroded, re-ionized, and re-deposited with an impact on fusion device operation. The depen-
dence of the lithium-sputtering yield on the angle of incidence is strong for higher oblique
angles. This is due to the decrease in the penetration length of the incident bombarding atom
and consequently greater energy deposition near the surface, increasing the probability to
sputter. For deuterium-treated surfaces, the lithium-sputtering yield is lower than non-
deuterium-treated surfaces at all angles of incidence shown and the given incident energies.

The lithium yield due to 500-eV incident lithium atoms on deuterium-treated lithium is
slightly lower than the case for 100-eV lithium on non-deuterium-treated lithium. This is due
to preferential sputtering of deuterium atoms playing a large role in reducing the lithium-
sputtering yield even at higher energies. At 500 eV, lithium penetrates farther and thus the
resulting lithium yield is lower. However, at larger angles of incidence, the energy deposition
increases even for the case of deuterium-treated lithium, thus the yield crosses the low energy
curve for non-deuterium-treated lithium. For the high-energy case with no deuterium cover-
age, we find that self-sputtering runaway is reached at a lower angle of incidence than for
deuterium-treated lithium. This occurs at an angle of incidence of about 55�, while with

Figure 7. (a) VFTRIM-3D, TRIM-SP, and experimental data of 1 keV be+ bombardment of beryllium against nominal
particle angle of incidence. (b) Self-sputtering yield from lithium surface at about 200�C, for deuterium-treated and non-
deuterium-treated lithium. TRIM-SP simulations are done for 45� incidence and 100 and 500 eV incident-particle energies.
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deuterium-treated surfaces, the lithium yield remains under unity up to about 70� incidence at
500-eV incident-particle energy. This has some important implications. If one can maintain a
one-to-one deuterium to lithium coverage, self-sputtering runaway of lithium could be dra-
matically reduced even for incident particles at high energies. This is important since
deuterium-absorbed lithium plasma-facing surfaces give rise to low-recycling plasma regimes
at the edge [42]. The comparison of the sputtering yield dependence on the incident angle and
differences of incident-particle energy are illustrated in Figure 8. Figure 8 shows the lithium
sputter yield for both D-saturated and non-D-saturated surface conditions sputtered by 100
and 1000 eV D atoms. Notice that the enhancement with an incident angle decreases with a
decreasing incident energy and in fact become equal at 60� incidence, which means that the
energy deposition is predominant on the surface and only D saturation could significantly
decrease the sputtering.

3.3. Secondary ion sputtering fraction in lithium sputtering

Another very important property in PMI is the surface charge density and the role of charge
dynamics when sputtered atoms are released from the surface. The secondary ion sputtering
fraction, defined as the fraction of ions to neutrals sputtered from the incident ions, has been
measured for lithium sputtering by bombardment of D+, He+, and Li+ at low energies and
oblique incidence [13]. Such a measurement is important since in a fusion device, plasma-
sputtered ions will immediately return to the surface due to the sheath potential and thus not

Figure 8. Lithium-sputtering yield versus angle of incidence using the Bohdansky-Sigmund-Yamamura (BSY) model.
Open circles: 100 eV D on solid pure (100%) lithium; filled circles: 100 eV D on solid LiD (50% D-li); dashed line: 1 keV D
on solid pure li; solid line: 1 keV D on solid LiD. As a deuterium-treated sample loses D near the li surface, the lithium-
sputtering yield begins to increase and approaches the pure li yield. This is shown by the large arrow pointing in the
direction of li-sputtering increase.

Plasma Science and Technology - Basic Fundamentals and Modern Applications62

contribute to the sputtering yield. The secondary ion sputtering fraction does not vary signif-
icantly in the range of 500–1000 eV. The fraction of sputtered atoms in the ionic state is
measured to be about 65% or two out of three sputtered atoms come out as ions. The depen-
dence of the secondary ion fraction has been linked with the combination of chemical potential
and work function of a surface with alkali metals having the highest yields.

4. Conclusion

An introduction to plasma-material interactions in fusion devices was provided in this chapter.
The effects of varying surface roughness were described and the use of fractal dimensions as a
viable model for simulating PMI of realistic surfaces. Physical sputtering and particle reflection
were selected as primary mechanisms of PMI. Simulations and experimental data of low-Z and
high-Z materials were provided. Fusion relevant ion-surface interactions for candidate mate-
rials were presented. These included combinations of D, T, and He on Li, Be, C, Sn, andWwith
and without D-saturation of the surfaces.

Results show that surface roughness is an important effect that must be accounted for in
reflection and sputtering measurements, especially at low-incident-particle energies and
oblique incidence. Low-Z materials such as lithium and beryllium suffer from low-sputtering
thresholds, however, maintaining fairly low self-sputtering yields. High-sputtering thresholds
on the other hand characterize high-Z materials but maintain high self-sputtering yields even
at low bombarding energies. Oblique incidence is important to consider due to the strong
dependence of sputtering on the incident-particle angle. Deuterium saturation of low-Z mate-
rials such as lithium or beryllium effectively reduces sputtering. Moreover, lithium has a high
secondary ion-sputtering fraction, thus leading to an even lower-sputtering yield.
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deuterium-treated surfaces, the lithium yield remains under unity up to about 70� incidence at
500-eV incident-particle energy. This has some important implications. If one can maintain a
one-to-one deuterium to lithium coverage, self-sputtering runaway of lithium could be dra-
matically reduced even for incident particles at high energies. This is important since
deuterium-absorbed lithium plasma-facing surfaces give rise to low-recycling plasma regimes
at the edge [42]. The comparison of the sputtering yield dependence on the incident angle and
differences of incident-particle energy are illustrated in Figure 8. Figure 8 shows the lithium
sputter yield for both D-saturated and non-D-saturated surface conditions sputtered by 100
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decreasing incident energy and in fact become equal at 60� incidence, which means that the
energy deposition is predominant on the surface and only D saturation could significantly
decrease the sputtering.
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measured for lithium sputtering by bombardment of D+, He+, and Li+ at low energies and
oblique incidence [13]. Such a measurement is important since in a fusion device, plasma-
sputtered ions will immediately return to the surface due to the sheath potential and thus not

Figure 8. Lithium-sputtering yield versus angle of incidence using the Bohdansky-Sigmund-Yamamura (BSY) model.
Open circles: 100 eV D on solid pure (100%) lithium; filled circles: 100 eV D on solid LiD (50% D-li); dashed line: 1 keV D
on solid pure li; solid line: 1 keV D on solid LiD. As a deuterium-treated sample loses D near the li surface, the lithium-
sputtering yield begins to increase and approaches the pure li yield. This is shown by the large arrow pointing in the
direction of li-sputtering increase.
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contribute to the sputtering yield. The secondary ion sputtering fraction does not vary signif-
icantly in the range of 500–1000 eV. The fraction of sputtered atoms in the ionic state is
measured to be about 65% or two out of three sputtered atoms come out as ions. The depen-
dence of the secondary ion fraction has been linked with the combination of chemical potential
and work function of a surface with alkali metals having the highest yields.

4. Conclusion

An introduction to plasma-material interactions in fusion devices was provided in this chapter.
The effects of varying surface roughness were described and the use of fractal dimensions as a
viable model for simulating PMI of realistic surfaces. Physical sputtering and particle reflection
were selected as primary mechanisms of PMI. Simulations and experimental data of low-Z and
high-Z materials were provided. Fusion relevant ion-surface interactions for candidate mate-
rials were presented. These included combinations of D, T, and He on Li, Be, C, Sn, andWwith
and without D-saturation of the surfaces.

Results show that surface roughness is an important effect that must be accounted for in
reflection and sputtering measurements, especially at low-incident-particle energies and
oblique incidence. Low-Z materials such as lithium and beryllium suffer from low-sputtering
thresholds, however, maintaining fairly low self-sputtering yields. High-sputtering thresholds
on the other hand characterize high-Z materials but maintain high self-sputtering yields even
at low bombarding energies. Oblique incidence is important to consider due to the strong
dependence of sputtering on the incident-particle angle. Deuterium saturation of low-Z mate-
rials such as lithium or beryllium effectively reduces sputtering. Moreover, lithium has a high
secondary ion-sputtering fraction, thus leading to an even lower-sputtering yield.
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Abstract

In this chapter, we investigate the stopping power of an ion in a magnetized electron
plasma in a model of binary collisions (BCs) between ions and magnetized electrons, in
which the two-body interaction is treated up to the second order as a perturbation to the
helical motion of the electrons. This improved BC theory is uniformly valid for any
strength of the magnetic field and is derived for two-body forces which are treated in
Fourier space without specifying the interaction potential. The stopping power is explic-
itly calculated for a regularized and screened potential which is both of finite range and
less singular than the Coulomb interaction at the origin. Closed expressions for the stop-
ping power are derived for monoenergetic electrons, which are then folded with an
isotropic Maxwell velocity distribution of the electrons. The accuracy and validity of the
present model have been studied by comparisons with the classical trajectory Monte Carlo
numerical simulations.

Keywords: ion stopping, magnetized plasma target, binary collisions

1. Introduction

There is an ongoing in the theory of interaction of charged particle beams with plasmas. Although
most theoretical works have reported on the energy loss of ions in a plasma without magnetic
field, the strongly magnetized case has not yet received as much attention as the field-free case.
The energy loss of ion beams and the related processes in magnetized plasmas are important in
many areas of physics such as transport, heating, magnetic confinement of thermonuclear
plasmas, and astrophysics. The range of the related topics includes ultracold plasmas [1, 2], the
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cooling of heavy ion beams by electrons [3–12], as well as many very dense systems involved in
magnetized target fusions [11], or heavy ion inertial confinement fusion (ICF).

For a theoretical description of the energy loss of ions in a plasma, there exist some standard
approaches. The dielectric linear response (LR) treatment considers the ion as a perturbation of
the target plasma, and the stopping is caused by the polarization of the surrounding medium.
It is generally valid if the ion couples weakly to the target. Since the early 1960s, a number of
calculations of the stopping power (SP) within LR treatment in a magnetized plasma have
been presented (see Refs. [13–37] and references therein). Alternatively, the stopping is calcu-
lated as a result of the energy transfers in successive binary collisions (BCs) between the ion
and the electrons [37–45]. Here, it is necessary to consider appropriate approximations for the
screening of the Coulomb potential by the plasma [8]. However, significant gaps between these
approaches involve the ion stopping along magnetic field B and perpendicular to it. In partic-
ular, at high B values, the BC predicts a vanishingly parallel energy loss, which remains at
variance with the nonzero LR one. Also, challenging BCLR discrepancies persist in the trans-
verse direction, especially for vanishingly small ion projectile velocity vi when the friction
coefficient contains an anomalous term diverging logarithmically at vi ¼ 0 [23, 24]. For calcu-
lation of the energy loss of an ion, two new alternative approaches have been recently
suggested. One of these methods is specifically aimed at a low-velocity energy loss, which is
expressed in terms of velocity-velocity correlation and, hence, to a diffusion coefficient [34].
Next, in Ref. [27] using the Bhatnagar-Gross-Krook approach based on the Boltzmann-Poisson
equations for a collisional and magnetized classical plasma, the energy loss of an ion is studied
through a LR approach, which is constructed such that it conserves particle number locally.

An alternative approach, particularly in the absence of any relevant experimental data, is to test
various theoretical methods against comprehensive numerical simulations. This can be achieved
by a particle-in-cell (PIC) simulation of the underlying nonlinear Vlasov-Poisson Equation
[10, 31]. While the LR requires cutoffs to exclude hard collisions of close particles, the collectivity
of the excitation can be taken into account in both LR and PIC approaches. In the complemen-
tary BC treatment, the stopping force has been calculated numerically by scattering statistical
ensembles of magnetized electrons from the ions in the classical trajectory Monte Carlo (CTMC)
method [7, 10, 37–41]. For a review we refer to a recent monograph [8] which summarizes all
theoretical and numerical methods and approaches also discussing the ranges of their validity.

The very recent upheaval of successful experiments involving hot and dense plasmas in the
presence of kilotesla magnetic fields (e.g., at ILE (Osaka), CELIA (Bordeaux), LULI (Palaiseau),
LLNL (Livermore)) remaining nearly steady during 10–15 ns strongly motivates the fusion as
well as the warm dense matter (WDM) communities to investigate adequate diagnostics for
their dynamic properties. This opens indeed a novel perspective by allowing magnetic fields to
play a much larger if not a central role both in ICF andWDM plasmas. In this context proton or
any nonrelativistic ion stopping is likely to provide an option of choice for investigating
genuine magnetization features such as anisotropy, when the electron plasma frequency turns
significantly lower than the cyclotron one [46]. In addition, an experimental test of proton or
alpha particle stopping in a magnetized plasma is currently envisioned (see, e.g., Ref. [46] for a
preliminary discussion). The parameters at hand are a fully ionized hydrogen plasma with a
density up to 1020 cm3 and temperature between 1 and 100 eV. The steady magnetic field can
be up to 45 T strong. A preliminary examination based on comparing electron Debye length
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with corresponding Larmor radius indicates that to experience a strong influence of the
magnetic field, the electron density should be comparable with a few 1016 cm3. We expect these
endeavors to lead to the very first unambiguous and genuine identification of an experimental
magnetic signature for nonrelativistic ion stopping in plasmas.

Motivated by these recent developments, our purpose is to investigate the SP of an ionmoving in
amagnetized plasma in a wide range of the value of a steadymagnetic field. The present paper is
based on our earlier studies in Refs. [8, 24, 44, 45] where the second-order energy transfers for
individual collisions of electron-ion [8, 24, 44] of any two identical particles, like electron-electron
[44], and finally of two gyrating arbitrary charged particles [45] have been calculated with the
help of an improved BC treatment. This treatment is—unlike earlier approaches of, e.g., Refs.
[9, 42]—valid for any strength of the magnetic field. As the first application of the theoretical BC
model developed in Refs. [8, 24, 44, 45], we have calculated in Ref. [47] the cooling forces on the
heavy ion beam interacting with a strongly magnetized and temperature anisotropic electron
beam. It has been shown that there is a quite good overall agreement with both the CTMC
numerical simulations and the experiments performed at the ESR storage ring at GSI [48–50].

In Section 2 we introduce briefly a perturbative binary collision formulation in terms of the
binary force acting between an ion and a magnetized electron and derive general expressions
for the second-order (with respect to the interaction potential) stopping power. In contrast to the
previous investigations in Refs. [8, 24, 44, 45], we here consider the (macroscopic) stopping force
which is obtained by integrating the binary force of an individual electron-ion interaction with
respect to the impact parameter and the velocity distribution function of electrons. That is, the
stopping force for monoenergetic electrons is folded with a velocity distribution. The resulting
expressions involve all cyclotron harmonics of the electrons’ helical motion and are valid for any
interaction potential and any strength of the magnetic field. In Section 2.4 we present explicit
analytic expressions of this second-order stopping power for the specific case of a regularized
and screened interaction potential [51, 52] which is both of finite range and less singular than the
Coulomb interaction at the origin and which includes as limiting cases the Debye (i.e., screened)
and the Coulomb potentials. For comparison of our expressions with previous approaches, we
consider in Section 3 the corresponding asymptotic expressions for large and small ion velocities
and strong and vanishing magnetic fields. The analytical expressions presented in Section 2.4 are
evaluated numerically in Section 4 using parameters of the envisaged experiments on ion
stopping [46]. In particular, we compare our approach with the CTMC simulations. The results
are summarized and discussed in Section 5. The regularization parameter and the screening
length involved in the interaction potential are briefly specified and discussed in Appendix A.

2. Theoretical model

2.1. Binary collision (BC) formulation

Let us consider two point charges with masses m,M and charges �e, Ze, respectively, moving
in a homogeneous magnetic field B ¼ Bb. We assume that the particles interact with the
potential �Z=e2U rð Þ with =e2 ¼ e2=4πe0, where e0 is the permittivity of the vacuum and
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Motivated by these recent developments, our purpose is to investigate the SP of an ionmoving in
amagnetized plasma in a wide range of the value of a steadymagnetic field. The present paper is
based on our earlier studies in Refs. [8, 24, 44, 45] where the second-order energy transfers for
individual collisions of electron-ion [8, 24, 44] of any two identical particles, like electron-electron
[44], and finally of two gyrating arbitrary charged particles [45] have been calculated with the
help of an improved BC treatment. This treatment is—unlike earlier approaches of, e.g., Refs.
[9, 42]—valid for any strength of the magnetic field. As the first application of the theoretical BC
model developed in Refs. [8, 24, 44, 45], we have calculated in Ref. [47] the cooling forces on the
heavy ion beam interacting with a strongly magnetized and temperature anisotropic electron
beam. It has been shown that there is a quite good overall agreement with both the CTMC
numerical simulations and the experiments performed at the ESR storage ring at GSI [48–50].

In Section 2 we introduce briefly a perturbative binary collision formulation in terms of the
binary force acting between an ion and a magnetized electron and derive general expressions
for the second-order (with respect to the interaction potential) stopping power. In contrast to the
previous investigations in Refs. [8, 24, 44, 45], we here consider the (macroscopic) stopping force
which is obtained by integrating the binary force of an individual electron-ion interaction with
respect to the impact parameter and the velocity distribution function of electrons. That is, the
stopping force for monoenergetic electrons is folded with a velocity distribution. The resulting
expressions involve all cyclotron harmonics of the electrons’ helical motion and are valid for any
interaction potential and any strength of the magnetic field. In Section 2.4 we present explicit
analytic expressions of this second-order stopping power for the specific case of a regularized
and screened interaction potential [51, 52] which is both of finite range and less singular than the
Coulomb interaction at the origin and which includes as limiting cases the Debye (i.e., screened)
and the Coulomb potentials. For comparison of our expressions with previous approaches, we
consider in Section 3 the corresponding asymptotic expressions for large and small ion velocities
and strong and vanishing magnetic fields. The analytical expressions presented in Section 2.4 are
evaluated numerically in Section 4 using parameters of the envisaged experiments on ion
stopping [46]. In particular, we compare our approach with the CTMC simulations. The results
are summarized and discussed in Section 5. The regularization parameter and the screening
length involved in the interaction potential are briefly specified and discussed in Appendix A.

2. Theoretical model

2.1. Binary collision (BC) formulation

Let us consider two point charges with masses m,M and charges �e, Ze, respectively, moving
in a homogeneous magnetic field B ¼ Bb. We assume that the particles interact with the
potential �Z=e2U rð Þ with =e2 ¼ e2=4πe0, where e0 is the permittivity of the vacuum and
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r ¼ r1 � r2 is the relative coordinate of the colliding particles. For two isolated charged
particles, this interaction is given by the Coulomb potential, i.e., UC rð Þ ¼ 1=r. In plasma
applications UC is modified by many-body effects and the related screening and turns into
an effective interaction. In general, this effective interaction, which is related to the wake
field induced by a moving ion, is non-spherically symmetric and depends also on the ion
velocity. For any BC treatment, however, this complicated ion-plasma interaction must be
approximated by an effective two-particle interaction U rð Þ. This effective interaction U may
be modeled by a spherically symmetric Debye-like screened interaction uD rð Þ ¼ e�r=λ=r with
a screening length λ, given, e.g., by the Debye screening length λD (see, e.g., [16]), in case of
low ion velocities and an effective velocity-dependent screening length λ við Þ for larger ion
velocities vi (see [53–55]). Further details on the choice of the effective interaction U rð Þ are
given in Ref. [47].

In the presence of an external magnetic field, the Lagrangian and the corresponding equations
of particle motion cannot, in general, be separated into parts describing the relative motion and
the motion of the center of mass (cm) [8]. However, in the case of heavy ions, i.e., M≫m, the
equations of motion can be simplified by treating the cm velocity vcm as constant and equal to
the ion velocity vi, i.e., vcm ¼ vi ¼ const. Then, introducing the velocity correction through
relations δv tð Þ ¼ ve tð Þ � ve0 tð Þ ¼ v tð Þ � v0 tð Þ, where v tð Þ ¼ r tð Þ ¼ ve tð Þ � vi is the relative
electron-ion velocity ve0 tð Þ and v0 tð Þ ¼ _r0 tð Þ ¼ ve0 tð Þ � vi are the unperturbed electron and
relative velocities, respectively, the equation of relative motion turns into

r0 tð Þ ¼ R0 þ vrtþ a u sin ωctð Þ � b� u½ � cos ωctð Þ½ �, (1)

δ _v tð Þ þ ωc δv tð Þ � b½ � ¼ �Z=e2

m
f r tð Þ½ �: (2)

Here, �Z=e2f r tð Þ½ � f ¼ �∂U=∂rð Þ is the force exerted by the ion on the electron, ωc ¼ eB=m is the
electron cyclotron frequency, and δv tð Þ ! 0 at t ! �∞. In Eq. (1) u ¼ cosφ; sinφð Þ is the unit
vector perpendicular to the magnetic field; the angle φ is the initial phase of the electron’s
helical motion; vr ¼ ve∥b� vi is the relative velocity of the guiding center of the electrons,
where ve∥ and ve⊥ (with ve⊥ ≤ 0) are the unperturbed components of the electron velocity
parallel and perpendicular to b, respectively; and a ¼ ve⊥=ωc is the cyclotron radius. In
Eq. (1), the quantities u and R0 are defined by the initial conditions. In Eq. (2) r tð Þ ¼ re tð Þ � vit
is the ion-electron relative coordinate.

2.2. The perturbative treatment

We seek an approximate solution of Eq. (2) in which the interaction force between the ion
and electron is considered as a perturbation. Thus, we are looking for a solution of Eq. (2) for
the variables r and v in a perturbative manner r ¼ r0 þ r1 þ…, v ¼ v0 þ v1 þ⋯, where
r0 tð Þ, v0 tð Þ are the unperturbed ion-electron relative coordinate and velocity, respectively,
and rn tð Þ, vn tð Þ n ¼ 1; 2;⋯ð Þ are the nth-order perturbations of r tð Þ and v tð Þ, which are propor-
tional to Zn.
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The parameter of smallness which justifies such kind of expansion can be read off from a
dimensionless form of the equation of motion Eq. (2) by scaling lengths in units of the screen-
ing length λ, velocities in units of the initial relative velocity v0, and time in units of λ=v0. Then,
it is seen (see Ref. [47] for details) that the perturbative treatment is essentially applicable in
cases where ∣Z∣=e2=mv20λ < 1, that is, when the (initial) kinetic energy of relative motion mv20=2,
is large compared to the characteristic potential energy ∣Z∣=e2=λ in a screened Coulomb poten-
tial. Or, expressed in velocities, the initial relative velocity v0 must exceed the characteristic

velocity vd ¼ Zj j=e2=mλ
� �1=2, that is, vd here demarcates the perturbative from the non-

perturbative regime. If this condition is met not only for a single ion-electron collision but in
the average over the electron distribution, e.g., by replacing v0 with the averaged initial ion-
electron relative velocity v0h i, i.e., v0h i≳vd, we are in a regime of weak ion-target or, here, weak
ion-electron coupling, which allows the use of perturbative treatments (besides BC also, e.g.,
linear response (LR)). For nonmagnetized electrons this is discussed in much detail in Refs. [53,
54]. Even though the particle trajectories are much more intricate in the presence of an external
magnetic field, the given definitions and demarcations of coupling regimes are basically the
same for magnetized electrons. That is, the applicability of a perturbative treatment is essen-
tially related to the charge state Z of the ion and the typical range λ of the effective interaction,
but not directly on the strength B of the magnetic field. The latter may affect the critical velocity
vd only implicitly via a possible change of the effective screening length λ with B.

The equation for the first-order velocity correction is obtained from Eq. (2) replacing on the
right-hand side of the exact relative coordinate r tð Þ by r0 tð Þwith the solutions v1 tð Þ ¼ _r1 tð Þ and

r1 tð Þ ¼ Z=e2

m
�bQ∥ tð Þ þ Re b b �Q⊥ tð Þð Þ �Q⊥ tð Þ þ i b�Q⊥ tð Þ½ �½ �� �

: (3)

Here, we have introduced the following abbreviations:

Q∥ tð Þ ¼
ðt
�∞

b � f r0 τð Þ½ � t� τð Þdτ,

Q⊥ tð Þ ¼ 1
iωc

ðt
�∞

f r0 τð Þ½ � eωc t�τð Þ � 1
h i

dτ

(4)

and have assumed that all corrections vanish at t ! �∞.

2.3. Second-order stopping power

We now consider the interaction process of an individual ion with a homogeneous electron
plasma described by a velocity distribution function f veð Þ and a density ne. We assume that the
ion experiences independent binary collisions (BCs) with the electrons. The total stopping
force, F við Þ, acting on the ion is then obtained by multiplying the binary force Z=e2f r tð Þ½ � by the
element of the flux relative flux nevrd2sdt, integrating with respect to time and folding with
velocity distribution of the electrons. The impact parameter s introduced here in the electron
flux is defined by s ¼ R0⊥ ¼ R0 � nr nr � R0ð Þ and is the component of R0 perpendicular to the
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r ¼ r1 � r2 is the relative coordinate of the colliding particles. For two isolated charged
particles, this interaction is given by the Coulomb potential, i.e., UC rð Þ ¼ 1=r. In plasma
applications UC is modified by many-body effects and the related screening and turns into
an effective interaction. In general, this effective interaction, which is related to the wake
field induced by a moving ion, is non-spherically symmetric and depends also on the ion
velocity. For any BC treatment, however, this complicated ion-plasma interaction must be
approximated by an effective two-particle interaction U rð Þ. This effective interaction U may
be modeled by a spherically symmetric Debye-like screened interaction uD rð Þ ¼ e�r=λ=r with
a screening length λ, given, e.g., by the Debye screening length λD (see, e.g., [16]), in case of
low ion velocities and an effective velocity-dependent screening length λ við Þ for larger ion
velocities vi (see [53–55]). Further details on the choice of the effective interaction U rð Þ are
given in Ref. [47].

In the presence of an external magnetic field, the Lagrangian and the corresponding equations
of particle motion cannot, in general, be separated into parts describing the relative motion and
the motion of the center of mass (cm) [8]. However, in the case of heavy ions, i.e., M≫m, the
equations of motion can be simplified by treating the cm velocity vcm as constant and equal to
the ion velocity vi, i.e., vcm ¼ vi ¼ const. Then, introducing the velocity correction through
relations δv tð Þ ¼ ve tð Þ � ve0 tð Þ ¼ v tð Þ � v0 tð Þ, where v tð Þ ¼ r tð Þ ¼ ve tð Þ � vi is the relative
electron-ion velocity ve0 tð Þ and v0 tð Þ ¼ _r0 tð Þ ¼ ve0 tð Þ � vi are the unperturbed electron and
relative velocities, respectively, the equation of relative motion turns into

r0 tð Þ ¼ R0 þ vrtþ a u sin ωctð Þ � b� u½ � cos ωctð Þ½ �, (1)

δ _v tð Þ þ ωc δv tð Þ � b½ � ¼ �Z=e2

m
f r tð Þ½ �: (2)

Here, �Z=e2f r tð Þ½ � f ¼ �∂U=∂rð Þ is the force exerted by the ion on the electron, ωc ¼ eB=m is the
electron cyclotron frequency, and δv tð Þ ! 0 at t ! �∞. In Eq. (1) u ¼ cosφ; sinφð Þ is the unit
vector perpendicular to the magnetic field; the angle φ is the initial phase of the electron’s
helical motion; vr ¼ ve∥b� vi is the relative velocity of the guiding center of the electrons,
where ve∥ and ve⊥ (with ve⊥ ≤ 0) are the unperturbed components of the electron velocity
parallel and perpendicular to b, respectively; and a ¼ ve⊥=ωc is the cyclotron radius. In
Eq. (1), the quantities u and R0 are defined by the initial conditions. In Eq. (2) r tð Þ ¼ re tð Þ � vit
is the ion-electron relative coordinate.

2.2. The perturbative treatment

We seek an approximate solution of Eq. (2) in which the interaction force between the ion
and electron is considered as a perturbation. Thus, we are looking for a solution of Eq. (2) for
the variables r and v in a perturbative manner r ¼ r0 þ r1 þ…, v ¼ v0 þ v1 þ⋯, where
r0 tð Þ, v0 tð Þ are the unperturbed ion-electron relative coordinate and velocity, respectively,
and rn tð Þ, vn tð Þ n ¼ 1; 2;⋯ð Þ are the nth-order perturbations of r tð Þ and v tð Þ, which are propor-
tional to Zn.
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The parameter of smallness which justifies such kind of expansion can be read off from a
dimensionless form of the equation of motion Eq. (2) by scaling lengths in units of the screen-
ing length λ, velocities in units of the initial relative velocity v0, and time in units of λ=v0. Then,
it is seen (see Ref. [47] for details) that the perturbative treatment is essentially applicable in
cases where ∣Z∣=e2=mv20λ < 1, that is, when the (initial) kinetic energy of relative motion mv20=2,
is large compared to the characteristic potential energy ∣Z∣=e2=λ in a screened Coulomb poten-
tial. Or, expressed in velocities, the initial relative velocity v0 must exceed the characteristic

velocity vd ¼ Zj j=e2=mλ
� �1=2, that is, vd here demarcates the perturbative from the non-

perturbative regime. If this condition is met not only for a single ion-electron collision but in
the average over the electron distribution, e.g., by replacing v0 with the averaged initial ion-
electron relative velocity v0h i, i.e., v0h i≳vd, we are in a regime of weak ion-target or, here, weak
ion-electron coupling, which allows the use of perturbative treatments (besides BC also, e.g.,
linear response (LR)). For nonmagnetized electrons this is discussed in much detail in Refs. [53,
54]. Even though the particle trajectories are much more intricate in the presence of an external
magnetic field, the given definitions and demarcations of coupling regimes are basically the
same for magnetized electrons. That is, the applicability of a perturbative treatment is essen-
tially related to the charge state Z of the ion and the typical range λ of the effective interaction,
but not directly on the strength B of the magnetic field. The latter may affect the critical velocity
vd only implicitly via a possible change of the effective screening length λ with B.

The equation for the first-order velocity correction is obtained from Eq. (2) replacing on the
right-hand side of the exact relative coordinate r tð Þ by r0 tð Þwith the solutions v1 tð Þ ¼ _r1 tð Þ and

r1 tð Þ ¼ Z=e2
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�bQ∥ tð Þ þ Re b b �Q⊥ tð Þð Þ �Q⊥ tð Þ þ i b�Q⊥ tð Þ½ �½ �� �

: (3)

Here, we have introduced the following abbreviations:

Q∥ tð Þ ¼
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�∞

b � f r0 τð Þ½ � t� τð Þdτ,

Q⊥ tð Þ ¼ 1
iωc

ðt
�∞

f r0 τð Þ½ � eωc t�τð Þ � 1
h i

dτ

(4)

and have assumed that all corrections vanish at t ! �∞.

2.3. Second-order stopping power

We now consider the interaction process of an individual ion with a homogeneous electron
plasma described by a velocity distribution function f veð Þ and a density ne. We assume that the
ion experiences independent binary collisions (BCs) with the electrons. The total stopping
force, F við Þ, acting on the ion is then obtained by multiplying the binary force Z=e2f r tð Þ½ � by the
element of the flux relative flux nevrd2sdt, integrating with respect to time and folding with
velocity distribution of the electrons. The impact parameter s introduced here in the electron
flux is defined by s ¼ R0⊥ ¼ R0 � nr nr � R0ð Þ and is the component of R0 perpendicular to the
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relative velocity vector vr with nr ¼ vr=vr. As can be inferred from Eq. (1), s represents the
distance of the closest approach between the ion and the guiding center of the electron’s helical
motion.

The resulting stopping power, S við Þ ¼ � vi
vi
� F við Þ, then reads

S við Þ ¼ �Ze2ne
vi

ð
dvef veð Þvr

ð
d2s
ð∞
�∞

vi � f r tð Þ½ �dt, (5)

which is an exact relation for uncorrelated BCs of the ion with electrons. We evaluate this
expression within a systematic perturbative treatment (see Ref. [47] for more details). First, we
introduce the two-particle interaction potential U rð Þ, and the binary force f rð Þ is written using
Fourier transformation in space. Furthermore, the factor eik�r tð Þ in the Fourier transformed
binary force is expanded in a perturbative manner as eik�r tð Þ ≃ eik�r0 tð Þ 1þ i k � r1 tð Þð Þ½ �, where
r0 tð Þ and r1 tð Þ are the unperturbed and the first-order corrected relative coordinates (Eqs. (1)
and (3)), respectively. Next, we consider only the second-order binary force f2 and the
corresponding stopping force F2 with respect to the binary interaction since the averaged
first-order force F1 (related to f1) vanishes due to symmetry reasons [8, 24, 44, 45, 47]. Within
the second-order perturbative treatment, the stopping power can be represented as

S við Þ ¼ �Z=e2ne
vi

ð
dvef veð Þvr

ð
d2s
ð
dkU kð Þ k � við Þ

ð∞
�∞

k � r1 tð Þ½ �eik�r0 tð Þdt: (6)

From Eq. (6) it is seen that the second-order stopping power is proportional to Z2. Inserting
now Eqs. (1) and (3) into Eq. (6), assuming an axially symmetric velocity distribution
f veð Þ ¼ f ve∥; ve⊥

� �
, and performing the s integration, we then obtain

S ¼ � 2πð Þ4Z2=e4ne
mvi

ð∞
�∞

dve∥

ð∞
0
f ve∥; ve⊥
� �

ve⊥dve⊥

� Ð dk U kð Þj j2 k � við Þ
ð∞
0

k2∥ þ k2⊥
sin ωctð Þ

ωct

� �

� J0 2k⊥a sin
ωct
2

� �
sin k � vrtð Þdtd,

(7)

where Jn is the Bessel function of the nth order; k∥ ¼ k � bð Þ and k⊥ are the components of k
parallel and transverse to b, respectively; and ve∥ and ve⊥ are the electron velocity components
parallel and transverse to b, respectively. This general expression (7) for the stopping power of
an individual ion has been derived within second-order perturbation theory but without any
restriction on the strength of the magnetic field B.

2.4. The SP for a regularized and screened coulomb potential

For an electron plasma with an isotropic Maxwell distribution, the velocity distribution rele-
vant for the averaging in Eq. (7) is given by
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f veð Þ ¼ 1

2πð Þ3=2v3th
e�v2e =2v

2
th , (8)

where the thermal velocity vth is related to the electron temperature by v2th ¼ T=m (here, the
temperature is measured in energy units). Inserting Eq. (8) into expression (7) and assuming
now a spherically symmetric potential U ¼ U kð Þ yields after performing the velocity integra-
tions (see Ref. [56]), the stopping power

S við Þ ¼ 8Z2=e4ne
mωcvi

2πð Þ4
4

ð∞
0
dk∥

ð∞
0
U2 kð Þk⊥dk⊥

ð∞
0
e�

t2
2 k

2
∥a

2
e�k2⊥a

2ð1� cos t k2∥ þ k2⊥
sin t
t

� �
tdt

� k⊥ai⊥ cos k∥ai∥t
� �

J1 k⊥ai⊥tð Þ þ k∥ai∥ sin k∥ai∥t
� �

J0 k⊥ai⊥tð Þ� �
:

(9)

Here, we have introduced the thermal cyclotron radius of the electrons a ¼ vth=ωc, and
ai⊥ ¼ vi⊥=ωc, ai∥ ¼ vi∥=ωc, where vi⊥ and vi∥ are the ion velocity components transverse and
parallel to b, respectively. For the Coulomb interaction U kð Þ ¼ UC kð Þ, the full two-dimensional
integration over the s-space results in a logarithmic divergence of the k integration in Eqs. (7)
and (9). To cure this, cutoff parameters kmin and kmax must be introduced (see, e.g., Refs. [8, 24,
47] for details). These cutoffs are related to the screening of the interaction in a plasma target
and the incorrect treatment of hard collisions in a classical perturbative approach. As an
alternative implementation of this standard cutoff procedure, we here employ the regularized
screened interaction U rð Þ ¼ UR rð Þ ¼ 1� e�r=λ

� �
e�r=λ=r with the Fourier transform

UR kð Þ ¼ 2

2πð Þ2
1

k2 þ λ�2 �
1

k2 þ d�2

� �
, (10)

where d�1 ¼ λ�1 þ ƛ�1: UR represents a Debye-like screened interaction UD (see Section 2.1)
which is additionally regularized at the origin [51, 52] and thus removes the problems related
to the Coulomb singularity in a classical picture and prevents particles (for Z > 0) from falling
into the center of the potential. The parameter λ related to this regularization is here consid-
ered as a given constant or as a function of the classical collision diameter [47].

Substituting the interaction potential (10) into Eq. (9) and performing the k∥ integration, we
arrive, after lengthy but straightforward calculations, at

S við Þ ¼ 4
ffiffiffiffi
π

p
Z2=e4ne

mv2th
v
ð∞
0

dt
t

ð1
0
dζ exp �v2ζ2P t; ζð Þ� �

Φ Ψ t; ζð Þ½ �

� P1 t; ζð Þ þ sin αtð Þ
αt

P2ðt; ζÞ
� �

ζ2 1� ζ2
� �
G t; ζð Þ ,

(11)

where P t; ζð Þ ¼ cos 2ϑþ sin 2ϑ=G t; ζð Þ and
P1 t; ζð Þ ¼ 2 cos 2ϑþ P t; ζð Þ 1� 2v2ζ2 cos 2ϑ

� �
, (12)

P2 t; ζð Þ ¼ 2
G t; ζð Þ

sin 2ϑ
G t; ζð Þ þ P t; ζð Þ 1� v2ζ2 sin 2ϑ

G t; ζð Þ
� �� �

: (13)
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relative velocity vector vr with nr ¼ vr=vr. As can be inferred from Eq. (1), s represents the
distance of the closest approach between the ion and the guiding center of the electron’s helical
motion.

The resulting stopping power, S við Þ ¼ � vi
vi
� F við Þ, then reads

S við Þ ¼ �Ze2ne
vi

ð
dvef veð Þvr

ð
d2s
ð∞
�∞

vi � f r tð Þ½ �dt, (5)

which is an exact relation for uncorrelated BCs of the ion with electrons. We evaluate this
expression within a systematic perturbative treatment (see Ref. [47] for more details). First, we
introduce the two-particle interaction potential U rð Þ, and the binary force f rð Þ is written using
Fourier transformation in space. Furthermore, the factor eik�r tð Þ in the Fourier transformed
binary force is expanded in a perturbative manner as eik�r tð Þ ≃ eik�r0 tð Þ 1þ i k � r1 tð Þð Þ½ �, where
r0 tð Þ and r1 tð Þ are the unperturbed and the first-order corrected relative coordinates (Eqs. (1)
and (3)), respectively. Next, we consider only the second-order binary force f2 and the
corresponding stopping force F2 with respect to the binary interaction since the averaged
first-order force F1 (related to f1) vanishes due to symmetry reasons [8, 24, 44, 45, 47]. Within
the second-order perturbative treatment, the stopping power can be represented as
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From Eq. (6) it is seen that the second-order stopping power is proportional to Z2. Inserting
now Eqs. (1) and (3) into Eq. (6), assuming an axially symmetric velocity distribution
f veð Þ ¼ f ve∥; ve⊥
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, and performing the s integration, we then obtain
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ωct
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ωct
2

� �
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(7)

where Jn is the Bessel function of the nth order; k∥ ¼ k � bð Þ and k⊥ are the components of k
parallel and transverse to b, respectively; and ve∥ and ve⊥ are the electron velocity components
parallel and transverse to b, respectively. This general expression (7) for the stopping power of
an individual ion has been derived within second-order perturbation theory but without any
restriction on the strength of the magnetic field B.

2.4. The SP for a regularized and screened coulomb potential

For an electron plasma with an isotropic Maxwell distribution, the velocity distribution rele-
vant for the averaging in Eq. (7) is given by
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f veð Þ ¼ 1
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th , (8)

where the thermal velocity vth is related to the electron temperature by v2th ¼ T=m (here, the
temperature is measured in energy units). Inserting Eq. (8) into expression (7) and assuming
now a spherically symmetric potential U ¼ U kð Þ yields after performing the velocity integra-
tions (see Ref. [56]), the stopping power
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Here, we have introduced the thermal cyclotron radius of the electrons a ¼ vth=ωc, and
ai⊥ ¼ vi⊥=ωc, ai∥ ¼ vi∥=ωc, where vi⊥ and vi∥ are the ion velocity components transverse and
parallel to b, respectively. For the Coulomb interaction U kð Þ ¼ UC kð Þ, the full two-dimensional
integration over the s-space results in a logarithmic divergence of the k integration in Eqs. (7)
and (9). To cure this, cutoff parameters kmin and kmax must be introduced (see, e.g., Refs. [8, 24,
47] for details). These cutoffs are related to the screening of the interaction in a plasma target
and the incorrect treatment of hard collisions in a classical perturbative approach. As an
alternative implementation of this standard cutoff procedure, we here employ the regularized
screened interaction U rð Þ ¼ UR rð Þ ¼ 1� e�r=λ

� �
e�r=λ=r with the Fourier transform
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1
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� �
, (10)

where d�1 ¼ λ�1 þ ƛ�1: UR represents a Debye-like screened interaction UD (see Section 2.1)
which is additionally regularized at the origin [51, 52] and thus removes the problems related
to the Coulomb singularity in a classical picture and prevents particles (for Z > 0) from falling
into the center of the potential. The parameter λ related to this regularization is here consid-
ered as a given constant or as a function of the classical collision diameter [47].

Substituting the interaction potential (10) into Eq. (9) and performing the k∥ integration, we
arrive, after lengthy but straightforward calculations, at
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ffiffiffiffi
π

p
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mv2th
v
ð∞
0

dt
t

ð1
0
dζ exp �v2ζ2P t; ζð Þ� �

Φ Ψ t; ζð Þ½ �

� P1 t; ζð Þ þ sin αtð Þ
αt
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where P t; ζð Þ ¼ cos 2ϑþ sin 2ϑ=G t; ζð Þ and
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� �
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G t; ζð Þ

sin 2ϑ
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� �� �

: (13)
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Here, we have introduced the dimensionless quantities v ¼ vi=
ffiffiffi
2

p
vth, α ¼ ωcλ=vth. ϑ is the angle

between b and vi, Ψ t; ζð Þ ¼ t2=2
� �

1� ζ2
� �

=ζ2, G t; ζð Þ ¼ Θ tð Þζ2 þ 1� ζ2, Θ tð Þ ¼ 2
αt sin

αt
2

� �2, and

Φ zð Þ ¼ e�z þ e�ϰ2z � 2
ϰ2 � 1

1
z

e�z � e�ϰ2z
� �

, (14)

where ϰ ¼ λ=d ¼ 1þ λ=ƛ.

Eq. (11) for the SP is the main result of the outlined BC treatment which will now be evaluated
in the next sections.

3. Comparison with previous approaches

Previous theoretical expressions for the stopping power which have been extensively
discussed by the plasma physics community (see, e.g., Refs. [3, 8] for reviews) basically
concern the two limiting cases of vanishing and infinitely strong magnetic fields. We therefore
investigate the present approach for these two cases, first for arbitrary interactions U kð Þ and
electron distributions f veð Þ as given by Eq. (7) and later for the more specific situation of the
regularized interaction (10) and the velocity distribution (8) as given by Eq. (11).

3.1. General SP Eq. (7) at vanishing and infinitely strong magnetic fields

At vanishing magnetic field B ! 0ð Þ, sin ωctð Þ= ωctð Þ ! 1 and the argument of the Bessel
function in Eq. (7) should be replaced by k⊥ve⊥t. Then, denoting the second-order SP at
vanishing magnetic field as S0 and assuming spherically symmetric potential with U ¼ U kð Þ,
one obtains

S0 við Þ ¼ 4 2πð Þ2Z2=e4ne
mv2i

U
ðvi
0
f veð Þv2e dve, (15)

where U is the generalized Coulomb logarithm:

U ¼ 2πð Þ4
4

ð∞
0
U2 kð Þk3dk: (16)

Employing the regularized and screened potential U kð Þ given by Eq. (10), the generalized
Coulomb logarithm is U ¼ UR ¼ Λ ϰð Þ (see also Refs. [8, 24, 44, 45]), where

Λ ϰð Þ ¼ ϰ2 þ 1
ϰ2 � 1

lnϰ� 1: (17)

Taking the bare Coulomb interaction with U kð Þ ¼ UC kð Þ � 1=k2, Eq. (16) diverges logarithmi-
cally at k ! 0 and k ! ∞, and two cutoffs kmin ¼ 1=rmax and kmax ¼ 1=rmin must be introduced

Plasma Science and Technology - Basic Fundamentals and Modern Applications74

as discussed in Section 2.4. In this case the generalized Coulomb logarithm takes the standard
form U ¼ UC ¼ ln kmax=kminð Þ ¼ ln rmax=rminð Þ.
The asymptotic expression of Eq. (15) at high ion velocities can be easily derived using the
normalization of the distribution function which results in

S0 við Þ≃ 4πZ2=e4ne
mv2i

U : (18)

At an infinitely strong magnetic field B ! ∞ð Þ, the term in Eq. (7) proportional to k2⊥ and the
argument of the Bessel function vanish since the cyclotron radius a ! 0. In this limit, denoting
the SP as S∞ við Þ and assuming a spherically symmetric interaction potential, we arrive at

S∞ við Þ ¼ 2πZ2=e4ne
m

Uvi sin 2ϑ
ð
1
v5

vi∥ve∥ � 2v2e∥ þ v2i
� �

f e veð Þdve: (19)

The corresponding high-velocity asymptotic expression is given by

S∞ við Þ ¼ 2πZ2=e4ne
mv2i

U sin 2ϑ: (20)

Eqs. (15) and (19) and their asymptotic expressions for high velocities in Eqs. (18) and (20),
respectively, agree with the results derived by Derbenev and Skrinsky in Ref. [57] in case of the
Coulomb interaction potential, i.e., with U ¼ UC. Using instead a regularized interaction
potential and thus the Coulomb logarithm, UR allows closed analytic expressions and converg-
ing integrals and avoids any introduction of lower and upper cutoffs “by hand” in order to
restrict the domains of integration. Moreover, employing the bare Coulomb interaction may, as
pointed out by Parkhomchuk [58], result in asymptotic expressions which essentially different
from Eqs. (19) and (20), which is related to the divergent nature of the bare Coulomb interac-
tion (see Ref. [47]).

3.2. Some limiting cases of Eq. (11)

Next, we discuss some asymptotic regimes of the SP (Eq. (11)) where the regularized interac-
tion (Eq. (10)) and the isotropic velocity distribution (Eq. (8)) have been assumed. In the high-
velocity limit where vi > ωcλ; vthð Þ, only small t contributes to the SP (Eq. (11)) due to the short
time response of the electrons to the moving fast ion. In this limit we have sin αtð Þ=αt ! 1. The
remaining t integration can be performed explicitly. This integral is given by [47].

ð∞
0

dt
t
Φ Ψ t; ζð Þ½ � � Λ ϰð Þ: (21)

Here, the function Φ zð Þ is determined by Eq. (14), and Λ ϰð Þ is the generalized Coulomb
logarithm (Eq. (17)). The remaining expressions do not depend on the magnetic field, i.e., ωc,
as a natural consequence of the short time response of the magnetized electrons. In fact,
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cally at k ! 0 and k ! ∞, and two cutoffs kmin ¼ 1=rmax and kmax ¼ 1=rmin must be introduced
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respectively, agree with the results derived by Derbenev and Skrinsky in Ref. [57] in case of the
Coulomb interaction potential, i.e., with U ¼ UC. Using instead a regularized interaction
potential and thus the Coulomb logarithm, UR allows closed analytic expressions and converg-
ing integrals and avoids any introduction of lower and upper cutoffs “by hand” in order to
restrict the domains of integration. Moreover, employing the bare Coulomb interaction may, as
pointed out by Parkhomchuk [58], result in asymptotic expressions which essentially different
from Eqs. (19) and (20), which is related to the divergent nature of the bare Coulomb interac-
tion (see Ref. [47]).

3.2. Some limiting cases of Eq. (11)

Next, we discuss some asymptotic regimes of the SP (Eq. (11)) where the regularized interac-
tion (Eq. (10)) and the isotropic velocity distribution (Eq. (8)) have been assumed. In the high-
velocity limit where vi > ωcλ; vthð Þ, only small t contributes to the SP (Eq. (11)) due to the short
time response of the electrons to the moving fast ion. In this limit we have sin αtð Þ=αt ! 1. The
remaining t integration can be performed explicitly. This integral is given by [47].
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Here, the function Φ zð Þ is determined by Eq. (14), and Λ ϰð Þ is the generalized Coulomb
logarithm (Eq. (17)). The remaining expressions do not depend on the magnetic field, i.e., ωc,
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sin αtð Þ=αt ! 1 and G t; ζð Þ ! 1 and the related t integration (Eq. (21)) are also valid for
vanishing magnetic field α ! 0. Integration by parts turns Eq. (11) into

S0 ¼ 4πZ2=e4ne
mv2i

Λ ϰð Þ erf vð Þ � 2ffiffiffiffi
π

p ve�v2
� �

, (22)

where erf zð Þ is the error function and v ¼ vi=
ffiffiffi
2

p
vth is again the scaled ion velocity. The SP

(Eq. (22)) is isotropic with respect to the ion velocity vi and represents the two limiting cases of
high velocities at arbitrary magnetic field and arbitrary velocities at vanishing field. Of course,
expression (22) can be also obtained by performing the remaining integration in the
nonmagnetized SP (Eq. (15)) using the isotropic velocity distribution (Eq. (8)) and U ¼ Λ ϰð Þ.
A further increase of the ion velocity finally yields

S0 ≃
4πZ2=e4ne

mv2i
Λ ϰð Þ, (23)

which completely agrees with the asymptotic expression (18) in case of U ¼ Λ ϰð Þ. Inspecting
Eq. (23) shows that the SP does not depend explicitly on the electron temperature T at
sufficiently high velocities, while T may still be involved in the generalized Coulomb loga-
rithm Λ ϰð Þ.
At B ! 0 and small velocities vi < vthð Þ, the SP (Eq. (22)) becomes

S0 ≃
4π

ffiffiffiffiffiffi
2π

p
Z2=e4ne

3mv3th
viΛ ϰð Þ: (24)

Now, we consider the situation when the magnetic field is very strong and the electron
cyclotron radius is the smallest length scale, ωcλ≫ vi; vthð Þ, and the SP is only weakly sensitive
to the transverse electron velocities and, hence, is affected only by their longitudinal velocity
spread. In this limit sin αtð Þ=αt ! 0 and G t; ζð Þ ! 1� ζ2 are obtained from Eq. (11) after
straightforward calculations:

S∞ ¼ 4π
ffiffiffiffi
π

p
Z2=e4ne

mv2th
vΛ ϰð Þ

ð1
0
e�v2ζ2P ζð Þζ2dζ 2 cos 2ϑþ P ζð Þ 1� 2v2ζ2 cos 2ϑ

� �� �
, (25)

where P ζð Þ ¼ cos 2ϑþ sin 2ϑ= 1� ζ2
� �

.

After changing the variable ζ in Eq. (25) to x ¼ ζ P ζð Þ½ �1=2 and some subsequent rearrangement,
Eq. (25) can be expressed alternatively as

S∞ ¼ 2
ffiffiffiffi
π

p
Z2=e4ne

mv2th
vΛ ϰð Þ sin 2ϑ

ð∞
�∞

e�v2x2x2dx
1þ x2 � 2x cosϑ

Þ3=2: (26)

Up to the definition of the Coulomb logarithm (i.e., U ¼ Λ ϰð Þ versus U ¼ UC), the expressions
are identical to those obtained by Pestrikov [59].
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In particular, at ϑ ¼ 0 and ϑ ¼ π=2 (i.e., when ion moves parallel or transverse to the magnetic
field, respectively), Eq. (25) (or Eq. (26)) yields

S∞ ¼ 4
ffiffiffiffi
π

p
Z2=e4ne

mv2th
Λ ϰð Þve�v2 , (27)

S∞ ¼ 2
ffiffiffiffi
π

p
Z2=e4ne

mv2th
Λ ϰð Þve�v2=2 1þ v2

� �
K0

v2

2

� �
� v2K1

v2

2

� �� �
: (28)

respectively, where Kn zð Þ (with n ¼ 0, 1) is the modified Bessel function. It is also constructive
to obtain the angular averaged stopping power. From Eq. (25) one finds

S∞ vð Þ ¼ 1
2

ðπ
0
S∞ v;ϑð Þ sinϑdϑ ¼ 4πZ2=e4ne

3mv2i
Λ ϰð Þ erf vð Þ þ 2ffiffiffiffi

π
p v v2E1 v2

� �� e�v2
h i� �

, (29)

where E1 zð Þ is the exponential integral function.
In the high-velocity limit with ωcλ≫ vi ≫ vth, the SP (Eq. (25)) becomes

S∞ ≃
2πZ2=e4ne

mv2i
Λ ϰð Þ sin 2ϑ erf vð Þ � 2ffiffiffiffi

π
p ve�v2

� �
þ 4ffiffiffiffi

π
p v3e�v2 cos 2ϑ

� �
: (30)

With further increase of the ion velocity, we can then neglect the exponential term in Eq. (30),
while erf vð Þ ! 1 yields the asymptotic expression (Eq. (20)) (for U ¼ Λ ϰð Þ).
The SP given by Eq. (30) (or Eq. (20) with U ¼ Λ ϰð Þ) decays as the corresponding SP
(Eq. (23)) like � v�2

i with the ion velocity. But here, the parallel SP (Eq. (27)) vanishes
exponentially at ϑ ¼ 0 which is a consequence of the presence of a strong magnetic field,
where the electrons move parallel to the magnetic field. If the ion moves also parallel to the
field (i.e., ϑ ¼ 0), the averaged stopping force must vanish within the BC treatment for
symmetry reasons.

Finally, we also investigate the case of small velocities at strong magnetic fields. Considering a
small ion velocity v≪ 1ð Þ in Eq. (25), we arrive at

S∞ ¼ 4πZ2=e4ne
mv2th

Λ ϰð Þv sin 2ϑ ln
2

v sinϑ

� �
� γ

2
� 1

� �
þ cos 2ϑ

� �
, (31)

where γ≃ 0:5772 is Euler’s constant. Now, it is seen that the SP, S∞, leads at low ion velocities
v≪ 1 and for a nonzero ϑ to a term which behaves as � v ln 1=vð Þ. Thus, the corresponding
friction coefficient diverges logarithmically at small v. This is a quite unexpected behavior
compared to the well-known linear velocity dependence without magnetic field (see asymp-
totic expressions above). Finally, at ϑ ¼ 0 the logarithmic term vanishes and the SP behaves as
S∞ � v.

Stopping Power of Ions in a Magnetized Plasma: Binary Collision Formulation
http://dx.doi.org/10.5772/intechopen.77213

77



sin αtð Þ=αt ! 1 and G t; ζð Þ ! 1 and the related t integration (Eq. (21)) are also valid for
vanishing magnetic field α ! 0. Integration by parts turns Eq. (11) into

S0 ¼ 4πZ2=e4ne
mv2i

Λ ϰð Þ erf vð Þ � 2ffiffiffiffi
π

p ve�v2
� �

, (22)

where erf zð Þ is the error function and v ¼ vi=
ffiffiffi
2

p
vth is again the scaled ion velocity. The SP

(Eq. (22)) is isotropic with respect to the ion velocity vi and represents the two limiting cases of
high velocities at arbitrary magnetic field and arbitrary velocities at vanishing field. Of course,
expression (22) can be also obtained by performing the remaining integration in the
nonmagnetized SP (Eq. (15)) using the isotropic velocity distribution (Eq. (8)) and U ¼ Λ ϰð Þ.
A further increase of the ion velocity finally yields

S0 ≃
4πZ2=e4ne

mv2i
Λ ϰð Þ, (23)

which completely agrees with the asymptotic expression (18) in case of U ¼ Λ ϰð Þ. Inspecting
Eq. (23) shows that the SP does not depend explicitly on the electron temperature T at
sufficiently high velocities, while T may still be involved in the generalized Coulomb loga-
rithm Λ ϰð Þ.
At B ! 0 and small velocities vi < vthð Þ, the SP (Eq. (22)) becomes

S0 ≃
4π

ffiffiffiffiffiffi
2π

p
Z2=e4ne

3mv3th
viΛ ϰð Þ: (24)

Now, we consider the situation when the magnetic field is very strong and the electron
cyclotron radius is the smallest length scale, ωcλ≫ vi; vthð Þ, and the SP is only weakly sensitive
to the transverse electron velocities and, hence, is affected only by their longitudinal velocity
spread. In this limit sin αtð Þ=αt ! 0 and G t; ζð Þ ! 1� ζ2 are obtained from Eq. (11) after
straightforward calculations:

S∞ ¼ 4π
ffiffiffiffi
π

p
Z2=e4ne

mv2th
vΛ ϰð Þ

ð1
0
e�v2ζ2P ζð Þζ2dζ 2 cos 2ϑþ P ζð Þ 1� 2v2ζ2 cos 2ϑ

� �� �
, (25)

where P ζð Þ ¼ cos 2ϑþ sin 2ϑ= 1� ζ2
� �

.

After changing the variable ζ in Eq. (25) to x ¼ ζ P ζð Þ½ �1=2 and some subsequent rearrangement,
Eq. (25) can be expressed alternatively as

S∞ ¼ 2
ffiffiffiffi
π

p
Z2=e4ne

mv2th
vΛ ϰð Þ sin 2ϑ

ð∞
�∞

e�v2x2x2dx
1þ x2 � 2x cosϑ

Þ3=2: (26)

Up to the definition of the Coulomb logarithm (i.e., U ¼ Λ ϰð Þ versus U ¼ UC), the expressions
are identical to those obtained by Pestrikov [59].

Plasma Science and Technology - Basic Fundamentals and Modern Applications76

In particular, at ϑ ¼ 0 and ϑ ¼ π=2 (i.e., when ion moves parallel or transverse to the magnetic
field, respectively), Eq. (25) (or Eq. (26)) yields

S∞ ¼ 4
ffiffiffiffi
π

p
Z2=e4ne

mv2th
Λ ϰð Þve�v2 , (27)

S∞ ¼ 2
ffiffiffiffi
π

p
Z2=e4ne

mv2th
Λ ϰð Þve�v2=2 1þ v2

� �
K0

v2

2

� �
� v2K1

v2

2

� �� �
: (28)
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With further increase of the ion velocity, we can then neglect the exponential term in Eq. (30),
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exponentially at ϑ ¼ 0 which is a consequence of the presence of a strong magnetic field,
where the electrons move parallel to the magnetic field. If the ion moves also parallel to the
field (i.e., ϑ ¼ 0), the averaged stopping force must vanish within the BC treatment for
symmetry reasons.

Finally, we also investigate the case of small velocities at strong magnetic fields. Considering a
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where γ≃ 0:5772 is Euler’s constant. Now, it is seen that the SP, S∞, leads at low ion velocities
v≪ 1 and for a nonzero ϑ to a term which behaves as � v ln 1=vð Þ. Thus, the corresponding
friction coefficient diverges logarithmically at small v. This is a quite unexpected behavior
compared to the well-known linear velocity dependence without magnetic field (see asymp-
totic expressions above). Finally, at ϑ ¼ 0 the logarithmic term vanishes and the SP behaves as
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4. Features of the SP (Eq. (11)) and comparison with CTMC simulations

In this section we study some general properties of the SP of individual ions resulting from the
BC approach by evaluating Eq. (11) numerically. We consider the effect of the magnetic field on
the SP at various temperatures of the plasma. The density ne ≃ 1016cm�3 and the temperatures
T ≃ 1eV, 10 or 100 eV of the electron plasma, are in the expected range of the envisaged
experiments on proton or alpha particles stopping in a magnetized target plasma [46] (see
corresponding Figures 1–3). As an example we choose proton projectile for our calculations. In
all examples considered below, the regularization parameter ƛ0 ¼ 10�10mm thereby meets the
condition ƛ0 ≫ b0 0ð Þ, i.e., ƛ0, and does not affect noticeably the SP (Eq. (11)) at low and medium
velocities as shown in Appendix A (see also Ref. [47] for more details).

For a BC description beyond the perturbative regime, a fully numerical treatment is required.
In the present cases of interest, such a numerical evaluation of the SP is rather intricate but can
be successfully implemented by classical trajectory Monte Carlo (CTMC) simulations [37–40].
In the CTMC method, the trajectories for the ion-electron relative motion are calculated by a
numerical integration of the equations of motion (Eq. (2)). The stopping force is then deduced
by averaging over a large number (typically 105–106) of trajectories employing a Monte Carlo

Figure 1. The SP [in keV/cm] for protons as a function of the ion velocity vi [in units of vth ] and for fixed plasma
temperature T ¼ 1eV. The theoretical stopping power (Eq. (11)) is calculated for ƛ0 ¼ 10�10m (see appendix a for details)
and for an electron plasma with ne ¼ 1016cm�3 in a magnetic field of B ¼ 0 (black), 45 T (green), 200 T (blue), 103 T (red),
104 T (green), and B ¼ ∞ (cyan). The angle ϑ between B and vi is ϑ ¼ 0 (left), ϑ ¼ π=4 (center), and ϑ ¼ π=2 (right). The
CTMC results for B ¼ ∞ case are shown by the filled circles.

Figure 2. Same as in Figure 1 but for T ¼ 10eV. The SP is given in units eV/cm.
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sampling for the related initial conditions. For a more detailed description of the method, we
refer to Refs. [8, 44, 45]. Both the analytic perturbative treatment and the non-perturbative
numerical CTMC simulations are based on the same BC picture and use the same effective
spherical screened interaction U rð Þ. The following comparison of these both approaches thus
essentially intends to check the validity and range of applicability of the perturbative approach
as it has been outlined in the preceding sections.

5. Stopping profiles and ranges

5.1. General trends

The parameter analysis initiated on Figures 1–3 at ne ¼ 1016cm�3 and T ¼ 1� 10� 100 eV is
implemented for monitoring a possible experimental vindication through a fully ionized
hydrogen plasma out of high-power laser beams available on facilities such as ELFIE (Ecole
Polytechnique) or TITAN (Lawrence Livermore) [62]. The given adequately magnetized tar-
gets (in the 20–45 T range) would then be exposed to TNSA laser-produced proton beams out
of the same facilities, in the hundred keV-MeV energy range [62].

Therefore, we are looking for the most conspicuous effect of the applied magnetized intensity
B on the proton stopping.

Fixing ne and varying T (see Figures 1–3) display an ubiquitous and increasing anisotropy

shared by the stopping profiles (SP) with increasing B and θ and angle between B
!
and initial

projectile velocity V
!
.

Moreover, that anisotropy evolves only moderately between θ ¼ π
4 and

π
2.

Another significant feature is the extension to any B 6¼ 0 of the B ¼ 0 scaling ne
T . For instance, SP at

ne ¼ 1012 cm�3 andT ¼ 1 eV, at a givenθ, is equivalent to that for ne ¼ 1014 cm�3 andT ¼ 100 eV.

As expected, B effects impact essentially the low-velocity section ( V
Vth

, Vth = target electron

thermal velocity) of the ion stopping profile. One can observe, increasing with B, a shift to the

Figure 3. Same as in Figure 1 but for T ¼ 100eV. The SP is given in units eV/cm.
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left of SP maxima, as shown in Figure 4 at B ¼ 45 tesla, for the profiles displayed in Figure 3,
with θ-averaged SP remaining close to θ ¼ π

2.

Switching now attention to corresponding ranges, down to projectile at rest Ep ¼ 0
� �

, one
witnesses on Figure 5 the counterpart of the above-noticed SP behavior.

In a low projectile velocity V
Vth

≤ 1
� �

, one gets the largest B effects and the smallest proton

ranges attributed to the highest B. The fan of B ranges then merges on a given point, located
between 10 keV and 100 keV at ne ¼ 1016cm�3, and then inverts itself with increasing B
featuring now increasing ranges. Moreover, the aperture of the fan of ranges increases steadily
with θ.

Finally, it can be observed that for θ ¼ 0, the infinite magnetized range looks rather peculiar

and reminiscent of the ion projectile gliding on B
!
∥ V

!
[8, 34].

Figure 4. Same as in Figure 3 restricted to B ¼ 45 T, featuring θ-dependent and θ-averaged SP in eV/cm.

Figure 5. Ranges, down to zero energy pertaining to SP in Figure 3.
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5.2. Specific trends

The projected experimental setup [62] could manage constant, static, and homogeneous B
values up to 45 T. So, we are let to investigate ne range limits within which significant B effects
can be observed.

Obviously, ne ¼ 1012 cm�3 is expected to show quantitatively larger B impact than 1018 cm�3.

Giving attention to proton ranges of T dependence in a low-density plasma ne ¼ 1012cm�3
� �

at

T ¼ 1 and 100 eV, respectively, (Figure 6), one witnesses the smallest ranges for V
Vth

≪ 1,

increased by four orders of magnitude between 1 and 100 eV while remaining essentially
unchanged for V

Vth
≥ 1. Turning now to ne ¼ 1018cm�3 at T ¼ 1 eV, one can see that the given

SP remains quasi-isotropic, hardly θ-dependent, except at extreme magnetization (B ¼ ∞).
Discrepancies between B = 0 and 20 T remain visible only for V

Vth
≤ 2. B ¼ ∞ does not feature

anymore the highest stopping when V
Vth

≤ 1. Also, B ¼ 103 SP exhibits a few top wigglings.

Upshifting Tat 10 eVyields back ne ¼ 1018cm�3 SPs very similar to these displayed on Figure 2
(ne ¼ 1016 cm�3, T ¼ 10 eV) Figure 7.

Corresponding proton ranges (ne ¼ 1018 cm�3, T ¼ 1 eV) are shown in Figure 8.

Experimentally, accessible and very small ranges are thus documented for V
Vth

≤ 1. Here, B ¼ 0

and 20 T data remain everywhere distinguishable.

Figure 6. Proton ranges down to the rest of the target with ne ¼ 1012 cm�3, T ¼ 1, and 100 eV at θ ¼ π
2.

Figure 7. Same as in Figure 1 for ne ¼ 1018 cm�3 and T ¼ 1 eV with θ ¼ 0, π4, and
π
2.
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5.3. Very-low-velocity proton slowing down

Up to now we limited our investigation to proton stopping by target electrons. In the very-
low-velocity regime V ≤Vthi, the target protons can also contribute significantly as evidenced
on Figure 9. This topic will be more thoroughly addressed in a separate presentation.

6. Summary

We developed and extensively used a kinetic approach based on a binary collision formulation
and suitably regularized Coulomb interaction, to numerically document for any value of the

Figure 8. Proton ranges in electron target ne ¼ 1012 cm�3 and T ¼ 1 eV with θ ¼ 0 and π
4.

Figure 9. Very-low-velocity proton slowing down on target protons at B ¼ 103T (upper straight line) contrasted to target
electron stopping (any B, lower straight lines).
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applied magnetization B, the stopping of a proton projectile in a fully ionized hydrogen
plasma target. Both ion projectile and target plasma parameters have been selected in order to
fit a planned ion-plasma interaction experiment in the presence of an applied magnetic field ~B.
It should be pointed out that we restricted the target plasma to its electron component. It
therefore remains to include the target ion contribution to proton stopping [63], thus featuring
a complete low-velocity ion slowing down.

More generally, we expect that the present investigation, experimentally geared as it is, could
help to bridge a long-standing and persisting gap between theoretical speculations and exper-
imental facts in the field of nonrelativistic ion stopping in magnetized target plasmas.
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Appendix A: Adjustment of the effective interaction

Our results (Eq. (11)) were derived by using the screened interaction UR rð Þ. As already men-
tioned, the use and the modeling of such an effective two-body interaction are a major but
indispensable approximation for a BC treatment where the full ion-target interaction is
replaced by an accumulation of isolated ion-electron collisions. The replacement of the compli-
cated real non-spherically symmetric potential, like the wake fields as shown and discussed in
Ref. [60], with a spherically symmetric one is, however, well motivated by earlier studies on a
BC treatment at vanishing magnetic field (see Refs. [53–55]). It was shown by comparison with
3D self-consistent PIC simulations that the drag force from the real nonsymmetric potential
induced by the moving ion can be well approximated by an BC treatment employing a
symmetric Debye-like potential with an effective velocity-dependent screening length λ við Þ.
In these studies also a recipe was given how to derive the explicit form of λ við Þ, which turned
out to be not too much different from a dynamic screening length of the simple form

λ við Þ ¼ λD 1þ vi=vthð Þ2
h i1=2

. Here, λD ¼ vth=ωp is the Debye screening length at vi ¼ 0, ωp is

the electron plasma frequency, and vth is a thermal velocity of electrons. Although no system-
atic studies about the use of such an effective interaction with a screening length λ við Þ have
been made for ion stopping in a magnetized electron plasma, the replacement of the real
interaction by a velocity-dependent spherical one should be a reasonable approximation also
in this case. The introduced dynamical screening length λ við Þ also implies the assumption of a
weak perturbation of the electrons by the ion and linear screening where the screening length
is independent of the ion charge Ze, which coincide with the regimes of perturbative BC (see,
e.g., Ref. [54]). Therefore, we do not consider here possible nonlinear screening effects.
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Next, we specify the parameter ƛ which is a measure of the softening of the interaction
potential at short distances. As we discussed in the preceding sections, the regularization of
the potential (Eq. (10)) guarantees the existence of the s integrations, but there remains the
problem of treating accurately hard collisions. For a perturbative treatment, the change in
relative velocity of the particles must be small compared to vr, and this condition is increas-
ingly difficult to fulfill in the regime vr ! 0. This suggests to enhance the softening of the
potential near the origin of the smaller vr. Within the present perturbative treatment, we
employ a dynamical regularization parameter ƛ við Þ [44, 45], where ƛ2 við Þ ¼ Cb20 við Þ þ ƛ20 and
b0 við Þ ¼ ∣Z∣=e2=m v2i þ v2th

� �
. Here, b0 is the averaged distance of the closest approach of two

charged particles in the absence of a magnetic field, and ƛ0 is some free parameter. In addition
we also introduced C≃ 0:292 in ƛ við Þ. In Refs. [44, 45], this parameter is deduced from the
comparison of the second-order scattering cross sections with an exact asymptotic expression
derived in Ref. [61] for the Yukawa type (i.e., with ƛ ! 0) interaction potential. As we have
shown in Refs. [44, 45] employing the dynamical parameter við Þ, the second-order cross
sections for electron-electron and electron-ion collisions excellently agree with CTMC simula-
tions at high velocities. Also, the free parameter ƛ0 is chosen such that ƛ0 ≪ b0 0ð Þ, where b0 0ð Þ is
the distance b0 við Þ at vi ¼ 0. From the definition of við Þ, it can be directly inferred that ƛ0 does
not play any role at low velocities, while it somewhat affects the size of the stopping force at
high velocities when b0 við Þ≲ ƛ0. More details on the parameter ƛ0 and its influence on the
cooling force are discussed in Ref. [47].
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Abstract

In this chapter, the characteristics of low-temperature inductively coupled plasma sources,
that is, non-equilibrium, weakly ionized and bounded plasma, are described. The phe-
nomenon of mode transition and hysteresis is one of the main physics aspects that hap-
pens in this source. Via a hybrid model, the behaviors of plasma parameters, electron
kinetics and neutral species during mode transition are presented. Still, the role of meta-
stables and multistep ionization on triggering the hysteresis is investigated. Using a fluid
model that couples the equivalent circuit module, the discontinuity of mode transition
and hysteresis are observed by tuning the matching network impedance. The work indi-
cates the mutual interaction between the plasma and the circuit excites hysteresis. Besides
these findings, the other important aspects of this phenomenon are briefly discussed. To
the author, the exploration on the precursors that trigger hysteresis is the most attractive
topic. The investigations advance the improvement of analytical theory, numerical model-
ing and experimental diagnostics of low-temperature plasma physics.

Keywords: low-temperature plasma, inductively coupled plasma, mode transition and
hysteresis, hybrid model, fluid model, equivalent circuit, multistep ionizations

1. Introduction

The inductively coupled plasma (ICP) source is one of the most important low-temperature
plasma sources that find widespread applications in many fields [1], such as plasma photonic
crystals, synthesis of nanomaterials and nanostructured materials, atomic layer processing,
agriculture and innovative food cycles, medicines, environments, plasma-assisted combustion
and chemical conversion and aerospace application (propulsion and flow control) and so on.
Driven within the domains of radio frequency electromagnetic and rather low-pressure
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(�mTorrs) ranges, the ICP sources present several advantages, such as high-plasma density,
high anisotropy in the sheath, independent control of incident flux density and energy and
simple low-cost reactor configuration (unwanted for the static magnetic devices) over some
other plasma sources, such as capacitively coupled plasma and electron cyclotron resonance
reactor [2]. As compared to the atmospheric discharges, this sort of low-pressure radio fre-
quency plasma sources are known for their non-equilibrium properties, that is, Te ≫Ti > Tn,
where Te, Ti and Tn are temperatures of electrons, ions and neutrals, respectively [3], due to the
low-temperature peculiarity of this type of plasma source. Another essential feature is its weak
ionization degree that ensures the abundance of collisions and reactions between charged
species and neutrals, which is quite different with the high-temperature fully ionized plasmas
where only the Coulomb interactions between charged species are important [4]. Of great
importance is the diversity in the mutual interactions among charged and neutral species,
which are classified into elastic and inelastic collisions with respect to the principle of kinetic
energy balance. Regarding species specialty and colliding outcomes, the inelastic collisions can
be described as type (1) ionization, dissociation, electronic, rotational, vibrational excitation,
attachment, detachment and de–excitation, which mainly occur between electrons and neu-
trals; type (2) recombination, associations, charge exchange, excitation transfer and penning
ionizations, which mainly happen among heavy species (meant to all species except for
electrons); and type (3) the spontaneous radiation from excited state species (without a trigger)
[5]. The elastic scattering to some extent determines plasma transport process and hence
spatial characteristics of plasma via the parameter of momentum transfer collision frequency,
while the inelastic collisions that sustain the weakly ionized plasma mainly determine the
energy loss mechanism and give steady-state plasma components optical emission. Finally, all
low-temperature plasma sources are generated in chambers with their respective fixed config-
urations and more importantly with limit space dimension. This means that all the plasmas are
bounded plasmas, as compared with the space plasma; therefore, the sheath, produced on all
bound surfaces, forms one important constituent of low-temperature plasma physics [6]. In a
word, non-equilibrium, weak ionization and plasma bounds characterize the low-pressure
radio frequency plasma source as complicated and multi-disciplinary.

Even with the above complexity, rich and fruitful interesting physics phenomena and mecha-
nisms are already revealed in these low-pressure and radio frequency plasma sources via
present efforts. In particular, in the ICP sources, pulsed radio frequency power source [7],
standing wave effects [8], nonlinear harmonics [9], double coil discharges [10], anomalous skin
effects [11], nonlocal electron kinetics [12], mode transition and hysteresis [13] and so on are
still or have been hot research frontiers that draw attention. In this chapter, the mode transi-
tions and hysteresis topic is focused upon. This topic has been historically studied well and
continually occupies people’s attention due to its complexity of the multi-factor interactions
and potential application in achieving stable plasma sources for the processing technique. The
ICP source is famous for its capacity of operating at two different modes, that is, capacitive and
inductive modes. The capacitive mode is sustained by radial and axial electromagnetic fields,
analogous to conventional capacitively coupled plasma source that is excited by the electrostatic
field and hence is abbreviated as the E mode. The inductive mode is sustained by the azimuthal
electromagnetic field caused by coil current and is abbreviated as H mode. Remember that the
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power source applied to the coil is temporally varied in the range of radio frequency. At low-coil
power, the ICP source is maintained at E mode, where the plasma density and optical emissions
are weak, and the glow area of discharge is more localized under the coil. As we increase the coil
power, the discharge transfers abruptly or smoothly toward H mode, where the plasma density
and current are significantly increased and the optical emission is strengthened. Moreover, the
discharge is more uniform. Interestingly, at certain circumstances, when cycling the power
source, the trajectories of plasma parameters versus upward and downward powers don’t
coincide; hence, hysteresis is formed and the ICP source is therefore famous for its other feature,
that is, the existence of two stable states at one fixed power value. In labs of academia or
enterprise, the ICP sources are triggered from the E mode at the beginning and then transferred
to H mode. Most of the plasma processing techniques prefer to be conducted in the H mode due
to its better plasma properties. Therefore, understanding the E–Hmode transition and hysteresis
is very meaningful to the related industry.

This chapter is outlined as follows. In Section 2, the major achievements of the author on this
topic are presented. Three subtopics and the used methodology are discussed and described,
aimed at demonstrating to readers the characteristics of plasma parameters, electron kinetics
and neutral species during mode transition and excitation of discontinuous mode transition
and hysteresis by the external circuit. Finally, the conclusion and further remarks are given in
Section 3.

2. Theoretical and experimental investigations of mode transitions and
hysteresis: An overview

2.1. Characteristics of basic plasma parameters

In this part, the characteristics of electron parameters, density, temperature and energy distri-
bution function and plasma potential at two modes are presented via the two-dimensional
hybrid model [14]. The hybrid model consists of three parts, that is, fluid module, electron
Monte Carlo module and electromagnetic module. Species density and momentum, together
with the electrostatic field generated by net charge density (analogous to ambipolar diffusion
field), are given by the fluid module. Electron transport and collision coefficients, and the
effective electron temperature, are calculated through the Monte Carlo method and then
transferred to the fluid module. The electromagnetic module calculates the electromagnetic
field generated via the coil current and voltage through the Maxwellian’s equations, based on
the electron conductivity from the fluid module. Both the electrostatic and electromagnetic
fields are sent to the Monte Carlo module to push the electrons via Newton’s law. The
interactions of three modules are illustrated by the model flowchart in Figure 1. The three
modules are iterated with each other until a final steady state is achieved. In this chapter, a
cylindrical inductively coupled plasma reactor with planar coil is used, as shown in Figure 2.

In Figures 3 and 4, the calculated electron density and temperature profiles versus coil current
at the pressure of 20 mTorr are presented. In Figure 3, at low-coil current, 10 A, the density
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(�mTorrs) ranges, the ICP sources present several advantages, such as high-plasma density,
high anisotropy in the sheath, independent control of incident flux density and energy and
simple low-cost reactor configuration (unwanted for the static magnetic devices) over some
other plasma sources, such as capacitively coupled plasma and electron cyclotron resonance
reactor [2]. As compared to the atmospheric discharges, this sort of low-pressure radio fre-
quency plasma sources are known for their non-equilibrium properties, that is, Te ≫Ti > Tn,
where Te, Ti and Tn are temperatures of electrons, ions and neutrals, respectively [3], due to the
low-temperature peculiarity of this type of plasma source. Another essential feature is its weak
ionization degree that ensures the abundance of collisions and reactions between charged
species and neutrals, which is quite different with the high-temperature fully ionized plasmas
where only the Coulomb interactions between charged species are important [4]. Of great
importance is the diversity in the mutual interactions among charged and neutral species,
which are classified into elastic and inelastic collisions with respect to the principle of kinetic
energy balance. Regarding species specialty and colliding outcomes, the inelastic collisions can
be described as type (1) ionization, dissociation, electronic, rotational, vibrational excitation,
attachment, detachment and de–excitation, which mainly occur between electrons and neu-
trals; type (2) recombination, associations, charge exchange, excitation transfer and penning
ionizations, which mainly happen among heavy species (meant to all species except for
electrons); and type (3) the spontaneous radiation from excited state species (without a trigger)
[5]. The elastic scattering to some extent determines plasma transport process and hence
spatial characteristics of plasma via the parameter of momentum transfer collision frequency,
while the inelastic collisions that sustain the weakly ionized plasma mainly determine the
energy loss mechanism and give steady-state plasma components optical emission. Finally, all
low-temperature plasma sources are generated in chambers with their respective fixed config-
urations and more importantly with limit space dimension. This means that all the plasmas are
bounded plasmas, as compared with the space plasma; therefore, the sheath, produced on all
bound surfaces, forms one important constituent of low-temperature plasma physics [6]. In a
word, non-equilibrium, weak ionization and plasma bounds characterize the low-pressure
radio frequency plasma source as complicated and multi-disciplinary.

Even with the above complexity, rich and fruitful interesting physics phenomena and mecha-
nisms are already revealed in these low-pressure and radio frequency plasma sources via
present efforts. In particular, in the ICP sources, pulsed radio frequency power source [7],
standing wave effects [8], nonlinear harmonics [9], double coil discharges [10], anomalous skin
effects [11], nonlocal electron kinetics [12], mode transition and hysteresis [13] and so on are
still or have been hot research frontiers that draw attention. In this chapter, the mode transi-
tions and hysteresis topic is focused upon. This topic has been historically studied well and
continually occupies people’s attention due to its complexity of the multi-factor interactions
and potential application in achieving stable plasma sources for the processing technique. The
ICP source is famous for its capacity of operating at two different modes, that is, capacitive and
inductive modes. The capacitive mode is sustained by radial and axial electromagnetic fields,
analogous to conventional capacitively coupled plasma source that is excited by the electrostatic
field and hence is abbreviated as the E mode. The inductive mode is sustained by the azimuthal
electromagnetic field caused by coil current and is abbreviated as H mode. Remember that the
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power source applied to the coil is temporally varied in the range of radio frequency. At low-coil
power, the ICP source is maintained at E mode, where the plasma density and optical emissions
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source, the trajectories of plasma parameters versus upward and downward powers don’t
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enterprise, the ICP sources are triggered from the E mode at the beginning and then transferred
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to its better plasma properties. Therefore, understanding the E–Hmode transition and hysteresis
is very meaningful to the related industry.

This chapter is outlined as follows. In Section 2, the major achievements of the author on this
topic are presented. Three subtopics and the used methodology are discussed and described,
aimed at demonstrating to readers the characteristics of plasma parameters, electron kinetics
and neutral species during mode transition and excitation of discontinuous mode transition
and hysteresis by the external circuit. Finally, the conclusion and further remarks are given in
Section 3.
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hysteresis: An overview

2.1. Characteristics of basic plasma parameters

In this part, the characteristics of electron parameters, density, temperature and energy distri-
bution function and plasma potential at two modes are presented via the two-dimensional
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Monte Carlo module and electromagnetic module. Species density and momentum, together
with the electrostatic field generated by net charge density (analogous to ambipolar diffusion
field), are given by the fluid module. Electron transport and collision coefficients, and the
effective electron temperature, are calculated through the Monte Carlo method and then
transferred to the fluid module. The electromagnetic module calculates the electromagnetic
field generated via the coil current and voltage through the Maxwellian’s equations, based on
the electron conductivity from the fluid module. Both the electrostatic and electromagnetic
fields are sent to the Monte Carlo module to push the electrons via Newton’s law. The
interactions of three modules are illustrated by the model flowchart in Figure 1. The three
modules are iterated with each other until a final steady state is achieved. In this chapter, a
cylindrical inductively coupled plasma reactor with planar coil is used, as shown in Figure 2.

In Figures 3 and 4, the calculated electron density and temperature profiles versus coil current
at the pressure of 20 mTorr are presented. In Figure 3, at low-coil current, 10 A, the density
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magnitude is low and the profile is smooth. At high coil current, 40 A, the density magnitude is
high, more or less four factors higher than the 10 A case. Meanwhile, the density is peaked
under the coil, as referred to the reactor in Figure 2. The E–H mode transition happened along
with increase in the coil current. In Figure 4, at E mode, that is, 10 A, the electron temperature
is high around the plasma chamber bound but sinks at the discharge center region. This is
because the ambipolar diffusion potential barrier suppresses the electrons from entering the
sheath for heating due to the lack of elastic collisions at low pressure. As known, this is a
representative feature for the capacitive discharges [15]. At the H mode, that is, 40 A, the
temperature profile is substantially changed. It peaks under the coil and more or less decreases
toward the center, bottom and sidewall. Besides, the sink area of the temperature profile is
significantly shrunk and moves toward the coil, as compared to the E mode. The appearance of
temperature sink at different coil currents and its alteration with coil current is related to the

Figure 1. Flowchart of the hybrid model.

Figure 2. Schematic of the cylindrical inductively coupled discharge configuration.
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spatial potential distribution in Figure 5, where the potential barrier is shifted from the
discharge center to the coil with the coil current and meanwhile the area of potential barrier is
decreased.

Figure 3. Electron density ne profile versus coil current at the pressure of 20 mTorr.
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In Figure 6, the electron energy distribution functions (EEDFs) of E and H modes, sampled at
the discharge center, are compared at different pressures. At low pressure, that is, 20 mTorr, a
prominent low-energy peak is found in the EEDF of the E mode due to the suppression of

Figure 4. Electron temperature Te profile versus coil current at the pressure of 20 mTorr.
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potential barrier, and it disappears at H mode because the barrier shifts toward the coil. At
high pressures, that is, 50 and 100 mTorr, the EEDFs evolve to an opposite way, that is, low-
energy electrons’ amount of the H mode is higher than the E mode. This is because at high
pressures the suppression of the potential barrier is not important anymore due to the frequent
elastic collisions between electrons and neutrals at high electron densities. Hence in the electron

Figure 5. Plasma potential profile versus coil current at the pressure of 20 mTorr.
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temperature profile (see Figure 7), the sink region disappears. The temperature profiles of E and
H mode are representative of the capacitive and inductive discharges, and, as is well known, the
temperature value in the E mode is higher than in the H mode [16]. To demonstrate the electron
kinetics better, in Figure 8, the electron energy probability function (EEPF) variation with coil

Figure 6. Comparisons of electron energy distribution function (EEDF) of E and H modes at different pressures. The
EEDFs are sampled at the discharge center.
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current at low pressure of 20 mTorr is shown. Clearly, at the E mode, that is, with the coil current
less than and equal to 20 A, the obvious three-temperature Maxwellian distribution is observed.
The low-energy electron peak, as mentioned before, is formed by the suppression of the potential

Figure 7. Electron temperature Te profile versus coil current at the pressure of 100 mTorr.
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barrier, while the depletion of high-energy electrons tail is caused by the inelastic electron-
neutral collisions, such as excitations and ionizations. At H mode, that is, with coil current equal
to and larger than 25 A, the two-temperature Maxwellian EEDF in the elastic collision energy
range, that is, less than 11.56 eV (the excitation threshold), now disappears due to high electron
density and frequent collisions, and the high-energy electrons’ depletion via inelastic collisions
still exists because the electron density is not high enough for the e–e Coulomb collisions
thermalizing these two electron swarms [17, 18].

In a word, the hybrid model successfully captures the main characteristics of plasma parame-
ters during the mode transition, including both the macroscopic plasma properties and micro-
scopic electron kinetics, and all these predictions presented here agree well with the
experimental measurements.

2.2. Behavior of metastable neutrals

The behavior of metastable neutrals during the mode transition is investigated by the above
hybrid model, with the advanced reaction set that includes the metastables and all relevant
reactions [19]. In Figure 9, the metastable densities, sampled at the discharge center, versus
applied power at different pressures are presented. The densities at low and high pressures,
that is, 30 and 300 mTorr, both first increase and then decrease with the power, and the
decreasing trend at high pressure is more obvious. Hence, the metastables density increases
with power at E mode while decreases with power at H mode, which is different with the
electron density trend in Section 2.1. In Figure 10, the metastables density profiles at different

Figure 8. Evolution of electron energy probability (EEPF) against coil current at the pressure of 20 mTorr.
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coil currents are presented. It is shown that the peak density keeps increasing with coil current,
however, the peak location basically shifts from the discharge center at E mode toward the coil
at H mode, thus leading to the non-monotonic varying trends of metastables’ densities at the
discharge center in Figure 9. The localizing trend of metastables density to the coil with coil
current is caused by the fact that multistep ionization becomes more and more important as
the plasma density is increased, to an extent when the negative source, that is, multistep
ionization rate larger than the excitation rate, is formed. The stationary metastables continuity
equation with a negative source can be characterized as Bessel’s equation with imaginary
argument that shows spatial characteristics analogous to the localized profile. This localizing
effect is more important at high pressure due to the prevalence of multistep ionizations; hence,
the decreasing trend of metastables density with power is more obvious at high pressures.
Last, the model predicted a non-monotonic variation of metastables density during mode
transition which agrees well with the experiment [20].

Besides the exploration of metastables evolution along with mode transition, the role of meta-
stables in determining the hysteresis is still investigated through the hybrid model. The behind
mechanisms that generate hysteresis are difficultly identified since it is a process that is
interplayed by so many elements. In the literature, many papers ascribed the hysteresis to the
multistep ionizations [13, 21]. To assess this argument, in Figure 11, the influence of meta-
stables on electron density and temperature variations versus power is presented. Inclusion of
metastables and multistep ionization overall elevates electron densities and meanwhile
reduces electron temperatures against the power; however, it does not trigger hysteresis.
Besides, the metastables change the trend of electron temperature with power at the H mode.

Figure 9. Metastables densities, sampled at the discharge center, versus power at different pressures.
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The decrease of temperature with power when including metastables is caused by the fact that
ionizations consume electron kinetic energy more effectively than excitations, as revealed by a
novel electron mean energy Equation [22].

2.3. Discontinuous mode transition and hysteresis excited by matching network

The discontinuity feature of mode transition and interesting hysteresis phenomena have
attracted people’s attention for years. They are easily observed in the experiments [16, 23] and
can be analytically predicted by stationary zero-dimensional global model [24, 25]. However, it
is difficult for the self-consistent multidimensional models to capture the discontinuity and
hysteresis unless the external circuit module is taken into account. In this chapter, the conven-
tional fluid model that describes the pure inductive mode is extended by including the capac-
itive mode and advanced by introducing an equivalent circuit module [26, 27]. The diagram of
equivalent circuit is illustrated in Figure 12. It consists of radio frequency (RF) power source,
matching network that consists of parallel and series capacitors and capacitive and inductive
coupling branches. The capacitive coupling components include dielectric window capacitor,
sheath transferred capacitor and bulk plasma-transferred resistance. The inductive coupling
branch is actually based on a transformer model [13], where the coil itself and plasma-transferred
inductor and resistor are included and the relations between the coil and plasma-transferred

Figure 10. Metastables density profiles at different coil currents at the pressure of 100 mTorr.
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impedances are illustrated in the square of Figure 12. The plasma resistances in the capacitive
and inductive branches are both transferred through the Ohm’s heating mechanism but the
capacitive resistance is based on radial and axial plasma current components [3] and the induc-
tive resistance on the azimuthal current component [28].

Via the circuit module, the coil current and voltage, boundary conditions for the electromag-
netic module to calculate fields can be given through Kirchhoff’s law. More importantly, after
considering the circuit module the discontinuity of mode transition and hysteresis can be
captured by a fluid model since the mutual interacting details between the circuit and plasma,
probably nonlinear, are contained. Of more significance is that two excitation means of mode
transitions that have widely been seen in experiments, that is, by means of varying power

Figure 11. Electron densities (a) and temperatures (b) versus power at two cases, i.e., (1) no metastables and (2) with
metastables in the model.
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[16, 23] and matching network [29], can be both captured by this advanced fluid model that
couples an external circuit module.

In Figure 13, the discontinuous mode transition at a low pressure of 20 mTorr and hysteresis at
high pressure of 100 mTorr is perfectly generated by the fluid model, via the alteration of
electron density versus series capacitance of matching network. This prediction agrees well
with the experimental observations that hysteresis mostly appears at relatively high pressures
[21, 23]. Accordingly, the electron temperature just displays mode transition at low pressure,
but hysteresis at high pressure, as shown in Figure 14. The variations of electron density and
temperature with E–Hmode transition predicted by the fluid model are in agreement with the
hybrid model in Section 2.1.

Figure 12. Components of equivalent circuit module.

Figure 13. Discontinuous electron density variation versus the series capacitance of matching network at low pressure of
20 mTorr (a) and hysteresis loop of electron density against the series capacitance at high pressure of 100 mTorr.
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Interestingly, the plasma-transferred impedance evolves similarly to the plasma parameters,
that is, discontinuously jumping at low pressure and displaying hysteresis at high pressure. In
Figures 15 and 16, the plasma resistance and inductance of inductive branch and sheath width
and capacitance of capacitive branch are plotted against the series capacitance, respectively,
at the high pressure of 100 mTorr. In Figure 15, at the E–H mode transition, the plasma
resistance and inductance both increase because of high-plasma density and strong azimuthal
current density. The high-plasma inductance at the H mode weakens the system inductance
according to the formula in Figure 12, as determined by the law of electromagnetic induction.
In Figure 16, the sheath width significantly decreases with E–H mode transition due to the
scaling law [6] and the sheath transferred capacitance, inversely proportional to mean sheath
width, increases substantially. At the H–E mode transition of the hysteresis loop, the opposite
cases happen.

Figure 14. Discontinuous electron temperature variation versus the series capacitance of matching network at low
pressure of 20 mTorr (a) and hysteresis loop of electron temperature against the series capacitance at high pressure of
100 mTorr.

Figure 15. Variations of plasma-transferred resistance (a) and inductance (b) of the inductive branch of equivalent circuit
in the hysteresis loop at high pressure of 100 mTorr.
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3. Conclusion and further remarks

The low-pressure radio frequency ICP source is characterized as non-equilibrium, weakly ion-
ized and bounded plasma and finds wide applications in many fields. It holds many interesting
physical phenomena and mechanisms. One is the mode transition and hysteresis that happen at
two operating modes, that is, inductive and capacitive modes. In this chapter, the characteristics
of plasma parameters and neutrals during mode transition are presented by a hybrid model.
Moreover, the discontinuity feature of mode transition and hysteresis excited by adjusting the
matching network are predicted by a fluid model that couples an external equivalent circuit
module. Still, the role of metastables on triggering hysteresis is discussed and the interesting
hysteresis loop formed by plasma-transferred impedance is analyzed. The present chapter indi-
cates that the mutual interaction of plasma with circuit is the reason which excites the hysteresis.

Note that the mode transitions and hysteresis of ICP sources are very complicated. Besides the
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Abstract

Partial discharge (PD), a type of low-temperature plasma, indicates a discharge event that
does not bridge the electrodes of an electrical insulation system under high voltage stress.
It is common in power equipment, such as transformers, cables, gas-insulated switchgears,
and so on. The occurrence of PD could deteriorate the insulation performance of the
equipment, but, meanwhile, it is often used to diagnose the insulation status. Therefore,
it is very necessary to clarify the PD mechanism, and through modeling the PD process, a
better understanding of the phenomenon could be attained. Although PD is essentially a
gas discharge phenomenon, it possesses some distinctive features, for example, very
narrow discharge channel, short time duration, and stochastic behavior, which determine
the simulation method of PD different from that for the other types of plasmas. This
chapter seeks to propose a simulation method that could reflect the physical processes of
PD development after introducing some background knowledge about PD and analyzing
the shortcomings of existent models.

Keywords: simulation model, partial discharge, streamer, fluid equations, discharge
time lag

1. Introduction

Partial discharge (PD) is usually observed in power equipment, such as transformers, cables,
gas insulated switchgears, and so on, which indicates a gas breakdown in essence induced by a
local electric field distortion. It should be noted that it does not bridge the electrodes, differing
from the gas breakdown across conductors. The remaining component of the whole insulation
which does not suffer from PD could be oil, solid, or gas. On one hand, during the PD process,
the heat energy, the charges with high velocity and chemical-active substances are released to
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1. Introduction
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erode and change the composite of the remaining component, leading to the deterioration of
insulation performance and even the insulation failure. For example, as for high voltage power
cable, PD resulting from the insulation defects could induce degradation of the solid dielectric
due to chemical effect and physical attack by charge bombardment, and electric trees will be
present after long-term service [1]. When the solid dielectric is across by the trees, an insulation
fault takes place. On the other hand, PD parameters, such as discharge magnitude, discharge
time, and so on, are determined by the characters of the gas and the remaining insulation. In
terms of this, the PD measurement is often employed to diagnose the insulation status of
power equipment. Whether understanding the negative effect of PD on insulation or equip-
ment condition maintenance in the usage of PD measurement, it is based on the clear PD
mechanism.

In essence, PD is a gas breakdown phenomenon. Similar to the other types of low-temperature
plasmas, the temperature of electrons during a PD is much higher than that of ions, which is
equivalent to the neutral gas molecules. However, PD also shows some distinctive features.
For example, because PD always results from the local defect with a high electric field, the
discharge channel is very narrow (the radius may be 100 μm) and the duration time is very
short (several to tens of nanoseconds). During a PD sequence, once previous PD is terminated,
and the subsequent one may take place after several milliseconds or even several days [2]. This
phenomenon indicates that PD has a stochastic behavior, due to not only the effect of gas itself
but also the interaction between gas breakdown and the remaining insulation. Therefore, as for
the PD, the mere investigation of gas breakdown is meaningless. On the contrary, the interac-
tion between PD and the remaining insulation should be considered. More importantly, a large
number of PD data should be obtained to seek for its statistical characters because of its
stochastic behavior.

According to the type of the remaining insulation and electrode configuration, PD could be
divided into three categories [3]: internal discharge, surface discharge, and corona, as in
Figure 1. Internal discharge indicates a gas breakdown taking place in a cavity embedded in
solid or liquid dielectric. Generally, the former is more common. It consists of the streamer
development and the interaction between streamer and cavity walls. A surface charge usually
occurs along the solid dielectric surface due to a large tangential component of electric field,

Figure 1. Three categories of PD: (a) internal discharge, (b) surface discharge, and (c) corona.
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during which the interaction between streamer development and dielectric dominates. Corona
often takes places in the local region around a conductor, which mainly involves the streamer
development. Therefore, internal discharge could best represent PD, because it includes the
two processes. In fact, the majority of PD simulations are concentrated on the internal dis-
charge (also called cavity discharge) [4–7]. And in this chapter, we also focus on it.

There are many factors that could affect PD characters, such as the applied voltage (voltage
waveform, amplitude, and frequency), electrode configuration, cavity (transportation parame-
ters of gas, location, and size), remaining dielectric (permittivity, conductivity, and surficial
parameters, e.g., morphology, surface trap distribution), and so on. To sum it up, two intrinsic
factors behind them determine the evolution of PD behavior, that is, electric field and seed
electrons. Generally speaking, two conditions must be simultaneously satisfied in order that a
gas breakdown can take place: there must be at least one free electron in the gas, and the
electric field must be of sufficient strength and duration time to ensure that this electron
generates a sequence of avalanches [8]. Based on the conditions, it is inferred that the supply
of free electrons and electric field affect not only the occurrence of PD but also its characters.
Actually, the electric field is related to the applied voltage, electrode configuration, residual
charges within the cavity, the cavity size, and the permittivity of remaining dielectric, while the
supply of free electron depends on the gas status and surficial conditions of dielectric,
corresponding to the volume generation and surface emission, respectively [9].

Looking back at the evolution of PD simulation methods, the a-b-c model was initially pro-
posed [10–12], in which the discharge process was considered as charging-discharging of
capacitors. Subsequently, some researchers held that the discharge could be represented by
the increase of gas conductivity, and the current continuity equation was used to calculate
discharge parameters [13–15]. On the contrary, others thought that a discharge was actually
the deployment of charges in the cavity, and Poisson’s equation was enough [16–18]. Obvi-
ously, these models could represent the transient phenomenon of a discharge, but not reflect
its physical processes. In recent years, a plasma model was employed to simulate single PD
[19–21], in which the impact ionization, drift, diffusion, recombination, and other processes
were quantitatively described by fluid equations. This model successfully obtained micro-
scopic physical processes of a PD, but did not take the stochastic characters into account.

In this chapter, we firstly reviewed PD simulation models in brief, which consisted of the a-b-c
model, Pedersen’s model, conductance model, Niemeyer’s model and plasma model, and
analyzed their merits and drawbacks. Then, an advanced model was constructed to obtain
physical processes, including the streamer propagation and surface charge dynamics, and
macroscopic parameters, for example, discharge magnitude and moment of continuous PDs,
so that a comprehensive analysis was available.

2. Review of PD simulation models

Since a-b-c model was proposed, numerical modeling of PD has been developed for decades of
years. During this period, many kinds of simulation models have been constructed, which
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corresponding to the volume generation and surface emission, respectively [9].

Looking back at the evolution of PD simulation methods, the a-b-c model was initially pro-
posed [10–12], in which the discharge process was considered as charging-discharging of
capacitors. Subsequently, some researchers held that the discharge could be represented by
the increase of gas conductivity, and the current continuity equation was used to calculate
discharge parameters [13–15]. On the contrary, others thought that a discharge was actually
the deployment of charges in the cavity, and Poisson’s equation was enough [16–18]. Obvi-
ously, these models could represent the transient phenomenon of a discharge, but not reflect
its physical processes. In recent years, a plasma model was employed to simulate single PD
[19–21], in which the impact ionization, drift, diffusion, recombination, and other processes
were quantitatively described by fluid equations. This model successfully obtained micro-
scopic physical processes of a PD, but did not take the stochastic characters into account.

In this chapter, we firstly reviewed PD simulation models in brief, which consisted of the a-b-c
model, Pedersen’s model, conductance model, Niemeyer’s model and plasma model, and
analyzed their merits and drawbacks. Then, an advanced model was constructed to obtain
physical processes, including the streamer propagation and surface charge dynamics, and
macroscopic parameters, for example, discharge magnitude and moment of continuous PDs,
so that a comprehensive analysis was available.

2. Review of PD simulation models

Since a-b-c model was proposed, numerical modeling of PD has been developed for decades of
years. During this period, many kinds of simulation models have been constructed, which
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could be roughly divided into two categories: based on the point of view of circuit and based
on the point of view of field. The former indicates a-b-c model and the latter consists of
Pedersen’s model, conductance model, and Niemeyer’s model.

2.1. a-b-c model

The a-b-c model or the three-capacitor model is the original one to interpret the PD mechanism
[3], and then it is usually employed to simulate the stochastic characters of PD [10, 11]. In the
model, the dielectrics between electrodes, including the gas and solid insulation, are consid-
ered as capacitors, as in Figure 2. In detail, C1 indicates cavity capacitance, C2 is the capaci-
tance of dielectric in series with the cavity, and C3 is the capacitance of solid dielectric in
parallel with the cavity. Besides, R1, R2, and R3 indicate the resistance of corresponding part,
respectively.

The occurrence and termination of PD depend on the potential difference across the cavity, U1.
When U1 exceeds the inception voltage, a discharge will take place and will stop when it is less
than the extinction voltage. If a discharge occurs, C1 is short-circuited, leading to a fast
transient current to flow in the circuit due to a voltage difference between the voltage source
and across C2. Based on the analysis of capacitor charging-discharging processes, the apparent
charge magnitude, which reflects PD intensity, could be calculated.

It could be found that this model is very simple, but it can represent the transient process
related to a discharge event and is often used to explain some experimental results. However,
it could not describe the discharge process physically, and the concept, capacitor, is not strictly
valid, because the interface between the cavity and the solid dielectric is not equipotential
when a discharge takes place [22].

Figure 2. a-b-c model.
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2.2. Pedersen’s model

There are two important parameters of PD, that is, physical charges and apparent charges. The
former indicate the charges generated during a discharge process, while the latter are mea-
sured charges through external circuit. In order to establish the link between physical charges
and apparent charges, Pedersen proposed a model to describe the transient process [23].
Without considering the charge exchange between solid dielectric and the adjacent electrode,
the amount of apparent charges equals the induced charges at an electrode surface due to
charge generation, recombination, and movement during a discharge process. Therefore, if the
physical charge distribution is known, the apparent charges could be calculated [24]

Qapp ¼ �
ððð

λrdV �
ðð

λσds (1)

where r and σ indicate volume and surface charge density within the cavity, respectively. λ, a
dimensionless function, depends on the charge location, which satisfies Laplace equation

∇ � ε0εr∇λð Þ ¼ 0 (2)

where ε0 is the vacuum permittivity, and εr the relative permittivity.

Pedersen’s model is helpful to understand the measured results by using the pulse current
method. However, the apparent charges depend on physical charge distribution which results
from the discharge process and keeps unknown in this model.

2.3. Conductance model

When PD takes place, a plasma region with a high charge concentration in the cavity is
formed, so the gas conductivity largely increases in comparison with the initial state. Based
on this fact, the discharge process is simplified by the variation of gas conductivity [13], which
can be described by the following equations:

∇ �D ¼ r (3)

∇ � J þ ∂r
∂t

¼ 0 (4)

where D is the electric displacement field, J the free current density. At the initial state, the gas
conductivity is set to be zero. When a discharge takes place, it is set to be γgd and hence the
electric field distribution within the cavity changes. In terms of the electric field evolution,
some PD parameters are obtained, for example, apparent charges and physical charges.

Forssen compared the simulation results with the experimental data, and they were in general
agreement but with a slight difference. Furthermore, Illias developed the simulation model
by taking the surface emission and temperature variation during the discharge into account
[14]. However, in any case, the increment of gas conductivity could not represent the PD
process.
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2.4. Niemeyer’s model

Niemeyer considered PDwithin the cavity as a streamer-type discharge, because only this type
could be detected and has engineering significance [9]. After analyzing the physical processes
of PD, he proposed several equations to describe PD, as follows:

ðxcr

0

α E xð Þ½ �dx ≥Kcr (5)

ΔUres ≈Echlstr (6)

q ¼ �gπε0lΔUPD (7)

Eq. (5) is actually the well-known critical avalanche criterion, in which α, the function of electric
field, indicates the effective ionization coefficient, Kcr the logarithm of a critical number of
electrons that has to accumulate in the avalanche head to make the avalanche self-propagating
by its own space charge field, and xcr the distance within αwhich exceeds zero. In terms of it, the
inception field of PD occurrence could be obtained. Eq. (6) simply describes the streamer
propagation, where Ech is the electric field in the discharge channel, Ures the residual voltage
instantaneously after discharge, and lstr the distance to which streamer could propagate. Eq. (7)
establishes the relationship between physical charges and potential difference before and after a
PD, in which g is a dimensionless proportionality factor and l the cavity scale.

Based on the model, Niemeyer simulated PD behaviors within a spherical cavity by consider-
ing the stochastic supply of free electrons, which agreed with experimental data qualitatively
and quantitatively although there was a slight disagreement in the phase and magnitude
distributions of PD. However, there is a significant shortcoming that the electric field distribu-
tion was assumed to be uniform within the cavity. Considering this point, Illias developed the
simulation model in which the deployed charges were not uniform and Poisson’s equation
was employed to calculate PD parameters [16, 17].

2.5. Plasma model

In terms of physical processes, a cavity PD is similar to the filamentary dielectric barrier
discharge (DBD) [25]. As for the latter, fluid equations are widely used to simulate gas
discharge process [26, 27], which describe the impact ionization, charge drift, diffusion, recom-
bination, and some secondary effects. In recent years, several researchers employed them to
simulate the PD occurring in a cavity [18–20]. For example, Novak and Bartnikas established a
two-dimensional breakdownmodel based on the continuity equations for electrons and ions to
examine the influence of surface charges upon the partial discharge behavior [19]. In terms of
it, the evolution of electric field and charge concentration distribution within the cavity during
the discharge process was obtained, as well as the discharge current pulse.

However, the behaviors of single PD could not represent that of continuous PDs due to the
memory effect. On one hand, residual charges generated by previous discharge land on the
cavity surface and affect the electric field distribution within the cavity, leading to the change
of subsequent PD characters. On the other hand, the accumulated surface charges may provide
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free electrons for the next PD occurrence. The interaction between adjacent PDs could not be
represented by singe PD. Therefore, it is necessary to establish a simulation model which could
present the discharge development process and take the memory effect into account to obtain
the stochastic characters of PD sequences.

3. Numerical modeling of PD sequences using fluid equations

As for the PD simulation, on one hand, the model should reflect physical processes as much as
possible, and on the other hand, a large number of data should be obtained to get the statistical
parameters of repetitive PDs due to the stochastic characters. There is a contraction that taking
too much physical processes into account must result in the model complexity and a large
calculation consumption which is not beneficial to statistical analysis. Therefore, some impor-
tant processes should be considered in the simulation model, while others are abandoned.

By reviewing the PD simulation models, it is found that two processes are crucial to cavity PD
characters, that is, streamer development and surface process. Obviously, the apparent charges
that could be detected by pulse current method are determined by streamer development in
the cavity. Surface process mainly consists of charge accumulation on the interface and surface
emission of charge. After the streamer lands on the dielectric surface, charges accumulate and
will affect the subsequent PD behavior. Besides, surface emission could provide free electrons
for the next PD. It should be noted that the distribution of surface charges generated by
previous discharge does not keep unchanged until subsequent one takes place. Due to the
surface or bulk conductivity of dielectric, the accumulated charges may decay. To sum it up,
the streamer development and surface charge accumulation reflect a single PD process, while
surface charge accumulation, decay, and emission represent the interaction of adjacent dis-
charges during a PD sequence, which should be considered in the simulation model.

3.1. Simulation model construction

Because sandwich-type samples are widely used in the experimental researches on PD, a
cylindrical cavity with a diameter of 2 mm and a height of 0.25 mm is employed in our
simulation model, as in Figure 3. The cavity, full of atmospheric pressure air, is embedded
within the solid dielectric, of which the relative permittivity equals 2.3. The thickness of
dielectric barriers is set to be identical to the cavity height. Although during the discharge
process, the temperature of cavity may slightly increase due to the joule heating from dis-
charges, the temperature variation is neglected in our model, which means that the pressure in
the cavity keeps unchanged.

The streamer development is quantitatively described by fluid equations, as follows:

∂Ne

∂t
¼ Neα Wej j �Neη Wej j �NeNpβ� ∇ � NeWe �D∇Neð Þ (8)

∂Np

∂t
¼ Neα Wej j �NeNpβ�NnNpβ� ∇ � NpWp

� �
(9)
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∂Nn

∂t
¼ Neη Wej j �NnNpβ� ∇ � NnWnð Þ (10)

where N indicates the bulk charge concentration within the cavity, e, p, and n the symbols for
electron, positive ion, and negative ion, respectively, t discharge time, α, η, β, and D denote the
ionization, attachment, recombination, and electron diffusion coefficients, respectively, and W
the drift velocity. Eqs. (8)–(10) reflect the transportation processes of electrons, positive and
negative ions, which includes impact ionization, drift, diffusion, attachment, and recombina-
tion. However, the secondary processes, for example, photoionization, are neglected due to
two reasons: (1) photoionization is crucial to the streamer development in long gaps but not so
important for short gaps [28] and (2) the calculation of the secondary effect is extremely
complicated, especially for the photoionization [29], which would bring about great difficulties
of the PD sequence simulation. The detailed expressions of the above transport parameters
come from Morrow’s paper [30], and we list them in Appendix A.

After the streamer arrives at the interface between the cavity and the dielectric, the charges will
accumulate on the dielectric surface. We use the following equation to describe the transition
from volume charges to surface charges:

σΔS ¼ Np �Ne �Nn
� �

eΔV (11)

where ΔS and ΔV represent the area and volume of unit grid after meshing, respectively.
Surface charge distribution is assumed to keep unchanged during the discharge process.

During the streamer development, the influence of space charges on the electric field should not
be neglected, so Poisson’s equation is employed to obtain the electric field within the cavity:

∇2φ ¼ � e
εrε0

Np �Ne �Nn
� �

(12)

Figure 3. Configuration of simulation model.
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At the upper and lower surfaces of cavity, the boundary conditions for Poisson’s equation are

ε0Ez d�g
� �

� εrε0Ez dþg
� �

¼ σu (13)

εrε0Ez 0�ð Þ � ε0Ez 0þð Þ ¼ σd (14)

where dg is the cavity height, Ez d�g
� �

and Ez dþg
� �

indicate the z-component of electric field at

both sides of the upper surface, while Ez 0�ð Þ and Ez 0þð Þ represent the z-component of electric
field at both sides of the lower surface, σu and σd denote the surface charge density at the
upper and lower surfaces.

An initial electron-positive ion pair with a concentration of 1013 cm�3 is placed near the upper
or lower surface to induce the streamer and avoid Townsend phase of gas discharge [28]. It
should be noted that this assumption differs from the consideration of free electrons, which
will be described in the later text. During the streamer development, charge concentration
varies quickly, and an area with a steep concentration gradient appears at the head of the
streamer. Meanwhile, the value of charge concentration should maintain positive, which
cannot be guaranteed by the traditional finite difference method. So, the flux-corrected trans-
port (FCT) algorithm is used to solve the convection term of charge continuity equations to
overcome the two problems [31–33], which is listed in Appendix B.

In general, the time step for FCT is chosen based on the electrondrift velocity, however,whichmay
not apply to the circumstance in our simulation model. It is because apart from the streamer
development, its extinguishment process also needs to be obtained which is responsible for the
accumulation of electrons and ions. However, the drift velocity of electrons is about 100 higher
than that of ions, and the choice of time step must lead to the large increase of calculation
consumption at the later stage of discharge when ion drift dominates. Instead, if it is chosen based
on the ion drift velocity, the accuracy of the calculation cannot be guaranteed at the initial stage of
discharge. Therefore, as a compromise, the time step is set according to whether there are any
electronswithin the cavity volume. In detail, during the initial stage of streamer development, it is
determined by the electron drift velocity. After electrons completely accumulate at the interface, it
depends on the drift velocity of a positive ion or a negative one (both are the same). The expression
for the time step is

Δte,p ¼ 0:1
Δz

We,p
�� ��max (15)

where Δt is the time step, Δz the grid length along z-direction, and Wj jmax the maximum value
of charge drift velocity within the cavity.

According to Pedersen’s model, the apparent charges are determined by charge transportation
within the cavity, which could be detected by pulse current method. However, due to the effect of
dielectric barriers, the pulse obtainedat the external circuitmaynot reflect the streamerpropagation.
So, we use Sato’s equation to calculate the current due to free chargemovement [34], as follows:
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I ¼ e
Ua

ððð

V
NpWp �NeWe �NnWe
� � � EadV (16)

where Ua indicates the applied voltage, Ea the applied field, and V the discharging volume.

On one hand, the fieldwithin the cavity should exceed a critical value so that a dischargemay take
place. Based on the ignition condition of streamer, the critical field is expressed as follows [35]:

Eb ¼
24410 P

760 dg
� �þ 6730

ffiffiffiffiffiffiffiffiffiffiffi
P
760 dg

q

dg
(17)

where P is in Torr. After a discharge takes place, electrons and ions accumulate on the dielectric
surface. Due to the recombination of charges from gas, surface, and bulk conduction of
dielectric, the accumulated surface charges will decay until the next discharge occurs. It is
found from our previous experiments that the decaying discipline of surface charges could be
expressed as [36].

σp
σp0

¼ e
�t
ηp (18)

σe
σe0

¼ e
�t
ηe (19)

where σp0 and σe0 indicate initial positive charge and electron density at dielectric surfaces,
respectively. ηp and ηe equal 312.5 and 568.8 ms, both of which represent the surface charge
decay time for positive ions and electrons. The negative ion is neglected because its concentra-
tion is much lower in comparison with electron and positive ions.

On the other hand, although free electrons from the volume ionization and surface emission
are formulated, their supply shows a strong scholastic behavior. Hence, there is usually a time
delay between the instant of application of an electric field in excess of the critical field and the
onset of breakdown, which is called a discharge time lag (strictly speaking, it is a statistical
time lag, but the formative time lag is very short for cavity discharge and could be neglected).
In order to simplify the physical process of free electron production, the discharge time lag is
introduced to our model. Some experimental and simulation results show that the discharge
time lag is not completely random, but is subject to exponential distribution [37, 38], which is
expressed as

τ ¼ ∞

�ln 1� Pdð Þ=ζ
Ez < Eb

Ez ≥Eb

(
(20)

where Pd indicates the discharge probability, which belongs to [0, 1) and is random, ζ the rate
parameter of exponential distribution.

In terms of Eq. (17), the critical field for gas breakdown is calculated, and it equals 67,000 V/cm.
In this case, the potential difference across the electrodes is 3130 V. Because the PD mechanism
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at AC voltage has been studied by many authors [2, 4–7], and a comprehensive understanding
about it has been obtained, the PD mechanism under DC voltage needs to be clarified. In this
chapter, the DC voltage with an amplitude of 3200 V is applied to the anode, and the cathode is
grounded all the time. Of course, this model is also applied to the circumstance of AC voltage
application.

3.2. Simulation results

3.2.1. A PD development process

The process of PD development in the cavity consists of two stages: the streamer propagation
and surface charge accumulation. Figures 4 and 5 show the temporal and spatial distribution
of electrons and positive ions during this process, respectively. After discharge conditions are
satisfied, the streamer is initiated near the lower surface of dielectric. With the help of applied
field, electrons propagate toward the anode. At 0.72 ns, the head of streamer arrives at the
upper surface of dielectric. Based on this, the streamer development velocity could be

Figure 4. Evolution of electron concentration distribution during the first PD (a) within the cavity volume (unit: cm�3)
and (b) on the upper surface of the cavity (unit: cm�2).
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about it has been obtained, the PD mechanism under DC voltage needs to be clarified. In this
chapter, the DC voltage with an amplitude of 3200 V is applied to the anode, and the cathode is
grounded all the time. Of course, this model is also applied to the circumstance of AC voltage
application.

3.2. Simulation results

3.2.1. A PD development process

The process of PD development in the cavity consists of two stages: the streamer propagation
and surface charge accumulation. Figures 4 and 5 show the temporal and spatial distribution
of electrons and positive ions during this process, respectively. After discharge conditions are
satisfied, the streamer is initiated near the lower surface of dielectric. With the help of applied
field, electrons propagate toward the anode. At 0.72 ns, the head of streamer arrives at the
upper surface of dielectric. Based on this, the streamer development velocity could be

Figure 4. Evolution of electron concentration distribution during the first PD (a) within the cavity volume (unit: cm�3)
and (b) on the upper surface of the cavity (unit: cm�2).
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calculated, which equals 3.5 � 107 cm/s and the order is in accordance with other researcher’s
simulation result [39]. Then, electrons begin to accumulate on the upper surface of dielectric,
and the density of surface charges reaches a saturation value after 1.4 ns. During this period,
positive ions almost maintain stationary because the drift velocity is approximately 1/100 of
the electron. However, positive ions seem to move according to Figure 5, and the distribution
appearance looks like a ladle, which are attributed to the impact ionization of electrons. At
11.9 ns, a large number of positive ions land on the lower surface of dielectric, and the
accumulation is terminated at 147.8 ns. Therefore, the accumulation time of electrons is much
shorter than that of positive ions.

Based on the simulation results, it is found that the distribution of surface charges appears as a
spot, and the maximum charge density locates at the middle of a spot. Compared with the
experimental results [36], the distribution shape and surface density level (0.1 nC/mm2) are
identical, which show that the simulation results are reasonable. However, there are some
slight differences due to the simplification of model.

Figure 5. Evolution of positive ion concentration distribution during the first PD (a) within the cavity volume (unit: cm�3),
(b) on the lower surface of cavity (unit: cm�2).
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Charge transportation within the cavity will induce a current pulse, as in Figure 6, which
could reflect the streamer development. The peak value of pulse appears at 0.72 ns; at this
moment, the streamer head arrives at the upper surface of the cavity. The pulse width lasts for
1.4 ns; during this period, the accumulation of electrons is terminated. On the contrary,
positive ions still move in the cavity volume. It is inferred that positive ions have a minor
contribution to the current pulse because of their low drift velocity. A low-inductance resistor
connected to the cathode is usually employed to detect a current, but this current slightly
differs from that in Figure 6 [40].

3.2.2. A PD sequence

A PD sequence consisting of 100 continuous discharges is obtained by the simulation (Figures 4–6
show the first discharge development process). Figure 7 shows the discharge time and the peak
value of current of each discharge. In terms of this information, some statistical parameters of
PDs, for example, discharge frequency and average discharge magnitude, could be calculated,
and discharge patterns could be depicted.

Figure 6. Current pulse waveform of the first PD obtained by simulation.

Figure 7. A PD sequence with 100 continuous discharges.
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Besides, by analyzing the PD sequence, the interaction between adjacent discharges is
obtained. Figure 8 shows the temporal evolution of surface charges and electric field within
the cavity of first eight discharges. The first PD does not take place immediately after the

Figure 8. The first eight discharges during the PD sequence: (a) discharge time and magnitude, (b) surface charge
decaying process, and (c) evolution of electric field within the cavity.
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voltage application due to the existence of a discharge time lag. After the discharge is termi-
nated, the electric field within the cavity is dramatically reduced (as in Figure 8c), which is
attributed to the effect of surface charge accumulation. Then, the surface charges begin to
decay, and the electric field within the cavity gradually recovers. After it exceeds the critical
value, and the condition for discharge time lag is satisfied, the next PD takes place.

During the process of surface charge decaying (as in Figure 8b), the initial concentration of
electrons and positive ions is approximately identical, but residual charges are completely
distinct at the moment when a next discharge occurs. Due to the decay rate of positive charges
faster than that of electrons, the concentration of residual negative surface charges is much
higher. Therefore, compared with positive ions, residual electrons resulting from previous dis-
charge have a larger influence on the subsequent one during a PD sequence.

4. Conclusions

PD, a type of low-temperature plasma, has some distinctive features, which determines its
simulation method different from that of other types. In detail, as for the most representative
PD type, cavity PD, it is necessary to take the streamer propagation, surface charge accumula-
tion and decay, free electron supply into account so that the PD mechanism could be clarified.
Besides, due to the stochastic character of PD, a large number of PD data must be obtained
with the help of simulation.

Traditional simulationmodels about PD could bemainly divided into two categories: based on the
point of viewof circuit and based on the point of viewof field. The former indicates a-b-cmodel, in
which the discharge process is replaced by capacitor charging and discharging. The latter consists
of Pedersen’smodel, conductancemodel, andNiemeyer’smodel, inwhich thedischargeprocess is
modeled by the variation of gas volume conductivity or significant simplification of discharge
process. Anyway, thesemodels could not reflect the PDdevelopment process physically.

Based on the simulation method for a single PD, we develop it by using fluid equations
combined with Poisson’s equation. In terms of the model, microscopic physical processes, that
is, streamer development and surface charge accumulation, could be obtained, as well as mac-
roscopic parameters, that is, discharge current and discharge time, and the interaction between
adjacent discharges. It is found that electrons and positive ions, respectively, land on the two
surfaces of the cavity, and the accumulation time of positive ions is much longer than that of
electrons. During a PD sequence, the decay of surface charges resulting from previous discharge
could be considered to be the key factor, contributing to the occurrence of the subsequent one.
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A. Appendix

The transportation parameters for air are expressed by the following equations:

N = 2.69 � 1019 cm�3 indicates the number of gas molecules per unit volume, and E is the local
field in V/cm

We ¼

� E= Ej jð Þ 7:4� 1021 Ej j=N þ 7:1� 106
� �

Ej j=N > 2:0� 10�15

� E= Ej jð Þ 1:03� 1022 Ej j=N þ 1:3� 106
� �

10�16 ≤ Ej j=N ≤ 2:0� 10�15

� E= Ej jð Þ 7:2973� 1021 Ej j=N þ 1:63� 106
� �

2:6� 10�17 ≤ Ej j=N < 10�16

� E= Ej jð Þ 6:87� 1022 Ej j=N þ 3:38� 104
� �

Ej j=N < 2:6� 10�17

8>>>><
>>>>:

(A1)

Wn ¼ �2:7E Ej j=N > 5:0� 10�16

�1:86E Ej j=N ≤ 5:0� 10�16

(
(A2)

Wp ¼ 2:34E (A3)

α
N

¼ 2:0� 10�16e
�7:248�10�15

Ej j=N Ej j=N > 1:5� 10�15

6:619� 10�17e
�5:593�10�15

Ej j=N Ej j=N ≤ 1:5� 10�15

8<
: (A4)

η2
N

¼ 8:889� 10�5 Ej j=N þ 2:567� 10�19 Ej j=N > 1:05� 10�15

6:089� 10�4 Ej j=N � 2:893� 10�19 Ej j=N ≤ 1:05� 10�15

(
(A5)

η3=N
2 ¼ 4:7778� 10�59 Ej j=Nð Þ�1:2749 (A6)

η ¼ η2 þ η3 (A7)

where η2 and η3 are the two-body and three-body attachment coefficients, respectively.

β ¼ 2:0� 10�7 (A8)

D ¼ 0:3341� 109 Ej j=Nð Þ0:54069 We=Ej j (A9)

B. Appendix

Based on the axisymmetric character of sample configuration in our model, the cylindrical
coordinate system is employed, so the convection term could be rewritten as

∂w
∂t

¼ � ∂f
∂r

� ∂g
∂z

(A10)

where w = rN, f = rNWr, g = rNWz, W = Wrer + Wzez, er, and ez are the unit vectors along r and z
directions, respectively. To solve this equation, six steps are needed:
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where i and j are the sequence number of node along r and z directions, respectively.
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f i, j ¼ iΔrNi, j Wrð Þi, j (A18)
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A. Appendix

The transportation parameters for air are expressed by the following equations:
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field in V/cm
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where η2 and η3 are the two-body and three-body attachment coefficients, respectively.
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ΔVi, j ¼ ΔzSi (A24)

(5) to restrict the antidiffusion flux
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þ
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Q�
i, j ¼ wtd

i, j � wmin
i, j

� �
ΔVi, j (A39)

Plasma Science and Technology - Basic Fundamentals and Modern Applications126

R�
i, j ¼

min 1;Q�
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P�
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0 P�
i, j ¼ 0
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: (A40)

(6) to solve the charge concentration

wnþ1
i, j ¼ wtd

i, j � ΔV�1
i, j AC

iþ1
2, j
� AC

i�1
2, j
þ AC

i, jþ1
2
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i, j�1
2

h i
(A41)

where n indicates nΔt and n+1 indicates nþ 1ð ÞΔt.
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Abstract

The dynamical structure factor [S(k,ω)] gives the information about static and dynamic 
properties of complex dusty plasma (CDPs). We have used the equilibrium molecular 
dynamic (EMD) simulations for the investigation of S(k,ω) of strongly coupled CDPs 
(SCCDPs). In this work, we have computed all possible values of dynamical density 
with increasing and decreasing sequences of plasma frequency (ωp) and wave number 
(k) over a wide range of different combinations of the plasma parameters (κ, Γ). Our new 
simulation results show that the fluctuation of S(k,ω) increases with increasing Г and it 
decreases with an increase of κ and N. Moreover, investigation shows that the amplitude 
of S(k,ω) increases by increasing screening (κ) and wave number (k), and it decreases with 
increasing Г. Our EMD simulation shows that dynamical density of SCCDPs is slightly 
dependent on N; however, it is nearly independent of other parameters. The presented 
results obtained through EMD approach are in reasonable agreement with earlier known 
results based on different numerical methods and plasma states. It is demonstrated that 
the presented model is the best tool for estimating the density fluctuation in the SCCDPs 
over a suitable range of parameters.

Keywords: plasma parameter, current correlation function, dynamical structure factor, 
strongly coupled complex (dusty) plasmas, equilibrium molecular dynamics, complex 
dusty plasma

1. Introduction

Dynamical structure factor S(k,ω) is very actively investigated through theoretical, experimental 
and computer simulation for simple liquids as well as complex systems (dusty plasmas). The 
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S(k,ω) of the dusty plasmas is very significant to understand the dynamic behavior of dust 
particles in the complex plasmas. The subject of dusty plasma containing micron-size charged 
condensed particles has recently been actively investigated in the fields of science and technol-
ogy. In addition, the investigation of dynamical behaviors is also studied in the areas of physics 
and chemistry of plasmas, ionized gases, and the space environment, environmental sciences, 
semiconductor plasma processing industries, nuclear energy generation and materials research. 
Dust in the atmosphere and in the entire universe exists in different shapes and sizes. Mostly 
dust particles are observed in solid form and sometimes also in liquid and gaseous forms. 
Current correlations and wave spectra’s in the dusty plasma are generated due to dynamic 
motion of charged dust particles. The dust particles increase remarkable and unique fundamen-
tal physical property of ionized gases and dense plasma. Further dust particle increases future 
application of dusty plasma in industrial fields including nuclear fusion energy, material modi-
fication, and synthesis, environmental remediation, nano, aerospace and medical technologies.

1.1. History of dusty plasma

Current research on the dusty (complex) plasma becomes an interesting field in sciences and 
technologies. The term “plasma” was first used by the Langmuir in 1924. The most thrilling 
events in the field of dusty plasmas were occurred in 1980 for planet Saturn mission. Mendis 
in 1997 observed the bright comet in distant ancestor, which was the excellent cosmic labora-
tory for the investigation of dusty plasma and their dynamical and physical consequences. 
The other appearances of dusty plasmas were zodiacal light, the origin nebula, the noctilucent 
clouds, etc. At the laboratory level, dusty plasma is available in terrestrial laboratory at the 
remote past. Lyman Spitzer along with Hannes Alfven was recognized that dust in the uni-
verse was not merely a hindrance to a visual opinion but it was an essential component of the 
universe. A dust particle image taken a shape of spokes that rotating around Saturn ring and 
last surveys designated that these spokes were fine dust material. In 2005, Cassini spacecraft 
was made a new and improved observation of spokes with a feature that would provide 
an improved considerate of their source. In 1992, the European spacecraft Ulysses flew by 
the planet Jupiter and detected the dust particles and measured their masses and impact 
speed. Again in 1995, NASA spacecraft, Galileo perceived the origin of dust streams around 
Jupiter. The current enormous interest in complex plasmas started in the mid of 1980s, and 
started by laboratory investigation of dynamical structure factor of dusty plasmas. Current 
situation (2000–2017) of dusty plasma is stable in laboratory conditions and it is very signifi-
cant in industries, science, and technology, medical science, and energy sectors, etc. Different 
characteristics of dust particles are investigating via theoretical, computer simulation and 
experimental techniques [1, 2].

1.2. Characteristics and types of dusty plasma

Dusty plasma is the plasma that contains an addition of dust charged particles along with elec-
trons, ions, and neutral particles. The dynamical properties of plasma become more complex 
when we insert dust particle, so it is also known as complex plasma [3]. Dust particles are much 
larger in charge as compared to electrons, ions, and neutral particles and its size vary from 
hundreds of millimeter to 10 of nanometers and having a mass approximately 3 × 10−11 kg. The 
dynamic behaviors are easily observed experimentally by CCD camera. Dusty plasmas exist 
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in space as well as in the laboratory and these dust particles are negatively charged but some-
times positive charge as well. It is charged through photoionization, electron bombardment, 
etc. the amount of charge on dust particles depends upon shape and size of dust particles. It 
has mostly spherical shape but sometimes also having rod type shape and irregular [4]. Dusty 
plasmas are classified on the basis of density, temperature, potential and thermal energies. 
The Coulomb coupling parameter describes the classification of complex dusty plasmas. The 
Coulomb coupling that is defined as “the ratio of average potential energy to the average 
thermal energy” and mathematically it can be expressed as:  Γ =   P . E ____ K . E   =   

 Q   2 
 ____ 4  𝜋𝜋𝜋𝜋  
0
       

1 ___ 
 k  

B
   T

    [5], where kB is the 
Boltzmann constant, T is system temperature and ε0 is permittivity of free space.

1.2.1. Weakly coupled dusty (complex) plasmas (WCCDPs)

When dust charged particles have average thermal energy due to neighboring particles much 
larger than the average potential energy, then that plasma is known as weakly coupled com-
plex dusty plasma (WCDPs). The WCCDPs have a high temperature but low density and 
value of Coulomb coupling parameter less than 1 (mathematically Γ < 1). In case of WCCDPs, 
any structural form does not exist. The background of WCCDPs is considered as ionized gases.

1.2.2. Strongly coupled dusty (complex) plasma (SCCDPs)

The SCCDPs is speedily emerging filed from last three decades. It is very significant to astro-
physical plasma and quickly progressing in laboratory experiments. In this type of dusty 
plasma average thermal energy of charged particles due to neighboring particles are much 
smaller than average potential energy and mathematically Γ ≥ 1. In case of SCCDPs, it has 
high density and low temperature and can be specified in structural farm [6–8].

1.3. Dusty plasma in atmosphere and laboratory

There are many systems in the atmosphere where dust particles are established. Spaces 
between the stars are filled with a large amount of dust and gases. Dust particles in the inter-
stellar region are metallic i.e. graphite, magnetite, and amorphous of carbon, dielectric material 
i.e. silicates and ices, etc. Comets, planetary space, planetary ring, and earth atmosphere are 
the region of our solar system. Gossamer ring, halo ring, and main rig are the three systems 
of Jupiter’s ring. In the Saturn rings systems are mostly ices and its size vary from meter to 
micron. A Uranian rings system has major rings such as 6, 5, 4, 3, α, β, η, γ. In Neptune’s ring 
systems appear in curios twisted materials and structure is dirty ice and composition such as 
iron, nickel, sulfur, earth atmosphere dusty ice, etc. [9]. A simple device for producing dusty 
plasmas is a dusty plasma device which is a single-ended Q-machine modified to allow the dis-
persal of dust grains. Dusty plasmas are produced by suspending micron-sized dust particles 
in a stratum of a dc neon glow discharge. Dusty plasma has been for the first time confined in 
cylindrical symmetric radio frequency plasma (RF) system also in the semiconductor industry.

1.4. Role of dust particles and applications

Dust particles have charge and chemically active species, it is formed and growth in dusty plasma 
devices. Sometimes in the form of a mixture of gases such as SiH4, silane, oxygen, O2, and Ar, etc. 
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Secondly dust particles are formed in devices when atoms and molecules are spurted from walls 
and electrodes into the plasma by electron and ion bombardment. Moreover, the growth of dust 
particles in the plasma is coagulation, nucleation and surface growth. Thermal fluctuations and 
Coulomb interaction play the significant role for determination structure of SCCDPs. When the 
values of Г (>1) increase then system organized from nonideal gases phase to ordered condensed 
phase. Dust particles are suspended in the gaseous plasma phase with few electrons temperature 
and charge up to 104 ordered. Interestingly, the dust clouds in a dusty plasma formed into the 
structural form even at room temperature. Dust particle has large mass as compared to ion and 
an electron which gives the results slowly downtime scale and it can easily observed the mac-
roscopic structure and its dynamical behavior directly study in space and real time [10]. Dusty 
plasma used for nanocrystalline silicon particles grow in the silane plasmas used to increase 
efficiency and lifetime of the silicon solar cells. It is used for thin film coating applied in plasma-
enhanced chemical vapor deposition (PECVD) for the improvement of material surface proper-
ties. Carbon-based nanostructure growth in the hydrocarbon plasmas or fluorocarbons used to 
produce thin carbon films. It is used to improve material properties such as chemical inertness, 
high hardness and wear resistance. Self-lubrication coating and wear resistance using differ-
ent compound as a dust particle (MoS2). Ar/CH4 plasma used for making the nanocrystalline 
diamond films fabricated which as exceptional properties such as chemical inertness, high hard-
ness, and extreme smoothness which used to improve the performance of cutting tools. Diamond 
whiskers fabricated by the etching in RF plasmas for the enhancement of electron field emission. 
The reactive ion etching (RIE) process are used to a precise efficiently sharpen micro-tips of dia-
mond [11]. Complex (dusty) plasmas (CDPs) have various advantages in a different industries, 
technologies, and energy sector due to the existence of dust particles. CDPs are stable under the 
laboratory condition. The CDPs can also be used for the diagnostic purpose because dust parti-
cles are trapped at the room temperature and keep their desire dynamical state for hours. Dusty 
plasma frequency in the range several hertz and easily observed through CCD cameras. It is 
produced in the gas discharge tube with natural gas pressure range that varies from 1 to 100 pa,  
which is subject to moderate damping [8]. Moreover, magnetized dustyplasma device used to 
produce a number of the verity of magnetic fields configuration with the help of four indepen-
dent superconducting coils [12]. Magnetized glow discharge dusty plasma device, RF plasma 
device, ISS experiment and DC glow discharge devices used for different applications in indus-
tries and diagnostic purpose of dusty plasma. Dust particles are found in a tokamak (fusion 
plasma) and dusty plasmas depositions techniques devices [11, 13].

1.5. Dynamical structure factor

The dynamical structure factor S(k,ω)] gives the information about static and dynamic prop-
erties of the fluid in simple and complex systems. In hydrodynamic condition, the S(k,ω) 
provides experimental calculable quantities such as the thermal diffusivity, adiabatic sound 
velocity and the ratio of specific heats [8]. These properties of the fluids are measured through 
light scattering, x-ray and inelastic neutron experiments on a substance such as dense plas-
mas, liquids, and glasses. Sound waves are generated through S(k,ω) in strongly coupled 
CDPs (SCCDPs) and density is more strongly damped at liquid phase [14, 15]. The SCCDP is 
many body dynamical systems that show different collective excitations and their properties 
investigated through numerical simulation and theoretical approaches [16]. In condensed 
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matter physics, the pair correlation function usually cannot be determined directly. Rather, 
the structure factor is determined by scattering of x-rays or neutrons. In dusty plasmas, we 
are able to measure the pair correlation function directly and to calculate the structure fac-
tor in order to compare with condensed matter experiments. The S(k,ω) is just the Fourier 
transform of the pair correlation function. Fluctuation of the dynamical density of dusty 
plasma generates current correlation spectra such as longitudinal and transverse currents 
[17]. Dynamic ion structure factor of warm dense matter and dense plasma consist of the 
complete information of ions in strongly interacting systems and also influenced by the elec-
trons property. It is closely associated with density fluctuation, thus determines transport 
properties and many relaxations such as electrons ion temperature equilibrium and stopping 
power and also the equation of state. It is also used for diagnostics of the extreme states of 
matter like a warm dense matter of x-ray Thomson scattering [18]. Dynamical scattering func-
tion is given through times correlation function, fluctuated density of liquid argon and light 
scattering function [19].

2. Numerical model and simulation techniques

In this section, we have implemented molecular dynamic (MD) simulation code with Ewald 
summation for forces and energies which makes it possible to account the long-range Coulomb 
interparticle interactions. We trace the motion of single charge species and integrated through 
leapfrog method and assume that the presence of neutralizing homogenous background. In 
this plasma environment, random fluctuating forces and friction forces are acting on a charged 
particle in addition to which forces initiating from the interaction of charged particle. Length 
of simulation cubic box is defined as   (  4𝜋𝜋N ____ 3  )   1/3 and particles have a random spatial configura-
tion for the beginning of simulation [15, 20]. Fluctuation of microscopic density is observed 
for different plasma parameters approaching near the equilibrium state [21]. The presented 
study includes the solution of the equation of motion of a system and particle interacts with 
each other through Yukawa potential. Provided that an accurate potential can be established 
for the system of attention under study and equilibrium MD (EMD) can be used irrespective 
of the phase condition and thermodynamic of the system involved. Yukawa potential is most 
commonly used potential (screened Coulomb) for SCCDPs including many physical sys-
tems such as physics of chemical and polymer, medicine and biology systems, astrophysics, 
environmental, etc. Major advantage for using this potential is that it reduces the calculation 
time compared other potentials [22]. The interaction potential energy of a charged particle in 
Yukawa liquid is given

  ϕ (r)  =    Q   2  ____ 4  𝜋𝜋𝜋𝜋  o  
      e     −r ___  λ  D      ___   | r |      (1)

Here Q is the charge on dust particle, r is the distance between interacting particles, λD is 
Debye screening length that accounts for the screening of interaction of other plasma spe-
cies and εo is permittivity of free space. The scaling (dimensionless) parameters, which fully 
characterized the system, one is known as Coulomb coupling parameter [23],
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summation for forces and energies which makes it possible to account the long-range Coulomb 
interparticle interactions. We trace the motion of single charge species and integrated through 
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particle in addition to which forces initiating from the interaction of charged particle. Length 
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tion for the beginning of simulation [15, 20]. Fluctuation of microscopic density is observed 
for different plasma parameters approaching near the equilibrium state [21]. The presented 
study includes the solution of the equation of motion of a system and particle interacts with 
each other through Yukawa potential. Provided that an accurate potential can be established 
for the system of attention under study and equilibrium MD (EMD) can be used irrespective 
of the phase condition and thermodynamic of the system involved. Yukawa potential is most 
commonly used potential (screened Coulomb) for SCCDPs including many physical sys-
tems such as physics of chemical and polymer, medicine and biology systems, astrophysics, 
environmental, etc. Major advantage for using this potential is that it reduces the calculation 
time compared other potentials [22]. The interaction potential energy of a charged particle in 
Yukawa liquid is given
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Here Q is the charge on dust particle, r is the distance between interacting particles, λD is 
Debye screening length that accounts for the screening of interaction of other plasma spe-
cies and εo is permittivity of free space. The scaling (dimensionless) parameters, which fully 
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  Γ =    Q   2  ____ 4  𝜋𝜋𝜋𝜋  o  
     1 ______  a  ws    k  B   T    (2)

where, aws is the “Wigner-Seitz” radius and it is defined as   𝜋𝜋n     
−1 __ 2     with n is the equilibrium dust 

number density, kB is the Boltzmann constant and T is absolute system temperature. It is noted 
that the Γ is measured as the ratio of average potential energy to average kinetic energy per 
particle. Second scaling parameter is Debye screening parameter and it is given as κ = aws/λD.

The EMD simulations are performed for a particle number that is chosen between 500 and 1000 
particles in a microcanonical ensemble using periodic boundary conditions and minimum image 
convention of the dust particles. It is to be mentioned that the number density (n) is defined as 
n = N/V, here N is the number of particles and V is the volume of simulation box and it is calcu-
lated as V = 4πN/3. On our case, most of simulations are performed for N = 500 and it is observed 
that the mentioned number of particles is suitable for EMD computations with statistical uncer-
tainty limits. In presented case, the simulation time step is dt = 0.0001 and total simulation time 
limit was 425,000 step units. The EMD simulations are run between 4.25 106 (1/ωp) to 3.25 106 (1/
ωp) time units for each combination of (Γ, κ) in the series of recording dynamical structure factor 
(DSF), S(k,ω), of SCCDPs. It can be seen that the first patch of S(k,ω) results is obtained after the 
time limit of (38000) step unit. For our case, 13 patches of S(k,ω) results are obtained and results 
show that each patch has nearly behavior of S(k,ω) showing the accuracy of numerical algorithm. 
In this work, the dynamical structure factor computations of SCCDPs are reported for a wide 
range of Coulomb coupling parameters Γ ≡ (1, 200) and the Debye screening strength κ ≡ (1.4, 4).

2.1. Model of DSF [S(k,ω)]

The number density of single species also known as mass density and dimensionless quantity 
in molecular dynamic units can be written as

  ρ(r, t ) =  ∑ 
j
     δ(r −  r  j  (t )  (3)

here r is the point at time t. from the practical point of view, it is known as local density. The 
average occupancy in the small volume of r space and it calculates over the short interval of 
time. The definition of density is satisfied matter conserved requirement.

  f𝜌𝜌 (r, t) dr =  N  m    (4)

The space and time-dependent density correlation are explain from the van Hove correlation 
function which is define as G(r, t) = Gs(r, t) + Gs(r, t) and further detail is given in Ref. [23]. 
Fourier transform of density fluctuation and new expression is given as

  ρ (k, t)  = f𝜌𝜌 (r, t)   e   −ik.r  dr =  ∑ 
j
      e   −ik.r (t)    (5)

where k is the wave number and becomes equal to k = 2π/L and L is the length of simulation 
box. The intermediate function can be defined as

  F (k, t)  =  〈 ρ (k, t) ρ (  ‐k ,  t )   〉   (6)
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The relation between static structure factors with the dynamic structure factor is

  S (k, ω)  =   1 ___ 2π     ∫ 
‐∞

  ∞   F (k, t)   e   i𝜔𝜔t  dt  (7)

This satisfies the sum rule as

    ∫ 
−∞

  ∞   S (k, ω) d𝜔𝜔 = S (k)   (8)

The dynamical structure function is related to longitudinal current correlation function, 
which is expressed as [22].

  S (k, ω)  =   1 ___  ω   2     C  L   (k, ω)   (9)

3. Results and discussion

The EMD simulation has been used for the calculation of S(k,ω) to understand the dynamic 
phenomenon of particles for 3D SCCDPs. We have analyzed our simulation results of S(k,ω) in 
term of frequency, amplitude and fluctuation rate with respect to these parameters (κ, Γ, and k).

This section shows an overview of our results obtained through EMD simulations for dynamical 
structure factor S(k,ω) function of SCCDPs at κ = 1, 2, 3 and 5 with N = 500. Figures 1–4 shown our 
results for S(k,ω) over a wide suitable range of plasma states (Г, κ) at four values of wave vectors 
k = (0, 1, 2 and 3). A sequence of dynamical structure factor in increasing of wave vector (k) is 
computed to determine the suitable equilibrium values of S(k,ω). We have performed 16 EMD 
simulation with N = 500 for each screening parameters at different four values of k. There are 64 
simulations are carried out for different combination of plasma parameters in order to observe 
complete behaviors of DSF S(k,ω) at higher varying frequency (ωp) as compared to earlier simula-
tion results [16]. It is observed that the presented results obtained through EMD simulations for 
varying parameters have suitable signal-to-noise ratio of the DSF. Our results are satisfactory 
good agreement with earlier EMD estimations and show that the presented EMD results at higher 
ωp and earlier EMD simulations have comparable performance with small system size, both yield-
ing the close values of the DSF S(k,ω). Moreover, the system temperature (1/ Г), strength of Debye 
screening (κ), system run time (total time), system size (N), and wave vector (k) are changed to 
observe how efficiently the presented EMD method computes the DSF S(k,ω) of SCCDPs.

In addition, in each panels of Figures 1–4, we have shown the behaviors of S(k, ω) at four 
values of k. All these data are excellent due to the good statistics and allow the analysis of the 
structure–function within a broad dynamical range. It is examined that the peaks of S(k,ω) 
are decay at lower Г values for different four values of κ and k. It can be noted that the peaks 
survive up to higher k values at intermediate to higher Г values and shift toward the higher 
frequency (ωp). It is further observed that the wave spectra of S(k,ω) shifts toward sinusoidal 
waves form, at the intermediate values of Г = 50 and wave spectra shifts toward square type 
waves forms at higher values of (Г = 100,200). Moreover, the panels (a) to (d) of each figures 
represent the results of S(k,ω) in nonideal gases state to liquid and crystalline order state 
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  Γ =    Q   2  ____ 4  𝜋𝜋𝜋𝜋  o  
     1 ______  a  ws    k  B   T    (2)

where, aws is the “Wigner-Seitz” radius and it is defined as   𝜋𝜋n     
−1 __ 2     with n is the equilibrium dust 

number density, kB is the Boltzmann constant and T is absolute system temperature. It is noted 
that the Γ is measured as the ratio of average potential energy to average kinetic energy per 
particle. Second scaling parameter is Debye screening parameter and it is given as κ = aws/λD.

The EMD simulations are performed for a particle number that is chosen between 500 and 1000 
particles in a microcanonical ensemble using periodic boundary conditions and minimum image 
convention of the dust particles. It is to be mentioned that the number density (n) is defined as 
n = N/V, here N is the number of particles and V is the volume of simulation box and it is calcu-
lated as V = 4πN/3. On our case, most of simulations are performed for N = 500 and it is observed 
that the mentioned number of particles is suitable for EMD computations with statistical uncer-
tainty limits. In presented case, the simulation time step is dt = 0.0001 and total simulation time 
limit was 425,000 step units. The EMD simulations are run between 4.25 106 (1/ωp) to 3.25 106 (1/
ωp) time units for each combination of (Γ, κ) in the series of recording dynamical structure factor 
(DSF), S(k,ω), of SCCDPs. It can be seen that the first patch of S(k,ω) results is obtained after the 
time limit of (38000) step unit. For our case, 13 patches of S(k,ω) results are obtained and results 
show that each patch has nearly behavior of S(k,ω) showing the accuracy of numerical algorithm. 
In this work, the dynamical structure factor computations of SCCDPs are reported for a wide 
range of Coulomb coupling parameters Γ ≡ (1, 200) and the Debye screening strength κ ≡ (1.4, 4).

2.1. Model of DSF [S(k,ω)]

The number density of single species also known as mass density and dimensionless quantity 
in molecular dynamic units can be written as

  ρ(r, t ) =  ∑ 
j
     δ(r −  r  j  (t )  (3)

here r is the point at time t. from the practical point of view, it is known as local density. The 
average occupancy in the small volume of r space and it calculates over the short interval of 
time. The definition of density is satisfied matter conserved requirement.

  f𝜌𝜌 (r, t) dr =  N  m    (4)

The space and time-dependent density correlation are explain from the van Hove correlation 
function which is define as G(r, t) = Gs(r, t) + Gs(r, t) and further detail is given in Ref. [23]. 
Fourier transform of density fluctuation and new expression is given as

  ρ (k, t)  = f𝜌𝜌 (r, t)   e   −ik.r  dr =  ∑ 
j
      e   −ik.r (t)    (5)

where k is the wave number and becomes equal to k = 2π/L and L is the length of simulation 
box. The intermediate function can be defined as

  F (k, t)  =  〈 ρ (k, t) ρ (  ‐k ,  t )   〉   (6)
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This satisfies the sum rule as
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The dynamical structure function is related to longitudinal current correlation function, 
which is expressed as [22].
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3. Results and discussion

The EMD simulation has been used for the calculation of S(k,ω) to understand the dynamic 
phenomenon of particles for 3D SCCDPs. We have analyzed our simulation results of S(k,ω) in 
term of frequency, amplitude and fluctuation rate with respect to these parameters (κ, Γ, and k).

This section shows an overview of our results obtained through EMD simulations for dynamical 
structure factor S(k,ω) function of SCCDPs at κ = 1, 2, 3 and 5 with N = 500. Figures 1–4 shown our 
results for S(k,ω) over a wide suitable range of plasma states (Г, κ) at four values of wave vectors 
k = (0, 1, 2 and 3). A sequence of dynamical structure factor in increasing of wave vector (k) is 
computed to determine the suitable equilibrium values of S(k,ω). We have performed 16 EMD 
simulation with N = 500 for each screening parameters at different four values of k. There are 64 
simulations are carried out for different combination of plasma parameters in order to observe 
complete behaviors of DSF S(k,ω) at higher varying frequency (ωp) as compared to earlier simula-
tion results [16]. It is observed that the presented results obtained through EMD simulations for 
varying parameters have suitable signal-to-noise ratio of the DSF. Our results are satisfactory 
good agreement with earlier EMD estimations and show that the presented EMD results at higher 
ωp and earlier EMD simulations have comparable performance with small system size, both yield-
ing the close values of the DSF S(k,ω). Moreover, the system temperature (1/ Г), strength of Debye 
screening (κ), system run time (total time), system size (N), and wave vector (k) are changed to 
observe how efficiently the presented EMD method computes the DSF S(k,ω) of SCCDPs.

In addition, in each panels of Figures 1–4, we have shown the behaviors of S(k, ω) at four 
values of k. All these data are excellent due to the good statistics and allow the analysis of the 
structure–function within a broad dynamical range. It is examined that the peaks of S(k,ω) 
are decay at lower Г values for different four values of κ and k. It can be noted that the peaks 
survive up to higher k values at intermediate to higher Г values and shift toward the higher 
frequency (ωp). It is further observed that the wave spectra of S(k,ω) shifts toward sinusoidal 
waves form, at the intermediate values of Г = 50 and wave spectra shifts toward square type 
waves forms at higher values of (Г = 100,200). Moreover, the panels (a) to (d) of each figures 
represent the results of S(k,ω) in nonideal gases state to liquid and crystalline order state 
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Figure 1. Variation of dynamical structure factor S(k,ω) as a function of plasma frequency (ω) of strongly coupled 
complex plasma at κ = 1.4, N = 500 and waves number k = 0, 1, 2, and 3 for (a) Г = 1, (b) Г = 50, (c) Г = 100, (d) Г = 200.

Figure 2. Variation of dynamical structure factor S(k,ω) as a function of plasma frequency (ω) of strongly coupled 
complex plasma at κ = 2, N = 500 and waves number k = 0, 1, 2, and 3 for (a) Г = 1, (b) Г = 50, (c) Г = 100, (d) Г = 200.
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Figure 3. Variation of dynamical structure factor S(k,ω) as a function of plasma frequency (ω) of strongly coupled 
complex plasma at κ = 3, N = 500 and waves number k = 0, 1, 2, and 3 for (a) Г = 1, (b) Г = 50, (c) Г = 100, (d) Г = 200.

Figure 4. Variation of dynamical structure factor S(k,ω) as a function of plasma frequency (ω) of strongly coupled 
complex plasma at κ = 4, N = 500 and waves number k = 0, 1, 2, and 3 for (a)  Γ = 1, (b) Г = 50, (c) Г = 100, (d) Г = 200.
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corresponding to Г (1, 200). In case of crystalline order state, the amplitude of vibrating par-
ticle decreases significantly and it converts completely in square waveform. It is interesting to 
note that the fundamental behavior of dust particles is different and it shows decaying trends 
in nonideal gases state, sinusoidal form in liquid state and square wave form in crystalline 
state at fixed screening value. Figures show that the results of S(k,ω) depend on the plasma 
parameters (κ, Г), as expected. Furthermore, it is investigated that in the ideal form of dusty 
plasma with high temperatures (low coupling values) the dust particles are exponentially 
decaying from high to low amplitude. One of justification is the dust particles transferred their 
energy to the surrounding particles that at high plasma temperature values. Furthermore, in 
panels (b) represent the EMD results of S(k,ω) in the liquefied state of dusty plasma. In this 
regime, dust particles comparatively less transfer their energy to the system. At this regime 
amplitude is maximum for simulation box size (L = max) and frequency of oscillating of dust 
particles is low and in the sinusoidal waveform. The frequency and amplitude of oscillating 
dust particles increase with increasing wave numbers k = 2, 3 and exhibit in the periodic wave 
form. Panels (c) show the results of S(k,ω) of dusty plasma in the nearly crystalline states. We 
have analyzed that in this regime the particles are tightly bound. In this case, the dust par-
ticles have small amplitude as compared to the gaseous and liquefy forms of dusty plasma.

It is observed from each panel of Figures 1–4, the dynamic of dust particles increases with 
increasing wave number. It is to be noted that the values of amplitude of the S(k,ω) are 
3 = 0.7406, 0.6662, 0.8004 and 0.7902 respectively, for four wave numbers (k = 0, 1, 2, and 3) at 
the same values of κ, Г and N. It is observed that the dynamical structure factor of SCCDPs 
depends on plasma parameters (κ, Г). The frequency mode of S(k,ω) is high at low κ for 
SCCDPs. It is observed that κ is equally affecting on the dynamic of dust particles either the 
dusty plasma in any phase (gaseous, liquid and crystalline).

4. Summary

We have employed EMD simulations for the investigations of S(k,ω) over a wide range of 
Coulomb and Debye screening parameters (κ, Г). It has been shown that the presented EMD 
technique and previous numerical methods have equivalent performance for the wide range 
of plasma state points, both yielding satisfactory data for plasma S(k,ω). New simulations 
provide more consistent and inclusive results for the plasma S(k,ω) over a complete range of 
Г (1, 200) and κ (1.4, 4) than the previously known numerical results. Our investigations show 
that the dynamic of dust particles are exponentially decayed, sinusoidal form and crystalline 
form, respectively, in the gaseous, liquefy regime and crystalline states of SCCDPs. Moreover, 
the dynamical spectra of dusty plasma do not observe at very high values of Г and low values 
of κ. Moreover, our results indicate that the dynamical structure factor in SCCDPs depends 
on κ, Г and k. It has been shown that the presented simulation has comparable performance 
with the earlier simulation of S(k,ω) over the wide domain of plasma states. For future work, 
it is suggested that presented EMD technique based Ewald summation can be used to inves-
tigate and explore dynamical structure factor behaviors in other simple liquid, dipolar and 
ionic materials.
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corresponding to Г (1, 200). In case of crystalline order state, the amplitude of vibrating par-
ticle decreases significantly and it converts completely in square waveform. It is interesting to 
note that the fundamental behavior of dust particles is different and it shows decaying trends 
in nonideal gases state, sinusoidal form in liquid state and square wave form in crystalline 
state at fixed screening value. Figures show that the results of S(k,ω) depend on the plasma 
parameters (κ, Г), as expected. Furthermore, it is investigated that in the ideal form of dusty 
plasma with high temperatures (low coupling values) the dust particles are exponentially 
decaying from high to low amplitude. One of justification is the dust particles transferred their 
energy to the surrounding particles that at high plasma temperature values. Furthermore, in 
panels (b) represent the EMD results of S(k,ω) in the liquefied state of dusty plasma. In this 
regime, dust particles comparatively less transfer their energy to the system. At this regime 
amplitude is maximum for simulation box size (L = max) and frequency of oscillating of dust 
particles is low and in the sinusoidal waveform. The frequency and amplitude of oscillating 
dust particles increase with increasing wave numbers k = 2, 3 and exhibit in the periodic wave 
form. Panels (c) show the results of S(k,ω) of dusty plasma in the nearly crystalline states. We 
have analyzed that in this regime the particles are tightly bound. In this case, the dust par-
ticles have small amplitude as compared to the gaseous and liquefy forms of dusty plasma.

It is observed from each panel of Figures 1–4, the dynamic of dust particles increases with 
increasing wave number. It is to be noted that the values of amplitude of the S(k,ω) are 
3 = 0.7406, 0.6662, 0.8004 and 0.7902 respectively, for four wave numbers (k = 0, 1, 2, and 3) at 
the same values of κ, Г and N. It is observed that the dynamical structure factor of SCCDPs 
depends on plasma parameters (κ, Г). The frequency mode of S(k,ω) is high at low κ for 
SCCDPs. It is observed that κ is equally affecting on the dynamic of dust particles either the 
dusty plasma in any phase (gaseous, liquid and crystalline).

4. Summary

We have employed EMD simulations for the investigations of S(k,ω) over a wide range of 
Coulomb and Debye screening parameters (κ, Г). It has been shown that the presented EMD 
technique and previous numerical methods have equivalent performance for the wide range 
of plasma state points, both yielding satisfactory data for plasma S(k,ω). New simulations 
provide more consistent and inclusive results for the plasma S(k,ω) over a complete range of 
Г (1, 200) and κ (1.4, 4) than the previously known numerical results. Our investigations show 
that the dynamic of dust particles are exponentially decayed, sinusoidal form and crystalline 
form, respectively, in the gaseous, liquefy regime and crystalline states of SCCDPs. Moreover, 
the dynamical spectra of dusty plasma do not observe at very high values of Г and low values 
of κ. Moreover, our results indicate that the dynamical structure factor in SCCDPs depends 
on κ, Г and k. It has been shown that the presented simulation has comparable performance 
with the earlier simulation of S(k,ω) over the wide domain of plasma states. For future work, 
it is suggested that presented EMD technique based Ewald summation can be used to inves-
tigate and explore dynamical structure factor behaviors in other simple liquid, dipolar and 
ionic materials.
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1. Introduction

IShTAR (Ion cyclotron Sheath Test ARrangement) is a linear magnetised plasma test facility for 
RF sheaths studies at the Max-Planck-Institut fuer Plasmaphysik in Garching (IPP-Garching), 
Germany. The test facility consists of a cylindrical vacuum vessel with a diameter of 1 m and 
length of 1.1 m. The plasma is created by an external cylindrical plasma source equipped with a 
helical antenna that has been designed to excite the m = 1 helicon mode. In contrast to a tokamak, 
a test stand provides more liberty to impose the parameters and gives better access for the instru-
mentation and antennas. The project also supports the development of diagnostic methods for 
characterising RF sheaths and validating and improving the theoretical predictions.

The present specific application is to analyse the formation of RF sheaths when waves in 
the Ion Cyclotron Range of Frequencies (ICRF) are injected in the plasma. In tokamaks, they 
have been successfully used to heat the plasmas to the nuclear fusion relevant temperatures 
of around 10 keV [1], but experimental and theoretical studies have shown that several spuri-
ous edge plasma interactions can prevent an optimal coupling if effects are forgotten or mis-
understood. Particularly, the RF sheaths are created on the antenna surface and on limiters 
by the large E‖(parallel to the background magnetic field) component of the Slow Wave (SW) 
from the antenna [2, 3]. Under this field, the electrons with a lighter mass are more prone 
to be expelled from the plasma than the heavier ions: this creates a net positive DC voltage, 
called rectified sheath potential which conserves the charge ambipolarity. The additional 
DC potential raises the energy of the ions knocking the wall, the sputtering increases, hot 
spots are generated and more impurities are released into the plasma. At the same time the 
RF power losses become more pronounced [4–6]. Even though extensive studies have been 
carried out in the last years and the understanding has improved [7], a definitive solution 
is still pending because a systematic investigation cannot be done efficiently in the main 
fusion experiments. There are several reasons: the experimental time allocated to the topic 
is limited; the access, location and operations of diagnostics dedicated to RF sheath proper-
ties is constrained by other instruments, by the machine operation parameters and by the 
plasma itself. The application of corrective measures or the test of new antenna designs is 
constrained by the limited opening time of the tokamak and by the interfaces with the access 
port and the surrounding wall. Therefore, a dedicated test-bed offering more working time 
has been developed and assembled, in which it is possible to launch the waves using differ-
ent antenna designs. More time can be devoted to the analysis of RF sheaths effects. New 
diagnostics to measure plasma parameters and electromagnetic fields in front of the ICRF 
antenna can be tested and the results can be compared with existing theoretical models of 
the sheath rectification effect. Different types of solutions emerging from modelling can be 
tested. In addition, other interesting phenomena related to antenna-plasma coupling can be 
analysed: sheath-plasma waves and resonances, effect of fast ions, plasma breakdown and 
wall conditioning by the ICRF antenna. In the first part, the constraints, which guided the 
initial choice and the operating parameters, are discussed. It is followed by a description 
of the resulting design and architecture of the facility. In the last part, first operations and 
measurements are illustrated, to conclude with the next steps and extension plans for the 
diagnostic instrumentation.
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2. Requirements and constraints

In this section the requirements, which were used to guide the design of the test-bed, are dis-
cussed. IShTAR is designed with the main purpose of investigating the RF sheath effects [8].  
It is thus important to relate its functional parameters to the characteristics of a tokamak in the 
vicinity of the ICRF antenna.

2.1. Functional requirements

The main requirement for a test-bed dedicated to the analysis of ICRF antenna/plasma coupling, 
independent of the type of topic studied, is the geometry of the configuration, which has to be as 
similar as possible to the tokamak edge. This requires a vacuum vessel with a curved wall, a support 
to mount the ICRF antenna and a port for the RF feeding lines. A magnetised plasma is present and 
located only few centimetres away from the antenna (typically 15–20 cm). To simplify the configu-
ration the magnetic lines are straight. Two main design factors have an important impact for the 
sheath studies: the plasma parameters and the antenna frequency. The former constrains the design 
of the plasma source and the second the choice of generator and matching system for the ICRF 
antenna. These factors determine the type of waves that are coupled and whether they are able to 
propagate, or not, in the plasma. The main parameters for the plasma are: the gas type, magnetic 
field, density and temperature. In a homogeneous, magnetised plasma, the wave equation reads:

   k ̄   ×  ( k ̄   ×  E ¯  )  +  k  0  2  K ¯   ·  E ¯   = 0,  (1)

where   k ̄    is the wave vector,   E ¯    the electric field associated with the wave, ω the angular fre-
quency of the wave in vacuum, k0 = ω /c the vacuum wavelength with c the speed of light and 
  K ¯    is the plasma dielectric tensor. A detailed study of the wave propagation in IShTAR can 
be found in [9]. The main purpose of the test-bed is to provide conditions where the disper-
sion relation of the fast wave (used for heating) and of the slow wave (which produces the 
RF sheath) are similar to the tokamak case. Cold plasma calculations have been done for the 
reference case of a tokamak. It is plotted in Figure 1b. The operational parameters (magnetic 
field, ICRF frequency) of the test-bed have been varied to get similar wave behaviour as for 
the tokamak case, where slow and fast waves are well distinguished (Figure 1a).

2.2. Operational requirements

The main operational constraint for the operation and maintenance of the machine is the 
flexibility and accessibility: this is what makes the difference between the tokamak and the 
test-bed. We will see in the design section that the requirements lead to a machine with an 
important level of complexity. It is necessary that it does not impede an easy access to the 
machine or impose long time of preparation before the experiments. Therefore we have the 
following requirements on the operations and on the maintenance:

1. Start-up sequence duration shorter than an hour: from initial sleep phase at atmospheric 
pressure to first plasma in vacuum with full instrumentation. This has an impact on the 
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2. Requirements and constraints

In this section the requirements, which were used to guide the design of the test-bed, are dis-
cussed. IShTAR is designed with the main purpose of investigating the RF sheath effects [8].  
It is thus important to relate its functional parameters to the characteristics of a tokamak in the 
vicinity of the ICRF antenna.
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to mount the ICRF antenna and a port for the RF feeding lines. A magnetised plasma is present and 
located only few centimetres away from the antenna (typically 15–20 cm). To simplify the configu-
ration the magnetic lines are straight. Two main design factors have an important impact for the 
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field, density and temperature. In a homogeneous, magnetised plasma, the wave equation reads:

   k ̄   ×  ( k ̄   ×  E ¯  )  +  k  0  2  K ¯   ·  E ¯   = 0,  (1)

where   k ̄    is the wave vector,   E ¯    the electric field associated with the wave, ω the angular fre-
quency of the wave in vacuum, k0 = ω /c the vacuum wavelength with c the speed of light and 
  K ¯    is the plasma dielectric tensor. A detailed study of the wave propagation in IShTAR can 
be found in [9]. The main purpose of the test-bed is to provide conditions where the disper-
sion relation of the fast wave (used for heating) and of the slow wave (which produces the 
RF sheath) are similar to the tokamak case. Cold plasma calculations have been done for the 
reference case of a tokamak. It is plotted in Figure 1b. The operational parameters (magnetic 
field, ICRF frequency) of the test-bed have been varied to get similar wave behaviour as for 
the tokamak case, where slow and fast waves are well distinguished (Figure 1a).

2.2. Operational requirements

The main operational constraint for the operation and maintenance of the machine is the 
flexibility and accessibility: this is what makes the difference between the tokamak and the 
test-bed. We will see in the design section that the requirements lead to a machine with an 
important level of complexity. It is necessary that it does not impede an easy access to the 
machine or impose long time of preparation before the experiments. Therefore we have the 
following requirements on the operations and on the maintenance:

1. Start-up sequence duration shorter than an hour: from initial sleep phase at atmospheric 
pressure to first plasma in vacuum with full instrumentation. This has an impact on the 
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speed of the vacuum pumps and on the control system, which has to be fully automatized. 
The purpose is to be able to do short iterations between experiments and analysis.

2. Short vessel opening and closing durations: it should be possible to open the vessel, install 
new components (like an antenna) and close the vessel in a couple of days; here again, it 
helps to have short iteration times between the installation of new solutions, their test and 
the analysis of their impact.

3. The “plug and play” instrumentation platform: the test-bed enables the analysis of many 
different phenomena requiring different types of diagnostics, either of in-house origin or 
provided by external teams. The control and acquisition system has to be universal enough 
to reduce the time between the installation of the instrument and the exploitation of its 
data in the centralised discharge database.

2.3. Cost control

The last constraint comes from the costs. To keep the costs under control, not all compo-
nents were designed from scratch. Several have been refurbished from previous experiments. 
Among the most important ones is the main vacuum vessel with its 8 kA magnetic coils, the 
smaller coils and the ICRF generator, which comes from the WEGA stellarator. The downside 
is that their range of operation or geometry can limit the operational parameter space. This 
overview of the requirements clarifies the guidelines for the design of the facility.

3. Design and setup

The main design choice concerns the creation of the plasma in front of the ICRF antenna: 
either the ICRF itself can breakdown the gas or an external source can be used. Both solutions 
have been retained for the final design.

Figure 1.   k  2
⊥       values for full and decoupled solutions as a function of the plasma density. (a) The reference case of IShTAR 

for typical operating conditions:  f = 5 MHz ,  Bt = 0.1T ,  Te = 10 eV  and plasma composition: 100% Ar. (b) A tokamak 
scenario with:  f = 50 MHz ,  Bt = 2T ,  Te = 10 eV , plasma composition: 95% D, 5% H. The notation “log10” denotes sign 
(F) log10 (|F|) when |F| > 1 and 0 when |F| < 1. It is introduced to enable capturing the very different length scales of 
the modes the cold plasma supports while allowing to identify regions of wave propagation and evanescence by a mere 
glance of the sign of log10 (  k  ⊥  2   ). In the low density region, both roots approach the vacuum limit,   k  ⊥  2   =  k  0  2  −  k  //  2  

, as expected, while at higher densities representative for the core one root is propagative (fast wave FW) and the other 
is deeply evanescent (slow wave SW).
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The ICRF antenna itself can create plasma. The electrons are heated by the parallel component 
(parallel to the B-field) of the RF electric field. The advantage would be that no other means 
than the ICRF components are needed to create the plasma. But there are three disadvantages:  
first, the plan is to test different types of antenna and it will be difficult to reproduce the same 
plasma with different geometries. Second, the physics of plasma breakdown with ICRF antennas 
is still not completely understood. And third, the parallel electric field used for the breakdown 
is the same that creates the RF sheath: it may be difficult to disentangle both phenomena [10].

An external plasma source solves this problem by separating the plasma creation from the 
plasma heating. The concept of a helicon discharge [11–13] has been retained: it is compatible 
with the magnetic field and it creates high densities in large volumes. However, the solution 
has a price: the physics of helicon sources is still an area of investigation; it requires large 
amount of power to ionise the plasma volume required; it adds a new wave inside the plasma, 
which can interact—depending on the frequency—with the ICRF waves. Therefore, a backup 
solution exists with the use of a more classical inductive coil.

The test-bed has therefore two large components: the main vessel where the ICRF antenna is 
installed and connected to the power transmission lines; and the plasma source, connected 
with an open port to the main vessel, which generates the plasma that will flow in front of 
the antenna. These systems are connected to power generators, gas feeding lines, DC current 
modules and real-time controllers to monitor the operations and the safety of the test-bed. An 
overview of the facility is depicted in Figure 2; the characteristics of different components are 
explained in the next subsections.

3.1. Vacuum vessel

The vacuum vessel has a cylindrical geometry. The length is 1126 mm and the diameter (D) is 
1000 mm. There are five ports in the wall: two horizontal ports (D = 225 mm) on one side which 

Figure 2. Overview of the different components of IShTAR.
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can be used to connect the RF transmission line for the ICRF antenna and pressure gauges and 
valves, and, on the opposite side, one large horizontal port (D = 225 mm) and two smaller ports 
(D = 100 mm) angled at approximately 30 degrees with respect to the horizontal line. All ports 
have the same axial position, at 391 mm from the back end of the cylinder. On both ends of the 
vessel, there are two flanges with the following glass windows: at the back end, three large win-
dows (D = 160 mm) and two small panels (D = 105 mm) at one end; at the front end, two large 
ports (D = 400 mm) and two small windows (D = 105 mm). The plasma source is connected to 
one of the front large ports. In the first months of operation it was not centred with respect to 
the axis of the main vessel, which resulted in instable operating conditions. Therefore later on 
the connecting flange was changed and now the helical source and main vessel are aligned. The 
vacuum system is connected to the back flange and consists of a pre-vacuum pump to reach a 
pressure of 10−2 mbar and a turbo molecular pump to create a high vacuum at 10−6 mbar. These 
pumps have a large flow rate making; the minimal pressure can be reached in 30 min time.

3.2. Large magnetic field coils

The main vessel is equipped with two magnetic coils in a Helmholtz configuration. The dis-
tance between the coils is about 815 mm. Some of the characteristics are given in Table 1. The 
outer/inner diameter is 2200/1200 mm and the thickness varies between 120 and 180 mm. The 
coils are connected to the central high current supply of the institute, which uses two modules 
connected either in parallel or in series using regular electrical voltage at 10.5 kV at 50 Hz. The 
magnetic (B) field in the centre of the vacuum vessel is expected to be 0.1 T for a current of 2.4 
kA in the main coils. Higher currents and fields are possible. The current generator can sustain 
4 kA for 10s and 12kA for 1 s, corresponding with B-fields up to 0.275 and 0.4 T respectively.

3.3. External plasma source

The plasma source is based on the concept of ionisation by helicon waves, which offer the possi-
bility for large volumes to reach high densities (1018 m−3 and above) with uniform radial profiles 

Large coils Small coils

Inductance L 0.4 mH 1.74 mH

Resistance R 0.86 mΩ 1.54 mΩ

Maximal current 47 kA 10 kA

Maximal voltage 3 kV 12 V

Time constant τ 0.5 s n.a.

Pulsed current 4 kA 1 kA

Nominal current 1.5 kA n.a.

Nominal voltage 600 or 340 kV n.a.

Pulse length 10 s 10 s

Duty cycle 5.6% n.a.

Table 1. Characteristics of the large and small coils.
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[10–12]. The price for this objective is the high level of injected power (several kW), which can 
lead to dramatic damages if the flow of the power in the source is not controlled. To reduce the 
risks the operations will be carried out first in inductive mode and, by progressively increasing 
the available power on the generator, we will try to reach the mode transition to the helicon 
mode. The source includes a glass tube as vacuum vessel, four magnetic coils (the helicon wave 
is a magnetised wave), a helical antenna with its own power supply and a gas injector.

The most risk prone component is the glass tube, which faces the following dangers:

i. Arcing: the risk is to hit and break the glass tube. If only inductive discharges would be 
generated, it would be possible to install a shield to protect the tube (with the advantage 
to remove spurious capacitive effects in the plasma); however, with helicon plasmas, 
the electrostatic component is necessary as well. Therefore, before increasing the power, 
we need to investigate the distribution of RF fields in the plasma source and check that 
we are able to have a good absorption in the plasma (decreasing the voltage on the an-
tenna). Even with that, an arc detection system may be necessary to prevent in a very 
short time the development of an arc.

ii. Heat fluxes: the glass tube is made of borosilicate glass Duran with a safe maximum tem-
perature of 150 and 500°C if it is submitted to homogeneous fluxes on its surface. Given 
its specific heat capacity Cp = 750 J/(kg °C), a mass of 17 kg and a discharge duration of 
8 s, it can sustain a flux of 250 W at 150°C.

iii. Sputtering: this is the unknown and will require a better analysis. Previous experiments 
show an increase of the sputtering during helicon discharges, but variable from machine 
to machine.

The characteristics of the helicon magnetic coils are displayed in Table 1. These small coils 
are fed with a power supply DC10, with current between 0 and 1 kA, and voltage of 10 V. The 
maximum field inside the source is 0.1 T. In standard operation, this field is superimposed on 
the field generated by the large coils. The structure with the helicon in its central position is 
presented in Figure 3 for a current of 1kA in the large coils and 0.45 kA in the small coils. The 
resulting B-field in the centre of the vessel is around 40 mT. By adapting the ratio in the field 
in small and large coils the plasma performance can be influenced. The optimisation of the 
performance is the subject of on-going research.

The test-bed flexibility makes it possible to test different types of antennas. The presently 
mounted antenna is a Shoji III half turn [14]. In other experiments, it proved to have a better 
coupling, especially with the mode m = 1. It has a length La = 1 m and diameter da = 0.6 m. The 
dispersion relation of the helicon wave sets a relation between the minimal density for which 
the wave can propagate and the magnetic field [14]:

   kk  z   =   
e  μ  0    n  e   ω ______  B  0  

  ,  (2)

k is the total wave number, kz is the longitudinal wave number, e is the electron charge, μ0 is 
the vacuum permeability, ne is the electron density, ω is the pulsation of the generator and B0 
is the static magnetic field.
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The characteristics of the helicon magnetic coils are displayed in Table 1. These small coils 
are fed with a power supply DC10, with current between 0 and 1 kA, and voltage of 10 V. The 
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kz is determined by the geometry of the antenna:

   k  z   =  (2κ + 1)    π ___  L  A    ,  (3)

where κ is the longitudinal mode number and LA is the length of the antenna.

The radial wavenumber kr is determined from the calculation of the electrical field in a cylin-
drical geometry (in a simple case with constant density). This relation is represented for the 
mode m = 0 in Figure 4. For a maximum field B = 0.1 T in the plasma source, a density ni ≈ 7 
1016 m−3 is necessary for the helicon wave to propagate. The low frequency has been chosen 
based on simulations with the electromagnetic code MicroWave Studio (MWS) [15] (with a 
simple dielectric) to minimise the electric fields and the risk of arcing.

The plasma source is equipped with a gas valve at the back of the tube with a flow rate range 
of 5–5000 sccm. Three gases can routinely be used: argon, helium and hydrogen with three 
different feeding lines.

3.4. Control system

The control system automates the experiments, enables a fast start and remote operations, 
and it is possible to monitor the status of the different parameters (pressure, temperature, 

Figure 3. Example of a typical magnetic field topology for IShTAR (in mT). It is generated with currents of 1 kA in the 
large coils and 0.45 kA in the small coils.
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current) of the test-bed. The control is based on a Simatic system for the hardware and WinCC 
applications for the software with a time step of 10 ms; it controls the automatic opening and 
closing of the valves and pumps during the vacuum build-up and re-pressurisation. It also 
enables the operator to define ramps in the coil current. It ensures the safety of operation by 
keeping the access doors locked below a predefined vacuum level in the vessel, checking the 
flow of coolant in the different components.

3.5. ICRF system

A mock-up of an operational ICRF antenna can be installed on the wall of the vessel and con-
nected on one of the side ports to the transmission line, which is equipped with a ceramic 
vacuum window. Two RF power sources are presently available for the ICRF system:

i. One ASDEX Upgrade RF generator (30–120 MHz) with a power up to 2 MW at 30–80 MHz 
and 1 MW at 80–120 MHz.

ii. A broadband amplifier with an output power of 1 kW in the frequency range 100 kHz to 
100 MHz.

The matching of the ASDEX Upgrade generator is insured by a system of two stub tuners. 
The broadband amplifier requires the installation of an additional capacitor-base matching 
network more suited to low levels of power.

3.6. ICRF antenna

An ICRF antenna was designed at the Laboratory for Plasma Physics in Brussels, Belgium 
(LPP-ERM/KMS) and installed in IShTAR. The MicroWave Studio (MWS) [15] model of the 

Figure 4. Minimum density required for the helicon mode m = 0 to propagate as a function of the magnetic field for the 
chosen antenna parameters f = 11.7 MHz, length = 1 m, radius ra = 0.3 m.
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kz is determined by the geometry of the antenna:

   k  z   =  (2κ + 1)    π ___  L  A    ,  (3)

where κ is the longitudinal mode number and LA is the length of the antenna.
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3.4. Control system

The control system automates the experiments, enables a fast start and remote operations, 
and it is possible to monitor the status of the different parameters (pressure, temperature, 

Figure 3. Example of a typical magnetic field topology for IShTAR (in mT). It is generated with currents of 1 kA in the 
large coils and 0.45 kA in the small coils.
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current) of the test-bed. The control is based on a Simatic system for the hardware and WinCC 
applications for the software with a time step of 10 ms; it controls the automatic opening and 
closing of the valves and pumps during the vacuum build-up and re-pressurisation. It also 
enables the operator to define ramps in the coil current. It ensures the safety of operation by 
keeping the access doors locked below a predefined vacuum level in the vessel, checking the 
flow of coolant in the different components.
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nected on one of the side ports to the transmission line, which is equipped with a ceramic 
vacuum window. Two RF power sources are presently available for the ICRF system:

i. One ASDEX Upgrade RF generator (30–120 MHz) with a power up to 2 MW at 30–80 MHz 
and 1 MW at 80–120 MHz.

ii. A broadband amplifier with an output power of 1 kW in the frequency range 100 kHz to 
100 MHz.

The matching of the ASDEX Upgrade generator is insured by a system of two stub tuners. 
The broadband amplifier requires the installation of an additional capacitor-base matching 
network more suited to low levels of power.
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An ICRF antenna was designed at the Laboratory for Plasma Physics in Brussels, Belgium 
(LPP-ERM/KMS) and installed in IShTAR. The MicroWave Studio (MWS) [15] model of the 

Figure 4. Minimum density required for the helicon mode m = 0 to propagate as a function of the magnetic field for the 
chosen antenna parameters f = 11.7 MHz, length = 1 m, radius ra = 0.3 m.
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retained geometry (with initial dimensions in mm) of the IShTAR antenna is visible in Figure 5.  
The strap is fed from the top feed through by a coaxial transmission line connected to a ver-
tical plate inserted into the strap. Unlike usual ICRF antennas the IShTAR antenna is not 
designed to couple as much power as possible to the plasma, but rather to generate the typi-
cal electric fields structures expected in a tokamak. The first simulations with MWS clearly 
demonstrated some issues due to the presence of sharp angles in the lateral limiters. Even 
by further smoothing these angles (see Figure 5c) the electric fields maps were dominated 
by peaked radiations at the level of the limiters, which could also be partly due to numeri-
cal issues (meshing). We therefore decided to replace these profiled limiters by rectangular 
plates: see Figure 5d, resulting in a more regular electric field distribution. This change also 
considerably simplifies the building of the antenna box [16]. The antenna was installed in 
IShTAR and is visible in Figure 6b.

3.7. Diagnostics

In the present configuration, each diagnostic dedicated to physics applications has its own 
acquisition system. A centralised acquisition system is being built with a NI Chassis and a set 
of digitizer boards to offer a common time reference, shared data storage and network access. 
The instrumentation is still under development. At present the two main tools to diagnose 
plasma parameters and electric fields are probes and spectroscopy. In future other diagnos-
tics will be added, for example an interferometer for density measurements has already been 
designed, in order to bench mark the data obtained by the Langmuir probes. In addition, 
more RF compensated probes will be added in the helical plasma source to study better the 
helicon physics and the effect of the magnetic topology.

The probes are depicted in Figure 6. Different Langmuir and B-dot probes have been installed. 
Figure 6a shows an inside view of the back flange, with an array of three probes in the middle, 
to the right a planar non-compensated Langmuir probe with a diameter of 2 cm can be seen. 
A manipulator arm (Figure 6b) can carry up to four probes simultaneously, which allows 
a partly 2D scan of the plasma profile on a shot-to-shot basis. In Figure 6b also the ICRF 

Figure 5. MicWs model of the ICRF antenna and its feeding line; (a) lateral cut view of the initial geometry; (b) front 
view; (c) zoom of the angular part of the limiter; (d) simplified geometry; All dimensions are given in mm.
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antenna can be seen, it has a single antenna strap, which is curved to follow the plasma shape. 
In this picture the antenna box was not yet closed and the connection to the feeding line on the 
top is visible. For the sheath physics, an important parameter to investigate is the electric (E) 
field created at the antenna and plasma facing components. The ions accelerated in the sheath 
potential can damage the components by creating a local overheating (hot spots) and or sput-
tering, as it is has been observed during ICRF experiments in different fusion machines.

After a theoretical study, two different spectroscopic methods have been retained and are 
presently being developed in parallel.

Passive optical spectroscopy is selected as the first approach to directly measure electric fields 
in the vicinity of an ICRF antenna, without disturbing the plasma environment [17–20]. This 
technique enables studying the perturbation of the electronic structure of an atom caused 
by an external electric field, the Stark effect. These perturbations are detectable as a shift of 
the central wavelength of a spectral line, and the occurrence of forbidden components of the 
fine structure in a spectral line profile. We have focused our research on the Stark effect on 
43D - 23P transitions in helium. The method requires a high-resolution spectrometer with high 
dynamic range detector capable to resolve the allowed and forbidden lines of the transition 
under the study. To this end a 0.75 m Andor spectrometer equipped with an Andor ICCD 
camera has been installed. In the test work the He n = 43D - 23P transition has been selected for 
the E-field measurements, since the signal-to-noise ratio of the recorded spectra was accept-
able and the line Stark broadening is strongly affected by the E-field. Once the time-averaged 
spectra are recorded, the spectral line profiles are compared to the simulated ones and the 
electric field amplitude is extracted with the method of least squares. To simulate the spectra 

Figure 6. Inside view of the main vessel with the different probes: (a) on the back flange and (b) on a movable manipulator 
arm. The helical plasma source is visible on the right.
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Figure 7. Triplet He-I 43D-23 P line profile simulated with the EZSSS code with no external electric field (reference 
scenario) shows discrete and continuous results, with the main component at wavelength λ = 4471.49 Å and the second 
component at 4471.6 Å.

perturbed by an electric field, in the presence of a background magnetic field, the Explicit 
Zeeman Stark Spectral Simulator (EZSSS) [17] was used. This code generates the discrete 
spectrum by solving the Schrödinger equation in electric dipole approximation, with external 
electric and magnetic fields as perturbations. In the second step, by convoluting the discrete 
spectra with Gaussian and/or Lorentzian profiles to mimic the broadening mechanisms, the 
continuous spectrum is obtained.

Figure 7 depicts the modelled triplet line profile corresponding to the 43D - 23P He-I transi-
tion with no electric field externally imposed on the system. The discrete spectra, calculated 
with the EZSSS code is shown as a set of lines in the mirror image of the intensity scale. The 
continuous spectra, presented in the positive part of the intensity axes is convoluted with a 
Gaussian distribution corresponding to the Doppler broadening with a temperature of the 
radiator of 0.7 eV. The distinct feature of these spectra is the occurrence of the second spectral 
line red-shifted from the main component, corresponding to the fine structure of the He trip-
let transition. This separation of the components allows estimating the E-field in the plasma.

An alternative, but more complicated approach, is to use Doppler-free saturation spectros-
copy (DFSS) to eliminate disturbing effects such as the Doppler broadening and to highlight 
the E-field influence [17, 21]. The basic principle is to create a cross section in the plasma of 
overlapping pump and probe beams from the same laser source tuned to specific absorption  
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transition of He or H atoms. The pump beam depletes the ground state; the probe beam 
passes the plasma with reduced absorption. By depleting the ground state, the fine structure 
of the spectral line should become more clearly visible, in the form of local dips in the Doppler 
broadened absorption line. This allows measuring line profile with eliminated effect of the 
Doppler broadening and precisely estimate E-field with high sensitivity.

4. Operation and results as preparation for the sheath studies

4.1. Sequence of a typical discharge

A typical discharge sequence is presented in Figure 8a, as it is seen by the different diagnos-
tics; one camera view is shown in Figure 8b. The vessel is prefilled at the operating pressure 
before the start of the sequence. The RF power is matched for plasma with magnetic field. 
Therefore the coils are usually activated before the antenna. However, the reversed sequence, 
as used on the discharge in Figure 8a shows how the magnetic field affects the plasma and 
the measurements of the Langmuir probe. We notice that the ion saturation current starts to 
ramp up only when the field is activated. On the cameras, the visible light shows that the 
plasma is first confined in the plasma source and then, when the coils are powered, a plasma 
tube develops in the main vessel and is displaced towards the centre, further away from the 
Langmuir probe, following the field lines represented in Figure 3. The minimum amount of 
power required to ignite the plasma was evaluated at 50 W (with and without magnetic field). 
During the phase without the main field, arcing is noticed in the main vessel, which is then 
wiped out with the start-up of the coils. No arcing has been noticed on the helicon antenna 

Figure 8. (a) Evolution of the main parameters for an injected helicon power of 700 W. (b) Plasma inside the main vessel 
in front of the ICRF antenna.
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with the camera. However, post-experiment inspection revealed that the copper layer has 
been damaged on some parts of the line.

4.2. Characterisation and optimisation of the plasma

The operating parameters (injected RF power, neutral gas pressure and magnetic field) were 
scanned to observe the effect on the plasma density and temperature measured in the centre 
of the main vessel. The purpose is to select the set of parameters that optimises the density. 
The results of the parametric studies are presented in Figure 9 [22–24]. At a constant magnetic 
field, the density increases almost linearly with the power. A small drop around 1.8 kW is 
observed, which may be due to an internal resonance. The nature of the resonance is not yet 
clear and needs further investigation. The optimisation of the IShTAR plasma operations is 
subject of on-going research. However no step in the scan is seen, which would correspond 
to a change of regime from inductive to helicon mode. This is probably due to a too low level 
of power with respect to the volume to ionise. The electron temperature does not feature any 
evolution inside a band between 4 and 7 eV, except for a peak at the same assumed resonance 
at 1.8 kW. This would confirm that the increased injected power is used to generate denser 
plasmas and not to heat. At constant injected power, two different trends are observed when 
the magnetic field is ramped up. At low pressure, the density reaches a plateau at 0.06 T and 
saturates before starting to drop at 0.14 T. At higher pressure, the density increases almost 
linearly with the magnetic field. The temperature presents a slight trend towards an increase, 
but there is not much difference between the high- and low-pressure cases. The cause for the 
saturation of the density is not yet clear and will require comparison with theoretical models, 
which are presently not yet available. The radial profiles of the plasma density and of the 

Figure 9. (a) and (c) Scan of argon plasma parameters as a function of the injected power at constant magnetic field (0.1 T)  
and neutral gas pressure P (104 mbar). (b) and (d) Plasma parameters as a function of the magnetic field at constant 
injected power (2.5 kW) for two levels of neutral gas pressure P (8×10–4 and 3×10–3 mbar).
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RF fields were measured with the manipulator over several discharges and are presented in 
Figure 10 for two different magnetic fields at constant injected power of 2.5 kW and a neutral 
pressure of 10−4 mbar. The magnetic field strengths of 0.12 and 0.06 T, indicated in the figure, 
refer to the centre of the main vessel. The limit of 0.1 T, which was mentioned before, is for 
the helical plasma source. It is caused by the 1kA current limit in the small coils. The large 
coils around the main vessel can generate fields up to 0.4 T. The density profile has a Gaussian 
shape with a mean width of 10 cm, half the length of the plasma source geometrical radius. 
The profile does not change with the magnetic field, which corresponds to the “saturation” 
effect described above. Optimisation of the profile shape and peak density is still possible by 
adapting the magnetic field strength and topology. It seems to be connected to the helicon 
wave dispersion relation. A detailed study is on-going in order to create the best possible 
conditions at the location of the ICRF antenna to be relevant for the intended sheath studies.

In the last set of experiments high-resolution passive optical emission spectroscopy was used 
to estimate an E-field in typical conditions of the IShTAR device operation [18]. To detect the 
expected Stark-effect-induced changes on the spectral line profile two experimental scenarios 
have been performed to obtain the results presented here. The reference data were recorded 
without the voltage applied to the electrode placed directly in the Helicon source, while the 
second set was obtained for the set of experiments with the electrode biased to a positive 
DC-voltage of Uel = 1 kV. The obtained line profiles corresponding to the 43D - 23P transition in 
He-I were recorded over the whole duration of a discharge, with an exposure time of 0.5 s, in 
a kinetic series of 24 scans per discharge. The processed data shows a reproducible shift of the 
He-I 43D - 23P line (Figure 11) when the external electric field is present in the thermal sheath in 
front of the DC-biased electrode. For a rough estimate of the electric field expected in a thermal 
sheath in front of the electrode we can assume that it originates from the difference in poten-
tials between the electrode and the plasma, over the distance corresponding to the sheath 
thickness. Compared to the potential applied on the electrode, Uel = 1 kV, the plasma potential 
is Upl = 0 kV. The sheath thickness corresponding to the density of helium plasma in IShTAR 
of ne = 1016 m−3, and the electron temperature of Te = 5 eV is proportional to the Debye length 
of λD = 5×104 m. Therefore the electric field in the vicinity of the electrode biased to Uel = 1 kV, 
can be estimated to be the applied voltage drop over the sheath thickness. To complete the 

Figure 10. Radial profile measurements of the plasma density. The magnetic field strengths refer to centre of the main 
vessel.
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study, the He-I 43D - 23P transition is simulated with the EZSSS code for several values of 
the DC electric field, and the best match between the measured and simulated lines corre-
sponds to a simulated spectral line exposed to the external electrical field of E = 2.7 kV/cm,  
as depicted in Figure 3 with the solid lines. The estimated electrical field agrees with theoreti-
cal prediction and showing possibility of passive emission spectroscopy with high resolution 
to be used for E-field measurements [16, 17].

5. Conclusions and future plans

A dedicated test facility has been constructed for studying RF sheath effects [24]. For this 
purpose plasma conditions representative of the edge of a tokamak are needed. A helical 
antenna creates plasmas with the required parameters. Helium and argon operation are used 
routinely, also hydrogen is foreseen, as well as gas mixtures. Plasma densities of the order of 
1017–1018 m−3 and temperatures around 5–10 eV have been obtained. The main limiting factor 
is the generator power (3 kW) of the helical antenna. Performance optimisation is possible by 
adapting the magnetic field strength and topology; the detailed study of the helical plasma 
source will be the subject of future research.

A simple ICRF antenna is installed and operational, it is coupled to a broadband generator 
with frequencies in the range of 100 kHz to 100 MHz and a maximal power of 1 kW. If needed 

Figure 11. Experimental 43D-23 P He I line profile for EDC = 0 kV/cm and EDC = 2.7 kV/cm (black and red diamonds, 
respectively) fitted with the simulated theoretical spectra calculated with the EZSSS code (solid lines).

Plasma Science and Technology - Basic Fundamentals and Modern Applications162

in the future a much more powerful generator can be used, when it will be coupled to the 
ASDEX RF system, with an available power up to the MW level.

Attention is also given to developing diagnostics for characterising the plasma parameters 
and electric fields, especially in the vicinity of the ICRF antenna, since they are the key ingre-
dients for the sheath theories and modelling codes. Different probes and spectroscopic meth-
ods are used.

With the probes the behaviour of the plasma electron density and the three magnetic field 
components of the injected RF fields are measured under different operating conditions. 
Modelling is on-going using the COMSOL multi-physics environment [25, 26]. The measure-
ments will also serve more advanced sheath and edge simulation codes in the future.

For measuring electric fields in the plasma caused by the RF antenna sheaths two approaches 
are followed. Passive optical emission spectroscopy monitors Stark effects on spectral lines 
with a high-resolution spectrometer, provided that the local electric fields are strong enough 
to overcome the broadening of the lines. Doppler-free saturation spectroscopy is more power-
ful; a laser beam depletes the ground state, eliminates the line broadening effects and makes 
smaller electric fields visible. However, the more complicated set-up, with a careful alignment 
of laser beams, makes the measurements much more challenging. After a first test on a glow 
discharge plasma, the design of the optical path and the installation of the laser at IShTAR 
have started.
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Abstract

As a promising technology, plasma-assisted combustion (PAC) has attracted many
researchers to explore the effect of PAC on improving the combustion in propulsion
devices, such as scramjet, detonation engines, internal engines, and so on. In this chapter,
we aim to exhibit the influence of quasi-DC discharge plasma on the operating perfor-
mance of scramjet combustor and find the internal mechanisms, which may contribute to
the development of PAC technology in supersonic combustion. For case one, a plasma
filament is generated upstream of fuel jet through quasi-DC discharge in a scramjet
combustor; for case two, the plasma is formed across the backward facing step of a flame
holding cavity to improve the flame stabilization of the cavity in the scramjet combustor.
The two cases are investigated in detail through three-dimensional numerical simulation
based on the dominant thermal blocking mechanism. Important parameters including
temperature distribution, separation zone, water production, stagnation pressure loss,
combustion efficiency, cavity drag, mass exchange rate, and cavity oscillating characteris-
tics are obtained and analyzed. It shows that the quasi-DC discharge plasma does benefit
for the improvement of the combustion in a scramjet combustor.

Keywords: quasi-DC discharge, plasma-assisted combustion, supersonic combustion,
scramjet, transverse fuel jet, cavity, numerical simulation

1. Introduction

As one of the qualified candidates for hypersonic propulsion system, scramjet combustor has
attracted a large amount of attention all over the world. As is now well known, realizing high
efficiency and steady combustion in a supersonic combustor always remains as a critical issue for
scramjet engines. Numerous researches have indicated that the additions of cavity in combustor
and the transverse fuel injection upstream of the cavity can promote the stabilization of
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combustion and flame [1–3]. Whereas, it is difficult yet for the fuel to reach properly mixing
within the supersonic flow by the mechanical methods [4, 5]. Moreover, it is a great challenge for
matching the transverse fuel jet up with the cavity under off-design condition [4]. Furthermore,
certain stagnation pressure loss will appear using the approaches. Taken all account, some new
methods are imminently needed for keeping stable and highly efficient combustion in combustor
with the least penalties adding to the flowfield.

It is rather promising to adopt a discharge plasma for supersonic flow and/or combustion
control in aerospace field [6–8]. It has been widely considered that plasma-assisted combustion
is one of the most promising approaches for enhancing ignition and combustion in the envi-
ronment of scramjet combustion [4, 6, 9]. As a further promising method, there are three
advantages, that is: rapid response, less inertia, and flexibility [10]. Former studies clearly
show that the quasi-DC discharge plasma can availably modify supersonic flow in a control-
lable manner among the discharge plasma mentioned above [8, 11], whereas the DBD plasma
is commonly used in low-speed flow environment [12, 13]. If we can combine the quasi-DC
discharge plasma with cavity and transverse fuel jet together, some new phenomena will
surely appear, which may help in the improvement of combustor performance.

There in three primary mechanisms of the plasma effect on flow and combustion can be
summarized: (1) momentum transfer, (2) fast local ohmic heating of the medium, and (3)
active particles [6, 7, 14]. Ignoring the magnetic field, the mechanism of quasi-DC discharge
plasma affecting a supersonic flow is mainly its fast local heating rather than the electrostatic
force (i.e., the momentum transfer mechanism) [10, 15, 16].

This chapter aims at investigating the changes of the fuel jet, cavity, and whole scramjet
combustor led by the quasi-DC discharge plasma based on the dominant thermal blocking
mechanism. Here, a short cavity downstream of a fuel jet orifice is considered in order to
simulate the combustor flowfield more realistic. The plasma is set as a controllable heat source.
The k-ω shear stress transport (SST) model together with finite rate chemical reaction model is
used simulating the turbulent flow and combustion. The flow structures, equivalent ratio,
product distribution, stagnation pressure, and combustion efficiency in the combustor are all
obtained and analyzed using the 3D numerical simulation which can acquire some data that
are difficult to measure in experiments.

2. Case one—effect of plasma on fuel jet

2.1. Numerical methods

2.1.1. Plasma model and its configuration

By applying a high voltage across the anode and cathode, a bright plasma filament appears
above the two electrodes. With the impacting of incoming flow, the plasma occurs not only
between the two electrodes but also several centimeters downstream on the wall [10]. In
consideration of the oscillation character of its electrical parameters and mean temperature in
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the discharge path, this type of discharge plasma is called “quasi-DC discharge plasma.”
However, it is a type of low temperature arc plasma in fact. The main properties of quasi-DC
discharge plasma are described in [10–12, 15].

As depicted in Figure 1, the domain of quasi-DC discharge plasma filament is simplified as a
cuboid region presented in red dashed lines for simulation based on its appearance. In
Figure 1, the symmetric plotted line indicates that the cathode and anode are symmetrical for
the central line of combustor wall and so does the plasma filament.

Because the quasi-DC discharge plasma releases a large amount of heat concentrated in its
discharge path, the discharge path goes into very hot. This high temperature domain (i.e., the
discharge path) obstructs the supersonic inflow due to a thermal blocking occurred. Hereby,
the quasi-DC discharge plasma behaves as a virtual blockage in the high speed flow of
scramjet combustor, which is called as “the dominant thermal blocking mechanism” [17]. On
the foundation of dominant thermal blocking mechanism, the individual plasma filament can
be simulated as a volumetric heat source [10, 12].

Generally speaking, the plasma input power and the effective heat power that transfers into
circumambient gas are quite different. Besides, the percentage of loss commonly varies with
the power supply and environment, so it is not a suitable way to use the plasma input power
as the heat source value of quasi-DC discharge plasma in simulation. In order to straightfor-
wardly describe the plasma heat strength, the average temperature of the plasma zone is
acquired by using the numerical simulation here. This way is feasible when the average
temperature of the plasma zone is within a reasonable range [10, 16, 18, 19]. Hence, based on
the thermal blocking mechanism, a certain temperature which denotes the actuating strength
(i.e., the input power) is specified for the plasma filament domain when the actuator works.

The electrodes are flush mounted and do not have influence on the main flow themselves. The
length and the section dimensions of individual plasma filament heat source are 20 mm length
and 3 � 3 mm, respectively. The plasma filament locates 40 mm upstream of the fuel orifice
center. Besides, it is generated near the wall in the center of the combustor, which means the
symmetric plane of plasma filament is within the symmetric xy-plane of combustor. The quasi-
DC discharge plasma working under a pulsed mode shows better performance than a contin-
uous mode [19], so a plasma control frequency Fc = 8 kHz with duty cycle ratio D = 2/5 is
chosen here. And Tpl = 2500 K is specified as an optimal actuating strength.

Figure 1. Computed configuration of quasi-DC discharge plasma in case one.
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discharge path, the discharge path goes into very hot. This high temperature domain (i.e., the
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(i.e., the input power) is specified for the plasma filament domain when the actuator works.
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Figure 1. Computed configuration of quasi-DC discharge plasma in case one.
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2.1.2. Governing equations, physical models, and numerical schemes

The unsteady Reynolds averaged 3D Navier-Stokes equations (URANS) with the k-ω SST two
equation turbulence model [20] and four species (H2, O2, N2, and H2O) conservation equations
are used as the governing equations of flow and combustion. The thermal conductivity of
every species remains as constant and the mixture thermal conductivity is calculated using
ideal gas mixing law. Based on the perfect gas assumption, it can be seen that the mixing gas
satisfies the local thermodynamics equilibrium hypothesis and follows the state equation:

P ¼ R0T
XNs

i¼1

ri
Wi

(1)

here, R0 = 8.314 J/ (mol∙K) is the gas constant. The specific heat capacity cpi of species i is
derived from a piecewise polynomial as follows:

cpi ¼ a1, i þ a2, iT þ a3, iT2 þ a4, iT3 þ a5, iT4 (2)

where the coefficients can be found in [21]. The k-ω SST two equation turbulence model is used
here because of its well behave in separation flow and free shear flow. Based on the Boussinesq
assumption, viscosity coefficient μ = μl + μt, where μl is the laminar viscosity coefficient and μt

is the turbulence viscosity coefficient. μl can be received from the Sutherland law, whereas μt is
received from the k-ω SST model.

μl ¼ μref
T
Tref

� �2=3 Tref þ S
T þ S

(3)

where μref is the reference viscosity coefficient under corresponding reference temperature Tref
and S is the Sutherland constant which can be got from Table 1.

Since this study focuses on the qualitative effect of plasma on the fuel jet and the scramjet
combustor, the finite rate chemical model with the single step H2/O2 combustion kinetics
model is applied. The reaction rate constant is derived from the Arrhenius formula. Hence,
the computational time can be saved much and the well combustion flowfield can be obtained,
too. The relevant parameters of H2/O2 one-step chemical model are shown in Table 2.

In order to capture the shock waves and other complex fluid structures better, the convective
fluxes are evaluated using the advection upstream splitting method (AUSM) [22] with the

Tref (K) S (K) μref (kg/m∙s)

H2 273.11 96.67 8.411 � 10�6

O2 273.11 138.9 1.919 � 10�5

H2O 416.67 861.11 1.703 � 10�5

N2 273.11 106.67 1.663 � 10�5

Table 1. Parameters in Sutherland law.
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second-order upwind approach at same time. The viscous fluxes are evaluated by using the
second-order central differential scheme. Because the transport process of multispecies and the
reaction both exist in the flowfield, a modified LU-SGS implicit method [23] is adopted for
temporal integration.

2.1.3. Computational zone and boundary conditions

Figure 2 shows the entire computational domain which is the half of scramjet combustor
together with a short cavity and a fuel jet orifice. The inlet of combustor is located at
x = 0 mm, which is 33.064 mm high and 44 mm wide. The upper wall angle is set as 1� to
prevent thermal block. For avoiding the interaction between multifuel jets, there is only one
single fuel orifice arranged at the symmetric plane of combustor, which locates at 60 mm
downstream of the inlet. The distance between the fuel orifice center and the leading edge of
downstream cavity is 10 mm, which can strengthen the resisting back pressure capability. And
a short cavity is adopted here with rear edge angle 45�, length 56 mm, width 44 mm, and depth
8 mm, respectively. Instead using a circular fuel orifice, a 1.772 mm � 1.772 mm square cross
section orifice is adopted to acquire high-quality mesh, which has the same cross section area
as a 2 mm diameter circular orifice.

The grids number is largely reduced by setting the symmetry face (xy-plane) of combustor as a
symmetry boundary condition. In order to improve the quality of computational grids, the
whole domain is divided into six parts to make all grids in structured type, except for the rear
part of the cavity with unstructured grids. All grids aspect ratio and equisize skew are within 8
and 0.54, respectively. Grids are refined in key zones, such as the plasma domain, fuel orifice,
wall, and shear layer. Besides, grids in zones with relatively large pressure gradient and the
boundary layer are refined using adaptive mesh refining method based on the initial simulation

Figure 2. Computational domain and grids of the combustor.

Equation Pre-exponential factor Temperature index Activity energy [J/kg�mol]

H2 þ 0:5O2 $ H2O 9.87E + 8 0 3.1E + 7

Table 2. H2/O2 one-step chemical model.
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results. After comparing the results of different grids size, a mesh scheme which consists of
955,166 cells in the whole computational zone is chosen, and it can be proved when the grids
size increases, the flowfield remains almost unchanged all the same.

The entire computational domain is divided into 32 subdomains, and all assignments are
completed by parallel computation on HP senior workstation, which takes about 320 h to
obtain a convergence result. The inflow conditions in computation are as follows: Ma = 2.2,
static pressure P = 101 kPa, static temperature T = 823 K, and boundary layer thickness
δ = 2.0 mm. In order to identify product water, dry air is set as the inflow (the mass fraction of
oxygen and nitrogen are YO2 = 23.3%, YN2 = 76.7%, respectively). Here, hydrogen is used as
fuel which is perpendicularly injected into the main flow at sonic speed. The parameters of fuel
injection at the outlet of fuel orifice are given as: static pressure Pjst = 334 kPa, stagnation
pressure Pj0 = 0.6 MPa, and stagnation temperature Tj0 = 290 K. At the exit boundary, the
supersonic extrapolation condition is used. Besides, symmetry condition is used in central xy-
plane (z = 0) for decreasing the calculation cost. There is no slip and adiabatic conditions,
which are specified on the upper, bottom, and lateral walls of combustor including the cavity
walls.

2.1.4. Simulation validation

The ability of our numerical methods for simulating the multispecies reaction flow field of the
scramjet combustor with a cavity has been validated and can be found in [14, 18].

2.2. Results and discussion

Three representative times are selected during one plasma control cycle for comparison after
computation converged. The end of the actuator duty time (t = 2/5Tc, where Tc is the period of
one plasma control cycle), a certain time of the actuator free time (t = 4/5Tc) and the end of a
whole plasma control cycle (t = Tc) are named A, B, and C, respectively.

2.2.1. Temperature and wall pressure distribution of the jet flowfield

The temperature distribution on the symmetric xy-plane of combustor is shown in Figure 3. It
can be seen that the relatively high temperature zone appears mainly in the cavity when there
is no plasma actuator arranged. But it moves downstream with the actuator working. The local
temperature of the near wall downstream and the rear part of the cavity increases distinctly,
which means the combustion centrality zone moves downstream. Besides, the lower tempera-
ture zone which denotes the fuel jet flow (i.e., the deep blue zone in Figure 3) prominently
shrinks as the actuator works. However, the area of the lower temperature zone extended
gradually at time B and C compared with time A. The unsteady phenomena should be due to
the high heat nature of quasi-DC discharge plasma, which transfers its heat to the fuel jet
resulted in changing the combustion zone downstream.

The distribution of wall pressure near the fuel orifice on the symmetric plane of the combustor
is shown in Figure 4, which is normalized by the value of the static pressure of inflow at the
inlet. Compared with no plasma case, the positions that pressure starts to rise at different times

Plasma Science and Technology - Basic Fundamentals and Modern Applications172

move upstream from 56.6 to 52 mm due to the effect of plasma, which indicates the separa-
tion shock wave induced by the fuel jet moves upstream. And the first pressure peak
decreases from 2.0 to 1.7, because of the weakening of the fuel jet induced shock on the
symmetric plane. The results above are similar to the previous studies on nonreaction flow
combustor [19]. More details indicate that the first pressure peak of time A is a bit higher
than time B and C, but time B equals time C, which is due to the plasma control cycle too

Figure 4. Wall pressure distribution on the symmetric plane.

Figure 3. Contours of temperature on the symmetric xy-plane of combustor. (a) Plasma off. (b) Plasma on, time A. (c) Plasma
on, time B. (d) Plasma on, time C.
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Figure 3. Contours of temperature on the symmetric xy-plane of combustor. (a) Plasma off. (b) Plasma on, time A. (c) Plasma
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short for flow response and the duty cycle ratio also comparatively large in the flow condi-
tion here. Hence, the influence of plasma on the shock will be observed a little latter due to
an inertia influence. Nevertheless, the effect of plasma on the shock wave for three typical
times is highly similar on the whole.

Because the separation zone upstream of the fuel orifice is primarily controlled by the separa-
tion shock wave, the size of this separation zone can be regulated by changing the location of
the separation shock wave. On the one side, this zone behaves as an main ignition zone which
can provide a high temperature and low flow speed environment in the scramjet combustor.
On the other side, it will bring in certain pressure loss to the combustor. Hence, we can make
use of the separation zone upstream of the fuel orifice by means of using the plasma with
proper control parameters.

2.2.2. Characteristics of fuel mixing and combustion

For the sake of determining the fuel mixing quality, the five cross-sectional planes distributed
in equivalent ratio along the flow direction are given, as shown in Figure 5. The fuel jet arises
with the actuator working, resulting in fuel decreasing near the wall including the bottom wall
of the cavity. Whereas, the distribution shape of fuel in the cross-sectional planes varies from a
distribution narrow and long profile into a circular profile in the upper space, which shows
that the process of fuel spreading into the main supersonic flow is enhanced resulted from the
plasma. Furthermore, the fuel distributions at time A are nearly the same as at time C, which is
also correlated to the inertial effect mentioned above.

In Figure 6, the distribution of product water is shown. In order to distinguish the extent of
product water between time A and C easily, the iso-surfaces of both are plotted by combining
the half parts of them together as shown in Figure 6(b). Similar to the changes in Figure 5,
more water is generated in the upper space due to plasma. Contrasted with the case without
plasma actuator, the iso-surface of water expands much in its center and shrinks near the
combustor wall especially downstream of cavity. These above should be attributed to the
change of fuel jet spread, as given in Figure 5. Compared time A with C, the only distinction
is a little more water formed at time A, which indicates that the combustion becomes weaker in
the free time of a plasma control cycle.

Figure 5. Distribution of equivalent ratio in cross-sectional planes. (a) Plasma off. (b) Plasma on, time A. (c) Plasma on,
time C.
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It can be seen that the fuel entrainment into the cavity is decreased and the combustion in
cavity becomes weaker due to the plasma, as given in Figures 5 and 6.Whereas, the two figures
also show that more fuel penetrates into the supersonic air flow, so the mass exchange between
the inside cavity and its outside is enhanced due to the plasma. Hence, the plasma improves
the fuel mixing above the cavity prominently, which can also be realized as the calculation
results of combustion efficiency in Section 2.2.4.

2.2.3. Combustor stagnation pressure

The stagnation pressure recovery coefficient can indicate the pressure loss in a combustor, so it
is an important index. When the stagnation pressure recovery coefficient goes up, the capabil-
ity of combustor outflow will be enhanced. So, it is defined as the ratio of combustor outlet
stagnation pressure to inlet stagnation pressure [24]. In fact, calculating the mass flow
weighted mean stagnation pressure can gain the stagnation pressure in a cross section.

ηp0 ¼
p0_outlet
p0_inlet

(4)

where ηp0 and p0 are the stagnation pressure recovery coefficient and the combustor stagnation
pressure, respectively.

p0 ¼
Ð
p0rudyÐ
rdy

(5)

where u and r are the flow velocity across a certain plane and the density of selected plane,
respectively. Based on above, we get the stagnation pressure loss coefficient:

ηp0, loss ¼ 1:0� p0_outlet
p0_inlet

(6)

The calculated data about the stagnation pressure are given in Table 3. In order to analyze the
tendency of stagnation pressure loss coefficient further, the average stagnation pressure at the

Figure 6. Iso-surfaces of product water, YH2O = 0.015. (a) Plasma off. (b) Plasma on.
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outlet is replaced by the average stagnation pressure at different positions, as shown in
Figure 7. At the actuator working time or even at the free time, the stagnation pressure loss
can both be increased due to the plasma, as given in Table 3. In (7), the relative change rate of
ηp0 is defined to realize the variation degree of the stagnation pressure recovery coefficient.

εi ¼
ηi � ηb
ηb

����
����� 100% (7)

where ηi is the stagnation pressure recovery coefficient of a certain case and ηb is the base case.

In Figure 7, the difference of stagnation pressure loss between plasma cases is shown where no
plasma case enlarges along the flow direction (x-direction). At time A, B, and C, the relative
change rate of stagnation pressure recovery coefficient at outlet point are 3.7, 3.1, and 3.4%,
respectively, which indicates that the stagnation pressure loss varies little during a whole
plasma control cycle and the loss is relatively little. The reasons resulted in these changes are

Index of performance Case

Plasma off Plasma on, time A Plasma on, time B Plasma on, time C

P0_inlet /Pa 1,098,093

P0_outlet /Pa 916,532 882,270 888,143 885,268

ηp0 0.83466 0.80346 0.80880 0.80619

ηp0,loss 0.16534 0.19654 0.19120 0.19381

Table 3. The inlet mean stagnation pressure P0_inlet, outlet mean stagnation pressure P0_outlet, stagnation pressure
recovery coefficient ηp0 Z, and stagnation pressure loss coefficient in the combustor.

Figure 7. Distribution of the stagnation pressure loss coefficient.
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in three aspects: (1) the strength of separation shock upstream of the jet is changed due to
plasma as mentioned above, which will affect the stagnation pressure distribution; (2) the
quasi-DC discharge plasma behaves as a virtual blockage in supersonic flow resulted in new
shock waves or compression waves forming. Then, the pressure loss is increased; (3) the heat
release from combustion can result in the stagnation pressure decreasing. Hence, the increase
of stagnation pressure loss in the combustor is correlated to all the changes in flowfield which
is due to the comprehensive effect mentioned above. To ensure the maximal combustion
efficiency while keeping the stagnation pressure loss as little as possible, the optimal design is
important. So the calculation of combustion efficiency is essential to choose the proper plasma
actuator parameters.

2.2.4. Combustion efficiency downstream of the fuel orifice

The combustion efficiency ηc is commonly denoted by the amount of combustion product.
Thus, the amount of water is employed [24]:

ηc ¼
_mH2O,X � _mH2O, Ið Þ=WH2O

_mH2=WH2

(8)

where _mH2O, I is the mass flow rate of water at inlet cross section and _mH2O,x is x-direction cross
section, respectively. _mH2 and Wi are the mass flow rate of hydrogen and the mole mass of
specie i, respectively. And dry air is assumed at the inlet in the simulation _mH2O, I ¼ 0.

Figure 8 plots the distribution of combustion efficiency in x-direction. At both time A and C,
the rise rates of combustion efficiency go into larger along x-direction. At the outlet, ηc reaches
0.81341, 0.76008, and 0.60278 for time A, C, and no plasma case, respectively. Namely that ηc at
time A and C are 1.35 and 1.26 times of no plasma case. As a result, the quasi-DC plasma does
obviously improve the combustion in combustor on the whole level, as shown in Figure 8,
even if the most water forms in the upper space rather than in the cavity. But the ηc at time A
and time C are almost same. From Figure 6, the increase of combustion efficiency can also be
realized, which indicates that the mixing performance of the fuel jet in scramjet combustor is
improved due to the quasi-DC discharge plasma.

In order to define the cost to effectiveness of quasi-DC plasma, it is calculated in value
Ef = 0.00811 for the ratio of deposited plasma energy to the increased combustion heat release.
Accordingly, for improving the combustion of scramjet combustor, the quasi-DC plasma
shows good capability as costing a little.

2.3. Conclusions

The main results in this section are as follows: (1) The distribution of relatively high tempera-
ture zone moves downstream prominently due to the heat release from the quasi-DC dis-
charge plasma. The separation shock wave induced by the fuel jet is partly weakened and
moves upstream due to the plasma, which can regulate the size of recirculation zone upstream
of the fuel orifice. (2) The fuel jet moves upward integrally resulted from the plasma heating
effect. The fuel spread wider along the spanwise and penetrates into the leading flow deeper,
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outlet is replaced by the average stagnation pressure at different positions, as shown in
Figure 7. At the actuator working time or even at the free time, the stagnation pressure loss
can both be increased due to the plasma, as given in Table 3. In (7), the relative change rate of
ηp0 is defined to realize the variation degree of the stagnation pressure recovery coefficient.

εi ¼
ηi � ηb
ηb

����
����� 100% (7)

where ηi is the stagnation pressure recovery coefficient of a certain case and ηb is the base case.

In Figure 7, the difference of stagnation pressure loss between plasma cases is shown where no
plasma case enlarges along the flow direction (x-direction). At time A, B, and C, the relative
change rate of stagnation pressure recovery coefficient at outlet point are 3.7, 3.1, and 3.4%,
respectively, which indicates that the stagnation pressure loss varies little during a whole
plasma control cycle and the loss is relatively little. The reasons resulted in these changes are

Index of performance Case

Plasma off Plasma on, time A Plasma on, time B Plasma on, time C

P0_inlet /Pa 1,098,093

P0_outlet /Pa 916,532 882,270 888,143 885,268

ηp0 0.83466 0.80346 0.80880 0.80619

ηp0,loss 0.16534 0.19654 0.19120 0.19381

Table 3. The inlet mean stagnation pressure P0_inlet, outlet mean stagnation pressure P0_outlet, stagnation pressure
recovery coefficient ηp0 Z, and stagnation pressure loss coefficient in the combustor.

Figure 7. Distribution of the stagnation pressure loss coefficient.
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in three aspects: (1) the strength of separation shock upstream of the jet is changed due to
plasma as mentioned above, which will affect the stagnation pressure distribution; (2) the
quasi-DC discharge plasma behaves as a virtual blockage in supersonic flow resulted in new
shock waves or compression waves forming. Then, the pressure loss is increased; (3) the heat
release from combustion can result in the stagnation pressure decreasing. Hence, the increase
of stagnation pressure loss in the combustor is correlated to all the changes in flowfield which
is due to the comprehensive effect mentioned above. To ensure the maximal combustion
efficiency while keeping the stagnation pressure loss as little as possible, the optimal design is
important. So the calculation of combustion efficiency is essential to choose the proper plasma
actuator parameters.

2.2.4. Combustion efficiency downstream of the fuel orifice

The combustion efficiency ηc is commonly denoted by the amount of combustion product.
Thus, the amount of water is employed [24]:

ηc ¼
_mH2O,X � _mH2O, Ið Þ=WH2O

_mH2=WH2

(8)

where _mH2O, I is the mass flow rate of water at inlet cross section and _mH2O,x is x-direction cross
section, respectively. _mH2 and Wi are the mass flow rate of hydrogen and the mole mass of
specie i, respectively. And dry air is assumed at the inlet in the simulation _mH2O, I ¼ 0.

Figure 8 plots the distribution of combustion efficiency in x-direction. At both time A and C,
the rise rates of combustion efficiency go into larger along x-direction. At the outlet, ηc reaches
0.81341, 0.76008, and 0.60278 for time A, C, and no plasma case, respectively. Namely that ηc at
time A and C are 1.35 and 1.26 times of no plasma case. As a result, the quasi-DC plasma does
obviously improve the combustion in combustor on the whole level, as shown in Figure 8,
even if the most water forms in the upper space rather than in the cavity. But the ηc at time A
and time C are almost same. From Figure 6, the increase of combustion efficiency can also be
realized, which indicates that the mixing performance of the fuel jet in scramjet combustor is
improved due to the quasi-DC discharge plasma.

In order to define the cost to effectiveness of quasi-DC plasma, it is calculated in value
Ef = 0.00811 for the ratio of deposited plasma energy to the increased combustion heat release.
Accordingly, for improving the combustion of scramjet combustor, the quasi-DC plasma
shows good capability as costing a little.

2.3. Conclusions

The main results in this section are as follows: (1) The distribution of relatively high tempera-
ture zone moves downstream prominently due to the heat release from the quasi-DC dis-
charge plasma. The separation shock wave induced by the fuel jet is partly weakened and
moves upstream due to the plasma, which can regulate the size of recirculation zone upstream
of the fuel orifice. (2) The fuel jet moves upward integrally resulted from the plasma heating
effect. The fuel spread wider along the spanwise and penetrates into the leading flow deeper,
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resulting in the cross-section shape of the fuel jet varying from a narrow and long profile to a
circular profile. Because of the variation of fuel mixing, in the upper space, more water forms
while less appears near the wall compared with the case without plasma. (3) The stagnation
pressure loss of combustor increases a little as actuator works, but the combustion efficiency in
the combustor rises obviously. These above can be summarized as the comprehensive effects of
flow structure changes caused by the plasma, including waves induced and heat transfer. Since
it is negligible for the relative change of stagnation pressure recovery coefficient in the actuator
working cases, and the ratio of deposited plasma energy to the increased combustion heat
release is very little, it can be obtained that the quasi-DC discharge plasma can make more
benefits than penalties for the scramjet combustor, when proper adopting control parameters
of the plasma actuator.

3. Case two—effect of plasma on cavity

3.1. Plasma model

On account of the direction of the quasi-DC discharge path for the inflow, the discharge modes
include two types: longitudinal mode and transversal mode [12]. In case one, the quasi-dc
discharge operates under transversal mode, while in case two, a longitudinal mode is adopted
for the configuration. As shown in Figure 9, there are five anodes set upstream of the back-
ward wall of cavity, while in the bottom wall of cavity the five cathodes are set. The five pairs
of identical electrodes are arranged parallel and symmetrically. Besides, the flow will not be
disturbed directly resulted from all the electrodes flush mounted in the wall. A filament plasma
forms when applied a high voltage (generally 150–1200 V) between anode and cathode, which

Figure 8. Distribution of combustion efficiency downstream of fuel orifice.
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acts as strongly oscillating and bright and looks like an inverted “L” crossing the backward wall
of cavity. Since the major heat energy of the quasi-DC discharge plasma focuses on the bright
filament domain [10, 25], the filament plasma domain can be established in such a simplified
shape as given in Figure 9.

Just like the way given in case one, every quasi-DC plasma filament is dealt as a volumetric
heat source. To represent the plasma heat strength reasonably, the mean temperature of the
plasma domain Tpl is specified in this simulation too. Considering the real size of the plasma
filament, all the heat source is modeled with a section of dimensions 3 � 3 mm. the distance
between the backward wall and left side of plasma filament upstream of cavity is 6 mm as
depicted in Figure 9. While the distance between the backward wall and the right side of
plasma filament downstream of cavity is 25.5 mm. Based on the previous research, Tpl = 3000 K
is specified as the actuating strength, and five actuators work together in a pulsed mode with
plasma actuation frequency Fc = 5 kHz and duty cycle D = 1/5. In this case, all configurations
(e.g., combustor, cavity) and simulation conditions are identical to those used in case one,
except for the plasma. Therefore, the numerical methods, including physical models, numeri-
cal schemes, computational zone, etc., could be found in Section 2.1.

3.2. Results and discussion

Three representative times are chosen from one plasma cycle, which consists of the later actuator
free duration and the actuator working duration, for comparison after computations converged.
In the simulation, the duration of one plasma cycle is Tc = 200 μs. The end of an actuator working
duration t = 1/5Tc , t = 3/5Tc , and the end of a cycle t = Tc are named A, B, and C, respectively.

3.2.1. Typical parameters distribution of cavity flowfield

The Mach number distribution of local cavity flowfield on the symmetrical xy plane is shown
in Figure 10. A distinct shear layer forms upon the cavity mouth and develops toward the

Figure 9. The schematic of plasma filaments in the cavity.
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resulting in the cross-section shape of the fuel jet varying from a narrow and long profile to a
circular profile. Because of the variation of fuel mixing, in the upper space, more water forms
while less appears near the wall compared with the case without plasma. (3) The stagnation
pressure loss of combustor increases a little as actuator works, but the combustion efficiency in
the combustor rises obviously. These above can be summarized as the comprehensive effects of
flow structure changes caused by the plasma, including waves induced and heat transfer. Since
it is negligible for the relative change of stagnation pressure recovery coefficient in the actuator
working cases, and the ratio of deposited plasma energy to the increased combustion heat
release is very little, it can be obtained that the quasi-DC discharge plasma can make more
benefits than penalties for the scramjet combustor, when proper adopting control parameters
of the plasma actuator.

3. Case two—effect of plasma on cavity

3.1. Plasma model

On account of the direction of the quasi-DC discharge path for the inflow, the discharge modes
include two types: longitudinal mode and transversal mode [12]. In case one, the quasi-dc
discharge operates under transversal mode, while in case two, a longitudinal mode is adopted
for the configuration. As shown in Figure 9, there are five anodes set upstream of the back-
ward wall of cavity, while in the bottom wall of cavity the five cathodes are set. The five pairs
of identical electrodes are arranged parallel and symmetrically. Besides, the flow will not be
disturbed directly resulted from all the electrodes flush mounted in the wall. A filament plasma
forms when applied a high voltage (generally 150–1200 V) between anode and cathode, which
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acts as strongly oscillating and bright and looks like an inverted “L” crossing the backward wall
of cavity. Since the major heat energy of the quasi-DC discharge plasma focuses on the bright
filament domain [10, 25], the filament plasma domain can be established in such a simplified
shape as given in Figure 9.

Just like the way given in case one, every quasi-DC plasma filament is dealt as a volumetric
heat source. To represent the plasma heat strength reasonably, the mean temperature of the
plasma domain Tpl is specified in this simulation too. Considering the real size of the plasma
filament, all the heat source is modeled with a section of dimensions 3 � 3 mm. the distance
between the backward wall and left side of plasma filament upstream of cavity is 6 mm as
depicted in Figure 9. While the distance between the backward wall and the right side of
plasma filament downstream of cavity is 25.5 mm. Based on the previous research, Tpl = 3000 K
is specified as the actuating strength, and five actuators work together in a pulsed mode with
plasma actuation frequency Fc = 5 kHz and duty cycle D = 1/5. In this case, all configurations
(e.g., combustor, cavity) and simulation conditions are identical to those used in case one,
except for the plasma. Therefore, the numerical methods, including physical models, numeri-
cal schemes, computational zone, etc., could be found in Section 2.1.

3.2. Results and discussion

Three representative times are chosen from one plasma cycle, which consists of the later actuator
free duration and the actuator working duration, for comparison after computations converged.
In the simulation, the duration of one plasma cycle is Tc = 200 μs. The end of an actuator working
duration t = 1/5Tc , t = 3/5Tc , and the end of a cycle t = Tc are named A, B, and C, respectively.

3.2.1. Typical parameters distribution of cavity flowfield

The Mach number distribution of local cavity flowfield on the symmetrical xy plane is shown
in Figure 10. A distinct shear layer forms upon the cavity mouth and develops toward the

Figure 9. The schematic of plasma filaments in the cavity.
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main flow, which is well known as the typical combustion flowfield of cavity. Contrasted with
the flowfield of the no plasma case, the cavity shear layer fluctuates abruptly, particularly in
the y direction. And it develops unsteadily resulted in the division of cavity recirculation zone
at time B, as depicted in Figure 10c. Resulted from the plasma observed the Mach number
distribution from time A to C, the main flow velocity downstream of the cavity decreases to a
certain degree. On the whole, the oscillation phenomenon of cavity shear layer strengthens
firstly and then weakens in pace with the plasma cycle.

Owing to the periodic heat release from the plasma filaments and the thermal blocking
functions, the plasma filaments behave as five knives cut the cavity shear layer. Hence, the
mass transportation process will be disturbed by this “cutting” effect, and the moving direc-
tion of original shear layer has to be changed also. And then, the turbulence intensity and
vorticity magnitude both are increased, so the fuel and air existing around the original shear
layer can exchange through the cavity mouth more easily. Furthermore, the combustion
enhancement downstream or over the cavity causes the decrease of local flow velocity, which
results in the rise of local static pressure and blocks the incoming flow.

Figure 11 presents the distributions of wall pressure near the rear edge of cavity on z = 0 and
z = 16 mm plane. The pressure value on y-axis is normalized by the inflow static pressure.
Being the same as the Mach number in Figure 10, the plasma influence on the wall pressure is
strong and unsteady. On z = 0 mm plane, the pressure peaks of both time A and C move
upstream compared with the no plasma case, which are shown in Figure 11a). At time A, its
peak value is nearly equal to the case without plasma, and decreases more gently from its peak

Figure 10. Mach number distribution: (a) no plasma; (b) with plasma, time A; (c) with plasma, time B; (d) with plasma,
time C.
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to minimum value. But at time C, its pressure peak value is nearly 2.8 times as the no plasma
case. Results about show that the original waves around the rear edge are altered which results
from local combustion zone induced by the periodic disturbance of plasma and the variation of
cavity shear layer.

As presented in Figure 11b, the wall pressure of cavity rises distinctly on z = 16 mm, which
illuminates that the temperature goes up in the cavity. Besides, the pressure peak value at time
A equals the value of the no plasma case and is lower than the value at time C. This suggests
clearly that the plasma filaments can weaken the waves around the cavity rear edge during
plasma actuators free period (means the actuators shutdown.), which is the same to the study
of nonreaction flow [19]. Moreover, because of the effect of expansion waves (as it is known
that the abrupt pressure reduction near a cavity rear edge is induced by expansion waves), the
normalized pressure reduces to around0.8 and then drops in a relative gentle way until
x ≈ 140.0 mm at time C, which is due to the change of unsteady local waves and combustion.

Because the distributions of combustion products may be impacted by the change of cavity
shear layer and waves, the mass fraction iso-surface of water (YH2O = 0.05) is shown in
Figure 12. Firstly, around the fuel orifice for the no plasma case some water forms, but there
is no water forming during the plasma actuator working duration. Secondly, compared with
the no plasma case having a smooth iso-surface, the iso-surface looks wrinkled distinctly due
to the influence of plasma filaments, especially in the shear layer zone. Several symmetry
structures shaped like “branch pipes” can be found obviously because of plasma. The “branch
pipes” generate from the front or middle part of the cavity, and then move downstream. And
“branch pipes” also move upward in the process mentioned above. Hence, a “branch pipes”
produced cycle is established from time A to time C. The wide extent of product water
shortens in the z direction, while more water forms in the y direction at the same time.

The above phenomena can be attributed to the reasons as follows: (1) Plasma filaments existed
upstream of the cavity front edge release a large amount of heat, so the local static temperature
increases and then the movement of fuel jet is promoted toward upper space. Because of the

Figure 11. Wall pressure distribution near the rear edge of cavity. (a) z = 0 mm. (b) z = 16 mm.

Plasma-Assisted Combustion
http://dx.doi.org/10.5772/intechopen.80959

181



main flow, which is well known as the typical combustion flowfield of cavity. Contrasted with
the flowfield of the no plasma case, the cavity shear layer fluctuates abruptly, particularly in
the y direction. And it develops unsteadily resulted in the division of cavity recirculation zone
at time B, as depicted in Figure 10c. Resulted from the plasma observed the Mach number
distribution from time A to C, the main flow velocity downstream of the cavity decreases to a
certain degree. On the whole, the oscillation phenomenon of cavity shear layer strengthens
firstly and then weakens in pace with the plasma cycle.

Owing to the periodic heat release from the plasma filaments and the thermal blocking
functions, the plasma filaments behave as five knives cut the cavity shear layer. Hence, the
mass transportation process will be disturbed by this “cutting” effect, and the moving direc-
tion of original shear layer has to be changed also. And then, the turbulence intensity and
vorticity magnitude both are increased, so the fuel and air existing around the original shear
layer can exchange through the cavity mouth more easily. Furthermore, the combustion
enhancement downstream or over the cavity causes the decrease of local flow velocity, which
results in the rise of local static pressure and blocks the incoming flow.

Figure 11 presents the distributions of wall pressure near the rear edge of cavity on z = 0 and
z = 16 mm plane. The pressure value on y-axis is normalized by the inflow static pressure.
Being the same as the Mach number in Figure 10, the plasma influence on the wall pressure is
strong and unsteady. On z = 0 mm plane, the pressure peaks of both time A and C move
upstream compared with the no plasma case, which are shown in Figure 11a). At time A, its
peak value is nearly equal to the case without plasma, and decreases more gently from its peak

Figure 10. Mach number distribution: (a) no plasma; (b) with plasma, time A; (c) with plasma, time B; (d) with plasma,
time C.
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to minimum value. But at time C, its pressure peak value is nearly 2.8 times as the no plasma
case. Results about show that the original waves around the rear edge are altered which results
from local combustion zone induced by the periodic disturbance of plasma and the variation of
cavity shear layer.

As presented in Figure 11b, the wall pressure of cavity rises distinctly on z = 16 mm, which
illuminates that the temperature goes up in the cavity. Besides, the pressure peak value at time
A equals the value of the no plasma case and is lower than the value at time C. This suggests
clearly that the plasma filaments can weaken the waves around the cavity rear edge during
plasma actuators free period (means the actuators shutdown.), which is the same to the study
of nonreaction flow [19]. Moreover, because of the effect of expansion waves (as it is known
that the abrupt pressure reduction near a cavity rear edge is induced by expansion waves), the
normalized pressure reduces to around0.8 and then drops in a relative gentle way until
x ≈ 140.0 mm at time C, which is due to the change of unsteady local waves and combustion.

Because the distributions of combustion products may be impacted by the change of cavity
shear layer and waves, the mass fraction iso-surface of water (YH2O = 0.05) is shown in
Figure 12. Firstly, around the fuel orifice for the no plasma case some water forms, but there
is no water forming during the plasma actuator working duration. Secondly, compared with
the no plasma case having a smooth iso-surface, the iso-surface looks wrinkled distinctly due
to the influence of plasma filaments, especially in the shear layer zone. Several symmetry
structures shaped like “branch pipes” can be found obviously because of plasma. The “branch
pipes” generate from the front or middle part of the cavity, and then move downstream. And
“branch pipes” also move upward in the process mentioned above. Hence, a “branch pipes”
produced cycle is established from time A to time C. The wide extent of product water
shortens in the z direction, while more water forms in the y direction at the same time.

The above phenomena can be attributed to the reasons as follows: (1) Plasma filaments existed
upstream of the cavity front edge release a large amount of heat, so the local static temperature
increases and then the movement of fuel jet is promoted toward upper space. Because of the

Figure 11. Wall pressure distribution near the rear edge of cavity. (a) z = 0 mm. (b) z = 16 mm.
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larger velocity far from the bottom wall (i.e., flow moves faster in the middle height of the
combustor), the original product water will surely move downstream quickly. Therefore, the
little water is found around the orifice when plasma actuators work, and the symmetry struc-
tures are formed in higher space downstream. It can be verified from the “branch pipes”
presented in Figure 12b–d. (2) As stated above, the periodic fluctuation of cavity shear layer is
related to the plasma filaments “cutting” effect on it, and then the mass transportation process is
blocked which leads to the obvious change of combustion over the cavity. Hence, it affects the
distribution of product water. Meanwhile, notice that the “branch pipes” curve structures match
with the typical spanwise reverse vortex pairs in shape. Generally speaking, the spanwise
reverse vortex pairs can extend the contact area between air and fuel by the methods of
entraining air into its fuel core, which makes the mixing between fuel and air better and also
the local combustion efficiency arisen. Whereas, the periodic disturbance from the plasma fila-
ments impels the air and fuel transporting in the y direction. Hence, at certain periods, the
efficiency of vortex pairs rises in several zones, which leads to the unsteady variation of product
water, as shown in Figure 12. (3) The phenomena that more water forms in higher space and the
less exists near the cavity mouth and combustor wall, which can be attributed to the heating
effect on the whole cavity by the plasma filaments.

3.2.2. Analysis of cavity drag and mass exchange rate

The drag and mass exchange rate of cavity are two important cavity performance parameters
[26]. The combustor’s drag is mainly generated by the cavity as it has a nearly constant cross
section. The cavity drag includes two types: pressure drag and friction drag. Pressure drag is
defined as the difference value between the force on cavity front wall and rear wall. Usually,
the friction drag is too small compared with pressure drag so it always can be ignored. So the
pressure drag is regarded as the cavity drag here. The drag coefficient of flame holding cavity
is defined as:

CD ¼ 2FD
ArV2 (9)

where FD is the cavity drag; A is the section area of combustor inlet; r is mass density; and V is
velocity of inflow.

In Table 4, the calculation results of the cavity drag and its drag coefficient are listed. It can be
observed that the drag coefficient is 0.060 at the no plasma case, which is smaller than time B

Figure 12. Iso-surface of product water, YH2O = 0.05: (a) no plasma; (b) with plasma, time A; (c) with plasma, time B;
(d) with plasma, time C.
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and C but larger than time A. In view of the change of cavity shear layer in Figure 10, it should be
due to the moving upward of the shear layer as actuator works. As the shear layer moves
upward, it deflects to the main flow and no more impacts on the cavity rear wall so the drag
decreases. However, at time B and C, because of the variation of the shear layer fluctuation,
stronger impact may appear the rear wall of cavity, and the combustion may be boosted in the
cavity rear part, which can both lead to the increase of back pressure in the cavity. Considering the
drag coefficient values at the three typical times, the time weighted average cavity drag coefficient
is calculated to be 0.0668 which means the cavity drag usually increases by the plasma.

As we know, the cavity drag in reaction flow is closely related to the combustion heat release
zone of a cavity. So only reducing the cavity drag may not bring benefit for the whole
combustor. It can be seen that the further detail analysis about the combustion distribution in
flowfield should be done to understand the effect of plasma on the cavity performance.

The mass exchange rate of cavity m0 is another important parameter, which stands for the fluid
mass that is inhaled into cavity from the main flow every second. The shedding vortex from
cavity shear layer primary conducts the mass exchange process which can effectively inhale air
and fuel into cavity and then takes them away. More shedding vortices and quicker movement
can advance the flame holding ability of cavity with efficient mixing. The mass exchange rate
can be analyzed by monitoring the mass flux that passes through the cavity mouth when the
shear layer just covers the cavity. The mixing gas in the cavity is marked as “Y” in the unsteady
flowfield at a time with stable result, and the dynamic process until all the gas “Y” leave the
cavity can be observed and then the whole time involved “τ” in this process (i.e., residence
time in cavity) has been recorded easily. Afterward, the mass exchange rate is m0 ¼ m=τ, where
m is the total mass of fluid in a cavity. Basically, the fuel exchange between internal and
external of cavity is mostly affected by the interaction between the back wall and shear layer
of cavity and the fuel distribution in cavity shear layer.

The mass exchange rate of cavity is given in Table 5. Because the species transportation is
achieved through the vortices in the cavity shear layer, it is very significant for enhancing the
diffusion ability of cavity shear layer. Owing to the break on the original stable structure of the
shear layer resulted from the plasma filaments “cutting” effect, the mass exchange rates at
plasma existing cases at times A, B, and C are 9.2, 197.2, and 107.8 times, respectively, than the
“no plasma” case. In addition, the time-weighted average mass exchange rate is 8.217 g/s,
which is 122.6 times than the “no plasma” case. And the variation of the mass exchange rate
magnitude from time A to C is in related to fluctuation degree of cavity shear layer. As a result,
the quasi-DC plasma does obviously promote the species transportation between external and
internal cavity.

Front wall Rear wall Drag Drag coefficient

No plasma �19.8 34.3 14.5 0.060

Plasma, A �19.6 33.1 13.5 0.056

Plasma, B �19.6 37.6 18.0 0.075

Plasma, C �18.1 33.5 15.4 0.064

Table 4. Calculation results about the cavity drag, unit: N.
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larger velocity far from the bottom wall (i.e., flow moves faster in the middle height of the
combustor), the original product water will surely move downstream quickly. Therefore, the
little water is found around the orifice when plasma actuators work, and the symmetry struc-
tures are formed in higher space downstream. It can be verified from the “branch pipes”
presented in Figure 12b–d. (2) As stated above, the periodic fluctuation of cavity shear layer is
related to the plasma filaments “cutting” effect on it, and then the mass transportation process is
blocked which leads to the obvious change of combustion over the cavity. Hence, it affects the
distribution of product water. Meanwhile, notice that the “branch pipes” curve structures match
with the typical spanwise reverse vortex pairs in shape. Generally speaking, the spanwise
reverse vortex pairs can extend the contact area between air and fuel by the methods of
entraining air into its fuel core, which makes the mixing between fuel and air better and also
the local combustion efficiency arisen. Whereas, the periodic disturbance from the plasma fila-
ments impels the air and fuel transporting in the y direction. Hence, at certain periods, the
efficiency of vortex pairs rises in several zones, which leads to the unsteady variation of product
water, as shown in Figure 12. (3) The phenomena that more water forms in higher space and the
less exists near the cavity mouth and combustor wall, which can be attributed to the heating
effect on the whole cavity by the plasma filaments.

3.2.2. Analysis of cavity drag and mass exchange rate

The drag and mass exchange rate of cavity are two important cavity performance parameters
[26]. The combustor’s drag is mainly generated by the cavity as it has a nearly constant cross
section. The cavity drag includes two types: pressure drag and friction drag. Pressure drag is
defined as the difference value between the force on cavity front wall and rear wall. Usually,
the friction drag is too small compared with pressure drag so it always can be ignored. So the
pressure drag is regarded as the cavity drag here. The drag coefficient of flame holding cavity
is defined as:

CD ¼ 2FD
ArV2 (9)

where FD is the cavity drag; A is the section area of combustor inlet; r is mass density; and V is
velocity of inflow.

In Table 4, the calculation results of the cavity drag and its drag coefficient are listed. It can be
observed that the drag coefficient is 0.060 at the no plasma case, which is smaller than time B

Figure 12. Iso-surface of product water, YH2O = 0.05: (a) no plasma; (b) with plasma, time A; (c) with plasma, time B;
(d) with plasma, time C.
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and C but larger than time A. In view of the change of cavity shear layer in Figure 10, it should be
due to the moving upward of the shear layer as actuator works. As the shear layer moves
upward, it deflects to the main flow and no more impacts on the cavity rear wall so the drag
decreases. However, at time B and C, because of the variation of the shear layer fluctuation,
stronger impact may appear the rear wall of cavity, and the combustion may be boosted in the
cavity rear part, which can both lead to the increase of back pressure in the cavity. Considering the
drag coefficient values at the three typical times, the time weighted average cavity drag coefficient
is calculated to be 0.0668 which means the cavity drag usually increases by the plasma.

As we know, the cavity drag in reaction flow is closely related to the combustion heat release
zone of a cavity. So only reducing the cavity drag may not bring benefit for the whole
combustor. It can be seen that the further detail analysis about the combustion distribution in
flowfield should be done to understand the effect of plasma on the cavity performance.

The mass exchange rate of cavity m0 is another important parameter, which stands for the fluid
mass that is inhaled into cavity from the main flow every second. The shedding vortex from
cavity shear layer primary conducts the mass exchange process which can effectively inhale air
and fuel into cavity and then takes them away. More shedding vortices and quicker movement
can advance the flame holding ability of cavity with efficient mixing. The mass exchange rate
can be analyzed by monitoring the mass flux that passes through the cavity mouth when the
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flowfield at a time with stable result, and the dynamic process until all the gas “Y” leave the
cavity can be observed and then the whole time involved “τ” in this process (i.e., residence
time in cavity) has been recorded easily. Afterward, the mass exchange rate is m0 ¼ m=τ, where
m is the total mass of fluid in a cavity. Basically, the fuel exchange between internal and
external of cavity is mostly affected by the interaction between the back wall and shear layer
of cavity and the fuel distribution in cavity shear layer.

The mass exchange rate of cavity is given in Table 5. Because the species transportation is
achieved through the vortices in the cavity shear layer, it is very significant for enhancing the
diffusion ability of cavity shear layer. Owing to the break on the original stable structure of the
shear layer resulted from the plasma filaments “cutting” effect, the mass exchange rates at
plasma existing cases at times A, B, and C are 9.2, 197.2, and 107.8 times, respectively, than the
“no plasma” case. In addition, the time-weighted average mass exchange rate is 8.217 g/s,
which is 122.6 times than the “no plasma” case. And the variation of the mass exchange rate
magnitude from time A to C is in related to fluctuation degree of cavity shear layer. As a result,
the quasi-DC plasma does obviously promote the species transportation between external and
internal cavity.

Front wall Rear wall Drag Drag coefficient

No plasma �19.8 34.3 14.5 0.060

Plasma, A �19.6 33.1 13.5 0.056

Plasma, B �19.6 37.6 18.0 0.075

Plasma, C �18.1 33.5 15.4 0.064

Table 4. Calculation results about the cavity drag, unit: N.
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3.2.3. Analysis of pressure oscillation in cavity

In the research fields related to “sound cavity,” “embedded magazine” and “flame holding
cavity,” the dynamic study on pressure oscillation in a cavity is always greatly valued around
the world [27]. According to the cavity shear layer distribution, four monitor points are chosen
to capture the dynamic pressure feature, as shown in Figure 9. F-1 is located on the front wall
of cavity with z = 16 mm (refers to a lateral section of the combustor) and F-2 is located on
z = 0 mm (refers to the symmetry section of the combustor), and they are 0.5 mm beneath the
front edge. R-1 is located on the rear wall with z = 16 mm and R-2 is with z = 0 mm, and they
are 0.71 mm away from the rear edge. To ascertain the intensity of pressure oscillations, the
sound pressure level (SPL) is used to present the time averaged pressure fluctuation magni-
tude, with dB as its unit, which is defined as:

Lsp ¼ 20 log
p0

pref
(10)

where p0 and Pref are the RMS of dynamic pressure and the reference sound pressure, respec-
tively, and here Pref is 2 � 10�5 Pa.

The SPLs of F-1, F-2, R-1, and R-2 are 168, 193, 188, and 191 dB, respectively. However, at the
no plasma case, their SPL values are 120, 118, 124, and 106 dB, respectively. It indicates that the
SPL of all the monitor points go up sharply, and the relationship between point location and
magnitude of SPL changes prominently. The points are near the mouth of cavity and the effect
of plasma filaments on the cavity edges is strongest, so the SPL magnitude increases here.
Moreover, through the analysis on cavity drag in Table 4, the conclusion can be obtained that
the pressure disturbance on the monitor points is controlled by combustion, and the shear
layer strongly affects the change of local combustion.

In Figure 13, the frequency spectrum characteristics of R-1 and R-2 by FFT are depicted. The
several dominant frequencies of pressure oscillation are marked with red circles here, which
show that the first dominant frequency is almost the double of the plasma actuation frequency
5 kHz. Whereas, it is barely equal to the plasma actuation frequency under nonreaction
condition [19]. Furthermore, nearly every dominant frequency is an integer multiple of the
plasma actuation frequency. The results above indicate that the pressure oscillation in the
cavity is controlled by both local combustion flowfield and the plasma actuation frequency.

3.2.4. Analysis of stagnation pressure loss and combustion efficiency

The combustor stagnation pressure recovery coefficient of time A, B, C, and the no plasma case
is 0.75, 0.81, 0.65, and 0.83, respectively. And the calculated time weighted average stagnation
pressure recovery coefficient is 0.73. It suggests that the overall stagnation pressure loss is

No plasma Pulse, A Pulse, B Pulse, C

m
0 0.067 0.614 13.013 7.223

Table 5. Calculation results of cavity mass exchange rate, unit: g/s.
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raised due to the plasma filaments, especially for time A and C. The increase of the combustor
stagnation pressure loss is caused by several factors, such as the enlargement of separation
zones, the rise of back pressure induced by local combustion and the strengthening of shock
waves, which is based on the analysis of cavity shear layer and wall pressure distribution.

Considering the interesting variation of product water distribution as shown in Figure 12, the
distribution of combustion efficiency in the flow direction may also vary influenced by the
plasma filaments. Hence, the combustion efficiency ηc is calculated. The distribution of combus-
tion efficiency along x-direction is presented in Figure 14. Usually, the combustion efficiency
goes on increasing from time A to time C due to the plasma. It can be seen the combustion
efficiency of time A is little lower at most positions, but prominently higher at time B in the
upstream of cavity rear wall and time C on the whole compared with the no plasma case. As
involved above, the transportation ability of the spanwise reverse vortex pairs are improved by
the plasma, so the local combustion efficiency during certain periods increases.

In a word, the combustion efficiency increases downstream of the front wall of cavity in most
of the time due to the plasma. It becomes lower than the no plasma case at several positions for
few moments, but the decrease is comparatively small. Furthermore, during one plasma cycle,
the combustion efficiency gradually increases from beginning to end, which indicates that the
plasma performs better during actuator free period for the pulsed actuation mode.

The ratio of power consumption of the plasma actuator to the increased combustion heat
release of the combustor is calculated in value Ef = 0.0016 to depict the cost to effectiveness of
quasi-DC plasma. Therefore, the assistance of plasma to the combustion process presents
improvements in performance that outweighs the additional cost.

3.3. Conclusions

The main results are as follows: (1) Because of the “cutting” effect of quasi-DC plasma filaments,
the cavity shear layer becomes fluctuating and the local combustion changes which also results

Figure 13. The normalized pressure frequency spectrum, with plasma. (a) R-1. (b) R-2.
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raised due to the plasma filaments, especially for time A and C. The increase of the combustor
stagnation pressure loss is caused by several factors, such as the enlargement of separation
zones, the rise of back pressure induced by local combustion and the strengthening of shock
waves, which is based on the analysis of cavity shear layer and wall pressure distribution.

Considering the interesting variation of product water distribution as shown in Figure 12, the
distribution of combustion efficiency in the flow direction may also vary influenced by the
plasma filaments. Hence, the combustion efficiency ηc is calculated. The distribution of combus-
tion efficiency along x-direction is presented in Figure 14. Usually, the combustion efficiency
goes on increasing from time A to time C due to the plasma. It can be seen the combustion
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plasma performs better during actuator free period for the pulsed actuation mode.
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in the variation of wall pressure distribution near the cavity rear edge. On the mass fraction iso-
surface of product water several “branch pipes” curve structures form periodically, which can be
put down to the influence of plasma on the local combustion. (2) The effect of plasma on the
cavity drag is relatively perplexing and the drag coefficient value is observed to be unsteady.
Nevertheless, the mass exchange rate goes up prominently due to plasma, and the magnitude
change from time A to C is in agreement with the fluctuation degree of cavity shear layer. (3) The
SPLs of four cavity monitor points rise, and the frequency spectrum of monitor points near
the rear edge presents that the first dominant frequency is twice the plasma actuation frequency,
under the effect of plasma. Hence, the pressure oscillation in the cavity is controlled by both the
plasma and local combustion flowfield. (4) On the one side, the combustion efficiency is usually
increased due to plasma, and on the other side, the certain pressure loss increases resulted from
the changes of combustion and waves in the flowfield by the plasma. Because the ratio of
deposited plasma energy to the increased combustion heat release is extraordinarily small, it is
considered that if optimal actuation parameters of the actuator are chosen the quasi-DC plasma
can bring more benefits than penalties for the cavity in scramjet combustor.
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Abstract

The laser ablation plasma thruster is a novel electric propulsion thruster, which combined
the laser ablation and electromagnetic acceleration. In order to investigate the plasma
expansion and ionization in the laser ablation plasma thruster, which was difficult to
obtain from experiments, the heat conduction model and fluid dynamics model were
established. The heat conduction model was established to calculate the target ablation,
taking into account temperature-dependent material properties, phase transition, dielec-
tric transition and phase explosion. The fluid dynamics model was used to calculate the
plasma properties, taking into account ionization, plasma absorption and shielding. The
ablation plasma velocity, temperature and electron number density were predicted by
using the numerical method. The calculated results showed that the peak values of
ablation plasma velocity, temperature and electron number density fraction were distrib-
uted at the front of the plasma plume. Moreover, the discharge characteristics and thrust
performance were tested with different charged energy, structural parameters and propel-
lants. The thrust performance was proven to be improved by electromagnetic acceleration.

Keywords: laser ablation plasma thruster, heat conduction, plasma expansion, ionization,
discharge, thrust performance

1. Introduction

Because of the advantages of low-cost, low-mass, and high specific impulse, electric propul-
sion thrusters (EPTs) for spacecraft orbit correction and interplanetary spacecraft acceleration
have recently become the front subject and focal point in space propulsion fields [1, 2]. As a

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.77511

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



[11] Leonov SB, Savelkin CV, Yarantsev DA, et al. Experiments on plasma-assisted combustion
in M=2 hot test-bed PWT-50h. In: 46th AIAA Aerospace Sciences Meeting and Exhibit; 7–
10 January 2008. Reno: AIAA; 2008. pp. 2008-1359

[12] Leonov SB, Yarantsev DA, Gromov VG, et al. Mechanisms of flow control by near-surface
electrical discharge generation. In: 43rd AIAA Aerospace Sciences Meeting and Exhibit;
10–13 January 2005. Reno: AIAA; 2005. pp. 2005-2780

[13] Enloe CL, McLaughlin TE, VanDyken RD, et al. Mechanisms and responses of a single
dielectric barrier plasma. In: 41st AIAA Aerospace Sciences Meeting and Exhibit; 6–9
January 2003. Reno: AIAA; 2003. pp. 2003-1021

[14] Zhou S, Nie W, Che X. Numerical modeling of quasi-dc plasma-assisted combustion for
flame holding cavity. Combustion Science and Technology. 2016;188:1640-1654

[15] Leonov SB, Yarantsev DA, Gromov VG, et al. Mechanisms of flow near surface electrical
discharge generation. Vacuum. 2006;80:1199-1205

[16] Cheng Y, Nie W, Li G. Numerical study of plasma aerodynamic actuation mechanism.
Acta Physica Sinica. 2012;61:060509

[17] Wang J, Li Y, Cheng B, et al. The mechanism investigation on shock wave controlled by
plasma aerodynamic actuation. Acta Physica Sinica. 2009;58:5513-5519

[18] Zhou S, Nie W, Che X. Numerical investigation of influence of quasi-dc discharge plasma
on fuel jet in scramjet combustor. IEEE Transactions on Plasma Science. 2015;43:896-905

[19] Zhou S. Studies on plasma assisted combustion/flame stabilization in scramjet [thesis].
Beijing: Equipment Academy; 2014

[20] Menter FR. Two-equation eddy-viscosity turbulence models for engineering applications.
AIAA Journal. 1995;33:1418-1425

[21] Esch DD, Siripong A, Pike RW. Thermodynamic properties in polynomial form for car-
bon, hydrogen, nitrogen and oxygen systems from 300 to15000�K. NASA RFL-TR-70-3
(NASA CR-111989), Nov. 1970

[22] Liou MS, Steffen CJ. A new flux splitting scheme. Journal of Computational Physics. 1993;
107:23-39

[23] Yoon S, Jameson A. Lower-upper symmetric-gauss-Seidel method for the Euler and
Navier-stokes equations. AIAA Journal. 1988;26:1025-1026

[24] Rajasekaran A, Babu V. Numerical simulation of three-dimensional reacting flow in a
model supersonic combustor. Journal of Propulsion and Power. 2006;22:820-827

[25] Jiang J, Weng J. Cathode Electronics and Gas Discharge. 1st ed. Beijing: Tsinghua Univer-
sity Press; 1980

[26] Sun M. Studies on flow patterns and flameholding mechanisms of cavity flameholders in
supersonic flows [thesis]. Changsha: National University of Defense Technology; 2008

[27] Yang D, Li J, Fan Z, et al. Investigation on aerodynamic noise characteristics of cavity flow
at high subsonic speeds. Acta Aerodynamica Sinica. 2010;28:703-707

Plasma Science and Technology - Basic Fundamentals and Modern Applications188

Chapter 10

Plasma Generation and Application in a Laser Ablation
Pulsed Plasma Thruster

Jianjun Wu, Yu Zhang, Yuqiang Cheng,
Qiang Huang, Jian Li and Xiaobin Zhu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.77511

Provisional chapter

Plasma Generation and Application in a Laser Ablation
Pulsed Plasma Thruster

Jianjun Wu, Yu Zhang, Yuqiang Cheng,
Qiang Huang, Jian Li and Xiaobin Zhu

Additional information is available at the end of the chapter

Abstract

The laser ablation plasma thruster is a novel electric propulsion thruster, which combined
the laser ablation and electromagnetic acceleration. In order to investigate the plasma
expansion and ionization in the laser ablation plasma thruster, which was difficult to
obtain from experiments, the heat conduction model and fluid dynamics model were
established. The heat conduction model was established to calculate the target ablation,
taking into account temperature-dependent material properties, phase transition, dielec-
tric transition and phase explosion. The fluid dynamics model was used to calculate the
plasma properties, taking into account ionization, plasma absorption and shielding. The
ablation plasma velocity, temperature and electron number density were predicted by
using the numerical method. The calculated results showed that the peak values of
ablation plasma velocity, temperature and electron number density fraction were distrib-
uted at the front of the plasma plume. Moreover, the discharge characteristics and thrust
performance were tested with different charged energy, structural parameters and propel-
lants. The thrust performance was proven to be improved by electromagnetic acceleration.

Keywords: laser ablation plasma thruster, heat conduction, plasma expansion, ionization,
discharge, thrust performance

1. Introduction

Because of the advantages of low-cost, low-mass, and high specific impulse, electric propul-
sion thrusters (EPTs) for spacecraft orbit correction and interplanetary spacecraft acceleration
have recently become the front subject and focal point in space propulsion fields [1, 2]. As a

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.77511

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



member of EPTs, pulsed plasma thruster (PPT) has a broad prospect on small satellites for its
small, compact, and low mass [3–5]. PPT has been studied decades on its performance and
lifetime, and has been successfully applied to a number of satellites [6–8]. However, the
problem of low efficiency and ignition failure still restricts the development of PPT.

Early in the year 2000, Horisawa et al. proposed a laser-assisted plasma thruster (LS-PPT), in
which a laser-induced plasmawas induced through laser beam irradiation onto a solid target and
accelerated by electrical means [9–16]. Compared with the conventional PPT, the LS-PPT com-
bines the laser ablation with electromagnetic acceleration means, which can significantly enhance
the thrust performance. However, the phenomenon of “late ablation” is still inevitable in the
LS-PPT, which significantly reduces the thrust efficiency of the thruster. In order to overcome
the shortage of “late ablation,” a novel laser ablation plasma thruster (LA-PPT) is proposed [17].
The LA-PPT separates the laser ablation from electromagnetic acceleration through a ceramic
tube. As shown in Figure 1, the LA-PPTconsists of a pair of rectangular electrodes, a ceramic tube
and an insulator. The propellant is placed inside the ceramic tube. Because of the unique structure
of this thruster, almost all types of solid matter can be applied as the propellant, such as metals,
polymers and so on. Because laser-ablation plasma can has a directed initial velocity of tens of
kilometers per second, which will be further accelerated by electrical means, a significant specific
impulse can be expected [9]. Hence the LA-PPT is a promising candidate for small satellites
propulsion, and the physical mechanisms of the thruster should be further investigated. The
working process of the LA-PPT can be divided into two stages: laser-induced ablation and
plasma-induced discharge. The ablation plasma expansion and ionization in the ceramic tube is
the combination of the two stages, and it is crucial to understand the working process of the
LA-PPT. However, the ablation plasma expansion and ionization is difficult to be experimentally
investigated, especially when it occurs in a ceramic tube. Therefore, we utilize numerical method
to investigate the ablation plasma expansion and ionization in the ceramic tube.

By using the numerical method to simulate the ablation plasma expansion and ionization
in the ceramic tube, the relevant physics of propellant ablation needs to be implemented.
The heating process within a propellant material during the irradiation of the laser pulse can
be calculated by taking into account temperature-dependent material properties, melting,
phase transition, dielectric transition, phase explosion, and the reflection of the laser beam at
the surface of the propellant [18]. In addition, the ablation plasma absorbs part of laser

Figure 1. (a) Front and (b) right view of the laser ablation plasma thruster.
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energy, and causes the density, temperature, pressure and components in the ablation
plasma plume dramatically vary, which has an significant effect on the thrust performance.
During the years, the expansion dynamics of pulsed laser generated plasma plume has been
widely investigated through experimental and numerical methods [19–23]. Especially, sev-
eral models have been proposed to describe the expansion of ablation plasma and the
formation of plasma in the plume [21]. Aden et al. utilized hydrodynamic equations to
describe the plasma expansion, which is called hydrodynamic model [24]. Afterwards, the
hydrodynamic model had been widely applied to study various laser-solid interactions
[25–28]. In order to calculate the laser energy loss caused by plasma absorption and shiel-
ding, the formation of plasma in the plume was also considered in several hydrodynamic
models [22, 29–32]. Therefore, we establish a hydrodynamic model to investigate the abla-
tion plasma expansion and ionization in the ceramic tube. The numerical model can give
insight in the plasma dynamics and plasma behavior of LA-PPT, which is sometimes difficult
to obtain from experiments.

In this paper, a novel laser ablation plasma thruster with a ceramic tube is developed and
investigated. This thruster is expected to overcome the shortages of conventional laser-electric
hybrid acceleration systems in the above paragraph. And the ionization rate, specific impulse
and thrust efficiency of the thruster are expected to be increased. Specially, a numerical model
for nanosecond laser ablation of aluminum propellant is presented, which contains the target
ablation and plasma expansion in the ceramic tube. Heat conduction model is established to
calculate the target ablation, taking into account temperature-dependent material properties,
phase transition, dielectric transition and phase explosion. Meanwhile, Hydrodynamic model is
established to calculate the plasma expansion, taking into account ionization, plasma absorption
and shielding. Then both calculations of the target ablation and plasma expansion are coupled in
each time step. Afterwards, the plasma properties (such as velocity, temperature and electron
number density) in the ceramic tube are numerically investigated utilizing the model. Moreover,
the thrust performance of the LA-PPT is also investigated by experimental methods.

2. Physical model

2.1. Heat conduction model

As shown in Figure 2, when the laser beam irradiates the target (e.g., aluminum), the temper-
ature in the target rises, and melting occurs when the surface temperature reaches the melting
temperature Tm. Then a part of molten materials begins to vaporize when the surface temper-
ature reaches the boiling temperature Tb. With sufficient laser fluence, the target temperature
may approach the critical temperature Tc, where dielectric transition occurs, and the dielectric
layer is formed near the surface. Furthermore, the ablation plasma expands in the opposite
direction of the incident laser beam, and absorbs part of laser energy before the incident laser
beam reaches the target surface. The absorption of the laser energy in the plasma accelerates
the plasma expansion, at the same time, the shielding of the laser energy by the plasma
significantly affect the heat conduction of the target.
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The initial length of the aluminum target is labeled as δ, as shown in Figure 2. The locations of
the melting phase interface, the interface between dielectric layer and liquid phase, as well as
the exposed ablation surface are labeled as sm, d, and s, respectively. The length and the inner
diameter of the ceramic tube are labeled as Lc and Dc.

The heat conduction equation in terms of the volumetric enthalpy H can be written as:

ð1Þ

where K(T) represents the temperature-dependent thermal conductivity. vsur tð Þ denotes the
surface recession velocity, which can be calculated by Hertz-Knudsen [33, 34] and Clausius-
Clapeyron equation [35]. The heat source term S is given by:

ð2Þ

where α is the absorption coefficient of the target, Rsur and Isur are the reflectivity and laser
intensity on the target surface, respectively. d, Rd and Id are the location, reflectivity and laser
intensity on the interface between dielectric layer and liquid, respectively. Herein, Isur and Id
can be given by:

ð3Þ

where I0(t) is the initial laser intensity, and β is the absorption coefficient of the plasma.

Considering the regression of the ablation surface, it is more convenient to transform the
coordinate (z, t) into the fixed coordinate system (ξ, τ) by the following expressions:

Figure 2. Schematic of the physical model and coordinates.
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ð4Þ

As shown in Figure 2, ξ = 0 (i.e. z = s(t)) indicates the ablation surface, and ξ = 1 (i.e.
z = δ) indicates the rear surface of the target. Moreover, the chain rule can be obtained as
follows:

ð5Þ

Combining with Eq. (5), the heat conduction Eq. (1) can be transformed into following
form:

ð6Þ

The initial temperature of the target is considered to be equal to the ambient temperature. The
boundary conditions on the rear and side surfaces are considered to be thermal insulation, and
the boundary condition on the ablation surface is obtained by energy conservation. Therefore,
the initial and boundary conditions are written as:

ð7Þ

where T0 is the initial temperature, Lv is the latent heat of vaporization, and r represents the
density of the target.

2.2. Plasma expansion and ionization model

The ablation plasma generates with the target ablation, then expands in the opposite
direction of the incident laser beam, as shown in Figure 2. Part of laser energy deposits in
the plasma through inverse bremsstrahlung (IB) absorption, which causes the decrease of
the laser intensity reaching on the target surface [31]. In other words, the calculated result
of the plasma expansion has an significant effect on the calculation of the target ablation.
Moreover, the ionization in the plasma also affects the properties of the plasma. Therefore,
the plasma expansion should be calculated in detail, considering the ionization and plasma
absorption.
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Gas-dynamical equation is used to simulate the plasma expansion, and it can be written as
follows:

ð8Þ

where the total energy per unit volume E is the sum of internal energy and kinetic energy.

ð9Þ

where r denotes density, , , cs and Ms are the mass fraction and

molar mass of species s. and are the characteristic temperature and degeneracy for
species s at electronic energy level i.

The pressure p can be obtained from the state equation:

ð10Þ

where Rs is molar gas constant of species s, Te is the temperature of electron.

The initial and boundary conditions of Eq. (7) are determined by the results of target ablation.

The instantaneous laser energy deposition in the plasma Splasma can be calculated as:

ð11Þ

where δp is the length of the ablation plasma.

In addition, the ionization and IB absorption are considered in the model. In the plasma
plume, a local thermodynamic equilibrium stage is assumed. Meanwhile, the plasma
plume is considered nonviscous and electrically neutral, containing five species (Al, Al+,
Al2+, Al3+, and e�). Otherwise, the electron temperature is considered to be equal to the
ions and neutrals. Hence, the partition function of species Qs and Qe can be expressed as
follows:

Qs ¼ V 2πmskBT=h2
� �3=2Pjs

i¼0 g
sð Þ
i exp �Θ sð Þ

el, i=T
� �

Qe ¼ V 2πmekBTe=h2
� �3=2

8<
: (12)

where ms denotes the mass of species s, s = Al, Al+, Al2+, Al3+. V is the plasma plume volume, h
is Planck constant.

The species number density ns can be solved in an equilibrium state [22]:
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ð13Þ

Where , and are the first, second and third ionization energy of aluminum,
respectively.

IB process is considered to be the most important mechanism of the plasma absorption, for
nanosecond laser ablation of aluminum [22, 34, 36]. The IB absorption coefficient is given by
the sum of the processes between electron and neutral atomic species, and between electron
and ions, as follows [22, 37]:

ð14Þ

where vl and λl are the laser frequency and wave length. Where denotes the averaged
cross section for a collision between electron and neutral atom (10�46 m5) [22].

Obviously, the absorption coefficient of the plasma β and the length of the plasma plume δp are
changing, during the laser ablation process. Therefore, it is necessary to calculate the target
ablation coupled with the plasma expansion in each time step.

2.3. Numerical method

In the numerical calculation, the length of target and plasma plume are assumed to be 5 and
200 μm. Meanwhile, 400 and 1000 uniform meshes are utilized, respectively, in the target and
plasma region. The time-step is taken to be Δt ¼ 10�12 s, respecting the CFL condition in the
entire computational domain.

The heat conduction Eq. (6) is solved employing an explicit finite difference technique. And the
gas-dynamical Eq. (8) is diverged utilizing AUSM+-up method [38, 39]. In the numerical
calculation, the target ablation and plasma expansion are calculated simultaneously, and
coupled in each time step. Since the plasma occurs due to the ablation of target, the ablation
surface of target is the inlet of the plasma. Meanwhile, the instantaneous laser intensity
reaching on the target surface is decided by plasma absorption.

Plasma Generation and Application in a Laser Ablation Pulsed Plasma Thruster
http://dx.doi.org/10.5772/intechopen.77511

195



Gas-dynamical equation is used to simulate the plasma expansion, and it can be written as
follows:

ð8Þ

where the total energy per unit volume E is the sum of internal energy and kinetic energy.

ð9Þ

where r denotes density, , , cs and Ms are the mass fraction and

molar mass of species s. and are the characteristic temperature and degeneracy for
species s at electronic energy level i.

The pressure p can be obtained from the state equation:

ð10Þ

where Rs is molar gas constant of species s, Te is the temperature of electron.

The initial and boundary conditions of Eq. (7) are determined by the results of target ablation.

The instantaneous laser energy deposition in the plasma Splasma can be calculated as:

ð11Þ

where δp is the length of the ablation plasma.

In addition, the ionization and IB absorption are considered in the model. In the plasma
plume, a local thermodynamic equilibrium stage is assumed. Meanwhile, the plasma
plume is considered nonviscous and electrically neutral, containing five species (Al, Al+,
Al2+, Al3+, and e�). Otherwise, the electron temperature is considered to be equal to the
ions and neutrals. Hence, the partition function of species Qs and Qe can be expressed as
follows:

Qs ¼ V 2πmskBT=h2
� �3=2Pjs

i¼0 g
sð Þ
i exp �Θ sð Þ

el, i=T
� �

Qe ¼ V 2πmekBTe=h2
� �3=2

8<
: (12)

where ms denotes the mass of species s, s = Al, Al+, Al2+, Al3+. V is the plasma plume volume, h
is Planck constant.

The species number density ns can be solved in an equilibrium state [22]:

Plasma Science and Technology - Basic Fundamentals and Modern Applications194

ð13Þ

Where , and are the first, second and third ionization energy of aluminum,
respectively.

IB process is considered to be the most important mechanism of the plasma absorption, for
nanosecond laser ablation of aluminum [22, 34, 36]. The IB absorption coefficient is given by
the sum of the processes between electron and neutral atomic species, and between electron
and ions, as follows [22, 37]:

ð14Þ

where vl and λl are the laser frequency and wave length. Where denotes the averaged
cross section for a collision between electron and neutral atom (10�46 m5) [22].

Obviously, the absorption coefficient of the plasma β and the length of the plasma plume δp are
changing, during the laser ablation process. Therefore, it is necessary to calculate the target
ablation coupled with the plasma expansion in each time step.

2.3. Numerical method

In the numerical calculation, the length of target and plasma plume are assumed to be 5 and
200 μm. Meanwhile, 400 and 1000 uniform meshes are utilized, respectively, in the target and
plasma region. The time-step is taken to be Δt ¼ 10�12 s, respecting the CFL condition in the
entire computational domain.

The heat conduction Eq. (6) is solved employing an explicit finite difference technique. And the
gas-dynamical Eq. (8) is diverged utilizing AUSM+-up method [38, 39]. In the numerical
calculation, the target ablation and plasma expansion are calculated simultaneously, and
coupled in each time step. Since the plasma occurs due to the ablation of target, the ablation
surface of target is the inlet of the plasma. Meanwhile, the instantaneous laser intensity
reaching on the target surface is decided by plasma absorption.

Plasma Generation and Application in a Laser Ablation Pulsed Plasma Thruster
http://dx.doi.org/10.5772/intechopen.77511

195



3. Experimental setup

3.1. Measurement setup for discharge arcs

As shown in Figure 3, a ns-pulsed Nd:YAG laser (InnoLas Corp. SpitLight 600, wavelength:
1064 nm, pulse energy: ~600 mJ, pulse width: 7 ns) is used for laser ablation of propellants. The
laser pulse is irradiated into a vacuum chamber (vacuum degree: <5.0 � 10�4 Pa) through a
quartz window and focused on the propellant with a focusing lens (f = 400 mm). The thruster is
ignited and initiated by the ns-pulsed laser. Discharge arcs formed between the electrodes of
thruster. The discharge current is monitored with a current monitor (Rogowski Coil, CWT150,
sensitivity: 0.2 mV/A, maximum current: 30.0 kA) and a digital oscilloscope (Tektronix DPO
4340). The discharge voltage between the electrodes is measured using a standard high-voltage
probe (Tektronix P5100).

3.2. Description of thrust stand

The impulse bits in the six cases of Table 1 are measured by a calibrated thrust stand. The calib-
rated thrust-stand utilizing inverted pendulum techniques is developed and applied to estimate
μNs-class impulses. Schematic of experimental setup for impulse-bit measurement is given in
Figure 3. The thruster was settled onto the inverted pendulum. As an ns pulsed Nd:YAG laser
beam passes through a quartz glasswindowand lens, the thruster is initialized, and the plasma is
produced. The inverted pendulum swung on a knife-edge immediately. Themotion of the pendu-
lum is attenuatedbyanelectromagnetic damperdevice subsequently.And the pendular angular is
measured by an optical non-contacting measurement method. A He-Ne laser beam penetrated
through a quartz glass window and irradiated onto a moving mirror settled near the knife-edge.
Themirror rotated alongwith themotion of pendulum. The laser beameventually irradiates into a
position sensitive detector (PSD) after passing through several mirrors as shown in Figure 3.

For measuring the impulse bits, the calibration procedures are conducted. Because of the zero
drift phenomenon and other influencing factors that gradually change the equilibrium position

Figure 3. Schematic illustration of the impulse bit measurement system.
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of pendulum in experiments, especially in evacuation and gas charging procedure of the
vacuum chamber, the measurement system should be calibrated before or after impulse bit
measurements are implemented. The electromagnetic calibration subsystem is proposed as
shown in Figure 4 and described herein. A pulsed Ampere force is generated by a couple of
parallel permanent magnet (NdFeB) plates and live wires as shown in Figure 4, and utilized to
simulate the pulsed thrust of thruster. The pair of permanent magnet plates is settled behind
the thruster, and the height of Ampere force action spot is set to be the same with the action
spot of pulsed thrust of thruster. The distance between the couple of magnets is set 5 mm, and
the crest value and duration of current in the conducting wires are controlled by a function
generator as shown in Figure 4.

The detailed calibration procedure is described herein.

a. The relationship of Ampere force F and the volts d.c. output X of the function generator is
tested by using an electronic balance (Mettler Toledo XS205, minimum mass 10 μg). The
relationship can be expressed as:

ð15Þ

where the coefficients A0 and B0 are obtained after the calibration procedure.

Case Propellants d1 (mm) d2 (mm) A0 B0 A B

I Aluminum 20 10 4.8666E�3 5.6211E1 �6.5748E�4 2.2113E�2

II Aluminum 30 10 �1.2289E�3 2.4758E�2

III Aluminum 30 15 1.5489E�4 2.5930E�2

IV Aluminum 30 20 1.0816E�3 2.8182E�2

V Aluminum 40 20 1.1685E�3 2.8730E�2

VI PTFE 20 10 3.5247E�3 2.3624E�2

Table 1. Six cases and coefficients obtained in calibration procedures.

Figure 4. Schematic illustration of the electromagnetic calibration method.
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of pendulum in experiments, especially in evacuation and gas charging procedure of the
vacuum chamber, the measurement system should be calibrated before or after impulse bit
measurements are implemented. The electromagnetic calibration subsystem is proposed as
shown in Figure 4 and described herein. A pulsed Ampere force is generated by a couple of
parallel permanent magnet (NdFeB) plates and live wires as shown in Figure 4, and utilized to
simulate the pulsed thrust of thruster. The pair of permanent magnet plates is settled behind
the thruster, and the height of Ampere force action spot is set to be the same with the action
spot of pulsed thrust of thruster. The distance between the couple of magnets is set 5 mm, and
the crest value and duration of current in the conducting wires are controlled by a function
generator as shown in Figure 4.

The detailed calibration procedure is described herein.

a. The relationship of Ampere force F and the volts d.c. output X of the function generator is
tested by using an electronic balance (Mettler Toledo XS205, minimum mass 10 μg). The
relationship can be expressed as:

ð15Þ

where the coefficients A0 and B0 are obtained after the calibration procedure.

Case Propellants d1 (mm) d2 (mm) A0 B0 A B

I Aluminum 20 10 4.8666E�3 5.6211E1 �6.5748E�4 2.2113E�2

II Aluminum 30 10 �1.2289E�3 2.4758E�2

III Aluminum 30 15 1.5489E�4 2.5930E�2

IV Aluminum 30 20 1.0816E�3 2.8182E�2

V Aluminum 40 20 1.1685E�3 2.8730E�2

VI PTFE 20 10 3.5247E�3 2.3624E�2

Table 1. Six cases and coefficients obtained in calibration procedures.

Figure 4. Schematic illustration of the electromagnetic calibration method.
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b. The calibration devices are settled on the thrust stand with keeping the distance of perma-
nent magnet plates and the relative location between the permanent magnet plates and the
conducting wires. And the pendulum is propelled by the Ampere force with duration of t.
Therefore, the relationship of PSD signals S and the volts d.c. output X of function gene-
rator can be obtained and written as:

ð16Þ

For the sake of simplification and considering that the pendular period of pendulum is gener-
ally longer than 5 s in the experiments, the duration of Ampere force t can be set 1 s by the
function generator hereafter. Hence, the expression (16) can be expressed as:

ð17Þ

According to further study, it’s indicated that the expression (17) can be simplified as:

ð18Þ

where, the coefficients A and B in expressions (18) could be obtained in the calibration pro-
cedures, as shown in Table 1. Besides, according to expression (15), the impulse bit Ib can be
expressed as:

ð19Þ

c. The relationship of impulse bit and PSD signal S can be obtained as:
ð20Þ

The uncertainty analysis is important and conducted herein. There are many sources of error
for operating this thrust stand which must be identified, then quantified in order to evaluate
the accuracy of the impulse bit measurement. It is shown in the expression (20) that the
impulse bit is calculated from the voltage values of PSD signals and the coefficients in calibra-
tion procedures, A, A0, B and B0. Therefore, the uncertainties in the system data and results can
be categorized into two main types. Firstly, the calibration procedures may generate errors for
obtaining the coefficients A, A0, B and B0. Secondly, the impulse bit measurement is another
source of error.

3.3. Measurement for mass shots

The mass shots are measured for the six cases by using an electronic balance (Mettler Toledo
XS205, minimum mass 10 μg). It is apparent that the mass shots with different charged energy
for a laser pulse energy of 600 mJ are approximately the same for the first five cases in Table 1,
because of the isolation of laser ablation and discharge processes in the thruster. The typical
number of pulse-shots to measure the mass shots is 100 times. The mass consumptions of
propellants per shot are tested approximately as 15.7 and 7.8 μg for PTFE and aluminum,
respectively. It is remarkable that the ablation of ceramic tube and ceramic insulator is much
weak and not considered herein.

Plasma Science and Technology - Basic Fundamentals and Modern Applications198

A series of experiments are conducted to test the discharge characteristics and the performance
parameters, such as impulse bit, and specific impulse. The experiments are conducted in six
cases, as shown in Table 1.

4. Results and discussion

4.1. Plasma expansion and ionization

In order to describe the whole process of ablation plasma expansion and ionization, the
properties of the plasma at several specific times should be investigated in detail, such as
3.5 ns (the ablation plasma produced), 10.5 ns (the phase explosion finished), 20 ns (the target
ablation finished), 60.5 ns (the ablation plasma reaches the wall of the ceramic tube), 100 ns and
200 ns. By solving the gas-dynamical Eq. (8), the plasma velocity, temperature and electron
number density fraction can be numerically calculated.

The spatial distribution of plasma velocity along the centerline of the ceramic tube for different
times are presented in Figure 5(a), and the variety of the peak plasma velocity with time is
presented in the Figure 5(b). It can be seen from Figure 5(a), the peak plasma velocity appears
at the front of the plasma. At 3.5 ns, the plasma has ejected from the target, and the peak
velocity is about 2400 m/s. Afterwards, the phase explosion occurs at the target surface, and
the ablation products carry out lots of heat from the target to the plasma. Hence the plasma
velocity quickly increases, due to the phase explosion and the absorption of the laser energy.
Thus at 10.5 ns, the peak plasma velocity increases to 4000 m/s. When the target ablation is
finished (at 20 ns), the peak plasma velocity is around 4600 m/s. After finishing the target
ablation, the plasma velocity still increases. But the increasing rate of the plasma velocity
gradually decrease as shown in Figure 5(b), due to the absence of the absorption of the laser
energy and the injection of the ablation products.

Figure 5. (a) Distribution of plasma velocity for different times. (b) Variety of the peak velocity with time.
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The spatial distribution of plasma temperature along the centerline of the ceramic tube for
different times are presented in Figure 6(a). The variety of peak plasma temperature with
time is presented in Figure 6(b). As can be seen in Figure 6(a), there are two peaks of the
plasma temperature appears nearby the target surface (T1) and at the front of the plasma
(T2). T1 is due to the high-temperature ablation products ejection from the target to the
plasma. T2 is because of the plasma absorption of laser energy through IB absorption, which
causes the plasma temperature to increase. At 3.5 ns, only T1 exists and equals to 4500 K, due
to the injection of high-temperature ablation products. However, afterwards, both T1 and T2

appear in the figure. The T1 gradually increases to about 5700 K at 10.5 ns, and then
decreases to below 2000 K at 200 ns. We can also conclude from Figure 6(b), the variation
tendency of T1 is consistent with the target temperature. The T1 decreases after 10.5 ns.
However, the T2 sharply increases during the laser pulse (from 3.5 to 20 ns), and then nearly
keep constant after finishing the laser pulse (20 ns). Thus at 200 ns, only T2 exists in the
figure. What is coincident, the T1 equals to T2 at 15 ns, therefore the T1 is bigger than T2

before 15 ns and smaller than T2 after 15 ns.

The spatial distribution of plasma electron number density fraction (η) along the centerline of
the ceramic tube for different times are presented in Figure 7(a). The variety of the fraction (ψ)
of ionization area to the whole ceramic tube area with time is presented in Figure 7(b). As it
can be seen in Figure 7(a), the ionization region mainly distributes at the front of the plasma,
which is similar to the plasma velocity and temperature. The η increases during the laser pulse,
and at 20 ns, the peak η approaches 0.5, which means the plasma is fully ionized at this region.
Afterwards, the η keep constant at 0.5, but the area of the fully ionized region continuously
increases. However, only primary ionization occurs in the plasma, due to the equilibrium rela-
tions of and . We can also conclude from
the Figure 7(b), the ψ increases faster during the laser pulse, from 1% at 3.5 ns to 3% at 20 ns.
Afterwards, the increasing rate of the ψ gradually decreases, at 200 ns, the ψ approaches 6%.

Figure 6. (a) Distribution of plasma temperature for different times. (b) Variety of peak temperature with time.
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4.2. Thrust performances

The impulse bits and discharge currents were measured with different parameters d1 and d2.
Temporal variations of discharge current between the electrodes for charged voltage condi-
tions from about 300 to 2000 V and a laser pulse energy of 600 mJ are shown in Figure 8
respectively. The impulse bits in different cases are shown in Figure 9.

It is shown in Figure 8 that the higher the charged energy, the higher the discharge current
being achieved. In the case I, a maximal charged energy is 25.2 J, d1 = 20 mm, d2 = 10 mm and
the propellant is aluminum. It is shown that the peak value of discharge current under the
charged voltage of 2050 V is more than 20 kA. And it is proven that discharge current can be
observed under very low charged voltage conditions (~316 V), in which case a discharge
current raises up to 2.7 kA at 1.1 μs. Compared between Figure 8(a) and (b), it can be
concluded that the peak value of discharge current decrease as d1 increasing for the situation
of same charged voltage. Compared between Figure 8(b)–(d), it can be concluded that the peak
value of discharge current reaches maximum for the situation of d1 = 2d2, which means the
propellant is placed in the middle of the electrodes.

The specific impulse and thrust efficiency could be calculated from the impulse bits and mass
shots tested for the six cases. The curves of specific impulse for each working condition are
illustrated as shown in Figure 9. In addition, the thrust efficiency of the thruster is defined as:

ð21Þ

where Etotal is the total energy imported by the thruster, consisting of the single laser energy
and the charged energy of capacitors, i.e., Etotal = Elaser + Echarge. Ib represents the impulse bit, m
is the mass ablated per shot and v is the mean velocity of plasma. And the factor 103 is required
in the conversion of units. The thrust efficiency η was calculated and listed in Figure 10.

Figure 7. (a) Distribution of plasma electron number density fraction (η) for different times. (b) Variation of the fraction
(ψ) of ionization area to the whole ceramic tube area with time.
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The impulse bits and specific impulses of thruster increase with the charged energy of capac-
itors, as shown in Figures 9 and 10. However, the thrust efficiency in case V decreases with the
increment of charged energy in the range of 6–10 J, as shown in Figure 11. The rate of change
of specific impulse or the thrust efficiency to charged energy is much smaller than at the higher
energy levels.

Maximal specific impulse, impulse bit and thrust efficiency are achieved with a charged energy
of above 25 J for all cases, as shown in Figures 9–11. For the case III, with a charged energy 25 J
and the use of metal aluminum, a maximal impulse bit of 600 μNs, a specific impulse of appro-
ximate 8000 s and thrust efficiency of about 90% are obtained.

In addition, when the charged voltage is decreased to 0 V, the status can be called as
the pure laser propulsion mode. And status with a charged voltage above zero is called
as electromagnetic acceleration mode. The left ends of curves in Figure 6 represent the
impulse bit with low charged energy levels and that the discharge processes are weak, and
the impulse bits equal approximately with the impulse bits in pure laser propulsion modes.

Figure 8. Discharge current between electrodes with different structural parameters: (a) case I, (b) case II, (c) case III and
(d) case IV.
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Figure 9. Variations of impulse bit with charged energy.

Figure 10. Variations of specific impulse with charged energy.
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As shown in Figure 9, the impulse bit in pure laser propulsion mode can be estimated as
10–30 μNs with an approximate specific impulse of 100–300 s and thrust efficiency of 1–4%.
In contrast with the pure laser propulsion mode, the thrust performance in electromagnetic
acceleration mode is much better. It is apparent that the discharge processes do enhance
and accelerate the laser plasma. And the thrust performance is proven to be improved by
the electromagnetic acceleration.

5. Discussion

In this paper, a novel laser ablation plasma thruster with electromagnetic acceleration is
presented. The plasma expansion and ionization induced by nanosecond pulsed laser in a
ceramic tube are investigated by using the numerical method. The heat conduction model
and fluid dynamics model are established to calculate the target ablation and plasma proper-
ties. Moreover, a rectangular electrode configuration with several capacitors and a ceramic
tube is used, which allows the metals to be used as propellants. Preliminary experiments on
the discharge characteristics and thrust performance are conducted and analyzed. Following
conclusions are achieved and summarized.

1. Along the centerline of the ceramic tube, the peak values of plasma velocity, temperature
and electron number density fraction distribute at the front of the plasma. The plasma
velocity increases with time, but the increasing rate gradually decreases.

Figure 11. Variations of thrust efficiency with charged energy.
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2. There are two peaks of the plasma temperature appear in the plasma along the centerline
of the ceramic tube. The peak temperature nearby the target is due to the injection of the
high-temperature ablation products. Hence its variation tendency is consistent with the
target temperature. The peak temperature exist at front of the plasma is because of the IB
absorption of the laser energy. Hence it increases during the laser pulse, and keep constant
after finishing the laser pulse.

3. The plasma electron number density fraction increases during the laser pulse, and appro-
aches 0.5 when the laser pulse finished, which means fully ionized in this region. After
finishing the laser pulse, the plasma electron number density fraction keep constant, but the
area of the fully ionized region continuously increases.

4. The thrust performance is proven to be improved by the electromagnetic acceleration. In
contrast with the pure laser propulsion mode, the thrust performance of electromagnetic
acceleration modes is much better.

5. The impulse bit and specific impulse increased with the charged energy. The optimal
thrust performance of the thruster in experiments exists in large charged energy modes.
With the charged energy 25 J and the use of metal aluminum, a maximal impulse bit of 600
μNs, a specific impulse of approximate 8000 s and thrust efficiency of about 90% are
obtained. For the PTFE propellant, a maximal impulse bit of about 350 μNs, a specific
impulse of about 2400 s, and thrust efficiency of about 16% are obtained.
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Abstract

The radio frequency discharge plasma sources are widely utilized to prepare functional 
thin films and to etch insulated layers in semiconductor devices in microelectronic 
industry. Especially, a capacitively coupled plasma (CCP) is the most popular discharge 
because the equipment is very simple and almost maintenance free. However, there is 
a problem such as low-density plasma under low-gas pressure less than 10 Pa, that is, 
low processing rate. In this chapter, the production principle of conventional CCP and 
the special CCP with various electrodes and magnets is reviewed. The applications pre-
pared by the special CCP system are also presented. Finally, the future plan including 
problems is described.

Keywords: RF plasma, capacitively coupled plasma, plasma processing, hollow cathode 
discharge, ring-shaped hollow plasma, magnetized plasma

1. Introduction

A large-scale integrated circuit (LSI), various sensors, and other semiconductor devices are 
essential for various electrical and electronic devices and automobile [1, 2]. In general, these 
devices are fabricated by plasma-processing techniques such as dry etching and plasma depo-
sition using low-pressure plasma. The plasma processing is the most usually utilized chemi-
cal and physical processes in microelectronics fabrication for functional thin film preparation 
and dry etching of silicon-based films.
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thin films and to etch insulated layers in semiconductor devices in microelectronic 
industry. Especially, a capacitively coupled plasma (CCP) is the most popular discharge 
because the equipment is very simple and almost maintenance free. However, there is 
a problem such as low-density plasma under low-gas pressure less than 10 Pa, that is, 
low processing rate. In this chapter, the production principle of conventional CCP and 
the special CCP with various electrodes and magnets is reviewed. The applications pre-
pared by the special CCP system are also presented. Finally, the future plan including 
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1. Introduction

A large-scale integrated circuit (LSI), various sensors, and other semiconductor devices are 
essential for various electrical and electronic devices and automobile [1, 2]. In general, these 
devices are fabricated by plasma-processing techniques such as dry etching and plasma depo-
sition using low-pressure plasma. The plasma processing is the most usually utilized chemi-
cal and physical processes in microelectronics fabrication for functional thin film preparation 
and dry etching of silicon-based films.
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In the dry-etching processing, the silicon wafer patterned by the photoresist mask for LSI 
is exposed in plasma containing halogen molecules (e.g., CF4, CHF3, SF6) [3–7]. In the case 
of these gases, the fluorine atoms dissociated by an electron impact collision with the mol-
ecules react with the silicon surface to generate a volatile etch product like SiF4 so that the 
silicon wafer is etched with assistance of energetic ions produced in the plasma. For example, 
a high-density plasma sources have been developed to challenge patterning features less than 
0.25 μm with high aspect ratios [8].

The plasma deposition has a sputtering deposition and a plasma-enhanced chemical vapor 
deposition (PECVD) method. The sputtering deposition is to impinge ions to the material 
target biased by a negative potential so as to sputter atoms from the target. The functional 
thin films such as transparent conductive oxide used in tableted computer and smartphone 
are deposited by sputtering method [9]. The sputtering depositions are prepared by DC mag-
netron and radio frequency (RF) magnetron plasma sources [10]. Various typed sputtering 
sources have been developed for the synthesis of high-quality thin films [10]. Especially, RF 
magnetron plasma source has an advantage that the insulated films can be deposited on the 
various substrates compared with DC magnetron plasma source. The PECVD is to dissociate 
molecule by electron impact so as to deposit radicals [8].

In these plasma-processing techniques, capacitively coupled plasma (CCP) with parallel 
plates was widely utilized. The physics of CCP has been studied by many researchers [11–16]. 
The sustaining mechanism of CCP is the electron heating process that the oscillating radio 
frequency sheath near the powered electrode plays an important role in electron acceleration 
as well as the collisional heating in the presence of electric fields and the emission process of 
secondary electrons from the electrode [11–16]. However, the electron heating process cannot 
produce high-density plasma.

The requirement of these semiconductor devices with high-speed operation and high 
performance is increasing annually. In order to perform the demand, high-speed plasma 
processing, that is, a high-density plasma production, is important. However, CCP does 
not attain high-density plasma. Thus, the high-density CCP is required. In this chapter, the 
production principle of conventional CCP and the special CCP with various electrodes and 
magnets is reviewed.

2. Production principle of conventional capacitively coupled plasma

In order to perform the high-speed processing of the LSI semiconductor, high-density plasma 
is needed for CCP. The power balance of CCP in the form of a global model [17] is expressed 
as the following equation:

   P  ab   =  en  e    u  B   S ( ε  e   +  ε  i   +  ε  c  ) .  (1)

Here, Pab, e, uB, and S are the total absorbed power, the electronic charge, the Bohm velocity, 
and the surface area, respectively. εe and εi are the averaged energy loss per electron and ion 
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lost to the electrodes. εc denotes the collisional energy loss per electron-ion pair created. The 
plasma density, ne, can be determined from Eq. (1)

   n  e   =   
 P  ab   ___________   en  e   S ( ε  e   +  ε  i   +  ε  c  ) 

  .  (2)

When only thermal electrons are lost to the boundary surfaces [18], εe will be negligible. 
In general, the electron temperature decreases with increasing gas pressure [17]. Then, εc 
increases, while εi regularly decreases with increasing gas pressure, because the sheath is 
more collisional. For a fixed absorbed power, the increase in the plasma density is resulted 
with increasing gas pressure. Even for a relatively high-gas pressure of 50 Pa used in RF 
PECVD, however, the plasma density at a conventional driving frequency of 13.56 MHz is 
less than 1010 cm−3.

In order to increase the plasma density at the typical frequency of 13.56 MHz, ingenious 
device is required. In the next section, the various ingenuities will be introduced.

3. Effect of high secondary electron emission oxide on high-density 
capacitively coupled plasma production

In general, plasma is generated by electrons with an energy higher than an ionization poten-
tial of target neutral gas [19]. According to the ionization cross section [20] for noble gases of 
He, Ne, Ar, and Xe, their ionization energy ranges from 10 to 30 eV, while the energy is a few 
100 electron volts when the ionization cross section becomes maximum. These electrons are 
effectively possible to ionize neutral gases through inelastic collisions. Then, it is expected to 
produce high-density plasma. In CCP discharge, it is also easy to generate a high voltage of a 
few hundred volts between the powered and grounded electrodes, that is, CCP can generate 
secondary electron emission (SEE) from the powered electrode. It was reported that magne-
sium oxide (MgO) electrodes have a high SEE coefficient which are a few 10 times higher than 
that of conventional metal electrodes such as aluminum [21].

In this section, the effect of SEE as the acceleration mechanism of electrons is proposed to 
solve the serious problem of CCP density. The RF breakdown voltage and plasma density 
are studied experimentally. As show in Figure 1(a), an RF power of 13.56 MHz was supplied 
to generate CCP between two electrodes of 20-mm diameter with a gap dgap of 10 mm, which 
were mounted into the center of a cylindrical vessel of 160-mm diameter and 200-mm length. 
The back of the RF electrode is covered by a grounded metal enclosure to avoid additional 
discharge between the RF electrode and the grounded vessel. An MgO disk of 20-mm diam-
eter and 2-mm thickness was connected to the Al metal electrode, as shown in Figure 1(b). As 
a working gas, Ne or Ar gas was introduced in the vessel at 133 Pa.

Figure 2 shows RF breakdown voltage VBrf characteristics. VBrf is expressed as a peak-to-peak 
value measured by a high voltage probe and a digital oscilloscope. VBrf characteristics exhibit 
a roughly U-shaped distribution like Paschen’s curve of Townsend discharge [22] for both Ne 
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Here, Pab, e, uB, and S are the total absorbed power, the electronic charge, the Bohm velocity, 
and the surface area, respectively. εe and εi are the averaged energy loss per electron and ion 

Plasma Science and Technology - Basic Fundamentals and Modern Applications210

lost to the electrodes. εc denotes the collisional energy loss per electron-ion pair created. The 
plasma density, ne, can be determined from Eq. (1)

   n  e   =   
 P  ab   ___________   en  e   S ( ε  e   +  ε  i   +  ε  c  ) 

  .  (2)

When only thermal electrons are lost to the boundary surfaces [18], εe will be negligible. 
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In order to increase the plasma density at the typical frequency of 13.56 MHz, ingenious 
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secondary electron emission (SEE) from the powered electrode. It was reported that magne-
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solve the serious problem of CCP density. The RF breakdown voltage and plasma density 
are studied experimentally. As show in Figure 1(a), an RF power of 13.56 MHz was supplied 
to generate CCP between two electrodes of 20-mm diameter with a gap dgap of 10 mm, which 
were mounted into the center of a cylindrical vessel of 160-mm diameter and 200-mm length. 
The back of the RF electrode is covered by a grounded metal enclosure to avoid additional 
discharge between the RF electrode and the grounded vessel. An MgO disk of 20-mm diam-
eter and 2-mm thickness was connected to the Al metal electrode, as shown in Figure 1(b). As 
a working gas, Ne or Ar gas was introduced in the vessel at 133 Pa.

Figure 2 shows RF breakdown voltage VBrf characteristics. VBrf is expressed as a peak-to-peak 
value measured by a high voltage probe and a digital oscilloscope. VBrf characteristics exhibit 
a roughly U-shaped distribution like Paschen’s curve of Townsend discharge [22] for both Ne 
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and Ar gases. It is found that VBrf for MgO electrode is higher than that for Al electrode for 
both Ne and Ar gases, whereas it is reported [21] that the coefficient of SEE for MgO is higher 
than that for Al. This is ascribed by the effect of voltage drop across MgO. It is also observed 

Figure 1. (a) Experimental apparatus and (b) electrode construction.

Figure 2. Breakdown voltage VRF as a function of pdgap. Here, p and dgap denote gas pressure and gap distance, respectively.
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that VBrf for Ar gas is lower than that for Ne gas because the ionization potential of Ar gas is 
lower than that of Ne gas [20].

Figure 3 shows plasma density jis as a function of RF voltage VRF applied between the RF elec-
trode and the grounded vessel. The plasma density was estimated from an ion saturation cur-
rent density jis [23] measured by a tiny Langmuir probe to avoid the disturbance of the plasma 
by the probe. This is because the electron temperature was almost constant as a function of 
the RF voltage. The solid line shown in Figure 3 corresponds to jis when it is proportional to 
VRF. The value of jis = 8 × 10−3 A/cm2 is almost an electron density of approximately 1010 cm−3. As 
mentioned in Figure 3, the breakdown voltage VBrf for Ne gas at both MgO and Al electrodes 
ranged from 500 to 1750 Vpp. For Al electrode, it is found that plasma density increases roughly 
proportionally to VRF. The plasma density is only of the order of 109 cm−3 at even VRF = 1 kVpp.

According to the scaling law under the assumption that the stochastic heating without 
the SEE effect in the main discharge mechanism in CCP [17], the plasma density can be 
expressed as

   n  e   ∝  ω   2   V  RF   / ε,  (3)

where ω, VRF, and ε are the angular driving frequency, the RF voltage, and the energy needed 
to generate electrons and ions, respectively. Eq. (3) expresses that ne is proportional to VRF 
under the experiment that ω and ε are fixed. In the case of Al electrode, the experimental data 
almost correspond to the line of ne ∝ ω. That is, the plasma production without SEE effect is 
predominant by stochastic heating where electrons accelerated by the oscillating RF sheath 
ionize neutral particles.

For MgO electrode, the plasma density is one order of magnitude higher than that for Al elec-
trode. It is found that plasma density increases obviously with increasing VRF for VRF > 400 Vpp, 
and then attained over 1010 cm−3 for VRF > 800 Vpp and then saturates. The SEE energy emitted 
from the MgO electrode corresponds to approximately 200 eV at VRF = 400 Vpp. For electron-Ne 

Figure 3. Plasma density jis as a function of VRF for Al and MgO electrodes. The solid line is the line of ne ∝ ω.
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gas inelastic collision, this SEE energy of ESEE = 200 eV has the maximum ionization cross sec-
tion [20]. Thus, for VRF > 400 Vpp, the ionization of Ne gas is effectively enhanced by the high 
SEE coefficient of MgO [21], which leads to the marked increase of plasma density. In fact, the 
RF power input to the plasma for MgO was higher than that for Al at a fixed applied voltage. 
Unfortunately, the power efficiency of the reactor could not be estimated because it was not 
easy to directly monitor current and phase difference between voltage and current.

The reason why the plasma density for MgO becomes constant for VRF > 800 Vpp is considered 
as follows. The ionization cross section starts to decrease with increasing ESEE for ESEE > 400 eV 
[20]. Thus, the plasma density decreases with increasing VRF for VRF > 800 Vpp.

Figure 4 shows optical emission intensity of the Ne I line (588.1 nm) as a function of VRF. Here, the 
optical emission intensity was measured with a spectrometer and a digital oscilloscope. The inten-
sity increases markedly with increasing VRF, in the same manner as plasma density. Therefore, the 
high-density plasma production is realized by using MgO with a high SEE coefficient in CCP. The 
effect of high secondary electron emission is one candidate to produce high-density plasma.

4. Effect of structured electrodes on high-density capacitively 
coupled plasma production

In this section, it is described that structured electrodes can produce the high-density capaci-
tively coupled plasma. One of the structured electrodes is a hollow cathode. The hollow cathode 
discharge [24] is applied into a production mechanism of CCP to attain high-density plasma.

Figure 4. Optical emission intensity of He I line (588.1 nm) as a function of VRF.
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4.1. Multi-hollow electrode

The effects of a multi-hollow cathode discharge and a high SEE are applied to capacitively 
coupled plasma to produce high-density plasma [25, 26]. Figure 5(a) and (b) shows the exper-
imental apparatus and construction of the multi-hollow electrode, respectively. As shown in 
Figure 5(b), one plate has 35 holes with 5-mm diameter and 15-mm length, and these holes lay 
on a concentric circle. In order to emit secondary electron emission from the electrode facing 
the multi-hollow electrode, the other electrode is biased by the voltage of low frequency of 
1 MHz. The plate is called as the substrate electrode.

Figure 6 shows plasma density and electron-neutral mean free path as a function of Ar gas 
pressure. Here, plasma density was estimated by ion saturation current density of a nega-
tively biased probe because plasma density is proportional to ion saturation current [27]. The 
electron-neutral mean free path λen was also calculated by the following equation:

   λ  en   =   (𝜎𝜎n)    −1 ,  (4)

where σ and n are electro-neutral cross section and Ar gas density, respectively. In Figure 6, as 
a reference value, an absolute value of the plasma density for Ar gas pressure 37.5 mTorr was 
estimated from electron saturation current density of probe and is approximately 8 × 1010 cm−3. 
The plasma density drastically increases with an increasing gas pressure from 7.5 to 22.6 
mTorr Pa and then varies by order, although the electron-neutral mean free path is inversely 
proportional to the gas pressure and reaches the hole size of 5 mm at the gas pressure of 113 
mTorr. It is confirmed that the hollow cathode effect is achieved at the pressure range of 
22.6–112.5 mTorr where the mean free path is comparable to the hole size of 5 mm.

The effect of SEE to attain high-density plasma production was examined by biasing the sub-
strate electrode. Figure 7 shows plasma density as a function of substrate biasing voltage Vb 
for axial position z = 5 mm and radial position r = 0 where the origins of z and r are the surface 
and the center of the powered electrode, respectively. The dashed line denotes the absolute 
value of plasma density for Vb = 0, which was estimated to be approximately 1010 cm−3 from 
probe characteristics. It is seen that plasma density increases with the substrate-biased voltage 
Vb and approached approximately 1011 cm−3 at Vb = −800 V. This suggests that the increase in Vb 
performs to ionize neutral atoms by inelastic collisions of secondary high-energy electrons. The 
film preparation is tried by using methane gas. Figure 8 shows the deposition rate as a function 
of substrate biased voltage Vb. It is found that the deposition rate exponentially increases with 
increasing Vb in the range of 100 < Vb < 500 V and then saturates. This is because the hybrid dis-
charge combines the hollow cathode discharge and the secondary electron emission. Therefore, 
the drastic increase in the deposition rate is ascribed by realizing this hybrid discharge. For 
Vb > 300 V, the deposition rate exceeds the previous reported maximum value which is approxi-
mately 30 nm/min [28]. The deposition rate of 200 nm/min is attained at Vb > 500 V.

4.2. Ring-shaped hollow electrode

In the previous subsection, the effect of multi-hollow electrode on high-density capacitively 
coupled plasma was described [29]. In this subsection, the ring-shaped hollow electrode was 
tried to produce high-density capacitively coupled plasma. The high-density plasma in the 
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Figure 6. Plasma density and electron-neutral mean free path as a function of Ar gas pressure.

Figure 5. (a) Experimental apparatus and (b) construction of multi-hollow electrode.
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trench diffuses toward the downstream region, and then the radial profile of plasma density 
becomes uniform at a certain axial position. The influence of trench width and gas pressure on 
plasma density and its profile is examined, comparing the case of a conventional flat electrode.

It is very important to accelerate electrons in the trench by moving RF cathode sheath for pro-
ducing the high-density plasma with a hollow cathode effect. To satisfy the hollow cathode 
effect, it is required that the hollow trench width W be twice as long as the sheath thickness 
ds as shown in Figure 9(a). The depth of the hollow trench must be larger than the sheath 
thickness. In order to determine the trench width W, the sheath thickness ds can be estimated 
by the following equation:

   d  s   =    √ 
__

 2   __ 3    λ  D     (  
2  eV  sh   _____  T  e  

  )    
  3 __ 4  

 ,  (5)

Figure 7. Plasma density as a function of RF-biased voltage.

Figure 8. Deposition rate of thin films and plasma density as a function of RF-biased voltage.
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where λD, Te, and Vsh denote the Debye length, the electron temperature, and the time-aver-
aged sheath voltage of the RF electrode which was used as the typical self-biased voltage, 
respectively. Eq. (1) is derived from the Child-Langmuir Law [1, 11]. The sheath thickness 
ds can be estimated to be approximately 2 mm by Eq. (4) using Te = 4 eV, ne = 1010 cm−3 and 
Vsh = 200 V. In this experiment, D is set at 5 and 10 mm. Figure 9(b) shows the cross section of 
the ring-shaped hollow electrode with 100-mm diameter and 20-mm thickness.

Figure 10(a) and (b) show typical images of plasma emission near the RF electrode for the 
ring-shaped hollow electrode and the flat electrode, respectively. As shown in Figure 10(a), 
a high intensity of plasma emission is observed near the ring-shaped hollow trench for the 
ring-shaped hollow electrode. The hollow cathode effect is attained in the trench. On the other 
hand, the conventional flat electrode shows a uniform glow plasma on the whole electrode.

Figure 11 shows plasma density ne as a function of Ar gas pressure p for the hollow and the 
flat electrodes. The position is fixed at z = 8 mm and r = 38 mm. For the hollow electrode, 
the plasma density raises rapidly with raising Ar gas pressure p and has a peak at p = 180 
mTorr and then remains almost constant. At p = 350 mTorr, the plasma density decreases 
discontinuously, and then at p > 350 mTorr, the plasma density is independent of the gas 
pressure. The electron-neutral mean free path λen decreases with increasing gas pressure. λen 
at p = 350 mTorr is approximately 1 mm which is of the order of the magnitude of the hollow 
trench size. The maximum plasma density is approximately 2 × 1011 cm−3. It is seen that the 
high-density plasma with the order of magnitude of 1011 cm−3 is achieved in a wide range of 
gas pressure from 100 to 300 mTorr. In the flat electrode, the plasma density shows a similar 
tendency with the hollow electrode. The maximum value of the plasma density is one order 
of magnitude lower than that of the hollow electrode.

Figure 9. (a) Cross section near the ring-shaped trench and (b) structure of the RF hollow powered electrode.
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Figure 12 shows plasma density as a function of Ar gas pressure for W = 5 and 10 mm. Here, 
the measured position is at z = 12 mm and r = 38 mm. It is seen that the critical pressure when 
the plasma density attained 1011 cm−3 decreases with increasing the trench width. In fact, the 
critical values are 140 and 100 mTorr at W = 5 and 10 mm, respectively. The sheath thickness 
ds was calculated to be approximately 1.7 mm at ne = 1011 cm−3 at the critical gas pressures. The 
condition of W > 2ds is satisfied at the critical gas pressure.

Figure 10. Typical images of plasma structure for (a) the hollow and (b) the flat electrodes.

Figure 11. Plasma densities as a function of Ar gas pressure for the hollow (solid circles) and the flat electrodes (squares). 
Here, the ring-shaped trench width is W = 5 mm.
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4.3. Magnetized ring-shaped hollow cathode discharge

In a low pressure of 1 Pa, it is difficult to produce plasma using only hollow cathode discharge 
[30]. In this subsection, in order to attain high-density plasma in the low-gas pressure, the 
combination of hollow cathode discharge and magnetic confinement with magnets is pro-
posed. The addition of a magnetic field is one candidate for performing discharge in the low-
gas pressure. It is easy to magnetize electrons under the low-gas pressure.

Figure 13 shows the construction of a ring-shaped hollow cathode for (a) the NS-NS arrange-
ment, (b) the NS-SN arrangement, and (c) the NS arrangement of permanent magnets. The 
neodymium magnets were used. Three arrangements of permanent magnets were investi-
gated. The NS-Ns arrangement is that two NS magnets with 7 × 10 mm2 in cross section and 
10 mm in length are positioned at both walls of a hollow trench and six couples of the NS-NS 
magnets are used as shown in Figure 13(a). In the NS-SN arrangement, NS and SM magnets 
are mounted as shown in Figure 13(b). As shown in Figure 13(c), six NS magnets with 10 × 
15 mm2 in cross section and 6 mm in length are set at the bottom of a hollow trench for the 
NS arrangement. The outside of magnets is covered by iron yokes with 1 mm in thickness as 
shown in Figure 13.

Figure 13. Constructions of a ring-shaped hollow cathode for (a) the NS-NS arrangement, (b) the NS-SN arrangement, 
and (c) the NS arrangement of permanent magnets. The neodymium magnets were used.

Figure 12. Plasma density as a function of Ar gas pressure at the hollow electrode for W = 5 and 10 mm under lower 
pressure conditions.
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Figure 14 shows two-dimensional distributions of magnetic field lines at (a) NS-NS, (b) 
NS-SN, and (c) NS arrangements of permanent magnets, respectively. Here, the area enclosed 
by dashed lines is the hollow trench. As shown in Figure 14(b), for the NS-SN arrangement, 
it is clear that the profile of the magnetic field lines is quite different from the other arrange-
ment. The magnetic field lines show a cusp profile in the trench. The NS-SN arrangement is 
the best profile for magnetic confinement of electrons.

Figure 15 shows plasma density as a function of gas pressure at r = 29 mm and z = 23 mm at vari-
ous arrangements. For the case without magnet, it is found that plasma density decreases from 
approximately 1011 cm−3 to 8 × 109 cm−3 with a decreasing gas pressure less than 80 mTorr and 
saturates for a gas pressure region of 80–200 mTorr. It is difficult to sustain high-density plasma 
without magnet at a low-gas pressure. It is noticeable that the addition of magnets with hollow 
cathode discharge is effective for producing high-density plasma under the low-gas pressure. For 
the case of NS-SN arrangement, high-density plasma over 1011 cm−3 is achieved at all gas pressures.

Figure 14. Two-dimensional distributions of magnetic field lines near the hollow cathode for (a) the NS-NS arrangement, 
(b) the NS-SN arrangement, and (c) the NS arrangement of the permanent magnets.

Figure 15. Plasma density as a function of Ar gas pressure at r = 29 mm and z = 23 mm at various magnet arrangements. 
Here, the data without magnetic field are also included for the comparison.
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4.3. Magnetized ring-shaped hollow cathode discharge
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ment, (b) the NS-SN arrangement, and (c) the NS arrangement of permanent magnets. The 
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gated. The NS-Ns arrangement is that two NS magnets with 7 × 10 mm2 in cross section and 
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15 mm2 in cross section and 6 mm in length are set at the bottom of a hollow trench for the 
NS arrangement. The outside of magnets is covered by iron yokes with 1 mm in thickness as 
shown in Figure 13.

Figure 13. Constructions of a ring-shaped hollow cathode for (a) the NS-NS arrangement, (b) the NS-SN arrangement, 
and (c) the NS arrangement of permanent magnets. The neodymium magnets were used.

Figure 12. Plasma density as a function of Ar gas pressure at the hollow electrode for W = 5 and 10 mm under lower 
pressure conditions.
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In these chapters, in order to improve the plasma density in CCP, various typed CCP dis-
charges have been presented. In Section 3, it is indicated that RF electrode with a high second-
ary electron emission oxide of MgO is effective to produce high-density capacitively coupled 
plasma. The plasma density for MgO electrode increases drastically with increasing RF volt-
age compared with the metal electrode of Al. In Section 4, it is described that the structured 
electrode plays an important role to improve the plasma density. This mechanism is ascribed 
by the hollow cathode effect.

5. Conclusions

The radio frequency capacitively coupled plasma source is widely utilized in the semiconductor 
fabrications. However, the source has a serious problem, although it has some merits such as 
simple structure and maintenance free. In this chapter, some solutions are introduced by adding 
simple methods. The first method is the high secondary electron emission electrode. The second 
method is multi-hollow and ring-shaped electrodes. The third method is magnetized ring-shaped 
electrode. All methods attained high-density plasma production. Especially, the ring-shaped elec-
trode with magnets performed high-density plasma with 1011 cm−3 under a low-gas pressure. These 
methods will be useful to advance capacitively coupled plasma for microelectronic technology.
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Abstract

Spacecraft materials on orbit are subjected to the harsh weather of space. In particular, 
high-energy electrons alter the chemical structure of polymers and cause charge accu-
mulation. Understanding the mechanisms of damage and charge dissipation is critical 
to spacecraft construction and operational anomaly resolution. Energetic particles in 
space plasma break molecular bonds in polymers and create radicals that can act as space 
charge traps. These electron-induced chemical changes also result in changes to the spec-
tral absorption profile of polymers on orbit. Radicals react over time, either recreating 
identical bonds to those in the pristine material, leading to material recovery, or creating 
new bonds, resulting in a new material with new physical properties. Lack of knowl-
edge about this dynamic aging is a major impediment to accurate modeling of spacecraft 
behavior over its mission life. This chapter first presents an investigation of the chemical 
and physical properties of polyimide films (PI, Kapton-H®) during and after irradiation 
with high-energy (90 keV) electrons. Second, the deleterious effects of space plasma on a 
spacecraft component level are presented. The results of this physical/chemical collabora-
tion demonstrate the correlation of chemical changes in PI with the dynamic nature of 
spacecraft material aging.

Keywords: space plasma, geosynchronous earth orbit, polyimide, electrical charge 
transport, material optical signature, satellite arcing, reflectivity

1. Introduction

When a solid dielectric interacts with plasma, it is subject to a number of different destruc-
tive and non-destructive processes. A charged particle impinging on a surface with sufficient 
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energy will penetrate the surface and lose energy into the bulk of the material. The deposition 
of this kinetic energy will result in electronic and vibrational excitations. If sufficient energy is 
deposited into a single bond to excite it beyond its dissociation energy, the chemical bond can 
be broken. The dominant mechanism of energy deposition depends strongly on the mass of 
the particle. Massive particles such as heavy ions will impart large amounts of ballistic energy 
over a relatively small depth, displacing nuclei in the solid, exciting phonons, and vibrational 
transitions sufficient to rupture any chemical bond and create radicals. A less massive particle 
such as an electron can be expected to deposit energy primarily in the form of electronic exci-
tation. Sufficient electronic energy deposition will also rupture bonds and create radicals, but 
the damage will be deposited over a longer trajectory and the chemical damage will be more 
bond-selective. Ions, electrons, and photons incident on a surface will also eject secondary 
electrons, initiating charge imbalance near the surface. After the kinetic energy of a charged 
particle has been exhausted, the ion or electron can imbed itself into the bulk, creating a local 
charge imbalance at the penetration depth of the particle. When considering the interaction of 
space plasma with solid dielectrics, it is important to distinguish between energy deposition 
and charge deposition [1, 2].

The following chapter will focus on the interaction of electrons, which comprise the most 
damaging species in the Geosynchronous Earth Orbit (GEO) environment in terms of energy 
deposition [3–5], with dielectric materials such as polymers and solar array cover glass [6]. 
The results of this plasma/material interaction are characterized in terms of modification of 
the materials’ optical and electrical properties. It will be shown that these materials change 
dramatically in the plasma environment and that these changes can have profound effects on 
the performance of spacecraft components.

The thermal plasma in GEO (6.6 Earth radii, or RE) is predominantly quasi-neutral plasma 
consisting of atomic hydrogen ions (replenished mainly by the solar wind and ionized by 
Lyman-alpha radiation from the Sun) and electrons. It is typically at a very low-density 
(0.1–1 cm−3) but high plasma temperature (typically 4–10 keV). During geomagnetic storm 
conditions, the plasma temperature can increase dramatically (to 16–30 keV), as magnetic 
reconnection in the magnetotail accelerates trapped electrons, and the accompanying ions. 
The second population of particles exists at GEO in the highly non-thermal outer radiation 
belt. These highly energetic electrons (0.1–10 MeV) form a toroidal belt extending out to about 
60,000 km (10 RE) from Earth, with a maximum intensity typically at about 3–5 RE at the 
equator. Thus, although GEO orbit is beyond the distance of maximum intensity, it is well 
within the limits of the outer belt, and satellites orbiting within it are subjected to significant 
penetrating electron fluxes, as can be seen in Figure 1 [3–5].

The exterior of spacecraft is typically comprised of materials that regulate temperature by 
reflecting visible sunlight and radiating infrared radiation. Among the most common of 
these materials is multi-layer insulation (MLI), which usually consists of many thin layers 
of  aluminized (or silvered) polymers such as Kapton® (polyimide or PI). Tenets of modern 
spacecraft design dictate that radiation-sensitive electronics be positioned in the bulk of 
the spacecraft in a shielded conductive “Faraday cage”. These Faraday cages can only be 
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penetrated by electrons of energy > 2 MeV, while electrons of > 0.25 MeV energy can fully 
penetrate the MLI layers [3]. However, surface materials are subject to deterioration by 
electrons of even 0.1 MeV, which have the greatest flux due to the steep outer belt electron 
spectrum, and are typically stopped within the outermost polymer layer [5]. In addition 
to damage caused by energy deposition, non-penetrating electrons deposit charge in the 
material.

The material properties of greatest interest to spacecraft engineers are those that influence 
temperature and differential charging. Surface temperature is dependent on the selectivity 
of the surface, defined as the ratio of incident light absorbed (absorptivity, α; heating) to 
radiated infrared flux (emissivity, ε; cooling). Any change in color or surface roughness will 
change one or both of these quantities, and lead to a change in equilibrium temperature. 
Unfortunately, both quantities may be changed by polymer degradation due to radiation.

Optical properties of materials are also important for surveillance and health-monitoring 
purposes. Satellites at GEO are not spatially resolvable with ground-based optics, even with 
adaptive optics techniques. Therefore, the observable quantities are brightness, position, color 

Figure 1. Plot of mean annual electron flux (>100 keV electrons) orbit averaged, experienced by a satellite in a circular 
geocentric orbit as a function of altitude and maximum latitude (inclination for prograde orbits, a supplement of 
inclination for retrograde orbits). Representative orbits are shown as dashed lines for reference, as are the positions of 
the moon, International Space Station (ISS), and several other satellites. Figure based on AE9 V1.5 mean radiation belt 
model, [7] with mean solar wind values outside AE9 coverage from data collected by the Electron, Proton, and Alpha 
Monitor on the Advanced Composition Explorer (ACE EPAM)  [5, 8].
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energy will penetrate the surface and lose energy into the bulk of the material. The deposition 
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these materials is multi-layer insulation (MLI), which usually consists of many thin layers 
of  aluminized (or silvered) polymers such as Kapton® (polyimide or PI). Tenets of modern 
spacecraft design dictate that radiation-sensitive electronics be positioned in the bulk of 
the spacecraft in a shielded conductive “Faraday cage”. These Faraday cages can only be 
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penetrated by electrons of energy > 2 MeV, while electrons of > 0.25 MeV energy can fully 
penetrate the MLI layers [3]. However, surface materials are subject to deterioration by 
electrons of even 0.1 MeV, which have the greatest flux due to the steep outer belt electron 
spectrum, and are typically stopped within the outermost polymer layer [5]. In addition 
to damage caused by energy deposition, non-penetrating electrons deposit charge in the 
material.

The material properties of greatest interest to spacecraft engineers are those that influence 
temperature and differential charging. Surface temperature is dependent on the selectivity 
of the surface, defined as the ratio of incident light absorbed (absorptivity, α; heating) to 
radiated infrared flux (emissivity, ε; cooling). Any change in color or surface roughness will 
change one or both of these quantities, and lead to a change in equilibrium temperature. 
Unfortunately, both quantities may be changed by polymer degradation due to radiation.

Optical properties of materials are also important for surveillance and health-monitoring 
purposes. Satellites at GEO are not spatially resolvable with ground-based optics, even with 
adaptive optics techniques. Therefore, the observable quantities are brightness, position, color 

Figure 1. Plot of mean annual electron flux (>100 keV electrons) orbit averaged, experienced by a satellite in a circular 
geocentric orbit as a function of altitude and maximum latitude (inclination for prograde orbits, a supplement of 
inclination for retrograde orbits). Representative orbits are shown as dashed lines for reference, as are the positions of 
the moon, International Space Station (ISS), and several other satellites. Figure based on AE9 V1.5 mean radiation belt 
model, [7] with mean solar wind values outside AE9 coverage from data collected by the Electron, Proton, and Alpha 
Monitor on the Advanced Composition Explorer (ACE EPAM)  [5, 8].
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(or reflected spectrum), and polarization. Any change in these quantities may lead to satellite 
misidentification, or be indicative of a change in satellite health.

Spacecraft charging is the potential a spacecraft or spacecraft component will assume as a 
result of the balance of incoming charged particles from the environment and particles 
removed via material conduction or electron emission. Interaction with space plasma can 
result in potential gradients between different spacecraft components (differential charging) 
of thousands or even tens of thousands of volts, which can seriously affect the operation of the 
spacecraft. Differential charging is most pronounced in GEO where the environment is domi-
nated by electrons and the flux of mitigating ions is relatively low. Material properties also 
affect the charging behavior of a spacecraft. For instance, secondary electron emission and 
photoelectron emission tend to discharge surfaces, so spacecraft charging is very sensitive to 
these material properties. Also, dielectric materials can lose surface charge to interior chassis 
“ground” by electron conduction; this property also changes as the dielectric interacts with 
the ambient plasma. This is important due to the fact that in the presence of space plasma, 
electric arcs can jump from a negative surface to a positive surface if the potential difference 
between them is great enough. Depending on the amount of energy stored in the “surface 
capacitance,” these arcs can lead to contamination of adjacent surfaces, radio frequency inter-
ference, sharp current transients and electronic upsets, and in the worst case can develop into 
“sustained arcs” that can destroy entire solar arrays or other electrical circuits.

In general, charge buildup anywhere on or in the spacecraft can lead to arcing. Changes in 
surface and bulk conductivity, secondary electron emission, and photoemission will lead to 
changes in the local electric fields and therefore, changes in the susceptibility of spacecraft to 
arcing. Unfortunately, although these electrical properties are known to change with radia-
tion exposure, the magnitude of the changes is poorly characterized at present.

In the laboratory materials degradation tests reported here, the incident electrons are 90 keV 
electrons unless otherwise noted. This energy is chosen because the outer belt non-thermal 
electron flux is highest at lower energies, so they are most important from an energy deposi-
tion standpoint. Finally, 90 keV electrons can easily be produced by commercial electron guns 
and are less dangerous from an X-ray production standpoint than higher energy electrons. 
High-energy ions can also produce material degradation, but the fluxes of these particles in 
GEO are much lower than for electrons [5, 7].

2. Space weather simulation facility

A spacecraft on orbit interacts with the ambient plasma environment, comprised of electrons, 
photons, and ions in a vacuum, in a number of different ways. For example, the surface of a 
spacecraft can develop a large potential relative to the spacecraft chassis due to non-penetrat-
ing charged particle deposition. Additionally, highly energetic photons [ultraviolet (UV) and 
vacuum ultraviolet (VUV)] and charged particles deliver high levels of radiation with sufficient 
energy to break chemical bonds to the craft, surface materials in particular. This energy deposi-
tion leads to chemical bond breakage and reformation and radical formation [9]. These chemical 
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changes manifest themselves as changes to a number of different physical properties including 
absorptivity and emissivity, electrical conductivity, and mechanical properties of the materials. 
Because it is not experimentally convenient to study on orbit spacecraft in situ, the spacecraft 
charging and instrument calibration laboratory in the space vehicles directorate of the US air 
force research laboratory have constructed a space weather simulation chamber, nicknamed 
Jumbo, in which electron and VUV photon damage can be inflicted on a variety of spacecraft 
materials and the effects of this damage can be quantified. The results of these simulated space-
aging experiments can be used to refine existing models for spacecraft differential charging [10], 
predict, and characterize anomalous satellite behavior, identify space debris, and even be used 
to diagnose the health of satellites on orbit from ground-based observations.

The Jumbo space weather simulation chamber consists of a 6’ long, 6’ diameter cylindrical 
vacuum chamber, energetic particle sources, and various probes used for material charac-
terization [11]. Pressures of < 10−6 Torr can be achieved from the atmosphere in ~1 h using a 
combination of mechanical pumps and a turbo- and/or a cryopump. In GEO, the electromag-
netic radiation most likely to damage polymer materials is the Lyman-α line of hydrogen 
at 121.6 nm. These VUV) photons have enough energy (~10 eV) to break bonds in polymer 
materials. In order to mimic Lyman-α line of hydrogen, the chamber is equipped with four 
Krypton lamps (Resonance Ltd.) with emission lines at 123.6 and 116.5 nm, providing approx-
imately 10 suns of VUV radiation. The prime electron source is a Kimball physics EG8105-UD 
electron flood gun with a range of 1–100 keV. This electron gun is used both for material aging 
(high-energy, deeply penetrating electrons) and for charging of materials (low-energy, shal-
lowly penetration electrons) in order to perform SPD experiments from which material bulk 
conductivity/resistivity can be derived [12].

In addition to the particle sources, which are used to age common spacecraft materials; jumbo 
is equipped with a number of probes, which are used to characterize physical characteristics 
of the chosen material before, during, and after irradiation. The primary characterization tools 
used in vacuo are an integrating sphere with fiber optic coupled external light source and 
spectrometer, which is used to characterize optical changes and a non-contact electrostatic 
voltmeter, which is used to investigate material charge transport characteristics using the 
SPD method.

Optical transmission/reflectance spectra are recorded using an in-vacuum integrating sphere 
so that the measured quantity is the directional hemispherical reflectance (DHR). For each 
measurement, an ASD FieldSpec Pro spectroradiometer operating over a 350–2500 nm range 
collects first a white reference spectrum from a piece of in-vacuum calibrated Spectralon®. The 
electron beam is then temporarily extinguished and the motion system moves the integrating 
sphere to a sample carousel where it measures samples as they are rotated into the measure-
ment position [13].

The SPD method utilizes charge injection via a low-energy electron beam to induce an electric 
potential near the surface of the material. To perform an SPD experiment, the front surface 
of the material is dusted by a beam of 5 keV electrons for 1–2 s immediately, after which the 
non-contact voltmeter is positioned 1–2 mm from the surface and begins to record the sur-
face potential of the dielectric. After the charged body induced by the beam has reached the 
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(or reflected spectrum), and polarization. Any change in these quantities may lead to satellite 
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removed via material conduction or electron emission. Interaction with space plasma can 
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of thousands or even tens of thousands of volts, which can seriously affect the operation of the 
spacecraft. Differential charging is most pronounced in GEO where the environment is domi-
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affect the charging behavior of a spacecraft. For instance, secondary electron emission and 
photoelectron emission tend to discharge surfaces, so spacecraft charging is very sensitive to 
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“ground” by electron conduction; this property also changes as the dielectric interacts with 
the ambient plasma. This is important due to the fact that in the presence of space plasma, 
electric arcs can jump from a negative surface to a positive surface if the potential difference 
between them is great enough. Depending on the amount of energy stored in the “surface 
capacitance,” these arcs can lead to contamination of adjacent surfaces, radio frequency inter-
ference, sharp current transients and electronic upsets, and in the worst case can develop into 
“sustained arcs” that can destroy entire solar arrays or other electrical circuits.

In general, charge buildup anywhere on or in the spacecraft can lead to arcing. Changes in 
surface and bulk conductivity, secondary electron emission, and photoemission will lead to 
changes in the local electric fields and therefore, changes in the susceptibility of spacecraft to 
arcing. Unfortunately, although these electrical properties are known to change with radia-
tion exposure, the magnitude of the changes is poorly characterized at present.

In the laboratory materials degradation tests reported here, the incident electrons are 90 keV 
electrons unless otherwise noted. This energy is chosen because the outer belt non-thermal 
electron flux is highest at lower energies, so they are most important from an energy deposi-
tion standpoint. Finally, 90 keV electrons can easily be produced by commercial electron guns 
and are less dangerous from an X-ray production standpoint than higher energy electrons. 
High-energy ions can also produce material degradation, but the fluxes of these particles in 
GEO are much lower than for electrons [5, 7].

2. Space weather simulation facility

A spacecraft on orbit interacts with the ambient plasma environment, comprised of electrons, 
photons, and ions in a vacuum, in a number of different ways. For example, the surface of a 
spacecraft can develop a large potential relative to the spacecraft chassis due to non-penetrat-
ing charged particle deposition. Additionally, highly energetic photons [ultraviolet (UV) and 
vacuum ultraviolet (VUV)] and charged particles deliver high levels of radiation with sufficient 
energy to break chemical bonds to the craft, surface materials in particular. This energy deposi-
tion leads to chemical bond breakage and reformation and radical formation [9]. These chemical 
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changes manifest themselves as changes to a number of different physical properties including 
absorptivity and emissivity, electrical conductivity, and mechanical properties of the materials. 
Because it is not experimentally convenient to study on orbit spacecraft in situ, the spacecraft 
charging and instrument calibration laboratory in the space vehicles directorate of the US air 
force research laboratory have constructed a space weather simulation chamber, nicknamed 
Jumbo, in which electron and VUV photon damage can be inflicted on a variety of spacecraft 
materials and the effects of this damage can be quantified. The results of these simulated space-
aging experiments can be used to refine existing models for spacecraft differential charging [10], 
predict, and characterize anomalous satellite behavior, identify space debris, and even be used 
to diagnose the health of satellites on orbit from ground-based observations.

The Jumbo space weather simulation chamber consists of a 6’ long, 6’ diameter cylindrical 
vacuum chamber, energetic particle sources, and various probes used for material charac-
terization [11]. Pressures of < 10−6 Torr can be achieved from the atmosphere in ~1 h using a 
combination of mechanical pumps and a turbo- and/or a cryopump. In GEO, the electromag-
netic radiation most likely to damage polymer materials is the Lyman-α line of hydrogen 
at 121.6 nm. These VUV) photons have enough energy (~10 eV) to break bonds in polymer 
materials. In order to mimic Lyman-α line of hydrogen, the chamber is equipped with four 
Krypton lamps (Resonance Ltd.) with emission lines at 123.6 and 116.5 nm, providing approx-
imately 10 suns of VUV radiation. The prime electron source is a Kimball physics EG8105-UD 
electron flood gun with a range of 1–100 keV. This electron gun is used both for material aging 
(high-energy, deeply penetrating electrons) and for charging of materials (low-energy, shal-
lowly penetration electrons) in order to perform SPD experiments from which material bulk 
conductivity/resistivity can be derived [12].

In addition to the particle sources, which are used to age common spacecraft materials; jumbo 
is equipped with a number of probes, which are used to characterize physical characteristics 
of the chosen material before, during, and after irradiation. The primary characterization tools 
used in vacuo are an integrating sphere with fiber optic coupled external light source and 
spectrometer, which is used to characterize optical changes and a non-contact electrostatic 
voltmeter, which is used to investigate material charge transport characteristics using the 
SPD method.

Optical transmission/reflectance spectra are recorded using an in-vacuum integrating sphere 
so that the measured quantity is the directional hemispherical reflectance (DHR). For each 
measurement, an ASD FieldSpec Pro spectroradiometer operating over a 350–2500 nm range 
collects first a white reference spectrum from a piece of in-vacuum calibrated Spectralon®. The 
electron beam is then temporarily extinguished and the motion system moves the integrating 
sphere to a sample carousel where it measures samples as they are rotated into the measure-
ment position [13].

The SPD method utilizes charge injection via a low-energy electron beam to induce an electric 
potential near the surface of the material. To perform an SPD experiment, the front surface 
of the material is dusted by a beam of 5 keV electrons for 1–2 s immediately, after which the 
non-contact voltmeter is positioned 1–2 mm from the surface and begins to record the sur-
face potential of the dielectric. After the charged body induced by the beam has reached the 
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grounded backplane, the dissipation of surface potential is primarily determined by the loss 
of electrons from the material and is directly proportional to the material conductivity. SPD 
measurements were performed in darkness to eliminate the possibility of optically enhanced 
conductivity and photoemission. Since SPD is measured immediately following the charging 
electron beam, persistent radiation-induced conductivity (RIC) is still active [14]. However, it 
is only in effect between the surface and the penetration depth of the electrons, which for the 
case of 5 keV electrons in polyimide is less than a micron [3]. This minimizes the effect of RIC, 
which is assumed to be negligible for the bulk of the material in this measurement.

In addition to in-vacuo characterization, a portable vacuum pumped window is used to trans-
port aged materials to a commercial UV/visible transmission/reflection spectrometer (Perkin-
Elmer Lambda 950) and a Fourier transform infrared reflection spectrometer (Surface Optics 
SOC-400T). The portable vacuum window was designed to enable characterization of air sen-
sitive materials using existing bench-top instruments without subjecting the space-weathered 
samples to unnecessary air exposure. Post-irradiation air exposure has been shown to modify 
certain materials’ chemistry extensively and on a very short time scale (minutes) [15].

3. Effect of space plasma on satellites

3.1. Electrostatic charge and discharge

Interaction of space plasma with materials on orbit has been shown to drastically and perma-
nently change spacecraft materials’ charging properties. There is strong evidence that Galaxy 
15, a GEO communications satellite, was incapacitated for 8 months due to arcing caused by 
the space environment, [16] even though in its 5 years of previous flight it had experienced 
similar environments several times with no ill effects. Charging in the auroral streams or 
when satellites exit eclipse can cause arcing on solar arrays, single event upsets in electronics, 
or as in the case of ADEOS-2, arcing in power lines leading to a complete loss of power [17].

Different parts of a satellite have different susceptibilities to charge accumulation. For exam-
ple, a space-like test of a four-cell GPS-like solar array showed that most arcs occurred on the 
SCV10-2568 room-temperature vulcanization rubber (RTV) used to glue the cells and wiring 
to the Kapton substrate or near solar cell edges or corners. Each arc discharged about the cov-
erglass area of the array. From these results, it is hypothesized that at least some of the arcing 
that occurs on GPS satellites on orbit are from the RTV and that some of the contamination 
that degrades the GPS solar array performance over time comes from arcs on the RTV as well 
as from the arcs from silver interconnects [18].

The likelihood of electronic discharge on a satellite on orbit is a function of the differential 
potentials that develop throughout the craft. That potential is dictated by the balance of incom-
ing charge from the environment and charge that is removed via conduction and secondary 
electron emission. Since incoming charge cannot be controlled, the only way to predict what 
electric potential a material will adopt is to control the rate that charge is removed.
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Figure 2 is a plot of the SPD rate as a function of polyimide resistivity [12]. When that decay 
rate exceeds the orbital period (1 day for GEO) the material can gather charge for the entire 
mission and the likelihood of discharge increases. The red and green stars in Figure 2 show 
the resistivity of pristine polyimide and polyimide that has been radiation damaged, respec-
tively. The irradiated material has become far less susceptible to charge accumulation, which 
is important to take into account in the design of spacecraft and the characterization of anom-
alous spacecraft behavior.

Charge transport characteristics of materials exposed to space plasma are defined by their 
fundamental material properties; in particular for insulators, density, and energy distribution 
of electron trap states within the band gap. Under the approach described by Dennison and 
Hoffmann, [20] as materials are bombarded with a flux of penetrating high-energy radiation, 
energy is shared with many bound (valence) electrons within the material, which are excited 
into energy levels scattered in the conduction band. These excited electrons quickly thermal-
ize to shallow localized trap states just below the conduction band edge. Next, electrons can, 
among other processes, (i) be thermally re-excited into the conduction band, leading to thermally 
assisted charge transport, and termed radiation-induced conductivity (RIC); [21] or (ii) hop to an 
adjacent trap, termed thermally assisted hopping conductivity or dark current (DC) conductivity 
[22]. In addition, as a material age, more traps are generated [23].

Figure 3 Presents a representative charge–discharge curve of electron-irradiated PI material 
during and after bombardment with non-penetrating electrons. This curve can be divided 
into three regions: (I) charging section driven by the balance of electron deposition, secondary 
electron generation, RIC and DC conductivity; (II) pre-transit discharge section dominated by 
the RIC and DC conduction, as is the time regime when the deposited charge body is travers-
ing the material but has not made contact with the grounded backplane; (III) post-transit 
discharge section dominated DC conduction.

Figure 2. The plot of charge decay time versus resistivity value for PI. The red star indicates the resistivity of pristine PI 
and the green star that of laboratory-aged Kapton-H®. Figure adapted from [19].
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erglass area of the array. From these results, it is hypothesized that at least some of the arcing 
that occurs on GPS satellites on orbit are from the RTV and that some of the contamination 
that degrades the GPS solar array performance over time comes from arcs on the RTV as well 
as from the arcs from silver interconnects [18].

The likelihood of electronic discharge on a satellite on orbit is a function of the differential 
potentials that develop throughout the craft. That potential is dictated by the balance of incom-
ing charge from the environment and charge that is removed via conduction and secondary 
electron emission. Since incoming charge cannot be controlled, the only way to predict what 
electric potential a material will adopt is to control the rate that charge is removed.

Plasma Science and Technology - Basic Fundamentals and Modern Applications230
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mission and the likelihood of discharge increases. The red and green stars in Figure 2 show 
the resistivity of pristine polyimide and polyimide that has been radiation damaged, respec-
tively. The irradiated material has become far less susceptible to charge accumulation, which 
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Hoffmann, [20] as materials are bombarded with a flux of penetrating high-energy radiation, 
energy is shared with many bound (valence) electrons within the material, which are excited 
into energy levels scattered in the conduction band. These excited electrons quickly thermal-
ize to shallow localized trap states just below the conduction band edge. Next, electrons can, 
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Theoretical models developed over the past several decades allow the extraction of many 
material parameters from a material’s charge/discharge curve, including the density of 
trapped states (region I), trapping and de-trapping rates, and effective electron mobility 
(region II), and dark resistivity and conductivity of the material (region III) [24–28].

In particular, the charging part of the charge/discharge curve (region I) may be modeled with 
the following equation developed by Sim [24]:
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Here qe is the charge of an electron, C; ε0 and εr are the permittivity of free space and relative 
permittivity of the chosen material, respectively; Jb is the electron beam flux, nA/cm2; d is a 
sample thickness, cm. The secondary electron yield, σyield, the number of electrons emitted per 
incident electron, may be estimated based on the measurements and models of Song et al. 
[29]. The range, R (εb), is the maximum distance an electron of a given incident energy can 
penetrate through the material before all kinetic energy is lost and the electron comes to rest. 
Free parameters for Eq. (1) are the density of states, Nt; capture cross-section sc; characteristic 
onset time for the current decay to occur, τonset; and a power parameter m, with 0 < m < 1.

The pre-transit discharge section (region II) may be described using a model based on original 
work of Toomer and Lewis [25] supplemented by Aragoneses et al [26].
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where d is the sample thickness, μm; Vo is the initial surface potential; R is the parameter 
describing charge transport dynamics; rr and rt are the probabilities of charge per unit time to 
be released from the trap and to be re-trapped in different trapping center, respectively, s−1; λ 

Figure 3. Representative charge/discharge curve of PI material bombarded with a non-penetrating electron. Shaded 
areas represent the three regions of the charge/discharge curve. See text for further details.
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is a dispersive term, taking into account the disordered structure of polyimide; μ0 is the carrier 
mobility between traps, m2 V−1 s−1; a1 and β are fitting parameters. It is assumed that a fraction 
a1 of the charges are initially placed in the surface traps, from where they move to the bulk at 
a certain rate α, s−1. The remainder of the deposited charge (1-a1) is injected directly into the 
bulk immediately after the discharge.

The post-transit region of the surface potential decay curve (region III) starts when a charged 
body has reached the grounded back plane. This can take place within a fraction of a second 
for high conductivity polymers or years in the case of low conductivity polymers such as PTFE 
(Teflon®). After the front of the charge, body has reached the grounded backplane the dissipa-
tion of charge is primarily determined by the loss of electrons from the material. This region is fit 
by Eq. (3), from which a decay time and the dark resistivity of the material may be derived [30]:

   
 V  s   ( τ  decay  )  = m  τ  decay  b  

   
 ρ  dark   =   

 τ  decay   ____  ϵ  0    ϵ  r    
    (3)

where τdecay is charge decay time, seconds; m and b are fitting parameters; ε0 and εr are permit-
tivity of free space and relative permittivity of the PI material, respectively. The conductivity 
of the material is then calculated as inversely proportional to the resistivity of the material, 
1/Ω∙cm.

3.2. Material changes

Interaction of PI with highly energetic particles of space plasma will modify its chemical 
structure. The extent of this modification is a function of several simultaneous kinetic pro-
cesses, namely, damage (interaction of material with highly energetic particles, resulting in 
broken chemical bonds), healing (formation of bonds identical to those damaged, returning 
the material to its pristine state), and scarring (formation of new chemical bonds in the dam-
aged material, which are different from those in the pristine material) [15]. Often, macroscopic 
properties are measured making it difficult to distinguish healing from scarring; hence we 
refer to the sum of healing and scarring as recovery.

Figure 4 Shows the photographs of a radiation-damaged PI sample taken immediately after 
irradiation with 90 keV mono-energetic electron flood gun to the dose of 5.6 × 107 Gy and a 
pristine PI control sample. This energetic dose is equivalent to that experienced by PI during 
approximately 8 years in GEO orbit [3, 5, 7]. The damaged sample has a deep brown color, 
which differs from the characteristic amber color of pristine PI. From Figure 4, it is clear 
both electron damage and subsequent exposure to air have a significant effect on the optical 
properties of PI in the visible spectrum.

The effect of damaging radiation on the optical properties of the irradiated material is evident 
from the transmission spectra of radiation-damaged PI, as shown in Figure 5. The red-shift 
of the absorption edge indicates an effective shrinking of the PI’s “band gap” to ~1.8 eV in 
the damaged material due to the emergence of radiation-induced electronic states. Compared 
to the measured “band gap” of Kapton of 2.3 eV, these states are energetically shallow [31].
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Theoretical models developed over the past several decades allow the extraction of many 
material parameters from a material’s charge/discharge curve, including the density of 
trapped states (region I), trapping and de-trapping rates, and effective electron mobility 
(region II), and dark resistivity and conductivity of the material (region III) [24–28].

In particular, the charging part of the charge/discharge curve (region I) may be modeled with 
the following equation developed by Sim [24]:
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Here qe is the charge of an electron, C; ε0 and εr are the permittivity of free space and relative 
permittivity of the chosen material, respectively; Jb is the electron beam flux, nA/cm2; d is a 
sample thickness, cm. The secondary electron yield, σyield, the number of electrons emitted per 
incident electron, may be estimated based on the measurements and models of Song et al. 
[29]. The range, R (εb), is the maximum distance an electron of a given incident energy can 
penetrate through the material before all kinetic energy is lost and the electron comes to rest. 
Free parameters for Eq. (1) are the density of states, Nt; capture cross-section sc; characteristic 
onset time for the current decay to occur, τonset; and a power parameter m, with 0 < m < 1.

The pre-transit discharge section (region II) may be described using a model based on original 
work of Toomer and Lewis [25] supplemented by Aragoneses et al [26].
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where d is the sample thickness, μm; Vo is the initial surface potential; R is the parameter 
describing charge transport dynamics; rr and rt are the probabilities of charge per unit time to 
be released from the trap and to be re-trapped in different trapping center, respectively, s−1; λ 

Figure 3. Representative charge/discharge curve of PI material bombarded with a non-penetrating electron. Shaded 
areas represent the three regions of the charge/discharge curve. See text for further details.
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is a dispersive term, taking into account the disordered structure of polyimide; μ0 is the carrier 
mobility between traps, m2 V−1 s−1; a1 and β are fitting parameters. It is assumed that a fraction 
a1 of the charges are initially placed in the surface traps, from where they move to the bulk at 
a certain rate α, s−1. The remainder of the deposited charge (1-a1) is injected directly into the 
bulk immediately after the discharge.

The post-transit region of the surface potential decay curve (region III) starts when a charged 
body has reached the grounded back plane. This can take place within a fraction of a second 
for high conductivity polymers or years in the case of low conductivity polymers such as PTFE 
(Teflon®). After the front of the charge, body has reached the grounded backplane the dissipa-
tion of charge is primarily determined by the loss of electrons from the material. This region is fit 
by Eq. (3), from which a decay time and the dark resistivity of the material may be derived [30]:

   
 V  s   ( τ  decay  )  = m  τ  decay  b  

   
 ρ  dark   =   

 τ  decay   ____  ϵ  0    ϵ  r    
    (3)

where τdecay is charge decay time, seconds; m and b are fitting parameters; ε0 and εr are permit-
tivity of free space and relative permittivity of the PI material, respectively. The conductivity 
of the material is then calculated as inversely proportional to the resistivity of the material, 
1/Ω∙cm.

3.2. Material changes

Interaction of PI with highly energetic particles of space plasma will modify its chemical 
structure. The extent of this modification is a function of several simultaneous kinetic pro-
cesses, namely, damage (interaction of material with highly energetic particles, resulting in 
broken chemical bonds), healing (formation of bonds identical to those damaged, returning 
the material to its pristine state), and scarring (formation of new chemical bonds in the dam-
aged material, which are different from those in the pristine material) [15]. Often, macroscopic 
properties are measured making it difficult to distinguish healing from scarring; hence we 
refer to the sum of healing and scarring as recovery.

Figure 4 Shows the photographs of a radiation-damaged PI sample taken immediately after 
irradiation with 90 keV mono-energetic electron flood gun to the dose of 5.6 × 107 Gy and a 
pristine PI control sample. This energetic dose is equivalent to that experienced by PI during 
approximately 8 years in GEO orbit [3, 5, 7]. The damaged sample has a deep brown color, 
which differs from the characteristic amber color of pristine PI. From Figure 4, it is clear 
both electron damage and subsequent exposure to air have a significant effect on the optical 
properties of PI in the visible spectrum.

The effect of damaging radiation on the optical properties of the irradiated material is evident 
from the transmission spectra of radiation-damaged PI, as shown in Figure 5. The red-shift 
of the absorption edge indicates an effective shrinking of the PI’s “band gap” to ~1.8 eV in 
the damaged material due to the emergence of radiation-induced electronic states. Compared 
to the measured “band gap” of Kapton of 2.3 eV, these states are energetically shallow [31].
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Fourier-Transform Infrared (FTIR) spectroscopy was used to understand the underlying 
chemistry of radiation-induced damage in PI material. FTIR probes chemical bonding by 
exciting vibrational transitions within the polymer. Changes in the position and intensity of 
the IR absorption “fingerprint” of damaged material will offer insights into what chemical 
bonds are being modified during the radiation-induced degradation. PI has a complex IR 
signature with each peak corresponding to a specific vibration within the monomer. Several 
characteristic vibrational assignments have been identified [32–34] and are summarized in 
Table 1.

Figure 6 presents FTIR spectra of pristine and radiation-damaged and subsequently air 
exposed polyimide. Measurements were made in a portable vacuum sealed CaF2 window, 
with an absorption cutoff at 1200 cm−1. Comparison of the FTIR spectra reveals two interest-
ing radiation-induced changes in the IR fingerprint of the damaged film. First, the absorption 
at the wavelength associated with the carbonyl out-of-phase stretch increased after electron 
bombardment. This suggests first that existing carbonyl moieties were not preferentially bro-
ken due to the electron bombardment. A significant reduction in the absorption associated 

Figure 4. Photographs of pristine reference Kapton (left) and a radiation damaged Kapton sample (right) taken after an 
electron dose of 5.6 × 107 Gy. Right picture was taken after 2 min of air exposure.

Figure 5. Transmittance spectra of pristine and radiation damaged PI samples.
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with phenyl ring C-C stretch after electron bombardment suggests that ether breakage is 
accompanied by rupture of the phenyl rings in the monomer, possibly leading to the forma-
tion of a new pi-bonded carbon structure containing the new carbonyl. It is important to note 
that because this sample had been exposed to air after damage but before the investigation, 
the damage products evident from the FTIR spectra result from the sum of both damage and 
material recovery [35].

To evaluate the effect of space plasma on the charge transport properties of PI, bulk conduc-
tivities of radiation-damaged samples were evaluated. Figure 7 compares bulk conductivities 
of PI samples irradiated with a dose of 5.6×107 Gy and recovered in the air (top panel) and 
under vacuum (bottom panel). The initial post-irradiation conductivity of the two damaged PI 
samples was nearly the same [5 × 10−17 (Ω∙cm)−1] and [8 × 10−17 (Ω∙cm)−1]. However, air exposure 
of radiation-damaged PI resulted in rapid recovery, within 3 h, of the irradiated material’s 
conductivity from its initial value to that of pristine Kapton [2 × 10−20 (Ω∙cm)−1], whereas the 
vacuum recovery of radiation-damaged PI retained the same value for over 3 weeks (504 h) 
after the damaging process.

From Figure 7 it is obvious that air exposure has a significant effect on charge transport 
properties of the radiation-damaged PI material. This illustrates the necessity of in-vacuum 
characterization techniques with minimized air exposure to the irradiated material. Still, 
observation of air recovery process of radiation-damaged PI may provide some insights into 
the chemistry driving the aging and recovery process.

The conductivity of two radiation damaged PI samples (dose of 5.6 × 107 Gy) as a function 
of cumulative air exposure time is plotted in Figure 8. After irradiation, Samples 1 and 2 
were stored under vacuum and only exposed to air during conductivity measurements. Both 
samples recovered to nearly the conductivity of pristine Kapton after 250 and 400 h (vacuum 
and air exposed), respectively. However, when conductivity is plotted purely versus air 

Assignment Absorption (cm−1) Characterization

δ(phenyl) 1004 Phenyl ring deformation

ν(C-N-C) 1117 Imide stretch

ν(C-O-C) 1261 Bridging C-O-C stretch

δ(C-N-C) 1380 Imide stretch

ν(phenyl) 1465 Phenyl ring C-C stretch

C=C 1515 Aromatic C=C stretching

ν(phenyl) 1601 Phenyl ring C-C stretch

ν(C=O) 1675 Out-of-phase carbonyl stretch

ν(C=O) 1753

Cyclic anhydride 1890–1940 Cyclic anhydrides, presented in not fully cured polymer

Table 1. Vibrational assignments of polyimide.
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Fourier-Transform Infrared (FTIR) spectroscopy was used to understand the underlying 
chemistry of radiation-induced damage in PI material. FTIR probes chemical bonding by 
exciting vibrational transitions within the polymer. Changes in the position and intensity of 
the IR absorption “fingerprint” of damaged material will offer insights into what chemical 
bonds are being modified during the radiation-induced degradation. PI has a complex IR 
signature with each peak corresponding to a specific vibration within the monomer. Several 
characteristic vibrational assignments have been identified [32–34] and are summarized in 
Table 1.

Figure 6 presents FTIR spectra of pristine and radiation-damaged and subsequently air 
exposed polyimide. Measurements were made in a portable vacuum sealed CaF2 window, 
with an absorption cutoff at 1200 cm−1. Comparison of the FTIR spectra reveals two interest-
ing radiation-induced changes in the IR fingerprint of the damaged film. First, the absorption 
at the wavelength associated with the carbonyl out-of-phase stretch increased after electron 
bombardment. This suggests first that existing carbonyl moieties were not preferentially bro-
ken due to the electron bombardment. A significant reduction in the absorption associated 

Figure 4. Photographs of pristine reference Kapton (left) and a radiation damaged Kapton sample (right) taken after an 
electron dose of 5.6 × 107 Gy. Right picture was taken after 2 min of air exposure.

Figure 5. Transmittance spectra of pristine and radiation damaged PI samples.

Plasma Science and Technology - Basic Fundamentals and Modern Applications234

with phenyl ring C-C stretch after electron bombardment suggests that ether breakage is 
accompanied by rupture of the phenyl rings in the monomer, possibly leading to the forma-
tion of a new pi-bonded carbon structure containing the new carbonyl. It is important to note 
that because this sample had been exposed to air after damage but before the investigation, 
the damage products evident from the FTIR spectra result from the sum of both damage and 
material recovery [35].

To evaluate the effect of space plasma on the charge transport properties of PI, bulk conduc-
tivities of radiation-damaged samples were evaluated. Figure 7 compares bulk conductivities 
of PI samples irradiated with a dose of 5.6×107 Gy and recovered in the air (top panel) and 
under vacuum (bottom panel). The initial post-irradiation conductivity of the two damaged PI 
samples was nearly the same [5 × 10−17 (Ω∙cm)−1] and [8 × 10−17 (Ω∙cm)−1]. However, air exposure 
of radiation-damaged PI resulted in rapid recovery, within 3 h, of the irradiated material’s 
conductivity from its initial value to that of pristine Kapton [2 × 10−20 (Ω∙cm)−1], whereas the 
vacuum recovery of radiation-damaged PI retained the same value for over 3 weeks (504 h) 
after the damaging process.

From Figure 7 it is obvious that air exposure has a significant effect on charge transport 
properties of the radiation-damaged PI material. This illustrates the necessity of in-vacuum 
characterization techniques with minimized air exposure to the irradiated material. Still, 
observation of air recovery process of radiation-damaged PI may provide some insights into 
the chemistry driving the aging and recovery process.

The conductivity of two radiation damaged PI samples (dose of 5.6 × 107 Gy) as a function 
of cumulative air exposure time is plotted in Figure 8. After irradiation, Samples 1 and 2 
were stored under vacuum and only exposed to air during conductivity measurements. Both 
samples recovered to nearly the conductivity of pristine Kapton after 250 and 400 h (vacuum 
and air exposed), respectively. However, when conductivity is plotted purely versus air 

Assignment Absorption (cm−1) Characterization

δ(phenyl) 1004 Phenyl ring deformation

ν(C-N-C) 1117 Imide stretch

ν(C-O-C) 1261 Bridging C-O-C stretch

δ(C-N-C) 1380 Imide stretch

ν(phenyl) 1465 Phenyl ring C-C stretch

C=C 1515 Aromatic C=C stretching

ν(phenyl) 1601 Phenyl ring C-C stretch

ν(C=O) 1675 Out-of-phase carbonyl stretch

ν(C=O) 1753

Cyclic anhydride 1890–1940 Cyclic anhydrides, presented in not fully cured polymer

Table 1. Vibrational assignments of polyimide.
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Figure 7. Comparison of (a) air- and (b) vacuum-recovered conductivities of PI irradiated with a dose of 5.6 × 107 Gy. The 
dashed line indicates the conductivity of pristine Kapton-H®.

Figure 6. Absorption spectra of reference (pristine) and radiation-damaged with a dose of 5.6 × 107 Gy PI samples. 
Lower values on the ordinate indicate more absorbed light in the polymer. Notice increased absorption at the carbonyl 
stretching frequency (1675 cm−1) and decreased absorption at the phenyl ring C-C stretch (1435–1570 cm−1) in the 
damaged sample. The inset shows chemical structure of polyimide with relevant moieties identified.
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exposure, as shown in Figure 8, it is apparent that the healing process proceeds primarily 
under exposure to the atmosphere. It has since been reported that the enhanced conductivity 
of electron-irradiated PI is stable under vacuum conditions [35].

To further investigate the effect of damaging radiation on PI, including the concentration and 
nature of free radicals, EPR measurements were performed on electron irradiated PI material. 
Radical concentrations are reported as arbitrary units and scaled according to relative peak-
to-peak intensity. A reference sample (pristine PI) showed no EPR signal indicating that the 
number of unpaired electrons was below the detection limit in pristine PI, as was expected. 
However, a strong initial EPR signal was measured in the damaged material that decayed 
with exposure to air (Figure 8).

The fact that the conductivity of radiation-damaged PI decays on the same time scale as the 
concentration of radicals suggests that these properties are interconnected. These correspond-
ing time scales are also suggestive that the concentration of radicals plays a critical role in the 
transport of electrons through the bulk of the material. It is reasonable to assume that creation 
and decay of radicals in the material will modify the density and energetic distribution of 
electron trap states in the bandgap of PI [36–38]. This is further supported by the UV/Vis 
spectroscopy that shows the development of energetically shallow traps in the bandgap of 
damaged PI, as seen in Figure 5.

Moreover, charge transport in disordered materials like PI occurs via incoherent hopping 
among transport sites [22, 38, 39]. Bulk conductivity is influenced by both energetic and 
geometric disorder. That is to say, the facility with which an electron can travel through a 
disordered material in the presence of a strong electric field is dependent on both the ener-
getic distribution of transport sites within the material and the geometric distribution of 
the transport sites. The latter dependency arises due to the variation of intersite electronic 

Figure 8. Resistivity (inverse of conductivity) for two samples and EPR signal of radiation-damaged PI film plotted as a 
function of cumulative air exposure time.
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Figure 7. Comparison of (a) air- and (b) vacuum-recovered conductivities of PI irradiated with a dose of 5.6 × 107 Gy. The 
dashed line indicates the conductivity of pristine Kapton-H®.

Figure 6. Absorption spectra of reference (pristine) and radiation-damaged with a dose of 5.6 × 107 Gy PI samples. 
Lower values on the ordinate indicate more absorbed light in the polymer. Notice increased absorption at the carbonyl 
stretching frequency (1675 cm−1) and decreased absorption at the phenyl ring C-C stretch (1435–1570 cm−1) in the 
damaged sample. The inset shows chemical structure of polyimide with relevant moieties identified.
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exposure, as shown in Figure 8, it is apparent that the healing process proceeds primarily 
under exposure to the atmosphere. It has since been reported that the enhanced conductivity 
of electron-irradiated PI is stable under vacuum conditions [35].

To further investigate the effect of damaging radiation on PI, including the concentration and 
nature of free radicals, EPR measurements were performed on electron irradiated PI material. 
Radical concentrations are reported as arbitrary units and scaled according to relative peak-
to-peak intensity. A reference sample (pristine PI) showed no EPR signal indicating that the 
number of unpaired electrons was below the detection limit in pristine PI, as was expected. 
However, a strong initial EPR signal was measured in the damaged material that decayed 
with exposure to air (Figure 8).

The fact that the conductivity of radiation-damaged PI decays on the same time scale as the 
concentration of radicals suggests that these properties are interconnected. These correspond-
ing time scales are also suggestive that the concentration of radicals plays a critical role in the 
transport of electrons through the bulk of the material. It is reasonable to assume that creation 
and decay of radicals in the material will modify the density and energetic distribution of 
electron trap states in the bandgap of PI [36–38]. This is further supported by the UV/Vis 
spectroscopy that shows the development of energetically shallow traps in the bandgap of 
damaged PI, as seen in Figure 5.

Moreover, charge transport in disordered materials like PI occurs via incoherent hopping 
among transport sites [22, 38, 39]. Bulk conductivity is influenced by both energetic and 
geometric disorder. That is to say, the facility with which an electron can travel through a 
disordered material in the presence of a strong electric field is dependent on both the ener-
getic distribution of transport sites within the material and the geometric distribution of 
the transport sites. The latter dependency arises due to the variation of intersite electronic 

Figure 8. Resistivity (inverse of conductivity) for two samples and EPR signal of radiation-damaged PI film plotted as a 
function of cumulative air exposure time.
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wavefunction overlap arising from the positional and orientational distribution of these hop-
ping sites [38]. It is our hypothesis that the radical sites created due to bond-specific rupture 
during electron bombardment can act as electron hopping sites, which are not present in the 
pristine material.

Finally, it has been commonly assumed that exposure to air would be deleterious to under-
standing how materials recover in a vacuum. However, since PI is very stable under normal 
conditions a small amount of air exposure is accepted as necessary and largely unavoid-
able in the majority of studies that have been published [40–42]. Data presented here show 
that air exposure dominates the post-irradiation chemistry of PI and that even limited air 
exposure (less than 10 min) will cause dramatic and unwanted effects that will obscure 
experimental studies. This fact illustrates the necessity of in-vacuum characterization meth-
ods as well as a careful examination of material handling techniques when reviewing the 
literature.

4. Deleterious effects of plasma interactions with spacecraft

While interactions with space plasma can sometimes change material properties in a ben-
eficial way (see succeeding section), these interactions also often have deleterious effects on 
spacecraft performance, often related to a change of electrical potentials on either internal or 
surface materials. If the local electric field becomes larger than some threshold value, electro-
static discharges (sometimes called arcs) will occur. Spacecraft arcs have been seen to have 
the following effects:

1. Large and rapid current spikes, which can cause latchups or even destroy sensitive elec-
tronic components.

2. Transients in spacecraft power.

3. Electromagnetic interference (EMI), which can interfere with communications, and so on.

4. Contamination of surrounding surfaces, which can affect optical transparency (usually 
thermal, but maybe solar cell current output) and electrical properties.

5. Short-circuits between individual solar cell junctions, causing the loss of power from indi-
vidual cells.

6. Sustained arcing between adjacent solar array strings or from solar array strings to space-
craft ground, which can lead to permanent short-circuits and power loss in one or all 
strings (total loss of power).

Due to these and other issues, efforts are usually made to prevent arcs by choosing appropri-
ate materials and power system engineering. Elaborate computer codes are used to see where 
and when spacecraft charging is likely to occur and to adjust surface and interior materials 
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where arcing susceptibility is found. If material properties change dramatically due to the 
space radiation, however, these models are invalidated, as they rely on pristine material char-
acteristics, and unwanted surprises are likely to occur.

Unexpected, unexplained slow and pernicious power loss has been consistently observed in 
GPS satellites [43]. Although the loss was quickly determined to be due to the contamination 
of the solar array surfaces, a seemingly exhaustive search for sources of the contamination 
turned up no suspects. Confronted with the challenge, engineers decided to oversize the solar 
arrays by 25%, such that the deteriorated solar arrays would still provide adequate power at 
the end-of-life. This was an expensive and difficult solution because it led to increased space-
craft weight and volume, important launch considerations. Recently, it has been discovered 
that GPS solar arrays have been undergoing extensive arcing and gradually contaminating 
their own surfaces, decreasing the amount of sunlight that can reach the active parts of the 
solar cells [18, 43]. The arcing had gone undetected because of heavy filtering of electrical 
transients in the power system. Ground-based testing has shown that the power loss can 
be explained by the contamination produced by thousands of solar array arcs seen on orbit. 
In this case, a change in material properties due to the space plasma environment led to an 
unexpected and deleterious result.

As with changes in human DNA, changes in spacecraft materials properties may be ben-
eficial but are usually not. If, however, the materials properties changes can be quantified 
and predicted, engineering can achieve a survivable spacecraft throughout its anticipated life. 
In the case of GPS, understanding the cause of solar array power degradation is leading to 
designs that can prevent the cause of the degradation, and in the end, provide a more reliable, 
cheaper, lighter, and smaller satellite that can still fulfill its mission.

5. Modification of material optical signatures after exposure to a 
space plasma environment

In general, it has been found that the space environment fundamentally changes spacecraft 
materials [15, 44–46]. The nature of particles primarily responsible for the damage is depen-
dent on the orbit; in GEO, high-energy electrons are the primary damaging species in terms 
of energy deposition into the bulk of the material [5]. This energy deposition breaks chemi-
cal bonds within the material, resulting in the creation of new electronic transitions in the 
material. These new electronic transitions manifest themselves in altered optical and physical 
properties, such as color change and electrical conductivity.

Over the last decade, astronomical reflectance spectroscopy has been proposed to charac-
terize the material properties of artificial space objects, such as satellites, rocket bodies, and 
human-made debris [47, 48]. In this application, reflected light is collected from a remote 
target illuminated by a continuous source, the Sun. The reflected light produces a spectrum 
whose shape and absorption features are indicative of a specific material composition. Since 
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wavefunction overlap arising from the positional and orientational distribution of these hop-
ping sites [38]. It is our hypothesis that the radical sites created due to bond-specific rupture 
during electron bombardment can act as electron hopping sites, which are not present in the 
pristine material.

Finally, it has been commonly assumed that exposure to air would be deleterious to under-
standing how materials recover in a vacuum. However, since PI is very stable under normal 
conditions a small amount of air exposure is accepted as necessary and largely unavoid-
able in the majority of studies that have been published [40–42]. Data presented here show 
that air exposure dominates the post-irradiation chemistry of PI and that even limited air 
exposure (less than 10 min) will cause dramatic and unwanted effects that will obscure 
experimental studies. This fact illustrates the necessity of in-vacuum characterization meth-
ods as well as a careful examination of material handling techniques when reviewing the 
literature.

4. Deleterious effects of plasma interactions with spacecraft

While interactions with space plasma can sometimes change material properties in a ben-
eficial way (see succeeding section), these interactions also often have deleterious effects on 
spacecraft performance, often related to a change of electrical potentials on either internal or 
surface materials. If the local electric field becomes larger than some threshold value, electro-
static discharges (sometimes called arcs) will occur. Spacecraft arcs have been seen to have 
the following effects:

1. Large and rapid current spikes, which can cause latchups or even destroy sensitive elec-
tronic components.

2. Transients in spacecraft power.

3. Electromagnetic interference (EMI), which can interfere with communications, and so on.

4. Contamination of surrounding surfaces, which can affect optical transparency (usually 
thermal, but maybe solar cell current output) and electrical properties.

5. Short-circuits between individual solar cell junctions, causing the loss of power from indi-
vidual cells.

6. Sustained arcing between adjacent solar array strings or from solar array strings to space-
craft ground, which can lead to permanent short-circuits and power loss in one or all 
strings (total loss of power).

Due to these and other issues, efforts are usually made to prevent arcs by choosing appropri-
ate materials and power system engineering. Elaborate computer codes are used to see where 
and when spacecraft charging is likely to occur and to adjust surface and interior materials 
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where arcing susceptibility is found. If material properties change dramatically due to the 
space radiation, however, these models are invalidated, as they rely on pristine material char-
acteristics, and unwanted surprises are likely to occur.

Unexpected, unexplained slow and pernicious power loss has been consistently observed in 
GPS satellites [43]. Although the loss was quickly determined to be due to the contamination 
of the solar array surfaces, a seemingly exhaustive search for sources of the contamination 
turned up no suspects. Confronted with the challenge, engineers decided to oversize the solar 
arrays by 25%, such that the deteriorated solar arrays would still provide adequate power at 
the end-of-life. This was an expensive and difficult solution because it led to increased space-
craft weight and volume, important launch considerations. Recently, it has been discovered 
that GPS solar arrays have been undergoing extensive arcing and gradually contaminating 
their own surfaces, decreasing the amount of sunlight that can reach the active parts of the 
solar cells [18, 43]. The arcing had gone undetected because of heavy filtering of electrical 
transients in the power system. Ground-based testing has shown that the power loss can 
be explained by the contamination produced by thousands of solar array arcs seen on orbit. 
In this case, a change in material properties due to the space plasma environment led to an 
unexpected and deleterious result.

As with changes in human DNA, changes in spacecraft materials properties may be ben-
eficial but are usually not. If, however, the materials properties changes can be quantified 
and predicted, engineering can achieve a survivable spacecraft throughout its anticipated life. 
In the case of GPS, understanding the cause of solar array power degradation is leading to 
designs that can prevent the cause of the degradation, and in the end, provide a more reliable, 
cheaper, lighter, and smaller satellite that can still fulfill its mission.

5. Modification of material optical signatures after exposure to a 
space plasma environment

In general, it has been found that the space environment fundamentally changes spacecraft 
materials [15, 44–46]. The nature of particles primarily responsible for the damage is depen-
dent on the orbit; in GEO, high-energy electrons are the primary damaging species in terms 
of energy deposition into the bulk of the material [5]. This energy deposition breaks chemi-
cal bonds within the material, resulting in the creation of new electronic transitions in the 
material. These new electronic transitions manifest themselves in altered optical and physical 
properties, such as color change and electrical conductivity.

Over the last decade, astronomical reflectance spectroscopy has been proposed to charac-
terize the material properties of artificial space objects, such as satellites, rocket bodies, and 
human-made debris [47, 48]. In this application, reflected light is collected from a remote 
target illuminated by a continuous source, the Sun. The reflected light produces a spectrum 
whose shape and absorption features are indicative of a specific material composition. Since 
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each material has a unique spectral fingerprint, it may be unambiguously identified if its 
spectral features are well differentiated.

One example of applied optical characterization of materials in space is the assessment of high 
area-to-mass ratio (HAMR) objects, consisting primarily of spacecraft MLI. Several layers of 
MLI have comprised of aluminum sputtered polyimide. It has been shown that after electron 
irradiation the hemispheric reflectance spectrum, the sum of all diffuse and specular reflectance 
of a surface under diffuse illumination, of this aluminized PI changes considerably. This change 
in reflectance is due in part to the change in absorbance of the polymer portion of the material. 
Since the PI is backed by a thin reflective aluminum layer, the light that would otherwise pass 
through the PI is instead reflected back into the spectrometer. Pristine PI is fairly transparent 
between 500 and 700 nm the absorption edge at 500 nm is what gives PI its characteristic amber 
color. The damaged material’s new electronic structure results in resonant absorption of lower 
energy photons, which results in a shift of the absorption band edge to around 730 nm. This 
phenomenon manifests itself as a darkening of the material in the visible spectrum [15, 49].

Because the change in optical absorption is greater at some wavelengths than others, the ratio 
of one spectral band to another, known as a color–color plot, can be used to characterize 
the extent of space plasma exposure experienced by spacecraft material. Figure 9 shows the 
evolution of the color–color plots of two different aluminum sputtered PI layers of MLI after 
various electron exposures. The color–color plots were generated using the passbands associ-
ated with the r’ and i’ filters defined by the Sloane Digital Sky Survey [50–53]. For a more 
detailed description of the experiment, refer to reference [13].

Conceivably, the magnitude of change of these color–color indices is great enough to enable 
identification and/or characterization of space debris clouds. Knowledge of the origin of these 
debris clouds can be used to facilitate space debris remediation [54, 55].

Figure 9. r’-i’ plots for space- and space-craft facing Kapton. The magnitude of change for all materials is comparable. 
However, the absolute magnitude of the dose differs due to the material composition.
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6. Conclusion

As the population of man-made objects in space grows ever more rapidly, understanding 
the interaction of space plasma with commonly used materials becomes only ever more 
important. Clearly, knowledge of the different facets of this interaction can be used to the 
advantage of aerospace scientists either as a diagnostic tool or as guidelines that can result 
in more efficient and robust spacecraft design. Further, detailed knowledge of how space 
plasma interacts with materials in Earth’s orbit will guide the development of next-generation 
spacecraft materials.

While the information presented in this chapter is not exhaustive, it serves to illustrate the 
broad variety of chemical and physical changes that can occur when a given material inter-
acts with space-like plasma. The examples presented here were chosen due to the ubiq-
uity of polyimide and solar arrays on existing spacecraft. The simulated GEO environment 
(high-energy electrons) used to study these interactions is a first-order approximation for 
the rather more complicated GEO environment. Although electrons are the primary dam-
aging species in GEO in terms of energy deposition, a more representative space weather 
simulation would include protons and UV photons in order to study synergistic damage 
processes that occur during the interaction of materials with a more complicated charged 
particle environment [5].
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Abstract

Atmospheric pressure discharges are widely used in active airflow control, material 
synthesis, and air treatment. The key to an optimal application performance lies in how 
to generate stable and diffuse plasma especially in a large volume and in high-speed 
airflows. This chapter presents the study of repetitive nanosecond volume discharges 
under high-speed airflows. The volume discharge strongly depends on the airflows, 
and the corresponding discharge modes vary from filament to diffuse modes with addi-
tion of airflows. The role of airflows provides negative effects on discharge currents as 
well as discharge densities. Moreover, a type of discharge device with upstream and 
downstream structure is proposed to demonstrate that charged particles produced by the 
upstream discharge are transported to the downstream zone and play a pre-ionization 
and enhanced effect to the downstream discharges.

Keywords: repetitive nanosecond discharges, volume discharges, airflows, upstream 
and downstream flow

1. Introduction

Recently, atmospheric pressure discharge plasma has been considered for many applications, 
such as airflow control [1–20], material modification [21–31], air purification [31–49], and so 
on. With the difference from low-pressure discharge plasmas, atmospheric pressure discharge 
plasmas are usually operated under an open environment, and the collision between ions and 
electrons is very frequent. Such strong elastic and/or inelastic collision produces a significant 
chemical effect and corresponding thermal effect. In addition, air as the media of the discharge 
process is usually in a flow state, such with an airflow state with different velocities. The 
various particles in the plasmas always perform a macro-overall movement, and the exchange 
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of energy and momentum occurs between plasmas and airflows. Therefore, the atmospheric 
pressure discharge plasma is actually in a typical multi-field couple system, and the coupling 
interaction between airflows and discharges is of extensive concerns [1].

As the couple interaction between plasmas and airflows, the plasmas macroscopically exhibit 
a fluid state property, the distribution of plasma particles is influenced by the heat and mass 
transfer from airflows, and discharge modes and discharge intensities are also changed. As a 
simultaneous inverse role, the energy release by discharge can cause impulsive interference 
and thermal effect on airflows, and a change of airflow field distribution can be generated. The 
airflow transport effect determines the distribution of uncharged particles, and such distribu-
tion provides an ionization condition, thus affecting the discharge breakdown. The transfer of 
heat and mass from airflows provides a new factor on the plasma diffusion, and the discharge 
energy dissipation and discharge plasmas also provide an active control of airflow distribu-
tion. To be sure, discharge plasmas under airflows have undergone a fundamental change. 
With the presence of airflows, discharge plasmas are more dominant with a strong interaction 
between plasmas and airflows.

The couple between plasmas and airflows has been considered as the interaction between 
discharge plasma dynamics and gas dynamics, from a view of time and space scales. For dis-
charge plasmas, the topical time scales include as follows: the establishment of electric field 
and the generation of plasma (nanoseconds), the dissipation and the quenching of plasma 
(nanoseconds and/or microseconds), and the life of charged particles (seconds and/or hours). 
For airflows, the typical time scale is mainly determined by airflow conditions, such as the 
transport time of airflow (microseconds and/or milliseconds) and the convection heat transfer 
time (milliseconds and/or seconds) [2]. For discharge plasmas, the typical space scale is about 
a small size (micrometers and/or millimeters), such as the mean free path and the thickness 
of plasma sheath. For airflows, the typical space scale is about a big size (millimeters and/
or meters), such as the thickness of boundary layer [3]. Under such couple with a multi-time 
and a multi-space scale, it is necessary to recognize the phenomenon and mechanism of dis-
charges under airflows.

2. Background for discharges under airflows

Plasma flow control is a type of active flow control technology based on discharge plasma 
technologies, which is advantageous of little power, quick response, and perfect actuation. 
Russians, Americans, and other research groups [4–20] have done an in-depth study on 
plasma flow control, as well as the interaction between plasmas and airflows, to improve the 
aerodynamic characteristics and promote the scientific basis for efficiency. Discharge plas-
mas applied to flow control mainly include surface discharges [4–14] and volume discharges 
[15–20]. Surface discharges are used to flow separation control by DBD discharges with a 
momentum exchange to neutral airflows, which generate a complex pattern of quasi-planar 
and spherical compression wave [4–8], as well as which are related to a strong demand on 
stable discharges within the flow boundary layer [7–14]. Volume discharges are applied in 
MHD flow control to achieve the acceleration and deceleration of airflow, which require 
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high-intensity volume discharges under airflows condition, as well as which essentially need 
discharge enhancement methods under MHD airflow environment [15–19].

Plasma material processing is promising for material modification and its industrial appli-
cations. Efficient discharges are important demands to realize the surface modification and 
functional structure construction [21–31]. The moderate power density and the uniform 
energy distribution are beneficial to material modification. However, under a gas flowing 
condition, discharges can easily transit from a stable state into an unstable state, which can 
cause a disaster to the industrial application of plasma material processing. In order to obtain 
a uniform and stable discharge, discharges under airflows are employed to excite plasmas.
Work groups [29] illustrate the surface modification of polyimide films by the discharge 
under airflow, it is found that the plasma at a homogeneous DBD is evenly distributed than at 
a filamentary DBD, and by the more efficient introduction of atomic oxygen to the PP surface 
in the case of homogeneous DBD.

Plasma air purification attracts widespread attention in recent years, mainly related with 
corona discharges under an air supply channel. Plasma air purification has been developed in 
many applications, including electrostatic precipitation [32–40], industrial gas exhaust treat-
ment [41–44], and indoor air purification [45–49]. Work groups [35] illustrate that the electric 
power and the energy loss of corona discharges highly depend on airflow velocities, and 
corona discharge modes are also related to airflow conditions.

In addition, discharges under airflows are of complicated technical challenges, and the mech-
anism and its characteristics need a deep and wide investigation.

3. Atmospheric pressure volume discharges under airflows

In order to get a better understanding of airflow effects on volume discharge characteris-
tics, this chapter presents the study of nanosecond pulse volume discharges in high-speed 
airflows.

3.1. Discharge mode characteristics under airflows

The experimental system is shown in Figure 1, which includes an air wind tunnel driven by 
a fan, a nanosecond pulse generator, discharge system, and measurement system. By chang-
ing the speed of the fan, the flow velocity at the end of the wind tunnel can be adjusted with 
a maximum value of up to 200 m/s. A pitot tube is used to measure the flow velocity of the 
airflow. The plate-plate electrodes are set in a horizontal and parallel manner. The two elec-
trodes are composed of stainless steel plates with a thickness of 2 mm. The electrode edges 
were fully polished in order to avoid the point discharge occurring at the electrode edges. 
The two dielectrics are made of mica with a permittivity εr = 6 and a thickness of 1 mm. The 
discharge system is installed at the downstream of subsonic wind tunnel exit with the flow 
direction perpendicular to the electrode surface. The applied voltage has repetitive pulses 
with a fixed pulse width of 5 ns and a maximum amplitude of 50 kV with a rise time of 5 ns, 
corresponding to the frequency ranged from 100 Hz to 3.5 kHz, respectively. The voltage and 
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of energy and momentum occurs between plasmas and airflows. Therefore, the atmospheric 
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a fluid state property, the distribution of plasma particles is influenced by the heat and mass 
transfer from airflows, and discharge modes and discharge intensities are also changed. As a 
simultaneous inverse role, the energy release by discharge can cause impulsive interference 
and thermal effect on airflows, and a change of airflow field distribution can be generated. The 
airflow transport effect determines the distribution of uncharged particles, and such distribu-
tion provides an ionization condition, thus affecting the discharge breakdown. The transfer of 
heat and mass from airflows provides a new factor on the plasma diffusion, and the discharge 
energy dissipation and discharge plasmas also provide an active control of airflow distribu-
tion. To be sure, discharge plasmas under airflows have undergone a fundamental change. 
With the presence of airflows, discharge plasmas are more dominant with a strong interaction 
between plasmas and airflows.

The couple between plasmas and airflows has been considered as the interaction between 
discharge plasma dynamics and gas dynamics, from a view of time and space scales. For dis-
charge plasmas, the topical time scales include as follows: the establishment of electric field 
and the generation of plasma (nanoseconds), the dissipation and the quenching of plasma 
(nanoseconds and/or microseconds), and the life of charged particles (seconds and/or hours). 
For airflows, the typical time scale is mainly determined by airflow conditions, such as the 
transport time of airflow (microseconds and/or milliseconds) and the convection heat transfer 
time (milliseconds and/or seconds) [2]. For discharge plasmas, the typical space scale is about 
a small size (micrometers and/or millimeters), such as the mean free path and the thickness 
of plasma sheath. For airflows, the typical space scale is about a big size (millimeters and/
or meters), such as the thickness of boundary layer [3]. Under such couple with a multi-time 
and a multi-space scale, it is necessary to recognize the phenomenon and mechanism of dis-
charges under airflows.

2. Background for discharges under airflows

Plasma flow control is a type of active flow control technology based on discharge plasma 
technologies, which is advantageous of little power, quick response, and perfect actuation. 
Russians, Americans, and other research groups [4–20] have done an in-depth study on 
plasma flow control, as well as the interaction between plasmas and airflows, to improve the 
aerodynamic characteristics and promote the scientific basis for efficiency. Discharge plas-
mas applied to flow control mainly include surface discharges [4–14] and volume discharges 
[15–20]. Surface discharges are used to flow separation control by DBD discharges with a 
momentum exchange to neutral airflows, which generate a complex pattern of quasi-planar 
and spherical compression wave [4–8], as well as which are related to a strong demand on 
stable discharges within the flow boundary layer [7–14]. Volume discharges are applied in 
MHD flow control to achieve the acceleration and deceleration of airflow, which require 
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high-intensity volume discharges under airflows condition, as well as which essentially need 
discharge enhancement methods under MHD airflow environment [15–19].

Plasma material processing is promising for material modification and its industrial appli-
cations. Efficient discharges are important demands to realize the surface modification and 
functional structure construction [21–31]. The moderate power density and the uniform 
energy distribution are beneficial to material modification. However, under a gas flowing 
condition, discharges can easily transit from a stable state into an unstable state, which can 
cause a disaster to the industrial application of plasma material processing. In order to obtain 
a uniform and stable discharge, discharges under airflows are employed to excite plasmas.
Work groups [29] illustrate the surface modification of polyimide films by the discharge 
under airflow, it is found that the plasma at a homogeneous DBD is evenly distributed than at 
a filamentary DBD, and by the more efficient introduction of atomic oxygen to the PP surface 
in the case of homogeneous DBD.

Plasma air purification attracts widespread attention in recent years, mainly related with 
corona discharges under an air supply channel. Plasma air purification has been developed in 
many applications, including electrostatic precipitation [32–40], industrial gas exhaust treat-
ment [41–44], and indoor air purification [45–49]. Work groups [35] illustrate that the electric 
power and the energy loss of corona discharges highly depend on airflow velocities, and 
corona discharge modes are also related to airflow conditions.

In addition, discharges under airflows are of complicated technical challenges, and the mech-
anism and its characteristics need a deep and wide investigation.

3. Atmospheric pressure volume discharges under airflows

In order to get a better understanding of airflow effects on volume discharge characteris-
tics, this chapter presents the study of nanosecond pulse volume discharges in high-speed 
airflows.

3.1. Discharge mode characteristics under airflows

The experimental system is shown in Figure 1, which includes an air wind tunnel driven by 
a fan, a nanosecond pulse generator, discharge system, and measurement system. By chang-
ing the speed of the fan, the flow velocity at the end of the wind tunnel can be adjusted with 
a maximum value of up to 200 m/s. A pitot tube is used to measure the flow velocity of the 
airflow. The plate-plate electrodes are set in a horizontal and parallel manner. The two elec-
trodes are composed of stainless steel plates with a thickness of 2 mm. The electrode edges 
were fully polished in order to avoid the point discharge occurring at the electrode edges. 
The two dielectrics are made of mica with a permittivity εr = 6 and a thickness of 1 mm. The 
discharge system is installed at the downstream of subsonic wind tunnel exit with the flow 
direction perpendicular to the electrode surface. The applied voltage has repetitive pulses 
with a fixed pulse width of 5 ns and a maximum amplitude of 50 kV with a rise time of 5 ns, 
corresponding to the frequency ranged from 100 Hz to 3.5 kHz, respectively. The voltage and 
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current are measured by using a high-voltage probe and a Rogowski coil with a response time 
of less than 1 ns. The voltage and current signals are recorded by a digitalized oscilloscope 
with a bandwidth of 1 GHz.

The typical luminous discharge images under airflows are shown in Figure 2. In the quiescent 
air (i.e., the flow velocity is 0 m/s), a multichannel and inhomogeneous violet discharge is pres-
ent in the discharge volume. The discharge filaments are straight, and the filament foots are ran-
domly and extensively distributed on the dielectric surface, as shown in Figure 2(a). Increasing 
the flow velocity to 10 m/s, the number of the bright filaments is slightly reduced, but the change 
of glow component cannot be clearly observed, as shown in Figure 2(b). When the flow velocity 
varies from 10 to 20 m/s, the filament number is gradually reduced, and the change of discharge 
luminance and distribution are relatively small. When the airflow with a speed of 35 m/s is 
introduced into the volume discharge, as shown in Figure 2(c), interestingly, a diffuse discharge 
in a large volume is promoted. The unsteady nature of the filamentary part of the discharge 

Figure 1. Schematic of experimental setup.

Figure 2. Discharges at different airflow speeds. (a) Flow speed v = 0 m/s, (b) v = 10 m/s, (c) v = 35 m/s, (d) v = 50 m/s, and 
(e) v = 100 m/s. Exposure time is 1/1250 s.
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cannot be easily observed with the naked eye in the discharge volume. The diffuse and homo-
geneous discharge mostly occurs at the middle region, and the filament discharge occurs mainly 
at the inlet region and partly at exit region of the channel. The filament channels on the two 
sides may be connected to the electric field concentration occurred at electrode edges. With the 
increasing of airflow speeds, the volume discharge modes vary from filament to diffuse modes. 
Further improving the airflow speed to 50 m/s, as shown in Figure 2(d), a diffuse discharge also 
occurs at the middle discharge region, as well as with a reduction of luminous intensity.

Moreover, several excitation conditions are selected for the detailed investigation of airflow 
effects, in which the applied voltage amplitude is chosen from 10 to 30 kV; PRF is selected 
from 100 to 3800 Hz, and airflow speed is changed from 0 to 200 m/s, respectively. In a quies-
cent air or under a low speed, it presents filament and inhomogeneous violet discharges in a 
large volume, as likely shown in Figure 2(a). At such airflow speeds, the number of the bright 
filaments is slightly increased with only increasing the applied voltage, as a process of the 
pinch of several filaments. However, the change of discharges cannot be clearly observed with 
only changing PRFs. With a speed less than 30 m/s, there are less filaments in the volume, and 
the change of discharge luminance is relatively small with changing the applied voltages and 
PRFs. With the airflow speed increasing higher, for example, a speed of 50 m/s as shown in 
Figure 2(d), the relative uniform discharge in a large volume is promoted. Importantly, the 
discharge becomes unstable and almost fades away at a PRF less than 220 Hz.

3.2. Discharge density characteristics under airflows

As a nanosecond pulse is applied to a plate-plate gap, initial electrons are accelerated by the 
electric field, and an avalanche process is followed under the electron multiplication of col-
lision ionization. Fast electrons with high energy can run away from the head of the critical 
avalanche and dominate in the subsequent development of the critical avalanche. When the 
head of the critical avalanche reaches near to the anode, a discharge bridge is built up between 
the two dielectrics as well as electrodes, and a discharge current runs through the gap space, 
which can be represented as the first pulse current. When the applied pulse is gone, more 
electrons accumulate in the dielectric surface near the anode, interact with interaction of accu-
mulated positive particles near the cathode, and build up a strong electric field imposed on 
the discharge space. Such space electric field will induce another avalanche process between 
the two electrodes, and the second pulse currents arise in our experiments.

With an applied pulse voltage of 18 kV and a pulse repetitive frequency of 1800 Hz, the 
applied voltage and current waveforms under different airflows are shown in Figure 3. It is 
provided that the plate-plate DBD discharge is characterized by a series of two-stage pulse 
currents. In contrast with the unipolar pulse of applied voltage, the discharge current behaves 
bipolar and consists of both positive and negative pulses. The discharge current distributes 
irregularly, which can be attributed to the random nature of breakdown and complicated 
dynamics in the air gap.

There is a series of two-stage pulse currents for each nanosecond pulsed discharge. Even 
considering the existence of discharge delays, the first pulse currents always occur with a 
same breakdown voltage. Furthermore, it can be drawn from Figure 4 that the first pulse 
currents increase first and then reduce with airflow speeds. With the flow speed increasing 
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cannot be easily observed with the naked eye in the discharge volume. The diffuse and homo-
geneous discharge mostly occurs at the middle region, and the filament discharge occurs mainly 
at the inlet region and partly at exit region of the channel. The filament channels on the two 
sides may be connected to the electric field concentration occurred at electrode edges. With the 
increasing of airflow speeds, the volume discharge modes vary from filament to diffuse modes. 
Further improving the airflow speed to 50 m/s, as shown in Figure 2(d), a diffuse discharge also 
occurs at the middle discharge region, as well as with a reduction of luminous intensity.

Moreover, several excitation conditions are selected for the detailed investigation of airflow 
effects, in which the applied voltage amplitude is chosen from 10 to 30 kV; PRF is selected 
from 100 to 3800 Hz, and airflow speed is changed from 0 to 200 m/s, respectively. In a quies-
cent air or under a low speed, it presents filament and inhomogeneous violet discharges in a 
large volume, as likely shown in Figure 2(a). At such airflow speeds, the number of the bright 
filaments is slightly increased with only increasing the applied voltage, as a process of the 
pinch of several filaments. However, the change of discharges cannot be clearly observed with 
only changing PRFs. With a speed less than 30 m/s, there are less filaments in the volume, and 
the change of discharge luminance is relatively small with changing the applied voltages and 
PRFs. With the airflow speed increasing higher, for example, a speed of 50 m/s as shown in 
Figure 2(d), the relative uniform discharge in a large volume is promoted. Importantly, the 
discharge becomes unstable and almost fades away at a PRF less than 220 Hz.

3.2. Discharge density characteristics under airflows

As a nanosecond pulse is applied to a plate-plate gap, initial electrons are accelerated by the 
electric field, and an avalanche process is followed under the electron multiplication of col-
lision ionization. Fast electrons with high energy can run away from the head of the critical 
avalanche and dominate in the subsequent development of the critical avalanche. When the 
head of the critical avalanche reaches near to the anode, a discharge bridge is built up between 
the two dielectrics as well as electrodes, and a discharge current runs through the gap space, 
which can be represented as the first pulse current. When the applied pulse is gone, more 
electrons accumulate in the dielectric surface near the anode, interact with interaction of accu-
mulated positive particles near the cathode, and build up a strong electric field imposed on 
the discharge space. Such space electric field will induce another avalanche process between 
the two electrodes, and the second pulse currents arise in our experiments.

With an applied pulse voltage of 18 kV and a pulse repetitive frequency of 1800 Hz, the 
applied voltage and current waveforms under different airflows are shown in Figure 3. It is 
provided that the plate-plate DBD discharge is characterized by a series of two-stage pulse 
currents. In contrast with the unipolar pulse of applied voltage, the discharge current behaves 
bipolar and consists of both positive and negative pulses. The discharge current distributes 
irregularly, which can be attributed to the random nature of breakdown and complicated 
dynamics in the air gap.

There is a series of two-stage pulse currents for each nanosecond pulsed discharge. Even 
considering the existence of discharge delays, the first pulse currents always occur with a 
same breakdown voltage. Furthermore, it can be drawn from Figure 4 that the first pulse 
currents increase first and then reduce with airflow speeds. With the flow speed increasing 
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from 0 to 20 m/s, the amplitude of the current rapidly increases from 33.1 to 36.3 A at a PRF 
of 3800 Hz and then slowly decreases to about 34 A. It goes across a reverse “V”s curve with a 
turning point at the flow velocity of 20 m/s. The change of first pulse current values imposed 
by airflows is 4 A. Importantly, there are some factors leading to measurement errors in this 
works, which mainly include the pressure instability of air supplied to the wind channel, 
the measurement errors of airflow speed with the pilot tube, and the high frequency noises 
concerning with nanosecond discharges.

It is clearly shown in Figure 5 that the second pulse currents are influenced by the addition of 
airflows to discharge zone. The second pulse currents almost occur at a same time point. At 
a PRF of 1800 Hz, the second pulse current has a rapid but small change from −34 to −32 A 

Figure 3. Applied voltage and current waveforms for discharges under airflows.

Figure 4. First pulse currents under airflows at different PRFs.
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with the airflow speed increasing from 0 to 20 m/s, follows with a rapid and big change from 
−32 to −47 A, and then becomes gradually relative stable as the airflow speed is bigger than 
80 m/s. It is mostly concerned that the difference between second pulse current values is about 
20A for different airflows.

With the airflow added into the gap space, the volume discharge modes vary from filament to 
diffuse modes, and the induced two-stage pulse currents are also influenced. These behaviors 
may be attributed to the combined action of two effects. On one hand, the airflows breathe 
more species into the discharge volume from upstream to downstream, especially the excited 
metastable state, which causes a decrease in the number of initial electrons. On the other hand, 
the airflows remove accumulated charges on the surface of the dielectric, which is favorable 
for the development of discharge.

As the first pulse current is arising, a bigger voltage pulse with a 5 ns rise time, as well as 
a stronger electric field, is being imposed on the electrodes as one discharge driver. Since 
the pulse action time is too small, airflows in this period can be considered as “frozen” and 
without any flow mobility. Therefore, the first pulse currents nearly maintain consistency 
for different airflow speeds. However, at the second pulse current arising, accumulated 
particles near the electrodes induce a space electric field as another discharge driver. Since 
this driver always acts for several milliseconds, airflow mobility must be considered in this 
period. As indicated in Figure 5, the second pulse currents for quiescent air are bigger than 
that of airflows with speeds less than 40 m/s. Since airflows breathe more species, especially 
under excited metastable states, out of the discharge volume, the loss of heavy particles 
under the force of airflows is unfavorable for the development of discharge. Under airflows 
with a speed of more than 40 m/s, the second pulse currents are always bigger than that of 
quiescent air. It is concerned with the distribution change of the accumulated charges on the 
surface of the dielectrics by the force of airflows, which is favorable for the development of 
discharge. With the speed increasing to more than 80 m/s, the second pulse currents become 

Figure 5. Second pulse currents under airflows at different PRFs.
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from 0 to 20 m/s, the amplitude of the current rapidly increases from 33.1 to 36.3 A at a PRF 
of 3800 Hz and then slowly decreases to about 34 A. It goes across a reverse “V”s curve with a 
turning point at the flow velocity of 20 m/s. The change of first pulse current values imposed 
by airflows is 4 A. Importantly, there are some factors leading to measurement errors in this 
works, which mainly include the pressure instability of air supplied to the wind channel, 
the measurement errors of airflow speed with the pilot tube, and the high frequency noises 
concerning with nanosecond discharges.

It is clearly shown in Figure 5 that the second pulse currents are influenced by the addition of 
airflows to discharge zone. The second pulse currents almost occur at a same time point. At 
a PRF of 1800 Hz, the second pulse current has a rapid but small change from −34 to −32 A 
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gradually relatively stable, which seems unaffected by airflows. The detailed effects under 
such high airflow speeds are very interesting and are also taken into considerations in the 
future works.

3.3. Conditional boundary characteristics under airflows

The boundary conditions of DBD volume discharges under airflows velocities are investi-
gated. With the addition of airflows, no matter for any voltage, both the initiation and the 
extinction pulse repetition frequency need to be kept to a specified value to maintain the pres-
ence of discharge. Under a particular applied voltage and when the pulse repetitive frequency 
is rather low, any discharge does not occur; nevertheless, a current is detected due to the 
existence of the displacement electric field. With the growth of pulse repetitive frequency, the 
discharge can be established with an obvious change of discharge current.

The initiation and extinction boundaries are identified by making a subtraction of detected 
currents between discharge on and off, as shown in Figures 6 and 7. To improve the accu-
racy, the airflow and the applied voltage are kept constant as soon as possible while with an 
adjustable PRF, and all data are acquired with 10 times measuring. As the airflow velocity 
accelerates, the initiation and extinction value of PRFs is increased. In a still air, when the 
applied voltage reaches to 17 kV, the corresponding PRFs needed to reach about 1 kHz, which 
is almost an order of magnitude larger than the value under 27 kV. The lower is the applied 
voltage, the larger are the needed PRFs as well as the difference of PRFs. The initiation and 
extinction PRFs are almost inversely proportional to the applied voltage value under a certain 
airflow velocity. Once the airflow velocity attains 100 m/s under 17 kV, the discharge is not 
detected even though the PRF is up to the maximum value of applied value. As a special case 
of contrast, the initiation and extinction PRFs show a slight dependence on the velocities 

Figure 6. Initiation frequencies versus airflow speeds.
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under an applied voltage of 27 kV. It can be concluded that the boundary PRFs are decided by 
the combined action between the applied voltages and the injected airflows.

In still air, mostly free electrons move rapidly toward the anode under the applied electric field. 
Many ions and metastable particles are produced by the complicated collisions between various 
particles in the discharge zone. Considering the interval time between two voltage pulses, only 
metastable particles with a lifetime of the order of several seconds can survive as residual seeds, 
while most ions have quenched. So, the increase of PRF can raise the concentration of residual 
seeds, which make the discharge breakdown more easily to occur. With the addition of the 
airflows, a large number of seeds are blown away from the discharge region, which makes a 
difficulty on the next pulsed discharge as well as leads to a growth of initiation PRFs. However, 
with the applied voltage growing, the free electrons obtain more energy from the electric field, 
and seed particles deposit on the dielectric plate. Owing to the existence of the viscous boundary 
layer, the seed particles are hardly moved away by the airflows. As a result under 27 kV, only a 
slight dependence of the initiation and extinction PRFs is observed with the airflow velocities.

4. Atmospheric pressure volume discharges under upstream and 
downstream airflows

The previous chapters demonstrate that the volume discharge mode is influenced by air-
flows and the discharge intensity decreases with the increase of airflow velocities. In this 
chapter, a type of discharge device with an upstream and downstream structure is provided 
to investigate the interactions between airflows and discharges. The upstream and down-
stream discharges under airflow include the generation and transport of charged particles. 

Figure 7. Extinction frequencies versus airflow speeds.
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under an applied voltage of 27 kV. It can be concluded that the boundary PRFs are decided by 
the combined action between the applied voltages and the injected airflows.

In still air, mostly free electrons move rapidly toward the anode under the applied electric field. 
Many ions and metastable particles are produced by the complicated collisions between various 
particles in the discharge zone. Considering the interval time between two voltage pulses, only 
metastable particles with a lifetime of the order of several seconds can survive as residual seeds, 
while most ions have quenched. So, the increase of PRF can raise the concentration of residual 
seeds, which make the discharge breakdown more easily to occur. With the addition of the 
airflows, a large number of seeds are blown away from the discharge region, which makes a 
difficulty on the next pulsed discharge as well as leads to a growth of initiation PRFs. However, 
with the applied voltage growing, the free electrons obtain more energy from the electric field, 
and seed particles deposit on the dielectric plate. Owing to the existence of the viscous boundary 
layer, the seed particles are hardly moved away by the airflows. As a result under 27 kV, only a 
slight dependence of the initiation and extinction PRFs is observed with the airflow velocities.

4. Atmospheric pressure volume discharges under upstream and 
downstream airflows

The previous chapters demonstrate that the volume discharge mode is influenced by air-
flows and the discharge intensity decreases with the increase of airflow velocities. In this 
chapter, a type of discharge device with an upstream and downstream structure is provided 
to investigate the interactions between airflows and discharges. The upstream and down-
stream discharges under airflow include the generation and transport of charged particles. 
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The generation of charged particles is related to external pulse excitation, and the transport 
of particles can be influenced by the effect of airflow. Furthermore, the upstream and down-
stream discharge in the airflow channel is a multi-time scale problem, including the transport 
time of airflow and the time of charged particle generation. The characteristic time of airflow 
is related to the movement path and the airflow velocity, and the generation of particles is 
adjusted by the repetition frequency of the discharge.

By matching the transport effect of airflow and the pre-ionization of charged particles, some of 
the particles generated by the upstream discharge are transported to the downstream region, and 
those particles play a pre-ionization role in the downstream discharge, which causes the enhance-
ment of the downstream discharge intensity. For the purpose of further recognizing the relation-
ship between upstream and downstream discharge under airflow, the behavior of the particles 
were analyzed as schematically shown in Figure 8. In the quiescent air, the discharge products 
always stay only in the upstream zone, as shown in Figure 8(a); as the airflow is injected, the 
discharge products produced by upstream zone will be transported to the downstream zone, as 
shown in Figure 8(b) and 8(c); as the further increasing of airflow velocity, the discharge product 
will be blow out the downstream zone, as shown in Figure 8d.

The time range of air flow transport time tf is derived as Eq. (1). By properly controlling the 
pulse repetition interval time tp and the air flow transport time tf , the charged particles could 
be transported from upstream region to the downstream region and enhance the downstream 
discharge intensity:

  L / v < =  t  f   < =  (L +  2   ∗  S)  / v  (1)

Figure 8. Schematic of discharges under upstream and downstream constructure with different airflow velocities.
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where the pulse interval time is denoted as tp , the distance between the upstream and down-
stream regions is L, the width of the electrode plate is S, and the airflow velocity is v (m/s).

4.1. Discharge mode characteristics under upstream and downstream airflows

With a pulse repetitive frequency of 1000 Hz, the applied voltage and current waveforms 
of the DBD volume discharge can be detected, which has been descripted in Section 3.1. By 
changing the air velocity, the discharge mode characteristics under different airflow velocities 
are shown in Figure 9.

For discharge in a static condition, as shown in Figure 9(a), the upstream and downstream 
discharge exhibits a filament discharge mode. In the middle region of the electrode, the fila-
ments exhibit a vertical distribution, and the path of the filaments close to the edge of the 
electrode shows a curved state because of the edge effect of the metal electrode.

For tf > tp , the discharge filaments move along the direction of flow, the filament path changes 
from the original vertical state to the curved state along the direction of airflow, and some 
parts of the discharge area become uniform. The result is shown in Figure 9(b).

For tf ≤ tp , with increasing airflow velocity, most of the discharge area exhibits a uniform state, 
and the paths of the discharge filaments at the edge of the metal electrodes are attracted by the 
central discharge region. The discharge filaments shrink to the inside region of discharge, and 
the discharge region exhibits a pinched state, as shown in Figure 9(c) and (d).

4.2. Discharge spectrum characteristics under upstream and downstream airflows

The normalized emission spectra for the upstream and downstream discharges are provided 
as Figure 10. Due to the weak luminescence intensity of volume discharges, the spectrometer 
exposure time was set to 2 s, which means that the emission intensity was averaged tempo-
rally and spatially for 2000 cycles.

With increasing airflow velocity, the intensity of the upstream discharge emission spec-
trum decreases, which corresponds to a decrease in discharge intensity. As for downstream 

Figure 9. Discharge at different airflow velocities: (a) static air, (b) low speed (tf > tp), (c) medium speed (tf = tp), and (d) 
high speed (tf < tp).
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where the pulse interval time is denoted as tp , the distance between the upstream and down-
stream regions is L, the width of the electrode plate is S, and the airflow velocity is v (m/s).

4.1. Discharge mode characteristics under upstream and downstream airflows

With a pulse repetitive frequency of 1000 Hz, the applied voltage and current waveforms 
of the DBD volume discharge can be detected, which has been descripted in Section 3.1. By 
changing the air velocity, the discharge mode characteristics under different airflow velocities 
are shown in Figure 9.

For discharge in a static condition, as shown in Figure 9(a), the upstream and downstream 
discharge exhibits a filament discharge mode. In the middle region of the electrode, the fila-
ments exhibit a vertical distribution, and the path of the filaments close to the edge of the 
electrode shows a curved state because of the edge effect of the metal electrode.

For tf > tp , the discharge filaments move along the direction of flow, the filament path changes 
from the original vertical state to the curved state along the direction of airflow, and some 
parts of the discharge area become uniform. The result is shown in Figure 9(b).

For tf ≤ tp , with increasing airflow velocity, most of the discharge area exhibits a uniform state, 
and the paths of the discharge filaments at the edge of the metal electrodes are attracted by the 
central discharge region. The discharge filaments shrink to the inside region of discharge, and 
the discharge region exhibits a pinched state, as shown in Figure 9(c) and (d).

4.2. Discharge spectrum characteristics under upstream and downstream airflows

The normalized emission spectra for the upstream and downstream discharges are provided 
as Figure 10. Due to the weak luminescence intensity of volume discharges, the spectrometer 
exposure time was set to 2 s, which means that the emission intensity was averaged tempo-
rally and spatially for 2000 cycles.

With increasing airflow velocity, the intensity of the upstream discharge emission spec-
trum decreases, which corresponds to a decrease in discharge intensity. As for downstream 

Figure 9. Discharge at different airflow velocities: (a) static air, (b) low speed (tf > tp), (c) medium speed (tf = tp), and (d) 
high speed (tf < tp).
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Figure 10. Normalized intensity discharge at different velocities: (a) upstream and (b) downstream.

discharge, when tf = tp , the intensity of the emission spectrum increases, which proves that the 
concentration of charged particles in the downstream region increased. At t f < tp and tf > tp , the 
corresponding spectral intensity gradually decreases.

The dependence of rotational temperature of the upstream and downstream discharges on air-
flow rates is shown in Figure 11. It can be seen that the rotational temperature is approximately 
390 K when the discharge is excited in the static air. The rotational temperature decreases 
to approximately 320 K as the airflow velocity increases gradually to 80 m/s. The low gas 
temperature may be attributed to two reasons. One is that the duty cycle of the pulse power 
supply is low; another is that more energy is delivered to the energetic electrons. The gas 
temperature is substantially the same in the upstream and downstream regions. This result 
shows that the gas temperature under airflow is not the key factor that causes the difference 
between the upstream and downstream discharge intensity.

Under the condition of reasonable matching between tf and tp , the mass transfer effect of airflow 
plays a dominant role in the upstream and downstream discharges. The particles generated by the 
upstream discharge can be transported to the downstream discharge region. The combined effect 
of flow transport and pre-ionization of charged particles enhances the downstream discharge.
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4.3. Discharge difference between upstream and downstream region

4.3.1. Various airflow velocities

The comparison of discharge currents between upstream and downstream discharges is 
shown in Figure 12. The current peak is used to illustrate the discharge intensity under dif-
ferent flow velocities.

For tf > tp, the amplitude of the upstream discharge decreases from 55 to 53 A, and the down-
stream discharge fluctuates between 38 and 36 A with increased airflow speed, and for the 
condition of tf = tp , the amplitude of the upstream discharge gradually decreases from 53 to 
45 A. For the downstream discharge, the amplitude exhibits an opposite trend, changing from 
36 to 46 A. With increasing airflow velocity, the amplitude of the upstream discharge current 
continues to decrease, and the increasing rate of the downstream discharge current tends to 
be zero.

4.3.2. Various PRFs

The pulse frequencies were adjusted to f = 2 kHz and f = 200 Hz, and the results are shown 
in Figure 13. When the pulse frequency is 2 kHz, for tf > tp , the current amplitudes of the 
upstream discharge gradually decrease from 59 to 57 A, and the downstream discharge fluc-
tuates between 45 and 48 A. When the airflow velocity increases until tf = tp , the amplitude 
of the upstream discharge gradually decreases from 57 to 49 A. The amplitude of the down-
stream discharge exhibits an opposite trend and increases from 48 to 56 A.

When the discharge frequency was adjusted to 200 Hz, the pulse interval time tp was 5 ms. 
Because of the low pulse repetition frequency, the charged particles in the space completed 
the diffusion and recombination process within the pulse interval time, causing the reduction 
in discharge intensity. In the meantime, at a lower airflow velocity (tf > tp), the amplitude of 

Figure 11. Rotational temperature at different velocities.
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Figure 10. Normalized intensity discharge at different velocities: (a) upstream and (b) downstream.
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concentration of charged particles in the downstream region increased. At t f < tp and tf > tp , the 
corresponding spectral intensity gradually decreases.
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temperature may be attributed to two reasons. One is that the duty cycle of the pulse power 
supply is low; another is that more energy is delivered to the energetic electrons. The gas 
temperature is substantially the same in the upstream and downstream regions. This result 
shows that the gas temperature under airflow is not the key factor that causes the difference 
between the upstream and downstream discharge intensity.

Under the condition of reasonable matching between tf and tp , the mass transfer effect of airflow 
plays a dominant role in the upstream and downstream discharges. The particles generated by the 
upstream discharge can be transported to the downstream discharge region. The combined effect 
of flow transport and pre-ionization of charged particles enhances the downstream discharge.
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the discharge current in the upstream region attenuated from 44 to 35 A, and the downstream 
discharge current weakened from 38 to 30 A.

4.3.3. Various distances between upstream and downstream

The conditions of L = 20 mm and L = 50 mm were studied. The experimental results for f = 1 kHz are 
shown in Figure 14. When the discharge electrode spacing was adjusted to L = 20 mm, for tf > tp , 
the charged particles generated by the upstream discharge could not transit to the downstream 
discharge region. The peak value of the upstream discharge current decayed from 54 to 50 A, and 
the amplitude of the downstream discharge current fluctuated between 37 and 39 A. During the 

Figure 12. Discharge current amplitude of the upstream and downstream regions.

Figure 13. Discharge current amplitude at different PRFs: (a) PRF = 2 kHz and (b) PRF = 200 Hz.

Plasma Science and Technology - Basic Fundamentals and Modern Applications260

process of increasing airflow velocity until tf = tp , particles generated in the upstream discharge 
region were blown to the downstream discharge region. The peak value of the upstream discharge 
current decayed gradually from 50 to 45 A, and the corresponding downstream discharge current 
amplitude gradually increased to 43 A. When the electrode spacing was adjusted to 50 mm, with 
the gas velocity reaching 50 m/s (i.e., tf1 = tp), the particles generated in the upstream discharge 
region could be transported to the downstream discharge region. The upstream and downstream 
discharge currents are almost enhanced with the increased gas flow velocity.

4.4. Interaction between upstream and downstream discharges

According to the process of pulse discharge, the electrons move to the anode under the effect 
of pulse voltage, and the ions remain nearly static in the time scale of nanoseconds; the dis-
charge current is formed by electron migration. The electrons cover the surface of the dielec-
tric, and a large amount of ions are accumulated in the discharge space. At the falling edge of 
the voltage pulse, when the applied voltage potential is lower than the potential generated 
by the positive charge space, some electrons move toward the cathode and form a reverse 
current. During the movement, the electrons are neutralized with some positive ions, and the 
concentration of positive charges declines in the space.

Because of the different time scales of pulse discharge and airflow, the airflow cannot directly affect 
the process of pulse discharge. The rising time of the pulse discharge takes place in a few nanosec-
onds, and the duration of current is in the tens nanoseconds. For particles, the diffusion and recom-
bination of neutral and charged particles take place on a micro- and millisecond time scale, and 
the lifetime of the metastable particles produced by the discharge in short gaps is thought to have 
a significant high concentration of some hundreds of microseconds to milliseconds. Therefore, the 
airflow can affect only the discharge distribution of particles during the pulse interval times.

When the airflow is applied in the discharge space, the distribution and movement of par-
ticles in the discharge region could be influenced by the airflow; a schematic of the particle 
motion paths is shown in Figure 15, and the analysis is as follows.

Metastable particles are transported by the drag force of the airflow and move from the upstream 
discharge area to the downstream discharge area, which particles play the pre-ionization role to 

Figure 14. Discharge current amplitude at different distances: (a) L = 20 mm and (b) L = 50 mm.
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the discharge current in the upstream region attenuated from 44 to 35 A, and the downstream 
discharge current weakened from 38 to 30 A.
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The conditions of L = 20 mm and L = 50 mm were studied. The experimental results for f = 1 kHz are 
shown in Figure 14. When the discharge electrode spacing was adjusted to L = 20 mm, for tf > tp , 
the charged particles generated by the upstream discharge could not transit to the downstream 
discharge region. The peak value of the upstream discharge current decayed from 54 to 50 A, and 
the amplitude of the downstream discharge current fluctuated between 37 and 39 A. During the 
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process of increasing airflow velocity until tf = tp , particles generated in the upstream discharge 
region were blown to the downstream discharge region. The peak value of the upstream discharge 
current decayed gradually from 50 to 45 A, and the corresponding downstream discharge current 
amplitude gradually increased to 43 A. When the electrode spacing was adjusted to 50 mm, with 
the gas velocity reaching 50 m/s (i.e., tf1 = tp), the particles generated in the upstream discharge 
region could be transported to the downstream discharge region. The upstream and downstream 
discharge currents are almost enhanced with the increased gas flow velocity.

4.4. Interaction between upstream and downstream discharges

According to the process of pulse discharge, the electrons move to the anode under the effect 
of pulse voltage, and the ions remain nearly static in the time scale of nanoseconds; the dis-
charge current is formed by electron migration. The electrons cover the surface of the dielec-
tric, and a large amount of ions are accumulated in the discharge space. At the falling edge of 
the voltage pulse, when the applied voltage potential is lower than the potential generated 
by the positive charge space, some electrons move toward the cathode and form a reverse 
current. During the movement, the electrons are neutralized with some positive ions, and the 
concentration of positive charges declines in the space.

Because of the different time scales of pulse discharge and airflow, the airflow cannot directly affect 
the process of pulse discharge. The rising time of the pulse discharge takes place in a few nanosec-
onds, and the duration of current is in the tens nanoseconds. For particles, the diffusion and recom-
bination of neutral and charged particles take place on a micro- and millisecond time scale, and 
the lifetime of the metastable particles produced by the discharge in short gaps is thought to have 
a significant high concentration of some hundreds of microseconds to milliseconds. Therefore, the 
airflow can affect only the discharge distribution of particles during the pulse interval times.

When the airflow is applied in the discharge space, the distribution and movement of par-
ticles in the discharge region could be influenced by the airflow; a schematic of the particle 
motion paths is shown in Figure 15, and the analysis is as follows.

Metastable particles are transported by the drag force of the airflow and move from the upstream 
discharge area to the downstream discharge area, which particles play the pre-ionization role to 

Figure 14. Discharge current amplitude at different distances: (a) L = 20 mm and (b) L = 50 mm.
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the downstream discharge. For the charged ions in space, the ions move along the airflow direc-
tion mainly under the effect of the drag force of airflow and the electrostatic force from the sur-
face electrons [15, 16]. According to the literature, during a pulse interval time of approximately 
1 ms, the electric field strength between the surface electrons and the space charges is several 
kV/cm, and the ion density ni is approximately 1012 cm−3. The estimated electric field force of 
the ions is approximately 1.6 × 10−2 N. In terms of the bulk flow, the conservation of momentum 
of the bulk fluid is described by the Navier-Stokes equation. The air density is approximately 
1.29 kg/m3, the volume of the discharge area is approximately 5 mm × 30 mm × 30 mm, and the 
pressure difference between inlet and outlet is nearly 0.5% of the atmospheric pressure. The 
estimated flow field force to the ions is approximately 1.2 × 10−1 N, and the ratio of the flow 
force and the electrical field force is approximately 8:1. For the ions in the gap, the distance of 
ions moved along the y-axis is approximately 2 mm during a pulse interval of 1 ms, which is 
less than the gap distance. The estimation illustrates that the ions are blown to the downstream 
area during the pulse interval time under the coupling force of the airflow and electric field.

Furthermore, the space charges have different velocities at different regions in the airflow chan-
nel. In the region near the dielectric, the space charges have a lower velocity because of the drag 
force in the boundary layer and the larger electrostatic force from the surface charges. However, 
the space charges in the middle region of the gap have the fastest velocities and the smaller 
electrostatic force, and the drag force from the airflow plays a dominant role compared with the 
electrostatic force of the surface electrons. The curved discharge channel under the low-speed 
condition also illustrates that the effect of the drag force from the mainstream area is stronger 
than the electrostatic force between the surface electrons and the space charges; this phenomenon 
is also discussed in the literature [15, 22]. Therefore, both the estimation results and the discharge 
phenomenon illustrate that some particles, such as metastable particles and ions, could transit 
to the downstream discharge area during the pulse interval time; these particles act as seed 
electrons to the downstream discharge, and the downstream discharge intensity is enhanced.
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Abstract

This is the review of the current status an ongoing theoretical, simulations and some
experimental researches of the novel plasma dynamical devices based on the axial-
symmetric cylindrical electrostatic plasma lens (PL) configuration and the fundamental
plasma-optical principles of magnetic electron isolation and equipotentialization magnetic
field lines. The crossed electric and magnetic fields plasma lens configuration provides us
with the attractive and suitable method for establishing stable plasma discharge at low-
pressure. Using plasma lens configuration in this way some novel cost-effective, low-
maintenance, high-reliability plasma devices using permanent magnets were developed.
In part, it was proposed and created device for ion treatment and deposition of exotic
coatings, device for filtering dense plasma flow from micro-droplets, electrostatic plasma
lens for focusing and manipulating wide aperture, high-current, low-energy, heavy metal
ion plasma flow, and the effective lens was first proposed for manipulating high-current
beams of negatively charged particles (negative ions and electrons). Here we mainly
describe models and results of theoretical consideration and simulation of the novel
generation cylindrical plasma devices.

Keywords: plasma lens, plasma accelerator, space charge, ion beam, electron beam, beam
transport

1. Introduction

The electrostatic plasma lens (PL) is a well-investigated tool for focusing and manipulating
large area, high-current, moderate energy ion beams, where the concern of beam space
charged compensation is critical. The fundamental concept of the PL was first described by
Morozov [1]. It is based on application of the plasma-optical principles of magnetic insulation
of electrons and equipotentialization of magnetic field lines for the control of electric fields
introduced into the plasma medium [2].
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Abstract

This is the review of the current status an ongoing theoretical, simulations and some
experimental researches of the novel plasma dynamical devices based on the axial-
symmetric cylindrical electrostatic plasma lens (PL) configuration and the fundamental
plasma-optical principles of magnetic electron isolation and equipotentialization magnetic
field lines. The crossed electric and magnetic fields plasma lens configuration provides us
with the attractive and suitable method for establishing stable plasma discharge at low-
pressure. Using plasma lens configuration in this way some novel cost-effective, low-
maintenance, high-reliability plasma devices using permanent magnets were developed.
In part, it was proposed and created device for ion treatment and deposition of exotic
coatings, device for filtering dense plasma flow from micro-droplets, electrostatic plasma
lens for focusing and manipulating wide aperture, high-current, low-energy, heavy metal
ion plasma flow, and the effective lens was first proposed for manipulating high-current
beams of negatively charged particles (negative ions and electrons). Here we mainly
describe models and results of theoretical consideration and simulation of the novel
generation cylindrical plasma devices.

Keywords: plasma lens, plasma accelerator, space charge, ion beam, electron beam, beam
transport

1. Introduction

The electrostatic plasma lens (PL) is a well-investigated tool for focusing and manipulating
large area, high-current, moderate energy ion beams, where the concern of beam space
charged compensation is critical. The fundamental concept of the PL was first described by
Morozov [1]. It is based on application of the plasma-optical principles of magnetic insulation
of electrons and equipotentialization of magnetic field lines for the control of electric fields
introduced into the plasma medium [2].
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These kinds of devices are part of a larger sort of plasma devices (plasma accelerators,
ion magnetrons, thrusters, plasma lenses, etc.) that use a discharge in crossed electric
and magnetic fields with closed electron drift for the generation, formation, and manip-
ulation of intense ion beams and ion plasma flows. In accordance with the basic idea of
plasma optics [1], spatial over thermal E-fields can be introduced in the plasma medium
of an intense ion beam, which makes possible high-current ion beams manipulation and
focusing including beams of heavy ions. An idea to use the space charge for that pur-
pose appeared to be very fruitful and successful [2, 3]. A number of effective plasma
lenses for positive ion beams focusing were made and tested. The robust construction,
low-energy consumption, and high-cost-effectiveness make these tools attractive for prac-
tical applications.

Some new ideas for using these plasma-optical principles for creation axial symmetric high-
current mass separation devices were described firstly in [4]. Note also that this approach is
appropriate for the creation of linear or curved magneto-electrostatic plasma guiding ducts for
use in vacuum-arc plasma filtering system. Following these plasma-optical principles, chang-
ing the magnetic field line configuration and the distribution of electric potential enables the
formation and control of high-current ion beams while maintaining their quasi-neutrality. This
makes the application of such devices attractive for the manipulation of high-current beams of
heavy ions.

The plasma lens configuration of crossed electric and magnetic fields provides a suitable
and attractive method for establishing a stable discharge at the low-pressure. Using
plasma lens configuration in this way were elaborated, explored and developed some
cost efficiency, low-maintenance plasma devices for ion treatment, and deposition of
exotic coatings with given functional properties. These devices make using of permanent
magnets and possess considerable flexibility with respect to spatial configuration. They
can be operated as a stand-alone tool for ion treatment of substrates, or as part of
integrated processing system together with cylindrical magnetron sputtering system, for
coating deposition. The cylindrical plasma-optical magnetron sputtering device with
virtual anodes and cylindrical plasma production device for the ion treatment of sub-
strates with complicated cylindrical was proposed and created [5–7]. These devices can
be applied both for fine ion cleaning and activation of substrates before deposition and
for sputtering.

One particularly attractive result of this background work was observation of the essential
positive potential at the floating substrate treated by cylindrical ion cleaning device. This
suggested to us the possibility of an electrostatic plasma lens for focusing and manipulating
high-current beams of negatively charged particles (electrons and negative ions) that is based
on the use of the cloud of positive space charge in conditions of magnetic insulation electrons.
The idea of the plasma lens based on electrostatic electron isolation for creation positive space
charge was first proposed in [8]. Later, it was proposed to use magnetic electron insulation for
creation of a stable positive space charge cloud [9].

Here we describe computer modeling for some of these novel plasma-optical systems.
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2. Plasma lens with a positive space charge cloud for focusing intense
negative charged particle beams

2.1. Model description

The plasma lens is a cylindrical plasma accelerator with an anode layer and used as a device
with magnetic insulation of electrons for creation of the dynamic cloud of positive space
charge. The scheme of the plasma lens with magnetic insulation used for creation of the
dynamic cloud of positive space charge is shown in Figure 1a.

The lens has a system of permanent magnets that produce an axially symmetric magnetic field
between the poles of a magnetic circuit serving as cathode. The magnetic field is controlled by
varying the number of magnets. The magnetic field configuration is typical for the single magnetic
lens configuration, because of the lens could focus the transported electron beams. When a
positive potential is applied to the anode, a discharge in the axial magnetic, and radial electric
crossed fields is ignited between the anode and the cathode. The electrons are magnetized in
anode layer and drift along closed trajectories in the azimuthal direction, repeatedly ionize atoms
of the working gas, and gradually diffuse to the anode. The ions thus formed are accelerated in the
strong electric field created by the electron space charge and leave the ion source through a hole in
the acceleration channel. The fast ions reach the system axis and accumulate in the region around
it, as it schematically shown in Figure 1b. In this way, the axially converging ion beam creates a
positive space charge. In the experiments, the energy of the argon ions converging beam could
reach 2.5 kV. Maximum potential will be in the center on cylindrical axis. Ions are stored in the
cylinder volume until their own space charge creates a critical electric field. This field forces ions to
leave the volume, and the system comes to dynamic equilibrium after some relaxation time.

Electrons are magnetized in the anode layer, so their influence on ion dynamics can be
neglected. The ion flow coming through the cylindrical surface will be equal to ions streaming
down from the axis and leaving the cylindrical volume under action of the Coulomb force of
their own space charge. Therefore, the set of equations describing this process in the cylindrical

Figure 1. (a) Scheme of the plasma lens with magnetic electron insulation: 1 – cathode; 2 – anode; 3 – magnetic system
based on permanent magnets; (b) Scheme the positive space charge cloud creation.
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coordinate system can be written in the form that includes the Poisson, particles motion, and
continuity law equations:

1
r
∂
∂r

r
∂U
∂r

� �
þ ∂2U

∂z2
¼ �4πqini (1)

Mi
dvi
dt

¼ qiEþ 1
c
vi � B½ � (2)

Vi � ∂ni
∂t

þ div jout
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¼ S � jin (3)

where Mi, qi, vi, ni are ion mass, charge, velocity, and ion density, respectively, E – electric field:
Er =�∂U=∂r, Ez =�∂U=∂z,U – potential, B –magnetic field, V – cylindrical volume, jin – current
density at the boundary of current-collecting surface S of radius r and height h, and jout– the ion
current density leaving the cylindrical volume V. Knowing the space charge distribution, we
can determine the expulsive force that acts on the particle on the boundary of space charge
volume and calculate ions trajectories.

We can obtain estimations for electrical field and space charge in cloud in stationary case with
simplifying assumptions. Let us suppose uniform ion distribution and that they enter to the
cylinder perpendicular to its lateral surface and leave it along z-axis under action of electric
field created by the ions own space charge. Thus considering of one-dimensional ions motion
along the radius, we can write equation for potential in form:

φ00
r ¼ 4πjinffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2qi φ0 � φ rð Þ� �
=Mi

q (4)

Solving it, we get solution similar to the low 3/2:

φ0 � φ rð Þ� �3=2
≈

9πjinffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qi=Mi

p r2

and obtain estimation for electric field:
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≈
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2qi=Mi

p
 !2=3

r1=3:

Let us now consider a cylindrical layer of ion space charge with radius r and assume that the
ions leave it along z-axis, then neglecting radial coordinate we can write Poisson equation in

layer in form: φ00
z ¼ 4πr, where jout = rυ. In stationary case from (Eq.(3)), we obtain: jin ¼ r ∂jout2∂z .

Integrating this expression with using expression υ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qi φ zð Þ � φ z0ð Þð Þ=Mi

p
for velocity of

ions leaving the layer, we obtain expression for the distribution of ion space charge density in

form: r ≈ 2jin
r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qi φ zð Þ�φ z0ð Þð Þ=Mi

p z. Substituting last expression in Poisson equation for the layer and
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solving it we get that potential and space charge density in layer is proportional to next
expressions:

φ r; zð Þ ≈ jin=r
� �2=3z2, r ≈ 2 4π

jin
r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qi=Mi

p
 !2=3

(5)

Substitute character system parameters we obtain estimations for ion density: n�1010 cm�3,

and for electric field strength about 1000 V/cm, that is sufficient for high-current electron beam
focusing.

Eqs. (1)-(3) were solved numerically by particle in cell (PIC)-method [10]. Every time interval
Δt (that corresponded to the actual time interval approximately equal to 4�10�8 sec) N new
particles of charge qi and mass Mi come to the volume considered. The magnitudes of N, Δt, qi
satisfy the relation: Nqi

Δt ¼ jiS. Let us suppose that particles with energies from 0 to εmax are
distributed according to law:

N εð Þ ≈ 1ffiffiffiffiffiffi
2π

p
εh i exp � ε� ε0ð Þ2

2 εh i

 !
(6)

where ε0 = εmax/2 and < ε > is average energy. They moved from cylinder surface to the system
axis with the angular distribution according to cosine law: N(Θ)/N(0) ≈ cos (Θ), where N(Θ)
are quantities of ions going out under angle Θ, N(0) is angular distribution amplitude. It
should be noted that the distributions above are inherent to this kind of plasma accelerators
with anode layer. As the first step the potential was specified at the anode, and the Laplace
equation was solved. After that, the particles were launched and the equations of motion
(Eq. (2)) for particles in the magnetic and calculated electric field were solved. The time step
for motion equation solving was Δτ <<Δt (about 10�11 sec). After time Δtby collecting of all
particles with the use the “cloud in cell” method [10], the densities distributions of ions were
calculated. The Poisson equation has been solved and electric field potential U(r, z) was
calculated for this time moment. Electric field was calculated by the distribution of total space
charge. After that in corrected electric field, the calculation of particles motion was resumed,
and introducing the new portion of ions was performed. Equations of motion were solved both
for “new” particles and for those that still left in the volume. Figure 2 shows calculated

Figure 2. Positive space charge cloud formation and Ar+ ions trajectories for different time step.
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Ar + ions trajectories in different time step. The calculation continued until reaching a self-
consistent solution. The calculation time comprised 10�5 sec. For that time the stationary state
of the lens operation was achieved.

2.2. Simulation results

The model was applied for calculating the lens volume based on the local area with diameter
of 80 mm and a height of 50 mm. In our simulations, we considered Ar+ and Xe+ ion beams
with maximal energy from 1 to 3 keV and total current of 20 mA that moved in the magnetic
field. Magnetic field is similar to the experimental one and changes from 0.07 T near electrodes
to 0.01 T on the system axis. The results of the calculations of the potential distribution when
steady-state dynamical equilibrium is reached for Ar+ ions with maximal energy 1.2–2.4 keV
are shown in Figure 3. One can see that with ions energy increasing, the spatial distribution
shape changes markedly. Whereas maximum of potential for ion beam’s energy 0–1.5 keV (see
left Figure 3) is double-humped situated in the coaxial region around the axis, the maximum
for energy 0–2.4 keV (right) is single-humped onto the axis.

The same result we can see with ion mass increasing (see Figure 4). The maximum of potential
for Ar + ion beam (Figure 4 left) is in the coaxial region around the axis, but the maximum for

Figure 3. Potential distribution in plasma lens midplane for Ar + ion beam with total current 20 mA and Emax = 1.2 keV
(left) and 2.4 keV(right).

Figure 4. Potential distribution for Ar+ ion beam (left) and Xe+ ion beam (right) with total current 20 mA and
Emax = 1.4 keV.
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heavier Xe + ions (Figure 4 right) is at the axis. This can be explained by a smaller influence of
the momentum aberration on the converging Xe + ion beam dynamics.

The calculated ion density that could accumulate around system axis reaches 109–2.7�1010 cm�3,

and electric field strength was up to 600 V/cm that is sufficiently for focusing intensive negative
charged particle beams and correspond to our estimations. Thus the possibilities formation of the
stable space charge cloudwas demonstrated, and next task is to consider negative charge particle
beam transport through space charge PL.

2.3. Negative charge particle beams focusing on space charge plasma lens

We investigated transport electron beam with energy from 5 to 20 keV through the plasma
lens. As first step was solved equations for ion’s part and as result – obtaining stable positive
charge cloud inside plasma lens. Next step was launch e-beam through the lens with cloud. For
correct description, we must solve equations for ions and electrons parts together, so we must
include electron motion equations in our consideration and modify Poisson equation to form:

1
r
dφ
dr

þ d2φ
dr2

þ d2φ
dz2

¼ 4πe ne þ neb � nið Þ (7)

For simulation high-current electron beam transport need also taking into account the space
charge of the particle and the magnetic self-field that may affect the dynamic beam particles in
addition to the external fields. The possibility of ionization residual gas by electron beam is
necessary taking into account also.

Equations of motion for electrons are solving by current tubes of variable width with central
trajectory. A shape of trajectories in an electromagnetic field is calculated using Boris scheme
[11]. A space charge beam density is calculated using equation of continuity: div(reve) = 0.A
self-consistent solution can be found by repeated solving of Poisson equation, motion equa-
tions for all particles, and re-determination of the space charge distribution on every time step.
An iteration method with relaxation was used for faster convergence.

Numerical simulations results show clearly that for electron beam current less than 1A the
electrostatic beam focusing occurs [12, 13]. The results of simulation for space charge plasma
lens and magnetic lens (ML) with the same magnetic field are shown in Figure 5. The compar-
ison shows that beam compression is stronger, and beam divergence is less in PL case than in
ML case. The experimental results [12, 13] confirm our simulations. The lens can be used even
more effectively for negative ions beam focusing. The simulation results for H-beam with
passing through plasma lens and magnetic lens with the same magnetic field are shown in
Figure 6. One can see that lens effectively compresses H-ions beam, whereas the magnetic lens
does not focus it at all.

However, it should be noted, some part of cloud ions can be captured by a beam and carried
away from the cloud. It is positive for beam transport, but as a result of this, cloud potential
decreases, and its focusing properties deteriorate. It is not critical for electron beams with
current up to 1 A, because a new Ar + ions come to the cloud and renew its focusing properties.
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for energy 0–2.4 keV (right) is single-humped onto the axis.

The same result we can see with ion mass increasing (see Figure 4). The maximum of potential
for Ar + ion beam (Figure 4 left) is in the coaxial region around the axis, but the maximum for

Figure 3. Potential distribution in plasma lens midplane for Ar + ion beam with total current 20 mA and Emax = 1.2 keV
(left) and 2.4 keV(right).

Figure 4. Potential distribution for Ar+ ion beam (left) and Xe+ ion beam (right) with total current 20 mA and
Emax = 1.4 keV.

Plasma Science and Technology - Basic Fundamentals and Modern Applications272

heavier Xe + ions (Figure 4 right) is at the axis. This can be explained by a smaller influence of
the momentum aberration on the converging Xe + ion beam dynamics.

The calculated ion density that could accumulate around system axis reaches 109–2.7�1010 cm�3,

and electric field strength was up to 600 V/cm that is sufficiently for focusing intensive negative
charged particle beams and correspond to our estimations. Thus the possibilities formation of the
stable space charge cloudwas demonstrated, and next task is to consider negative charge particle
beam transport through space charge PL.

2.3. Negative charge particle beams focusing on space charge plasma lens

We investigated transport electron beam with energy from 5 to 20 keV through the plasma
lens. As first step was solved equations for ion’s part and as result – obtaining stable positive
charge cloud inside plasma lens. Next step was launch e-beam through the lens with cloud. For
correct description, we must solve equations for ions and electrons parts together, so we must
include electron motion equations in our consideration and modify Poisson equation to form:

1
r
dφ
dr

þ d2φ
dr2

þ d2φ
dz2

¼ 4πe ne þ neb � nið Þ (7)

For simulation high-current electron beam transport need also taking into account the space
charge of the particle and the magnetic self-field that may affect the dynamic beam particles in
addition to the external fields. The possibility of ionization residual gas by electron beam is
necessary taking into account also.

Equations of motion for electrons are solving by current tubes of variable width with central
trajectory. A shape of trajectories in an electromagnetic field is calculated using Boris scheme
[11]. A space charge beam density is calculated using equation of continuity: div(reve) = 0.A
self-consistent solution can be found by repeated solving of Poisson equation, motion equa-
tions for all particles, and re-determination of the space charge distribution on every time step.
An iteration method with relaxation was used for faster convergence.

Numerical simulations results show clearly that for electron beam current less than 1A the
electrostatic beam focusing occurs [12, 13]. The results of simulation for space charge plasma
lens and magnetic lens (ML) with the same magnetic field are shown in Figure 5. The compar-
ison shows that beam compression is stronger, and beam divergence is less in PL case than in
ML case. The experimental results [12, 13] confirm our simulations. The lens can be used even
more effectively for negative ions beam focusing. The simulation results for H-beam with
passing through plasma lens and magnetic lens with the same magnetic field are shown in
Figure 6. One can see that lens effectively compresses H-ions beam, whereas the magnetic lens
does not focus it at all.

However, it should be noted, some part of cloud ions can be captured by a beam and carried
away from the cloud. It is positive for beam transport, but as a result of this, cloud potential
decreases, and its focusing properties deteriorate. It is not critical for electron beams with
current up to 1 A, because a new Ar + ions come to the cloud and renew its focusing properties.
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However, for beam current of about or more 1 A the potential maximum in the positive space
charge region decreases (from 580 to 210 V for Ieb = 1 A), the distribution is getting double-
humped and electrostatic focusing destroyed (see Figure 7 top).

It is due to that some part of ions comes out from cloud with the propagating electron beam
and their number grows with beam current increasing [13]. A significant part of cloud particles
carry out by e-beam along beam line, and ions are continuing to come in cloud from electrodes
cannot support renewal processes. Thus cloud potential decrease and it distribution changes
from one-hump to two-humps. Note that if it corresponded to case when beam space charge
density a bit exceeds to space charge cloud density is possible to improve plasma lens electro-
static focusing property by increasing energy and current density Ar + ions beam that creates
positive space charge cloud. Figure 7 (down) shows potential distribution by electron beam
propagating for increasing Ar + ions beam current from 20 up to 60 mA. One can see potential
distribution come back to one-peak form and focusing properties of plasma lens recovered.

However, the positive space charge cloud quickly destroys with further increasing of electron
beam current when beam space charge density significantly exceeds space charge cloud den-
sity, (see Figure 8) and it is not possible to renew electrostatic focusing properties anymore. In
this case, for an electron beam with current on the order of tens of ampere for which the beam
space charge density much more than space charge plasma lens the only the magnetic focusing

Figure 5. Electron beam (Eb = 10 keV, Ib = 0.2A) passing through the positive space charge plasma lens (left) and magnetic
lens (right).

Figure 6. Trajectories of H-ions beam (Eb = 10 keV, Ib = 0.01A) passing through the positive space charge plasma lens (left)
and magnetic lens (right).
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of the beam provides. However, even in this case use of PL is useful since it improves e-beam
transport, providing additional compensation of beam space charge and decreasing beam
divergence. Note that taking into consideration an ionization residual gas by electron beam
do not lead to essential changing in simulations of final results.

2.4. Conclusion remarks

The research described has shown a principal possibility of creation of a positive space charge
in the cylindrical anode layer accelerator due to a positive ion flow that converges onto its axis.
This makes possible to develop a plasma lens with essentially under-compensated positive

Figure 7. Electron beam trajectories (Eb = 10 keV, Ib = 1A) and positive charge cloud potential distribution created by
Ar + ions beam with maximal energy 2.4 keV and current I = 20 mA(up) and I = 60 mA(down).

Figure 8. Electron beam trajectories (Eb = 10 keV, Ib = 10A) and positive charge cloud potential distribution created by
Ar + ions beam with maximal energy 2.4 keV and current I = 100 mA. Magnetic field twice as much compared with
previous case.
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of the beam provides. However, even in this case use of PL is useful since it improves e-beam
transport, providing additional compensation of beam space charge and decreasing beam
divergence. Note that taking into consideration an ionization residual gas by electron beam
do not lead to essential changing in simulations of final results.

2.4. Conclusion remarks

The research described has shown a principal possibility of creation of a positive space charge
in the cylindrical anode layer accelerator due to a positive ion flow that converges onto its axis.
This makes possible to develop a plasma lens with essentially under-compensated positive

Figure 7. Electron beam trajectories (Eb = 10 keV, Ib = 1A) and positive charge cloud potential distribution created by
Ar + ions beam with maximal energy 2.4 keV and current I = 20 mA(up) and I = 60 mA(down).

Figure 8. Electron beam trajectories (Eb = 10 keV, Ib = 10A) and positive charge cloud potential distribution created by
Ar + ions beam with maximal energy 2.4 keV and current I = 100 mA. Magnetic field twice as much compared with
previous case.
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space charge. The lens will be used for focusing and manipulating beams of negatively
charged particles. The value of positive charge potential formed at the axis and the steady
state of the space charge depending on plasma dynamical parameters of the system are
determined experimentally [12, 13]. Electric field value reaching 600–1000 V/cm realized under
experimental condition is determined. Such electric field strength is sufficient for creation of
short-focus elements to be used in systems for manipulating intense beams of negative ions
and electrons. Experimental results [14] demonstrate an attractive possibilities application
positive space charged plasma lens with magnetic electron insulation for focusing and manip-
ulating wide-aperture high-current no relativistic electron beams. For relatively low-current
mode for which electron beam space charged less than positive space charged plasma lens, it
realizes electrostatic focusing is passing electron beam. In case of high-current mode, when
electron beam space charge much more than space charge plasma lens the lens operates in
plasma mode to create transparent plasma accelerating electrode and compensate space
charge propagating electron beam. The lens magnetic field in this case uses for effective
focusing beam.

In experiment was demonstrated a perspective applications of positive space charged PL with
magnetic electron insulation for focusing and manipulating wide aperture high-current no
relativistic electron beams (Eb = 16 keV; Ib = 100 A) [14]. Particularly, it was shown experimen-
tally that under focusing these beams maximal compression factor was up to 30x, and beam
current density at the focus was about 100 A/cm2.

3. Plasma accelerator with open gas wall and closed electron drift

The accelerator with closed electron drift is one of the kinds of the electric rocket engines and
devices for ion plasma treatment of the surface material. However, the accelerators with closed
electron drift and open (gas) walls were not researched for now in contrast to the well-known
and widely used plasma accelerators with anode layer and accelerators with closed electron
drift and dielectric walls [15, 16]. Therefore, this type accelerator could be interested in manip-
ulating high-current flow of charged particle as well as can be attractive for many different
high-tech applications for potential devices of low-cost and compact thrusters. More than, it
has some advantages since the wall absence leads to exclusion of the wall material inclusions
into the ion beam and exclusion of the secondary electrons formation due to emission and thus
to conservation of the plasma electrons dynamics.

The sample of plasma accelerator with closed electron drift and open walls is shown in Figure 9
(left). This sample of cylindrical Hall-type plasma ion source that produced ion plasma flow
converging toward the axis system was created for the properties exploration [17]. The dis-
charge in the system burns due to ionization of the working gas by the electrons. Electrons are
magnetized and formed stable negative space charge. The created ions accelerated from
ionization zone to the cathode. As follow from discharge geometry an accumulation of ion
space charge occurs as it is in the positive space charge lens (see above). The main part of
generated ions leaves the system across radius, along with system axis, due to jets can appear
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on the edges of system. As follow from experiment [17, 18], the accelerator has two operating
modes: low-current with narrow anode layer and clear-cut plasma flow and high-current when
plasma fills the entire volume of the accelerator. The transfer to the high-current mode occurs
under influence of two parameters: worked gas pressure and applied voltage. In high-current
quasi-neutral plasma mode of accelerator operation, plasma jet is observed (see, Figure 9
right). The preliminary results show that along the jet axis potential drop arise, which can be
used for ion beam accelerating. The radial studies of plasma flow along system axis showed the
significant increasing current density on the axis. It may indicate on plasma acceleration in that
direction.

3.1. One-dimensional hydrodynamic and hybrid model

Wewill consider discharge gap, where ions production occurs due to ionization of the working
gas by electrons (see Figure 10a). Electrons are magnetized, move along magnetic strength
lines, and drift slowly to anode due to collisions. Ions are free and accelerated by electric field

Figure 9. (a) Experimental sample: 1- cathode, 2- anode, and 3- permanent magnets system; (b)plasma jet in high-current
operation mode.

Figure 10. (a) Model of discharge gap: 1-anode, 2-cathode, 3-permanent magnets system; (b) potential distribution in the
gap for different parameters a value.
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plasma mode to create transparent plasma accelerating electrode and compensate space
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ulating high-current flow of charged particle as well as can be attractive for many different
high-tech applications for potential devices of low-cost and compact thrusters. More than, it
has some advantages since the wall absence leads to exclusion of the wall material inclusions
into the ion beam and exclusion of the secondary electrons formation due to emission and thus
to conservation of the plasma electrons dynamics.

The sample of plasma accelerator with closed electron drift and open walls is shown in Figure 9
(left). This sample of cylindrical Hall-type plasma ion source that produced ion plasma flow
converging toward the axis system was created for the properties exploration [17]. The dis-
charge in the system burns due to ionization of the working gas by the electrons. Electrons are
magnetized and formed stable negative space charge. The created ions accelerated from
ionization zone to the cathode. As follow from discharge geometry an accumulation of ion
space charge occurs as it is in the positive space charge lens (see above). The main part of
generated ions leaves the system across radius, along with system axis, due to jets can appear
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on the edges of system. As follow from experiment [17, 18], the accelerator has two operating
modes: low-current with narrow anode layer and clear-cut plasma flow and high-current when
plasma fills the entire volume of the accelerator. The transfer to the high-current mode occurs
under influence of two parameters: worked gas pressure and applied voltage. In high-current
quasi-neutral plasma mode of accelerator operation, plasma jet is observed (see, Figure 9
right). The preliminary results show that along the jet axis potential drop arise, which can be
used for ion beam accelerating. The radial studies of plasma flow along system axis showed the
significant increasing current density on the axis. It may indicate on plasma acceleration in that
direction.

3.1. One-dimensional hydrodynamic and hybrid model

Wewill consider discharge gap, where ions production occurs due to ionization of the working
gas by electrons (see Figure 10a). Electrons are magnetized, move along magnetic strength
lines, and drift slowly to anode due to collisions. Ions are free and accelerated by electric field

Figure 9. (a) Experimental sample: 1- cathode, 2- anode, and 3- permanent magnets system; (b)plasma jet in high-current
operation mode.

Figure 10. (a) Model of discharge gap: 1-anode, 2-cathode, 3-permanent magnets system; (b) potential distribution in the
gap for different parameters a value.
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move to the system axis. Will assume that the discharge current density in gap volume is the
sum of the ion and electron components:

je þ ji ¼ jd (8)

where ji, je are ion and electron current density consequently:

ji xð Þ ¼ eνi

ðx

0

ne xð Þdx (9)

je xð Þ ¼ eμ⊥ neE xð Þ � d
dx

neTeð Þ
� �

(10)

νi-is the ionization frequency, μ⊥ ¼ eνe
mω2

eH
electron transverse mobility, E xð Þ ¼ � dφ

dx-electric field,

φ - potential, νe is the frequency of elastic collisions with neutrals and ions, ωeH is the electron
cyclotron frequency, Te – electron temperature that could write in form [15]:

Te xð Þ ¼ β
je xð Þ

ðx

0

je
dφ
ds

ds (11)

for ion density we could write:

ni xð Þ ¼
ffiffiffiffiffi
M
2e

r ðx

0

ne sð Þνidsffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φ xð Þ � φ sð Þp (12)

and Poisson equation closed this system of equations:

ne � ni ¼ 1
4πe

φ00 (13)

In some cases equations system Eqs.(9) and (13) allows exact analytical solutions. Dimension-
less these equations and assume that position x = 0 correspond to anode and initial potential on
this boundary is equal applied voltage, position x = 1 correspond to cathode, and ion current
on the cathode is equal to discharge current. If we neglect diffusion for case ne>> ni, that
corresponds to a low-current mode, we can get exact solution in form [18, 19]:

φ ¼ a x� 1ð Þ2 � 1
� �

þ 1, a ¼ νid2

2μ⊥φa
(14)

where d is gap length. One can see that at the parameter a = 1, the total applied potential falls

inside the gap (see Figure 1b). For this case, gap length is equal: d ¼
ffiffiffiffiffiffiffiffiffiffi
2μ⊥φA

νi

q
. Under assump-

tion that electrons originated from the gap only by impact ionization, and go to the anode due
to classical transverse mobility, last expression can rewritten in the form:
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δ ¼ re φA

� �
ffiffiffiffiffiffiffi
2νe
νi

s
(15)

This expression coincides with one for classical anode layer [20] accurate within √2. Note in
case when parameter a < 1 (the gap length less than δ) potential drop is not completed (see
Figure 1b). For case a > 1, when the gap length d > δ potential drop exceed applied potential.
This can be due to the electron space charge dominated at the accelerator exit.

Another case is quasi-neutral plasma: ni ≈ ne, that correspond to high-current mode [19]. In this
case from the solution follows one interesting conclusion: when electron density does not
change along the gap we could get generalization condition of self-sustained discharge in
crossed electrical and magnetic fields (EXH), taking into consideration both electron and ion
dynamics peculiarity. More than in this case solution for high-current mode is reduced to form
(Eq. (14)) also. Even if we consider more general model description, assuming that electron
heating losing occurs mostly by different kind of collisions it can show that potential distribu-
tion along gap weakly depend on electron temperature saving close to parabolic distribution.
And under assumption that time of energetic losses equal electron lifetime in the gap we again
come back to potential distribution (14) [18, 19].

For a more detailed study of the influence of ion dynamics on the system process, we applied a
one-dimension mode hybrid model used for calculations of a span mode with neutral-particle
ionization. In this model dynamics of ions and neutrals is described by kinetic equations,
wherein right parts take into account only single ionizations:

∂f o
∂t

þ v0
∂f 0
∂x

¼ � σieveh inef 0,
∂f i
∂t

þ vi
∂f i
∂x

þ e
M

E
∂f i
∂v

¼ σieveh inef 0 (16)

where f0, fi distribution function of neutrals and ions consequently that satisfies boundary
conditions:

f 0 0; v; tð Þ ¼ 1

2πMTð Þ3=2
exp �Mv2

2T

� �
,v > 0; f 0 0;v; tð Þ ¼ 0,v < 0; f i 0;v; tð Þ ¼ 0 (17)

Right part (Eq. (16)) we can write:

σieveh i ¼ σmaxve Teð Þ exp �Ui=Teð Þ, (18)

where σmax –maximal ionization cross-section, ve(Te) – average electron thermal velocity, Ui
– potential of ionization.

For electron part we will use hydrodynamic description and solve (Eqs. (8), (10), and(13)),
where for ion density and current density is valid:

ni ¼
ð
f idv, ji ¼

ð
vif idv (19)

The result of simulation hybrid model after achieving dynamic equilibrium by system in
comparisons with hydrodynamic model is shown in Figure 11. One can see that taking into
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account span mode with single ionization does not have a big impact on the result potential
distribution (see Figure 11a). Electron density distribution (Figure 11b) looks more consistent
along gap in hybrid model as compared to a hydrodynamic model. It is the result of influence
on the system processes of neutrals dynamics and ionization, which are not taken into account
in the hydrodynamic model.

Figure 12 shows ion density changing in the gap during the time in high-current mode (under
applied anode potential equal 1200 V). It can be seen that at first ions number increases in near-
anode region and remains almost constant in gap, then it increases almost linearly throughout
the gap, and finally increases sharply at the cathode region.

Note that for correct description (especially high-current mode), it is necessary to model
ionization and plasma creation, as well as motion of neutrals and formed ions in the whole
volume of accelerator, thus need consider two-dimensional model.

3.2. Two-dimensional model

We will consider cylindrical geometry, where the anode is a cylinder with diameter 6.7 cm and
applied potential about 1–2.5 kV, and cathode consist from two cylinders with diameter

Figure 11. Comparison simulation results for hybrid and hydrodynamic models:(a) potential distribution in gap, (b)
electron density.

Figure 12. Ion density in the gap in high-current mode depending on time.
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4.5 cm, spaced by some distance from each other. For ions and neutrals description we use
Boltzmann kinetic equation:

∂f i,n
∂t

þ v
!

i,n
∂f i,n
∂ r!

þ e
M

Eþ 1
с
v� B½ �

� �
∂f i
∂vi

¼ St f i,n
n o

(20)

We solved this equation by splitting on the Vlasov equation for finding ions and neutrals
trajectories:

∂f i, n
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þ v
!

i,n
∂f i, n
∂ r!

þ e
M

Eþ 1
с
v� B½ �

� �
∂f i
∂vi

¼ 0 (21)

and to correct the found trajectories taking into account the collision integral in which we took
into account the processes of ionization and elastic and inelastic collisions:

Df i,n
Dt

¼ St f i,n
n o

(22)

The Vlasov equations were solved by the method of characteristics:

dvk
!

dt
¼ qk

M
E
! þ 1

c
vk � B½ �

� �
,
drk
!

dt
¼ vk

! (23)

To solve these equations, the PIC method [10] with Boris scheme [11] was used to avoid
singularities at the axis. For initial electric field distribution was taken electric field in the

plasma absence: E rð Þ ¼ Ua
r ln rc=rað Þ. The Monte-Carlo method was used for modeling of ionization

in this field. The probability of a collision of a particle with energy εj during time Δt was found
from expression [21]:
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where σ(ε) – collision cross-section (elastic, ionization or excitation), nj – density of similar
particles at the point rj. To determine the probability of collision a random number β is chosen
from interval [0,1] with the help of a random number generator. If β < Pj, then assumed that
collision has occurred. It is determine the ratio of the cross-sections with the random number
generator, which collision has occurred – elastic, excitation, or ionization. Independent of this
particle parameters change or new ion adds in computational box. The emerging ions begin to
move toward the system axis. The evolution of all particles that are in the modeling region is
traced at each time step. For this motion, equations were solved, and new velocities and
positions of the particles were found. Particles that move out the modeling box boundaries
are excluded from consideration. After sufficiently long-time particle density distribution was
found. The ion charge density and current density are calculated from coordinates and veloc-
ities of particles according to formulas:
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account span mode with single ionization does not have a big impact on the result potential
distribution (see Figure 11a). Electron density distribution (Figure 11b) looks more consistent
along gap in hybrid model as compared to a hydrodynamic model. It is the result of influence
on the system processes of neutrals dynamics and ionization, which are not taken into account
in the hydrodynamic model.

Figure 12 shows ion density changing in the gap during the time in high-current mode (under
applied anode potential equal 1200 V). It can be seen that at first ions number increases in near-
anode region and remains almost constant in gap, then it increases almost linearly throughout
the gap, and finally increases sharply at the cathode region.

Note that for correct description (especially high-current mode), it is necessary to model
ionization and plasma creation, as well as motion of neutrals and formed ions in the whole
volume of accelerator, thus need consider two-dimensional model.

3.2. Two-dimensional model

We will consider cylindrical geometry, where the anode is a cylinder with diameter 6.7 cm and
applied potential about 1–2.5 kV, and cathode consist from two cylinders with diameter

Figure 11. Comparison simulation results for hybrid and hydrodynamic models:(a) potential distribution in gap, (b)
electron density.

Figure 12. Ion density in the gap in high-current mode depending on time.
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4.5 cm, spaced by some distance from each other. For ions and neutrals description we use
Boltzmann kinetic equation:
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We solved this equation by splitting on the Vlasov equation for finding ions and neutrals
trajectories:
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and to correct the found trajectories taking into account the collision integral in which we took
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are excluded from consideration. After sufficiently long-time particle density distribution was
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where R(r,rj) – usual standard PIC – core, that characterizes particle size and shape and charges
distribution in it. After that, the Poisson equation was solved, and new electric field distribu-
tion was found. Since electrons are magnetized we consider their movement in radial plane
only, thus can solve for electrons one-dimensional hydrodynamic equations on each layer at z
separately. Solve it we find electron density, calculate electric field on each layer and correct
particle trajectories. After that, the procedure was repeated again. Modeling time is large
enough for establish of ion multiplication process. The formation of the sufficient number of
ions is possible due to magnetic field presence, which isolates anode from the cathode. Ions
practically do not feel the magnetic field action and move from anode to the axis, where create
a space charge, first in the center of the system. Electrons move along the magnetic field
strength line, but due to collisions with neutrals, they start moving across the magnetic field.
An internal electric field is formed, which slow down the ions and pushes out them from the
volume along system axis. Figure 13 shows results of modeling high-current mode (Ua = 1.2 kV,
pressure 0.15 Pa, and magnetic field at the axis is 0.03 T). Figure 13a shows how the ions
number to axis increases when ionization process is steady-state. One can see that number of
ions increase not only to axis but also along axis from center to edge too. Figure 13b shows ion
space charge distribution for different time step. One can see that ions create space charge in
center of the system first, but then under electric field action they leave center and move along
z-axis in both direction.

3.3. Conclusion remarks

First, the original approach to use plasma accelerators with closed electron drift and open walls
for creation cost-effective low-maintenance plasma device for production converging toward
axis accelerating ion beam was described. Based on the idea of continuity of current transferring
in the system are found exact analytical solutions describing electric potential distribution along
acceleration gap. It was shown that potential distribution is parabolic for different operation
modes as in low-current mode as well as in high-current quasi-neutral plasma mode and cannot
depend on electron temperature. It is found under conditions that everything electrons origi-
nated within the gap by impact ionization only, and go out at the anode due to mobility in
transverse magnetic field, the condition full potential drop in the accelerating gap corresponds to
equality gap length to the anode layer thickness. In case when the gap length less than anode
layer thickness potential drop is not completed. For case when the gap length more than anode

Figure 13. (a) Ions number dependence on r and z (r = 0,z = 0–center of the system); (b) ion space charge for time step 70
(left) and 340(right).
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layer potential drop exceed applied potential. The generalization condition of self-sustained
discharge in crossed ExH fields taking into consideration both electron and ion dynamic pecu-
liarity were obtained. The performed modeling showed that in high-current mode the ions
moving to the system center and then along the axis in both directions are able to create space
charge. Experimental model of accelerator that formed ion flow converging toward the axis
system was created [17, 18]. In high-current mode of accelerator operation is observed plasma
jet. It is shown at the jet axis forms potential drop that could be used for ion beam accelerating.
The experimental results are in good accordance with theory data.

Note also that the presented plasma device is attractive for many different high-tech practical
applications, for example, like PL with positive space cloud for focusing negative, intense charge
particles beams (electrons and negative ions), and for potential devices small rocket engines.

4. The model of the plasma-dynamical filter for micro-droplets
eliminations

Now the vacuum-plasma technologies are widely used in erosion plasma sources, such as
cathodic arc and laser-produced plasma, for thin films synthesis, and coatings with control
properties. However, the micro-droplets present in the formed ion plasma flow restrict the
applicability of this method of film synthesis. The micro-droplets component of erosion for the
majority of metals is an essential part of general losses of the cathode material in a vacuum-arc,
comparable with ion component. Therefore, for prevention of effect of micro-droplets on a
substrate, it is necessary to eliminate droplets. The formation and propagation of micro-
droplets, and also the mechanisms of decreasing of their effects on quality and rate deposition
films and coatings were investigated in detail in works [22–26]. It is known from several
approaches micro-droplets density reduction in ion plasma flows. Therefore, proposed
methods do not provide the complete solution of the problem of micro-droplets elimination.

In paper Anders [26], the conclusion has been formulated that micro-droplets cannot be
evaporated in the arc plasma flow without additional energy source. A new approach to the
elimination or reduction of micro-droplets from the dense metal plasma flow based on the use
of a cylindrical electrostatic PL configuration to generate an energetic radial electron beam
within the low-energy ion plasma flow has been proposed and described in [27, 28]. The
pumping of energy into arc plasma flow by the self-consistently formed radial beam of high-
energy electrons for evaporation of micro-droplets could serve as additional energy source.
The beam is formed by double layer, appeared in a cylindrical channel of the novel plasma-
optical system in crossed radial electrical and longitudinal magnetic fields. Here we detailed
describe the model of device for filtering dense plasma flow from micro-droplets.

4.1. Model approach

We will consider electrostatic PL configuration through which a low-energy arc ion plasma
flow passes. Figure 14 shows experimental device (left) and simplified model (right). A dense
arc plasma flow with micro-droplets is propagated from the cathodic arc source and passes
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where R(r,rj) – usual standard PIC – core, that characterizes particle size and shape and charges
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only, thus can solve for electrons one-dimensional hydrodynamic equations on each layer at z
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ions is possible due to magnetic field presence, which isolates anode from the cathode. Ions
practically do not feel the magnetic field action and move from anode to the axis, where create
a space charge, first in the center of the system. Electrons move along the magnetic field
strength line, but due to collisions with neutrals, they start moving across the magnetic field.
An internal electric field is formed, which slow down the ions and pushes out them from the
volume along system axis. Figure 13 shows results of modeling high-current mode (Ua = 1.2 kV,
pressure 0.15 Pa, and magnetic field at the axis is 0.03 T). Figure 13a shows how the ions
number to axis increases when ionization process is steady-state. One can see that number of
ions increase not only to axis but also along axis from center to edge too. Figure 13b shows ion
space charge distribution for different time step. One can see that ions create space charge in
center of the system first, but then under electric field action they leave center and move along
z-axis in both direction.

3.3. Conclusion remarks

First, the original approach to use plasma accelerators with closed electron drift and open walls
for creation cost-effective low-maintenance plasma device for production converging toward
axis accelerating ion beam was described. Based on the idea of continuity of current transferring
in the system are found exact analytical solutions describing electric potential distribution along
acceleration gap. It was shown that potential distribution is parabolic for different operation
modes as in low-current mode as well as in high-current quasi-neutral plasma mode and cannot
depend on electron temperature. It is found under conditions that everything electrons origi-
nated within the gap by impact ionization only, and go out at the anode due to mobility in
transverse magnetic field, the condition full potential drop in the accelerating gap corresponds to
equality gap length to the anode layer thickness. In case when the gap length less than anode
layer thickness potential drop is not completed. For case when the gap length more than anode
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layer potential drop exceed applied potential. The generalization condition of self-sustained
discharge in crossed ExH fields taking into consideration both electron and ion dynamic pecu-
liarity were obtained. The performed modeling showed that in high-current mode the ions
moving to the system center and then along the axis in both directions are able to create space
charge. Experimental model of accelerator that formed ion flow converging toward the axis
system was created [17, 18]. In high-current mode of accelerator operation is observed plasma
jet. It is shown at the jet axis forms potential drop that could be used for ion beam accelerating.
The experimental results are in good accordance with theory data.

Note also that the presented plasma device is attractive for many different high-tech practical
applications, for example, like PL with positive space cloud for focusing negative, intense charge
particles beams (electrons and negative ions), and for potential devices small rocket engines.

4. The model of the plasma-dynamical filter for micro-droplets
eliminations

Now the vacuum-plasma technologies are widely used in erosion plasma sources, such as
cathodic arc and laser-produced plasma, for thin films synthesis, and coatings with control
properties. However, the micro-droplets present in the formed ion plasma flow restrict the
applicability of this method of film synthesis. The micro-droplets component of erosion for the
majority of metals is an essential part of general losses of the cathode material in a vacuum-arc,
comparable with ion component. Therefore, for prevention of effect of micro-droplets on a
substrate, it is necessary to eliminate droplets. The formation and propagation of micro-
droplets, and also the mechanisms of decreasing of their effects on quality and rate deposition
films and coatings were investigated in detail in works [22–26]. It is known from several
approaches micro-droplets density reduction in ion plasma flows. Therefore, proposed
methods do not provide the complete solution of the problem of micro-droplets elimination.

In paper Anders [26], the conclusion has been formulated that micro-droplets cannot be
evaporated in the arc plasma flow without additional energy source. A new approach to the
elimination or reduction of micro-droplets from the dense metal plasma flow based on the use
of a cylindrical electrostatic PL configuration to generate an energetic radial electron beam
within the low-energy ion plasma flow has been proposed and described in [27, 28]. The
pumping of energy into arc plasma flow by the self-consistently formed radial beam of high-
energy electrons for evaporation of micro-droplets could serve as additional energy source.
The beam is formed by double layer, appeared in a cylindrical channel of the novel plasma-
optical system in crossed radial electrical and longitudinal magnetic fields. Here we detailed
describe the model of device for filtering dense plasma flow from micro-droplets.

4.1. Model approach

We will consider electrostatic PL configuration through which a low-energy arc ion plasma
flow passes. Figure 14 shows experimental device (left) and simplified model (right). A dense
arc plasma flow with micro-droplets is propagated from the cathodic arc source and passes
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through diaphragm into the plasma-optical system. A part of the micro-droplets settles on the
diaphragm, which is at the beginning of plasma-optical system, and remaining ones along
with the flow propagate through the system.

The system consists of a cylinder (central electrode) of length L and diameter D on which the
negative voltage U � 1–3 kV is applied, and a pair of external ring grounded electrodes
arranged symmetrically to the central electrode. The system is in the magnetic field of a short
coil or permanent magnets. When arc plasma flow reaches the zone of the magnetic field
action, it penetrates into the flow. The magnetic field must satisfy to the condition: rLe <<
D << rLi, where rLe, rLi – are the electron and ion Larmour radiuses. In such a magnetic field
the electrons are magnetized, and ions are not magnetized. A dense plasma flow propagating
inside the cylinder creates a thin wall layer Δ with a large radial electric field Er. The magnetic
field lines are equipotential inside flow, and electrical field, which created is similar to mag-
netic field lines. Because of the electrons of the flow are magnetized, they in the magnetic field
are displaced to axis and prevent radial expansion of the flow. The density of flow increases
with increasing of the magnetic field near axis, so control by magnetic field we can control by
flow, keeping it from expansion.

High-energy electrons appear near the inner cylindrical surface by secondary ion-electron
emission at this surface bombardment by peripheral flow ions. In result, the fast electrons
beam created with current density jeb = γjis in near-wall layer (γ – secondary ion-electron
emission coefficient).This electron beam injected from near-wall layer to plasma flow axis can
serve as additional effective energy source for micro-droplet elimination.

4.2. Modeling and results

The modeling of high-energy radial electron beam formation was the first task of our consid-
eration. For simulation, we used PIC-method with Boris scheme, analogically to previous
section. The copper plasma flows transport through the plasma lens with applied potential
�3 kV on the central electrode and magnetic field about 300–400 E was considered. Figure 15a
shows initial plasma flow. The peripheral ions of flow collide with the inner wall of the central
electrode and emitted electrons. The Monte-Carlo method was used for modeling emission

Figure 14. (a) Schema of the experimental set-up, (b) simplify model (Δ–spatial layer in which the strong radial electrical
field is supported).
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process and electrons multiplication. The potential distribution is found by solving Poisson
equation (see Eq.(7)). Ion density we find from the continuity equation: div ji

� � ¼ 0. For electron
density we can use expression: ne = ne0� exp.(eφ/Te), where ne0 – electron density of quasi-
neutral plasma. For simplicity, we did not take into account the plasma heating and used finite
Te and Ti at the first stage. For all particles in the calculation box, the motion equations solve
and find new positions and velocities. Part of the ions reaches the cathode and knocks out γ-
electrons from it. We took them into account for Poisson equation solving too. We also take
into account their ability to ionize when acquiring energy exceed the ionization energy. Very
soon (in real time it corresponds to 1.6–2.5 μs) the potential jump near cathode is formed (see
Figure 15b).

One can see that size of the potential jump layer is very small (about 5�10�7 cm, so it is <<rLe),
thus electric field formed in the layer is large enough to accelerate the electrons to high-energy
in the layer and force them to move toward the axis. We assumed the initial energy of emitted
electron is 5 eV. Initial electrons move along magnetic field line as it shown in Figure 16a.
However, due to appearance strong electric field in the layer, the average electron energy
increases. It begins to exceed 10 eV at field strength is about 100 V/cm, and when electric field
strength reaches about 500 V/cm it exceeds 100 eV. At such energies, the secondary electrons
acquire the ability to ionize neutrals with the new secondary electrons appearance. As results,
an avalanche-like ionization begins. Electrons move toward the axis and can accumulate there
(see Figure 16b)). Note that application of the plasma lens to the transport of low-energy

Figure 15. (a) Initial copper plasma flows, (b) potential distribution for time step 50.

Figure 16. Trajectories of the emission electrons depends on time (a) Nt = 40, (b) Nt = 80.
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are displaced to axis and prevent radial expansion of the flow. The density of flow increases
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eration. For simulation, we used PIC-method with Boris scheme, analogically to previous
section. The copper plasma flows transport through the plasma lens with applied potential
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process and electrons multiplication. The potential distribution is found by solving Poisson
equation (see Eq.(7)). Ion density we find from the continuity equation: div ji

� � ¼ 0. For electron
density we can use expression: ne = ne0� exp.(eφ/Te), where ne0 – electron density of quasi-
neutral plasma. For simplicity, we did not take into account the plasma heating and used finite
Te and Ti at the first stage. For all particles in the calculation box, the motion equations solve
and find new positions and velocities. Part of the ions reaches the cathode and knocks out γ-
electrons from it. We took them into account for Poisson equation solving too. We also take
into account their ability to ionize when acquiring energy exceed the ionization energy. Very
soon (in real time it corresponds to 1.6–2.5 μs) the potential jump near cathode is formed (see
Figure 15b).

One can see that size of the potential jump layer is very small (about 5�10�7 cm, so it is <<rLe),
thus electric field formed in the layer is large enough to accelerate the electrons to high-energy
in the layer and force them to move toward the axis. We assumed the initial energy of emitted
electron is 5 eV. Initial electrons move along magnetic field line as it shown in Figure 16a.
However, due to appearance strong electric field in the layer, the average electron energy
increases. It begins to exceed 10 eV at field strength is about 100 V/cm, and when electric field
strength reaches about 500 V/cm it exceeds 100 eV. At such energies, the secondary electrons
acquire the ability to ionize neutrals with the new secondary electrons appearance. As results,
an avalanche-like ionization begins. Electrons move toward the axis and can accumulate there
(see Figure 16b)). Note that application of the plasma lens to the transport of low-energy
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high-current ion beam can improve the delivery of plasma flow to a substrate, as well as
providing micro-droplet removal via the fast electrons within the lens region.

We considered the transport aspect and effect of fast electrons on transport characteristics low-
energy ion plasma beam. Figure 17 shows results of modeling transport copper ion beam with
current 100A through plasma lens with presence of fast electrons in the volume. One can see
that accumulation high-energy electrons on the axis and their space charge can provide addi-
tional compensation and focusing of the high-current ion beam.

4.3. Conclusion remarks

A new approach was proposed for the elimination of micro-droplets from the dense metal
plasma, based on evaporation and thus removal of micro-droplets from the arc plasma by
energetic electrons within the electrostatic PL. These electrons are generated self-consistently by
secondary emission in the near-wall plasma layer from the internal surface of the lens central
electrode and serves to evaporate, and thus remove micro-droplets from the plasma flow. The
experiments [29] demonstrate the effectiveness of the electrostatic PL for focusing and manipu-
lating wide-aperture, high-current, low-energy, streamingmetal ion plasma flows. In these exper-
iments, the self-sustained focusing of high-density, wide-aperture, low-energy ion plasma flow
was observed. It has been shown that the presence of fast electrons in the volume of the plasma
lens both improves the propagating ion plasma flow toward the substrate and introduces addi-
tional energy for effective evaporation and elimination of micro-droplets from the plasma flow.

5. Conclusions

We review some new results of development novel generation of cylindrical plasma devices
based on the concept of magnetic insulation of electrons and equipotentialization magnetic
field lines and an electrostatic PL configuration. The PL configuration of crossed electric and
magnetic fields provides an attractive and suitable method for establishing stable plasma

Figure 17. Influence radial electron beam on beam focusing: (a) trajectories of cu + beam; (b) space charge density in the
beam.
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discharge at low-pressure. Use of plasma lens configuration in this way was elaborated,
explored and developed some cost efficiency, low-maintenance plasma devices for ion treat-
ment, and deposition of exotic coatings with given functional properties. These devices make
using permanent magnets and possess considerable flexibility with respect to spatial configu-
ration. They can be operated as a stand-alone tool for ion treatment of substrates, or as part of
integrated processing system together with cylindrical magnetron sputtering system, for coat-
ing deposition.

The research described has shown a principal possibility of a positive space charge cloud
creation for negative charged particle beam focusing. It was demonstrated that possible create
a positive space charge due to the magnetic electron insulation and reach strong focusing
electric field, which sufficient for creation of short-focus elements to be used in systems for
manipulating intense beams of negative ions and electrons. The further development of focus-
ing properties of these devices demands study of intense negatively charged particle beams
passing through the systems.

The simulations and experimental results demonstrate the high-efficiency of the electrostatic
PL for focusing and manipulating wide aperture, high-current, low-energy, heavy metal ion
plasma flow. These results open up new attractive way for further development and applica-
tion erosion plasma sources for synthesis of exotic films and coatings with given functional
properties. Some preliminary theoretical and experimental studies [27–29] have been carried
out, providing confidence and optimism that the proposed idea for micro-droplet elimination
has good potential for success.
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Figure 17. Influence radial electron beam on beam focusing: (a) trajectories of cu + beam; (b) space charge density in the
beam.
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discharge at low-pressure. Use of plasma lens configuration in this way was elaborated,
explored and developed some cost efficiency, low-maintenance plasma devices for ion treat-
ment, and deposition of exotic coatings with given functional properties. These devices make
using permanent magnets and possess considerable flexibility with respect to spatial configu-
ration. They can be operated as a stand-alone tool for ion treatment of substrates, or as part of
integrated processing system together with cylindrical magnetron sputtering system, for coat-
ing deposition.

The research described has shown a principal possibility of a positive space charge cloud
creation for negative charged particle beam focusing. It was demonstrated that possible create
a positive space charge due to the magnetic electron insulation and reach strong focusing
electric field, which sufficient for creation of short-focus elements to be used in systems for
manipulating intense beams of negative ions and electrons. The further development of focus-
ing properties of these devices demands study of intense negatively charged particle beams
passing through the systems.

The simulations and experimental results demonstrate the high-efficiency of the electrostatic
PL for focusing and manipulating wide aperture, high-current, low-energy, heavy metal ion
plasma flow. These results open up new attractive way for further development and applica-
tion erosion plasma sources for synthesis of exotic films and coatings with given functional
properties. Some preliminary theoretical and experimental studies [27–29] have been carried
out, providing confidence and optimism that the proposed idea for micro-droplet elimination
has good potential for success.
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Abstract

Low dielectric constant (low-k) materials as an interconnecting insulator in integrated 
circuits are essential for resistance-capacitance (RC) time delay reduction. Plasma tech-
nology is widely used for the fabrication of the interconnects, such as dielectric etching, 
resisting ashing or stripping, barrier metal deposition, and surface treatment. During 
these processes, low-k dielectric materials may be exposed to the plasma environments. 
The generated reactive species from the plasma react with the low-k dielectric materi-
als. The reaction involves physical and chemical effects, causing degradations for low-
k dielectric materials. This is called “plasma damage” on low-k dielectric materials. 
Therefore, this chapter is an attempt to provide an overview of plasma damage on the 
low-k dielectric materials.

Keywords: plasma, low dielectric constant, porosity, plasma damage, Cu interconnects, 
back end of line, damascene

1. Introduction

To improve the performance of integrated circuits (ICs), the device dimensions are contin-
uous scaling down. However, as the technology node of ICs is advanced to 0.25 μm, the 
interconnect-induced delay outpaces the gate delay, becoming the main obstacles for the 
downscaling [1–3]. This interconnect-induced delay is so-called resistance-capacitance (RC) 
delay, which is produced by the conductors and insulators in the interconnects [4–6]. With 
decreasing the device dimensions, both the resistance and the interline capacitance increase 
due to the decrease of the conductor cross section, the increase of the wire length, and the 
reduction of interline spacing. Hence, the RC delay is significantly increased with the advance 
of the technology node.
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In order to slow down the increase of RC delay, the introduction of new materials to the 
back-end-of-line (BEOL) interconnects is needed. Aluminum (Al) had been replaced by cop-
per (Cu) as a conductor dielectric because Cu can provide a lower resistivity (ρ) [7]. In the case 
of the interconnecting insulator, the traditional SiO2 dielectric had been replaced by the low-k 
materials with the relative dielectric constant (k) lower than 4.0 (SiO2 k value) [8–10].

Additionally, the integration method for Cu/low-k interconnects must be changed because 
Cu etching is very challenging due to nonvolatile by-products. Traditional metal etching 
approach had been replaced by a damascene process [11]. In a damascene process, plasma 
technology is widely used because it can provide an isotropic process and a fast rate. Thus, 
these changes make the low-k materials to direct contact with the plasma, such as dielectric 
etching, photo strip, barrier metal deposition, and surface treatment. Under the plasma irra-
diation, low-k materials are sensitive to chemical modification, resulting in an increased k 
value. This is so-called plasma damage [12–15], becoming the main impediment to a success-
ful integration of low-k materials into ICs.

In this connection, this chapter is an attempt to provide an overview of plasma damage on 
the low-k materials. This chapter is organized as follows: in Section 3, we introduce the low-k 
materials and plasma. Next, in Section 5, the processing with plasma damage on the low-k  
materials during interconnects fabrication is identified. Then, in Section 4, the results of 
plasma damage on the low-k materials based on our group’s investigation are summarized. 
Finally, short conclusion is provided in Section 5.

2. Low-k materials and plasma

2.1. Low-k materials

The dielectric constant of materials can be typically described by Clausius-Mossotti Equation 
[16]:

    k − 1 ___ k + 2   =   4𝜋𝜋N ____ 3   α  (1)

where k = ε/ε0, ε, and ε0 are the dielectric constants of the material and vacuum, N is the 
number of molecules per unit volume (density), and α is the total polarizability, including 
electronic (αe), distortion (αd), and orientation (αo) polarizabilities. According to Eq. (1), the 
dielectric constant of materials can be reduced by two strategies: decreasing the total polariz-
ability (α) and density (N). Reducing the polarizability can be achieved by the use of low polar 
bonds (like C–C, C–H, Si–CH3, etc.), and reducing the film’s density can be obtained by means 
of the introduction of porosity. Table 1 summarizes the classification of low-k materials and 
their corresponding dielectric constants.

Low-k materials can be divided into several categories: silica-based, silsesquioxane (SSQ)-
based, organic polymers, and amorphous carbon low-k materials [17–20]. The last three cat-
egories have integration issue due to the weak mechanical strength; therefore, they are not 
officially production in the semiconductor industry.

Plasma Science and Technology - Basic Fundamentals and Modern Applications292

The silica-based low-k materials have been successfully integrated in a microprocessor due 
to high chemical and thermal stability. The silica-based materials have the tetrahedral basic 
structure of SiO2. Silica has a molecular structure, in which each Si atom is bonded to four 
oxygen atoms and each oxygen atom is bonded to two silicon atoms (SiO4/2). Each silicon atom 
is at the center of a regular tetrahedron of oxygen atoms.

The first-generation low-k material in semiconductor production line was fluorinated silicon 
glass (FSG or SiOF), in which the Si–O bond is replaced by the less polarizable Si–F bond. FSG 
materials were used at the 0.18 μm technology node with the dielectric constant from 3.5 to 
3.8, depending on the concentration of Si–F bond [21, 22].

Next, the second-generation low-k material was the organosilicate glass (SiCOH), in which 
the Si–O bond is replaced by the less polarizable Si–CH3 bond. The k value of the SiCOH mate-
rial is in the range of 2.6–3.0, depending on the number of CH3 groups built into the struc-
ture. So, SiCOH materials were successfully integrated in some 130 nm and 90 nm products 
[23, 24]. Generally, FSG and SiCOH materials were deposited by plasma-enhanced chemical 
vapor deposition (PECVD). Moreover, both fluorine and carbon increase the interatomic dis-
tances or “free volume” of silica. This provides an additional decrease of dielectric constant 
but decreases the film density. Since the CH3 group has a larger volume and is hydrophilic, 
SiCOH materials have a lower density (~1.2–0.4 g/cm3) and tend to be hydrophilic.

The limitation of k value for SiCOH materials is ~2.6. To prevent or limit an increase in the 
BEOL capacitance in the advanced technology nodes (65 nm or below), it requires a new 
low-k material with a further lower-k value (< 2.5). To meet this goal, the introduction of 
porosity in the low-k SiCOH materials is required because air can provide the minimum k 
value of ~1.0. The produced low-k material is a so-called porous SiCOH dielectric, which can 
be fabricated either by the structural or the subtractive method [25–27]. The latter method 
is widely accepted because the produced film is more thermally stable and can provide 

Table 1. Low-k dielectric classification.
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a lower-k value. In the subtractive method, the films are deposited as a dual-phase mate-
rial, using a mixture of a SiCOH skeleton precursor with an organic porogen precursor. 
The popularly used skeleton precursor is diethoxymethylsilane (DEMS). The used organic 
porogen precursor must have sufficient volatility for easy removal. The used molecules are 
alpha-terpinene (ATRP), bicycloheptadiene (BCHD), or cyclooctane (C8H16). Hence, in order 
to remove the labile organic fraction in the as-deposited films, curing process has to be done 
after the deposition [8, 10, 27]. By this way, a porous film can be formed. Thermal curing, 
electron beam, or ultraviolet (UV) irradiation can be used to achieve this work. Generally, 
UV-assisted curing for the fabrication of porous SiCOH dielectrics is widely adopted by the 
semiconductor industry because it can also rearrange the film’s structure and enhance the 
cross-linking of the skeleton. This provides a big help to improve the mechanical strength for 
porous SiCOH dielectrics.

The k value of porous SiCOH dielectrics can be scaling down by increasing the porosity and 
pore size simultaneously. However, this makes materials to become softer. Moreover, both 
the dielectric breakdown field and leakage current are degraded. Furthermore, as the porosity 
or pore size increases to a critical value, the pores can be connected each other to form so-
called open pores. The open pores can be served as the easier penetration path into the bulk of 
the low-k material for active reactants [28]. Thus, more challenges will be addressed as porous 
SiCOH dielectrics are integrated in the advanced technology nodes.

2.2. Plasma

In a vacuum system, plasma can be produced by introducing the process gas and applying the 
power. The process gas can be underwent ionization, excitation/relaxation, and dissociation 
under the power. Therefore, energetic ions, electrons, light (from deep vacuum ultraviolet 
(VUV) to infrared (IR)), and highly reactive radicals are produced in the plasma [29, 30]. In 
semiconductor processing, plasma technology can be used for ion implantation, etching, and 
deposition. The ion implantation processing is achieved by the energetic ions. The etching 
processing involves both physical and chemical reactions, which are related to the energetic 
ions and the highly reactive radicals, respectively. The deposition processing only relies on 
the highly reactive radicals for chemical reaction.

To produce the plasma, three main reactors are used: capacitively coupled plasma (CCP), 
inductively coupled plasma (ICP), and remote or downstream plasma (RP or DSP) [31]. The 
energy transfers are through capacitive coupling by parallel electrodes, inductive coupling 
by a coil, and microwaves for CCP, ICP, and RP systems, respectively. In the CCP and ICP 
systems, light from VUV to IR, energetic ions, electrons, and highly reactive radicals are pre-
sented. In the RP reactors, however, the plasma generation region is usually separated from 
the processing region. Additionally, a grid between the plasma and the substrate is used for 
charge neutralization, and a special measure is designed to minimize the photon flux. As a 
result, only reactive radicals or dissociated molecules or atoms can reach the surface of the 
wafer. This minimizes the damage from light and/or high-energy species. Due to the absence 
of ions, the RP reactors cannot provide patterning etching.
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In the ICP systems, there are two applied RF power: one is source power (top power), and 
the other is bias power (bottom power). Therefore, plasma density and ion energy can be con-
trolled separately. Additionally, the ICP system has the highest plasma density with 1011–1012 
electrons/cm3 [31]. The plasma density of CCP system is 109–1010 electrons/cm3. The RP system 
has the lowest plasma density. Due to anisotropic etching property provided by ion bombard-
ment, ICP and CCP systems are usually used for pattern etching. Since dielectric films are 
very sensitive to ion bombardment and ICP reactors lack passivating species required by 
typical dielectric etching, CCP reactors are mostly used for dielectric patterning etching. On 
the other hand, ICP reactors are often used for conductor patterning etching due to the etch-
ing rate consideration. To avoid damage by ion bombardment and UV light irradiation or no 
need anisotropic etching in the plasma process, RP reactors are the best choice. So, cleaning 
and resist stripping processes during semiconductor fabrication can be done by RP reactors.

2.3. Plasma damage mechanism

The plasma-induced damage on the low-k dielectrics is a complex phenomenon involving 
both physical and chemical effects. Ion bombardment on the low-k dielectrics represents the 
physical effect. This effect depends on the energy distribution and flux for each ionic species. 
The chemical effect involves photochemistry induced by the UV radiation and chemical reac-
tion between the radicals and low-k constituents. Under physical and chemical reactions in 
the plasma, the surface of low-k dielectrics is modified. The modification depth is related to 
the ion energy, diffusion of active radicals (O, H, F, etc.), and porosity and constituents in the 
low-k material [32, 33].

The plasma damage on low-k dielectrics makes the increase of the dielectric constant, the 
changes in bonding configuration, the formation of carbon-depleted layer, film shrinkage, 
and surface densification.

The depletion of carbon is mainly caused by active radicals through chemical reactions. Due 
to the loss of hydrophobic CH3 groups, the surface of low-k dielectrics becomes hydrophilic 
and adsorbs moisture. Therefore, a drastically increase in the k value and leakage current and 
a degradation in the dielectric breakdown were detected for plasma-treated low-k dielectrics.

3. Low-k plasma damage during interconnects fabrication

As Al/SiO2 interconnects had been transferred to Cu/low-k interconnects, the fabrication 
method was also changed. “Damascene” process has been used to fabricate Cu/low-k inter-
connects because Cu cannot be easily patterned by reactive ion etching (RIE) due to the low 
volatility of Cu etching by-products, such as Cu chlorides and Cu fluorides [34]. Generally, 
“dual-damascene” process, in which both via and trench are patterned simultaneously, is 
widely used. The sequence of via and trench patterning can be changed. Via-first dual- 
damascene process, in which via is first patterned, is preferred [35]. The process flow of via-
first dual damascene is plotted step by step, as shown in Figure 1.
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and adsorbs moisture. Therefore, a drastically increase in the k value and leakage current and 
a degradation in the dielectric breakdown were detected for plasma-treated low-k dielectrics.
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As Al/SiO2 interconnects had been transferred to Cu/low-k interconnects, the fabrication 
method was also changed. “Damascene” process has been used to fabricate Cu/low-k inter-
connects because Cu cannot be easily patterned by reactive ion etching (RIE) due to the low 
volatility of Cu etching by-products, such as Cu chlorides and Cu fluorides [34]. Generally, 
“dual-damascene” process, in which both via and trench are patterned simultaneously, is 
widely used. The sequence of via and trench patterning can be changed. Via-first dual- 
damascene process, in which via is first patterned, is preferred [35]. The process flow of via-
first dual damascene is plotted step by step, as shown in Figure 1.
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The induced plasma damage on low-k dielectrics during the fabrication of Cu/low-k intercon-
nects by the use of via-first dual-damascene process is described below:

After processing of Metal-1 (M-1), the etching stop layer (Cu barrier dielectric layer) is firstly 
deposited by PECVD method. The used material can be SiN, SiC, or SiCN. Before deposition, 
NH3 or H2 plasma clean is performed to remove copper oxide (CuOx) for adhesion improve-
ment [36, 37]. Both these two steps would damage the underlying low-k dielectric. Then, a 
PECVD SiCOH low-k dielectric film is deposited for the Via-1 (V-1)/Metal-2 (M-2) patterning. 
Due to the presence of the etching stop layer, the plasma damage is seldom occurred in this 
step. Next, Via-1 and Metal-2 trench are subsequently patterned. Via-1 patterning is stopping 
on the etching layer. Then, before Metal-2 trench patterning, the plug is filled into the Via-1 
to avoid etching during Metal-2 trench etching. Finally, resist removal and etching stop layer 
opening are subsequently performed to complete the dual-damascene patterning.

In the Via-1 and Metal-2 trench patterning, the etching process induces plasma damage not 
only on the horizontal surfaces but also on the vertical surfaces (sidewall).

The damaged layer on the horizontal surfaces can be removed as the etching proceeds. 
Therefore, the resulted damage on the low-k dielectric is the result of a competition between 
the etching rate and the diffusion rate of active species causing the damage. The non-damaging  
process can be achieved by using higher etching rate process. However, for vertical surfaces, 
the damage is still remained after etch. The damage is more minor due to the absence of ion 

Figure 1. Via-first dual-damascene process flow for Cu/low-k interconnects. (A) Etching stopping layer deposition 
(SiN, SiC, SiCN, SiCOH, SiO2). (B) Low-k dielectric (SiCOH) deposition. (C) Via-1 lithography. (D) Via-1 etching. (E) 
Photoresist ashing or stripping. (F) Via-1 ARC plug and M-2 trench lithography. (G) M-2 trench etching. (H) ARC plug 
removal, photoresist ashing, and stripping etching stop layer opening. (I) Cu metal barrier and seed layer deposition. (J) 
Cu ECP deposition. (K) Cu CMP. (L) Etching stopping layer deposition (repeated (A)).
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bombardment. The detrimental effect on the low-k dielectrics is caused by photoresist process 
because oxygen (O2) is widely used as plasma gas due to high reactivity of O radicals [38, 39].  
To minimize the plasma damage during the photoresist process, H2-based plasma in the RP 
reactor is a viable alternative. To facilitate the removal rate of photoresist, the operation tem-
perature can be elevated [40, 41].

Then, metallization process is preceded in the dual-damascene structure. Cu barrier layer, Cu 
seed layer, and bulk Cu layer are subsequently deposited. Finally, Cu chemical-mechanical 
polishing (CMP) process is used to remove the excess metal over the field regions. Thus, a 
layer of Cu dual-damascene structure (via and trench) is finished. In these steps, Cu barrier 
layer and seed layer are performed by PVD sputtering with using plasma. The former step 
would cause damage on the low-k dielectrics due to the direct contact with the dielectric. The 
purpose of this step is to prevent Cu from diffusing into the dielectric, and the typically used 
material is a TaN/Ta barrier layer. It should be mentioned that plasma cleaning before Cu 
barrier layer deposition is necessary because the underlying Cu film is opening. This plasma 
cleaning can be done either by Ar physical bombardment or H2 chemical reaction. However, 
low-k dielectrics are damaged under such plasma cleaning.

After completing the Cu metallization fabrication, the above steps are repeated for each metal 
level. After the last metal layer is fabricated, thick dielectric passivation layer (e.g., SiO2/SiN 
bilayer) is deposited, and via is opened to the bond pads.

4. Low-k plasma damage

4.1. Plasma damage characterization

To characterize the plasma damage on the low-k dielectrics, several methodologies can be 
used to detect the physical and chemical changes of low-k dielectrics after irradiation of 
plasma. The plasma induces a dense, hydrophilic, SiO2-like layer at the top surface of the 
low-k dielectric. The thickness of this layer can be measured using spectral reflectivity or 
ellipsometry with bilayer model, scanning electron microscope (SEM), or transition emitting 
microscopy (TEM). Figure 2 displays TEM image of the porous low-k dielectrics after O2 
plasma treatment. A distinct layer is formed at the top surface of the film.

X-ray reflectivity (XRR) is another method to determine the density, thickness, and roughness 
of both pristine and damaged low-k layers through software data fitting [42]. Figure 3 shows 
the XRR density profile of the low-k film after He plasma. The result demonstrates that He 
plasma creates a thin densification layer in the top part of the low-k film. The thickness of 
this densification layer is close to 17 nm. The density of the bulk layer in the pristine material 
density is constant and remained unchanged. However, the top of the densification layer has 
a higher density [43].

“HF decoration” method [44] can be used to detect the modification layer induced by plasma. 
This method is based on the fact that a pristine low-k dielectric is usually not dissolved or 
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bombardment. The detrimental effect on the low-k dielectrics is caused by photoresist process 
because oxygen (O2) is widely used as plasma gas due to high reactivity of O radicals [38, 39].  
To minimize the plasma damage during the photoresist process, H2-based plasma in the RP 
reactor is a viable alternative. To facilitate the removal rate of photoresist, the operation tem-
perature can be elevated [40, 41].

Then, metallization process is preceded in the dual-damascene structure. Cu barrier layer, Cu 
seed layer, and bulk Cu layer are subsequently deposited. Finally, Cu chemical-mechanical 
polishing (CMP) process is used to remove the excess metal over the field regions. Thus, a 
layer of Cu dual-damascene structure (via and trench) is finished. In these steps, Cu barrier 
layer and seed layer are performed by PVD sputtering with using plasma. The former step 
would cause damage on the low-k dielectrics due to the direct contact with the dielectric. The 
purpose of this step is to prevent Cu from diffusing into the dielectric, and the typically used 
material is a TaN/Ta barrier layer. It should be mentioned that plasma cleaning before Cu 
barrier layer deposition is necessary because the underlying Cu film is opening. This plasma 
cleaning can be done either by Ar physical bombardment or H2 chemical reaction. However, 
low-k dielectrics are damaged under such plasma cleaning.

After completing the Cu metallization fabrication, the above steps are repeated for each metal 
level. After the last metal layer is fabricated, thick dielectric passivation layer (e.g., SiO2/SiN 
bilayer) is deposited, and via is opened to the bond pads.

4. Low-k plasma damage

4.1. Plasma damage characterization

To characterize the plasma damage on the low-k dielectrics, several methodologies can be 
used to detect the physical and chemical changes of low-k dielectrics after irradiation of 
plasma. The plasma induces a dense, hydrophilic, SiO2-like layer at the top surface of the 
low-k dielectric. The thickness of this layer can be measured using spectral reflectivity or 
ellipsometry with bilayer model, scanning electron microscope (SEM), or transition emitting 
microscopy (TEM). Figure 2 displays TEM image of the porous low-k dielectrics after O2 
plasma treatment. A distinct layer is formed at the top surface of the film.

X-ray reflectivity (XRR) is another method to determine the density, thickness, and roughness 
of both pristine and damaged low-k layers through software data fitting [42]. Figure 3 shows 
the XRR density profile of the low-k film after He plasma. The result demonstrates that He 
plasma creates a thin densification layer in the top part of the low-k film. The thickness of 
this densification layer is close to 17 nm. The density of the bulk layer in the pristine material 
density is constant and remained unchanged. However, the top of the densification layer has 
a higher density [43].

“HF decoration” method [44] can be used to detect the modification layer induced by plasma. 
This method is based on the fact that a pristine low-k dielectric is usually not dissolved or 

Plasma Damage on Low-k Dielectric Materials
http://dx.doi.org/10.5772/intechopen.79494

297



slowly dissolved in the diluted HF solution. In contrast, a plasma-induced damaged layer 
is attacked by HF very quickly. Therefore, following the HF decoration, the thickness loss is 
equal to the thickness of the damaged layer.

Figure 2. TEM image of porous low-k dielectric after O2 plasma treatment.

Figure 3. XRR spectrum of low-k dielectrics after He plasma treatment [43].
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A given system of solid and liquid (or vapor) at a given temperature and pressure has a 
unique equilibrium contact angle. The measured angle is water contact angle (WCA). It can 
be used to quantify the wettability of a solid surface by a liquid via the Young equation. If 
the used liquid molecules are strongly attracted to the solid molecules, the liquid drop then 
will completely spread out on the solid surface, corresponding to a WCA of 0°. This case 
can be occurred at bare metallic or ceramic surfaces for water liquid. As an oxide layer or 
contaminant is on the solid surface, WCA value significantly increases. Generally, the solid 
surface tends to be hydrophilic if WCA value is smaller than 90°, while if WCA value is 
larger than 90°, the solid surface is considered to be hydrophobic. For low-k dielectrics, WCA 
measurement is a power method to determine the films’ hydrophobicity. If the used low-k 
dielectrics are hydrophilic, they tend to absorb moisture in the air, increasing the dielectric 
constant. Moreover, as the plasma is treated on low-k dielectrics, Si–OH/H–OH bonds can 
be formed because the plasma-generated dangle bonds absorb moisture. Figure 4 compares 
the WCA values and images of the pristine and plasma-treated SiCOH low-k dielectrics. The 
WCA value of the as-deposited SiCOH low-k dielectrics is larger than 85° due to the pres-
ence of hydrophobic Si–CH3 groups. After plasma irradiation, the loss of Si–CH3 groups and 
the formation of Si–OH/H–OH bonds result in a decreasing WCA value, making the low-k 
dielectric to be more hydrophilic.

Fourier transform infrared (FT-IR) spectroscopy is a common technique to characterize the 
structure of SiCOH low-k dielectrics [45, 46]. Figure 5 compares the FTIR spectrum of the 
pristine and plasma-treated low-k dielectrics. Absorption bands located at ∼950–1250 and 
∼1273 cm−1 correspond to Si–O–Si and Si–CH3 groups, respectively, which are the main 
representative. Additionally, Si–H bending and C–Hx stretching located at 2200–2250 and 
2850–3100 cm−1 are detected. The appearance of the absorbance of the Si–OH and H2O groups 
at 3200–3500 cm−1 depends on hydrophobic properties of the film. For the pristine SiCOH low-
k dielectrics, no peak at 3200–3500 cm−1 is detected, representing that no moisture is present 
in the film, which is consistent with WCA result. After NH3 plasma irradiation, the intensities 

Figure 4. WCA values and images of porous low-k dielectrics after O2 plasma treatment.
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is attacked by HF very quickly. Therefore, following the HF decoration, the thickness loss is 
equal to the thickness of the damaged layer.
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of the Si–CH3 and Si–H absorbances are decreased, while the absorbances of the Si–OH/H2O 
groups are increased. However, the low-k dielectric is pretreated with He plasma, and it can 
suppress the formation of the Si–OH/H2O groups [47].

The Si–O–Si bridging in the 900–1250 cm−1 can be deconvoluted into three peaks centered at 
1129, 1063, and 1023 cm−1, corresponding to the Si–O–Si cage-like structure with a bond angle 
of approximately 150°, Si–O–Si network with a bond angle of 140°, and Si–O–Si suboxide 
structure with a bond angle of less than 140°, respectively. Other contributions from C–O–C 
and Si–O–Si asymmetric stretching will also be overlapped with the Si–O–Si asymmetric 
stretching in the broadband at 1000–1200 cm−1 [45]. The intensity of Si–O–Si bonds slightly 
increases, and this peak shifts to a higher wavelength after O2 plasma treatment.

X-ray photoelectron spectroscopy (XPS) is a surface-sensitive spectroscopic technique to 
quantitatively measure a material’s elemental composition. XPS can also be operated in a 
“depth-profiling mode” to analyze the elemental composition throughout the film by using 
ion etching/sputtering technology. For SiCOH low-k dielectrics, C, O, and Si elements can be 
detected, while H element cannot be detected.

In the pristine SiCOH low-k dielectrics, a homogeneous chemical composition was expected, 
but the ratio of these elements depends on the used materials. For the plasma-treated 
sample, the top surface exhibits a high initial oxygen concentration coupled to a very low 
carbon concentration. A gradual increase in carbon content and a concomitant decrease 
in oxygen concentration were observed with the film depth, as shown in Figure 6. As the 
atomic concentrations are back to a level same with the pristine low-k dielectric, the depth is 
corresponding to the plasma-damaged layer. Moreover, this plasma-damaged layer is not a 
homogeneous layer.

Figure 5. FT-IR absorption spectra of low-k dielectrics before and after plasma treatment in the range of 4400–400 cm−1 [47].
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The dielectric constant (k), the leakage current, the breakdown voltage (or field), and the break-
down time of low-k dielectrics are measured using metal-insulator-semiconductor (MIS) capac-
itor structures, which can be fabricated by evaporation of aluminum through a metal shadow 
mask to form Al dots on the film. Before measurements, the samples are required to remove 
the physically absorbed water by annealing at 100–150°C. The k value of the low-k dielectric is 
determined from the measured capacitance by capacitance-voltage (C-V) measurements at a 
frequency of 10 kHz. The film thickness and the dot area must be precisely measured in order to 
obtain the reliable k value. The leakage current and the breakdown voltage (or field) are deter-
mined by current-voltage (I-V) measurements. The breakdown field is calculated by the mea-
sured breakdown voltage divided by film thickness. The leakage current J (A/cm2) is recorded 
as a function of field strength until the breakdown field is reached. It is usually reported at a 
low field of 1–2 MV/cm. The breakdown time is measured by using time-dependent dielectric 
breakdown (TDDB) tests. In a TDDB test, a constant voltage (field) is applied to the MIS capaci-
tor structure with a low-k dielectric, and the leakage current is monitored with stress time. The 
dielectric breakdown time is recorded as the stress time at a sudden rise of the leakage cur-
rent density. The applied voltage (field) must be lower than the measured breakdown voltage 
(field). In a real Cu/low-k interconnects, comb/serpentine (also called meander fork) or comb/
comb (fork/fork) patterns are typically used to measure the interline capacitance, the leakage 
current, the breakdown field, and the dielectric breakdown time.

4.2. Plasma damage on the electrical characterization and reliability

In this section, the results of plasma damage on the low-k dielectrics from our group’s investi-
gation are reported in terms of the effects on the electrical characterization and reliability. The 
experimental detail deposition can be found elsewhere [39, 48–50].

Figure 6. Carbon concentration of XPS depth-profiling for pristine and O2 plasma-treated low-k dielectrics.
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of the Si–CH3 and Si–H absorbances are decreased, while the absorbances of the Si–OH/H2O 
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Figure 5. FT-IR absorption spectra of low-k dielectrics before and after plasma treatment in the range of 4400–400 cm−1 [47].
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4.2.1. O2 plasma damage

4.2.1.1. Plasma process dependence

Figure 7 shows the variation in the k value of a porous low-k dielectric after O2 plasma treat-
ments with various plasma conditions (power, treatment time, and O2 flow rate). The k value 
of the pristine porous low-k dielectric was 2.56. The k values of porous low-k dielectrics 
increased after plasma treatment. The increasing magnitude increased with increasing the RF 
power and the treatment time but slightly deceased with increasing the O2 flow rate. More 
reactive oxygen species (ions and radicals) formation and a deeper penetration depth for a 
higher RF power and a longer treatment time in an O2 plasma treatment can be responsible for 
a larger change in the k value. The negative dependence on the O2 flow rate can be attributed 
to the decreased dissociation rate of O2 gas due to a fixed RF power, leading to a decreased 
reactive oxygen species (ions and radicals) in the plasma.

Figure 8(a) compares the leakage current density and the stress electric field for the pris-
tine and O2 plasma-treated low-k films. At a lower electric field, the leakage current density 
increases with increasing the electric field (region I). Then, the leakage current density reaches 
a plateau without significant variation (region II). Finally, the leakage current density sud-
denly jumps, whose value is over 10−2 A/cm2. This electric field is defined as the dielectric 
breakdown electric field (region III). For O2 plasma-treated low-k dielectrics, a higher leakage 
current in region I, a longer duration in region II, and a lower breakdown electric field in 
region III were detected.

Figure 8(b) compares the leakage current densities at 1 MV/cm and 2 MV/cm and the break-
down electric field of the O2 plasma-treated low-k dielectrics with various treatment condi-
tions. Similar to the result of k value change, a higher RF power, a longer treatment time, 
and a lower O2 flow rate can result in the largest increase of the leakage current density for 

Figure 7. Dielectric constant change of porous low-k dielectrics under various O2 plasma treatment conditions (standard 
condition: RF power = 60 W; time = 60 s; oxygen flow = 100 sccm).
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O2 plasma-treated low-k dielectrics. A higher leakage current density also leads to a lower 
breakdown electric field for the O2 plasma-treated low-k dielectrics. The degrading electrical 
performance for O2 plasma-treated low-k dielectrics can be attributable to more absorption of 
moisture, which provides ionic conduction pathways by releasing mobile ions (H+, OH−) [51].

Figure 9 compares the characteristic dielectric breakdown times (T63.2%) for O2 plasma-treated 
low-k dielectrics with various treatment conditions. The characteristic dielectric breakdown 
time was determined from Weibull distribution, representing the time as 63.2% of the sample 
failed [52]. The degradation in the characteristic dielectric breakdown time becomes serious 
with an increase of RF power and treatment time or a reduction of O2 flow rate. All pro-
cess parameters in the O2 plasma process would degrade low-k dielectric properties. The RF 
power and the treatment time of O2 plasma treatment cause a more significant degradation.

4.2.1.2. Low-k dielectric dependence

Four kinds of low-k dielectrics were treated by O2 plasma with various RF powers. The used 
low-k dielectrics were dense low-k (k = 3.02; called low-k_1), porogen low-k without UV 
(k = 2.92; called low-k_2) and with UV curing (2.56; called low-k_3), and porogen low-k with 
UV curing and followed by a RP H2/He plasma treatment (k = 2.48; called low-k_4).

Figure 10 compares the change percentage of the k value as a function of RF power in O2 
plasma process for four different low-k films. The increasing magnitude is enlarged with an 
increase of RF power for all low-k dielectrics. The porogen-containing low-k dielectrics (low-
k_2 and low-k_3) have a higher increase in the k value as compared to low-k_1. This sug-
gests that porogen plays an important role for the low-k dielectrics under plasma irradiation. 
Furthermore, the highest increase in the k value is occurred in the low-k_2 (porogen-containing 
low-k film without UV curing). The UV irradiation on the low-k dielectrics not only removes 
the porogen to form pores but also strengthens the bonding strength of the low-k dielectrics 

Figure 8. (a) Leakage current density versus applied voltage for pristine and O2 plasma-treated low-k dielectrics. (b) 
Leakage current densities at 1 and 2 MV/cm and dielectric breakdown field of porous low-k dielectrics under various O2 
plasma treatment conditions.
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[53]. Therefore, the resistance to O2 plasma damage can be reinforced. To enhance plasma 
resistance for porous low-k dielectrics, a RP H2/He plasma treatment seems to be a possible 
method to alleviate the increase in the k value upon O2 plasma process. The RP H2/He plasma 
treatment can form a densification layer on the low-k dielectric’s surface without damaging 
film’s properties. This formation densification layer can effectively resist O2 plasma damage 
and prevent active oxygen species to penetrate into the film. However, as the RF power further 
increases in O2 plasma treatment process, the difference in the k value in low-k_3 and low-k_4 

Figure 9. Characteristic dielectric breakdown times of porous low-k dielectrics under various O2 plasma treatment 
conditions (standard condition: RF power = 60 W; time = 60 s; oxygen flow = 100 sccm).

Figure 10. Change percentage in dielectric constant of different low-k dielectrics as a function of RF power in O2 plasma 
treatment.
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becomes smaller. This implies that the post-remote H2/He plasma treatment on the porous 
low-k dielectric is becoming ineffective in preventing O2 plasma damage as a higher RF power. 
As the RF power is increased in O2 plasma treatment process, the more active oxygen species 
are produced, and these active species get more energy so as to penetrate the densification 
layer induced by remote H2/He plasma treatment into a deeper region within the low-k dielec-
tric, causing the bonding breakage and reaction with moisture.

Figure 11 compares the degradation in the characteristic dielectric breakdown times relative 
to those of the pristine low-k dielectrics as a function of RF power. The stress electric field 
was 6.8 MV/cm for all low-k dielectrics. The reliability performance continuously degrades 
with RF power. Additionally, for the same RF power, the degradation order is low-k_2 > low-
k_3 > low-k_4 > low-k_1. This means that porogen, rather than pore, within a low-k dielec-
tric is a key issue to cause the reliability degradation under O2 plasma treatment. Since two 
phases (matrix and porogen) coexist in the low-k dielectrics, a weaker bonding strength can be 
deduced, resulting in a weaker resistance against O2 plasma damage. By means of UV irradia-
tion or the post-deposition plasma treatment, using remote H2/He plasma to form a surface 
densification layer can alleviate the reliability degradation for the porous low-k dielectrics 
under O2 plasma treatment.

4.2.1.3. Plasma component dependence

A “roof” structure, consisting of a top optical mask, is designed to isolate the ions, photons, 
and radicals to reach the porous low-k dielectrics [54]. Si, MgF2, or CaF2 was used as a mask in 
this study. The height of the gap was fixed at 1 cm. Under O2 plasma treatment with different 
masks, the plasma species penetrating into the porous low-k dielectric through the gap is 
summarized in Table 2. For the porous low-k dielectric under plasma using various masks, 

Figure 11. Degradation in characteristic dielectric breakdown time of different low-k dielectrics as a function of RF 
power in O2 plasma treatment.
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becomes smaller. This implies that the post-remote H2/He plasma treatment on the porous 
low-k dielectric is becoming ineffective in preventing O2 plasma damage as a higher RF power. 
As the RF power is increased in O2 plasma treatment process, the more active oxygen species 
are produced, and these active species get more energy so as to penetrate the densification 
layer induced by remote H2/He plasma treatment into a deeper region within the low-k dielec-
tric, causing the bonding breakage and reaction with moisture.

Figure 11 compares the degradation in the characteristic dielectric breakdown times relative 
to those of the pristine low-k dielectrics as a function of RF power. The stress electric field 
was 6.8 MV/cm for all low-k dielectrics. The reliability performance continuously degrades 
with RF power. Additionally, for the same RF power, the degradation order is low-k_2 > low-
k_3 > low-k_4 > low-k_1. This means that porogen, rather than pore, within a low-k dielec-
tric is a key issue to cause the reliability degradation under O2 plasma treatment. Since two 
phases (matrix and porogen) coexist in the low-k dielectrics, a weaker bonding strength can be 
deduced, resulting in a weaker resistance against O2 plasma damage. By means of UV irradia-
tion or the post-deposition plasma treatment, using remote H2/He plasma to form a surface 
densification layer can alleviate the reliability degradation for the porous low-k dielectrics 
under O2 plasma treatment.

4.2.1.3. Plasma component dependence

A “roof” structure, consisting of a top optical mask, is designed to isolate the ions, photons, 
and radicals to reach the porous low-k dielectrics [54]. Si, MgF2, or CaF2 was used as a mask in 
this study. The height of the gap was fixed at 1 cm. Under O2 plasma treatment with different 
masks, the plasma species penetrating into the porous low-k dielectric through the gap is 
summarized in Table 2. For the porous low-k dielectric under plasma using various masks, 
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the thickness reduction, the Si–CH3 group extraction, the Si–OH/H–OH bond formation, the 
top modification layer formation, the WCA value declination, the dielectric constant incre-
ment, and the dielectric breakdown field degradation were detected. The results indicate that 
all ions, photons, and radicals in the plasma cause negative impact on the porous low-k dielec-
trics, but they have different contributions. The maximum change is in the case of without 
mask. In Si mask case, the photons and the ions are blocked so that only oxygen radicals can 
react with the porous low-k dielectrics. Its plasma damage is less minor. In MgF2 mask or CaF2 
mask, photons can penetrate but depends on the wavelength. With an addition of photon 
effect, the changes in the physical and electrical properties for the porous low-k dielectrics 
slightly increase. Furthermore, as ions are added in the plasma to react with the porous low-k 
dielectrics (without mask case), the changes become significant. This implies that the synergy 
between the radicals, the photons, and the ions in the plasma induces the highest degradation 
in the porous low-k dielectrics.

The plasma-induced damage mechanism is that the bonds inside the porous low-k dielec-
trics are broken by ion bombardment and then easily react with radicals to form the new 
bonds or Si–OH/H–OH bonds with a higher k value (~80). As for the contribution of pho-
tons, photons can weaken or broken the low-k dielectric’s bonds, assisting the chemical 
reaction of radicals. The photons with a higher energy cause more bonding breakage, 
inducing a more degradation. Therefore, a higher degradation in the porous low-k dielec-
tric underneath MgF2 mask during O2 plasma treatment was detected due to extra photon 
transmission with 120–250 nm wavelength.

Figure 12 plots the characteristic dielectric breakdown times (T63.2%) versus the applied electric 
field for O2 plasma-treated low-k dielectrics with various masks. In a fixed electric field, the 
order of T63.2% is pristine > Si mask > MgF2 mask > CaF2 mask > without mask, indicating that 
all ions, photons, and radicals in the plasma cause the dielectric reliability degradation. For 
example, in an electric field of 6.8 MV/cm, the dielectric lifetime degradation ratios are 43.17, 
66.41, and 82.18% for Si mask, MgF2 mask, and without mask cases, respectively, correspond-
ing to radical, radicals + photon, and ions + photons + radical effects. By simple calculation, 
the contributions of radicals, photons, and ions were 43.17, 23.24, and 15.77%, respectively, 

Table 2. Change of physical and electrical characteristics of porous low-k dielectrics using different masks under O2 
plasma treatment.
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indicating that radicals cause the greater degradation in the dielectric reliability than the other 
two plasma components. However, this finding is still needed to be demonstrated by more 
experiments which can be treated under the individual plasma component. The synergy 
between radicals, photons, and ions causes a considerable degradation. Getting rid of one or 
two components from the plasma environment is a workable strategy for the low-k dielec-
tric’s reliability improvement.

4.2.2. Hydrogen (H2)/helium (He) plasma damage

H2/He plasma treatments on the porous low-k dielectrics (k = 2.56) using CCP and RP systems 
at various operation temperatures (25–350°C) were investigated. The k value of porous low-k 
films after H2/He plasma treatment in CCP and RP systems as a function of the operation 
temperature is presented in Figure 13. An increased k was detected after H2/He plasma treat-
ment in CCP system, and the increasing magnitude increased with increasing the operation 
temperature. However, as the operation temperature is raised above 250°C, the increasing 
rate of the k value tends to alleviate. This phenomenon can be explained by transforming 
Si–OH bonds to Si–O–Si bonds at an elevated temperature above 200°C. For porous low-k 
dielectrics treated by H2/He plasma in RP system, the increase in the k value was lower owing 
to a relatively small Si–CH3 depletion and Si–OH formation. Additionally, the k value was 
slightly reduced with an increase of the operation temperature. Furthermore, as the opera-
tion temperature is elevated to 350°C, the k value was reduced to be lower than 2.56. The 
result suggests that the effect of H2/He plasma treatment in RP system on porous low-k dielec-
trics turns to be positive by raising the operation temperature to 350°C. As a consequence, a 
“damage-free” resist strip processing can be obtained by using H2/He plasma treatment in RP 
chamber at elevated temperatures.

Figure 12. Characteristic dielectric breakdown time versus electric field for porous low-k dielectrics under O2 plasma 
treatment with various masks.
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Figure 14(a) and (b) shows the breakdown field and the dielectric breakdown time, respec-
tively, of porous low-k dielectrics under H2/He plasma treatment in the CCP or RP systems 
at various operation temperatures. Both results indicate that H2/He plasma-treated low-k 
dielectrics in RP system exhibited a higher breakdown field and a longer breakdown time 
as compared to those in CCP system, indicating that deep UV light radiation and ion bom-
bardment induced from H2/He plasma treatment in CCP system on the low-k dielectric can 
accelerate the degradation of reliability. The trends of temperature dependence of reliabil-
ity characteristics were different for H2/He plasma treatments in the CCP and RP systems. 
The breakdown field and the breakdown time of H2/He plasma-treated low-k dielectrics in 
CCP system were decreased, while those in CCP system were improved as the operation 
temperature is raised. Furthermore, H2/He plasma-treated low-k dielectrics operated in CCP 
system displayed a strong temperature dependence of reliability, implying that the reaction 
induced by radicals is not enhanced by increasing the temperature. However, with the assis-
tance of deep UV light radiation and ion bombardment, the reaction becomes stronger at 
a higher operation temperature. As the operation temperature of H2/He plasma treatment 
in RP system was raised to 350°C, the reliability performance of the plasma-treated low-k 
dielectrics exceeded that of the pristine samples. A better reliability for H2/He plasma-treated 
low-k films operated in RP system at 350°C can be attributable to another mechanism because 
the scission of Si–CH3 bonds was still detected although the decreasing ratio was reduced. 
H2/He plasma treatment on porous low-k dielectrics in RP system at evaluated temperatures 
reportedly removes carbon-based porogen residues, which are formed inside the porous low-
k structure due to non-optimized incorporation of porogen molecules and non-optimized UV 
curing [55]. The removal of porogen residues from porous low-k dielectrics has also been 
demonstrated to promote reliability for low-k dielectrics. Therefore, H2/He plasma treatment 

Figure 13. Dielectric constant of H2/He plasma-treated low-k dielectrics operated in CCP and RP systems as a function 
of operation temperature.
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on porous low-k dielectrics in RP system at 350°C efficiently removes porogen residues from 
porous low-k dielectrics, resulting in a better reliability.

The mechanism about the reaction between H2 reactive plasma species and porous low-k 
dielectrics can be described as [56]:

  ≡Si–  CH  3   + 2H → ≡Si–H +  CH  4    ΔH  r   = − 411 KJ / mole  (2)

  ≡Si–O–Si≡ + 2H → ≡Si–H + ≡Si–OH  ΔH  r   = − 325 KJ / mole  (3)

where ΔHr is the estimated enthalpy. The reaction temperature of these two reactions is 
assumed to be 25°C. The negative enthalpies of reactions (2) and (3) represent that the reac-
tions are exothermic and presumably occurred at room temperature [57]. Assuming that the 
amount of H atoms remains unchanged at an elevated temperature, these two reactions would 
become less favored with an increase of the reaction temperature according to Chatelier’s 
principle. Therefore, the scission of Si–CH3 and Si–O–Si groups should be stronger at a lower 
temperature. However, FT-IR analysis revealed that the losses of CH3 and Si–O–Si groups 
were higher for porous low-k dielectrics treated by H2/He plasma in CCP system at a higher 
temperature. The discrepancy can be explained by the fact that only H radical is considered 
to react with the low-k dielectric for reactions (2) and (3). However, H ions and VUV photons 
can be produced in H2/He plasma operated in CCP system. Due to the presence of H ions 
and VUV photons, the above two reactions become possible because the bonding energies 
of Si–CH3 and Si–O–Si bonds are weaken. Furthermore, at an elevated temperature, ions and 
photons can gain more energy and easily break Si–CH3 and Si–O–Si bonds, causing a violent 
response for reactions (2) and (3). In the case of H2/He plasma treatment in RP system, only 
H radicals can react with the porous low-k dielectric. According to FT-IR result, only Si–CH3 

Figure 14. (a) Breakdown field. (b) Dielectric breakdown time of H2/He plasma-treated low-k dielectrics operated in CCP 
and RP systems as a function of operation temperature.
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on porous low-k dielectrics in RP system at 350°C efficiently removes porogen residues from 
porous low-k dielectrics, resulting in a better reliability.

The mechanism about the reaction between H2 reactive plasma species and porous low-k 
dielectrics can be described as [56]:

  ≡Si–  CH  3   + 2H → ≡Si–H +  CH  4    ΔH  r   = − 411 KJ / mole  (2)

  ≡Si–O–Si≡ + 2H → ≡Si–H + ≡Si–OH  ΔH  r   = − 325 KJ / mole  (3)

where ΔHr is the estimated enthalpy. The reaction temperature of these two reactions is 
assumed to be 25°C. The negative enthalpies of reactions (2) and (3) represent that the reac-
tions are exothermic and presumably occurred at room temperature [57]. Assuming that the 
amount of H atoms remains unchanged at an elevated temperature, these two reactions would 
become less favored with an increase of the reaction temperature according to Chatelier’s 
principle. Therefore, the scission of Si–CH3 and Si–O–Si groups should be stronger at a lower 
temperature. However, FT-IR analysis revealed that the losses of CH3 and Si–O–Si groups 
were higher for porous low-k dielectrics treated by H2/He plasma in CCP system at a higher 
temperature. The discrepancy can be explained by the fact that only H radical is considered 
to react with the low-k dielectric for reactions (2) and (3). However, H ions and VUV photons 
can be produced in H2/He plasma operated in CCP system. Due to the presence of H ions 
and VUV photons, the above two reactions become possible because the bonding energies 
of Si–CH3 and Si–O–Si bonds are weaken. Furthermore, at an elevated temperature, ions and 
photons can gain more energy and easily break Si–CH3 and Si–O–Si bonds, causing a violent 
response for reactions (2) and (3). In the case of H2/He plasma treatment in RP system, only 
H radicals can react with the porous low-k dielectric. According to FT-IR result, only Si–CH3 
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group was found to reduce, and the concentration of Si–O–Si bond almost kept unchanged 
for H2/He plasma-treated low-k dielectrics, implying that reaction (2) is favored over reac-
tion (3) because of a lower dissociation energy of Si–CH3 bond. Additionally, the reduction 
amount of Si–CH3 bond is relatively small and no temperature dependence effect, indicating 
that reaction (2) is relatively weak even at a higher temperature for H2/He plasma treatment 
in RP system.

In addition to the above reactions (2) and (3), H2 plasma can break Si–CH3 and Si–O–Si bonds 
to create Si dangling bonds. The subsequent air exposure makes these Si dangling bonds 
transform to Si–OH bonds. If OH- bonds are weak or physically bonded, dehydroxylation 
of Si–OH bonds can occur to form Si–O–Si bonds at a higher temperature [58]. This can be 
explained by the reduction of Si–OH bonds for H2/He plasma-treated low-k films operated at 
temperatures above 250°C.

4.2.3. Ammonia (NH3)/nitrogen (N2) plasma damage

The effect of the NH3/N2 ratio in plasma treatment on the porous low-k dielectrics (k = 2.56) 
was investigated. The reaction mechanism between the porous low-k dielectric and NH3/N2  
plasma can be described as follows: in pure N2 gas plasma, only N, N2, and N2* active species 
are generated, and no hydrogen species is produced. Physical bombardment by N radicals 
is favorable, roughing the film’s surface. Moreover, the weak bonds in the low-k dielectric, 
such as Si–H, Si–CH3, and C–Hx bonds, can be broken by these active species in the plasma, 
forming Si–N and C–N bonds. As NH3 gas was added into the plasma, other active species 
in addition to the N, N2, and N2* active species, such as H, NH2, NH4, and N2H, may be 
generated. The Si–CH3 group in the low-k dielectric is broken to form Si dangling bonds. 
This dangling bond easily absorbs H or NH2 species to form Si–H or Si–NH2 bonds due to a 
lower reaction energy, which is thermodynamically favorable [59–62]. The Si–H and Si–NH2 
bonds are not stable in air and easily react with ambient air to form Si–OH, which is more 
hydrophobic and has a higher k value. As the portion of NH3 in the plasma increases, the 
number of H and NH2 active species increases accordingly. At the same time, the amount 
of the generated N, N2, and N2* active species is limited because more energy is required to 
generate these active species. These changes in the plasma result in the significant replace-
ment of –CH3 groups by H and NH2 active species, the formation of more Si–OH bonds, and 
the reduction of Si–N and C–N bonds.

Figure 15 shows the changes in the k value of NH3/N2 plasma-treated low-k dielectrics upon 
O2 plasma treatment. After NH3/N2 plasma treatment, the k value of the plasma-treated low-k 
dielectrics increases. Under pure NH3 or pure N2 gas plasma treatment conditions, the increase 
is larger. This can be attributed to more formation of Si–OH bonds or Si–N/C–N bonds on the 
surface layer for pure NH3 or pure N2 gas plasma treatment, respectively. Treatment with O2 
plasma increases the k values of all NH3/N2 plasma-treated low-k dielectrics by the replace-
ment of Si–CH3 and Si–H bonds with Si–O bonds [63]. The increase in the k value becomes 
larger with the NH3/N2 gas ratio. The pure N2 gas plasma-treated sample exhibits a smaller 
increase in the k value owing to the formation of protective Si–N/C–N layer. This layer sup-
presses the penetration of oxygen radical into the low-k dielectric.

Plasma Science and Technology - Basic Fundamentals and Modern Applications310

Figure 16(a) plots the measured dielectric breakdown fields of NH3/N2 plasma-treated low-
k dielectrics. All NH3/N2 plasma-treated samples had a poorer dielectric breakdown per-
formance than the pristine low-k dielectric. Moreover, the breakdown field of the NH3/N2 
plasma-treated low-k dielectrics decreases as the NH3/(N2 + NH3) ratio increases. The low-k 
dielectric that was plasma treated with pure NH3 gas has the lowest breakdown field and the 
highest leakage current.

Figure 16(b) compares T63.2% values as a function of applied electric field for the pristine and 
plasma-treated low-k dielectrics. All plasma-treated samples had shorter dielectric break-
down times and a wider distribution as compared to the pristine low-k dielectric. The reduc-
tion of the dielectric breakdown time may be caused by an accumulation of defects owing to 

Figure 15. Change in dielectric constant of porous low-k dielectrics after NH3/N2 and O2 plasma treatments.

Figure 16. (a) Breakdown field. (b) Dielectric breakdown time as a function of electric field of porous low-k dielectrics 
after various NH3/N2 plasma treatments.
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after various NH3/N2 plasma treatments.

Plasma Damage on Low-k Dielectric Materials
http://dx.doi.org/10.5772/intechopen.79494

311



plasma-induced damage. Furthermore, the reductions in the dielectric breakdown time were 
significant in stronger stressing electric fields. Additionally, the T63.2% values of plasma-treated 
low-k dielectrics decreased as the NH3/(N2 + NH3) ratio increased, which is correlated well 
with the moisture contents in the plasma-treated dielectrics. This indicates that the moisture 
content in a low-k dielectric plays an important role in reducing the dielectric breakdown 
time. The low-k dielectric that was plasma treated with pure N2 gas had the longest low-k 
dielectric because the formed amide-like or nitride-like layers on the surface retard low-k 
dielectric breakdown.

5. Conclusions

Low-k dielectric materials are essential for RC delay reduction to improve the performance 
of ICs. However, plasma-induced damage on the low-k dielectric materials during Cu/low-k 
interconnects fabrication is a critical issue to influence the low-k integrity. Plasma damage 
on the low-k dielectrics is a complicated phenomenon involving physical and chemical reac-
tions. The resulting main negative impact is an increased dielectric constant due to water 
adsorption after plasma irradiation on the low-k dielectrics. The plasma damage depends on 
the used low-k dielectrics, plasma gases and conditions, and reactors. Therefore, the optimi-
zation in the plasma process is required to minimize the plasma damage. Additionally, the 
damaged low-k dielectrics can be recovered by the removal of adsorbed water. This turns the 
hydrophilic materials to be hydrophobic. Currently, complete recovery cannot be obtained; 
consequently, this area requires a lot of effort to make in the future.
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plasma-induced damage. Furthermore, the reductions in the dielectric breakdown time were 
significant in stronger stressing electric fields. Additionally, the T63.2% values of plasma-treated 
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