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Preface

The term extreme weather normally conjures up thoughts of massive storms or heat waves or
overtly cold temperatures. These are all examples of what we might consider as weather
events that occur out of the ordinary or what is regarded as the normal pattern of calm, heat,
cold, dry, or wet conditions for one season of the year or another. The point is that if we
consider an oscillation of data points in a weather pattern and plot a mean through it, ex‐
treme weather can be observed as a perturbation in a distribution of climatic events over
time. These events may be short-lived, such as a wind gust occurrence, or of longer dura‐
tion, such as heavy rain leading to flooding. Importantly, once initiated, a perturbation
event has an associated consequence, which usually requires human intervention to rectify
the event’s consequences.

Each of the chapters in this book identifies and describes an extreme weather event or collec‐
tion of events and their consequences. Mostly, these events are related to a specific location,
but general points are drawn out from the specific causes and effects discussed.

The chapter on Heat Waves is a good example of this where trends are observed across a set
of example events, with their effects and influence on climatic change described. In this de‐
tailed discussion of heat waves as extreme weather events, dangerous temperature levels
are considered with their effects on vegetation and water.

As the result of northwest winds over the Korean peninsula, extratropical cyclones occur in
the East Sea of Japan. The chapter here on this topic provides a fascinating insight into what
are discrete extreme weather events, but even so, they are expected as a cause-and-effect
scenario and, therefore, can be predicted. The effect or the consequence of the huge waves
that are formed from these cyclones can be devastating, so forecasting their formation and
arrival when they make land is vital to the people living in the coastal areas of Eastern Japan
for their personal safety and the survival of their farms and businesses.

Some aspects of the cyclone phenomenon are described in the chapter on the influence of
abrupt changes in weather to climate regimes in specific locations. The chapter argues that
thermal conditions play a more dominant role in influencing climate shifts than dynamic
events over time. It also takes a wider view of the longer-term prevailing climate for regions
where cyclones are experienced.

A more calm and yet potentially just as devastating weather event is regularly experienced
in the mid-west of the United States. Again, these events are expected, so it can to some
extent be predicted. In the case study chapter describing ice cover on the Grand River in
Ohio, we read about a slower-moving weather event but with the consequence of severe
flooding that can occur at any time after the ice begins to melt. This chapter discusses the
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environmental impact of this extreme weather example and reinforces the point that not all
such events occur suddenly or without warning.

On the other hand, more dynamic extreme weather events and their consequences, such as
those described in the chapter on Geomagnetic Storms, are difficult to predict due to the short
buildup time duration, similar to wind gusts. Very often these weather events have a de‐
structive consequence. The solar wind velocities can reach up to 500 km per second. Instru‐
ments for measuring the events and their variables are described in the chapter with a
discussion of issues relating to data collection and analysis.

Together, these chapters provide a sound basis for considering the intrinsic elements of ex‐
treme weather events, and the place of the topics addressed within the chapters can assist in the
accumulated knowledge being built to better understand the weather and climate dynamics.

Professor Philip Sallis
School of Engineering, Computer and Mathematical Sciences

Auckland University of Technology
New Zealand
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Abstract

The goals of this study were (1) to compare the long-term trend of the interannual vari-
ability of maximum daily temperatures for four summer months (June, July, August, and 
September) using the Spearman’s rank correlation coefficient and Mann-Kendall tests 
and (2) to analyze the link between these temperatures and El Niño events of varying 
intensities using the linear correlation method. Data from 23 stations for the period from 
1950 to 2010 were analyzed. As far as the analysis of the long-term trend is concerned, 
the observed warming is greater for the last 2 months (August and September) than for 
the first 2 months (June and July) of the summer season, likely as a result of the warming 
of ocean surface waters. As for the link between El Niño events and summer maximum 
daily temperatures, a negative correlation was highlighted for the first time between 
these two variables for southern Quebec. However, this correlation is only observed for 
the two “cooler” summer months (June and September), likely due to a weak influence of 
site (station) characteristics on maximum daily temperature variations.

Keywords: maximum daily temperatures, summer, El Niño events, long-term trend, 
correlation, southern Quebec

1. Introduction

It is a well-established fact that, in cool temperate regions, the extent of climate warming will vary
seasonally. Several studies have compared the interannual variability of temperatures between
seasons in Canada (e.g., [1–7]). These studies have shown that, since 1950, climate warming
is more pronounced in winter and spring than in summer and fall. However, Guerfi et al. [8] 
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distribution, and reproduction in any medium, provided the original work is properly cited.



environmental impact of this extreme weather example and reinforces the point that not all
such events occur suddenly or without warning.

On the other hand, more dynamic extreme weather events and their consequences, such as
those described in the chapter on Geomagnetic Storms, are difficult to predict due to the short
buildup time duration, similar to wind gusts. Very often these weather events have a de‐
structive consequence. The solar wind velocities can reach up to 500 km per second. Instru‐
ments for measuring the events and their variables are described in the chapter with a
discussion of issues relating to data collection and analysis.

Together, these chapters provide a sound basis for considering the intrinsic elements of ex‐
treme weather events, and the place of the topics addressed within the chapters can assist in the
accumulated knowledge being built to better understand the weather and climate dynamics.

Professor Philip Sallis
School of Engineering, Computer and Mathematical Sciences

Auckland University of Technology
New Zealand

PrefaceVIII
Chapter 1

Comparison of the Temporal Variability of Maximum
Daily Temperatures for Summer Months in Relation to
El Nino Events in Southern Québec

Ali Assani

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74548

Provisional chapter

DOI: 10.5772/intechopen.74548

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. 

Comparison of the Temporal Variability of Maximum 
Daily Temperatures for Summer Months in Relation to 
El Nino Events in Southern Québec

Ali Assani

Additional information is available at the end of the chapter

Abstract

The goals of this study were (1) to compare the long-term trend of the interannual vari-
ability of maximum daily temperatures for four summer months (June, July, August, and 
September) using the Spearman’s rank correlation coefficient and Mann-Kendall tests 
and (2) to analyze the link between these temperatures and El Niño events of varying 
intensities using the linear correlation method. Data from 23 stations for the period from 
1950 to 2010 were analyzed. As far as the analysis of the long-term trend is concerned, 
the observed warming is greater for the last 2 months (August and September) than for 
the first 2 months (June and July) of the summer season, likely as a result of the warming 
of ocean surface waters. As for the link between El Niño events and summer maximum 
daily temperatures, a negative correlation was highlighted for the first time between 
these two variables for southern Quebec. However, this correlation is only observed for 
the two “cooler” summer months (June and September), likely due to a weak influence of 
site (station) characteristics on maximum daily temperature variations.

Keywords: maximum daily temperatures, summer, El Niño events, long-term trend, 
correlation, southern Quebec

1. Introduction

It is a well-established fact that, in cool temperate regions, the extent of climate warming will vary 
seasonally. Several studies have compared the interannual variability of temperatures between 
seasons in Canada (e.g., [1–7]). These studies have shown that, since 1950, climate warming 
is more pronounced in winter and spring than in summer and fall. However, Guerfi et al. [8] 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



showed that, in Quebec, climate warming is not as strong in winter, with very few stations 
analyzed recording a significant increase in maximum and minimum daily temperatures since 
1950. Assani et al. [9] showed that, in Quebec, climate warming is more generalized and greater 
in summer than in winter. Thus, unlike what is observed for winter, the significant increase 
in summer maximum and minimum daily temperatures since 1950 is observed at many sta-
tions. Moreover, the observed nighttime warming in summer is greater than the observed day-
time warming. These studies, however, only looked at variability between seasons, and do not 
address interannual variability for individual seasons (intraseasonal variability) in order to see 
if the extent of warming is the same or not for each month of a given season. The first objective 
of this study is, therefore, to compare the long-term trend of the interannual variability of maxi-
mum daily temperatures for the four months (June, July, August, and September) that make up 
the summer season in Quebec. The underlying hypothesis is that the increase in temperature is 
similar for the four summer months in southern Quebec.

In addition, analysis of the relationship between large-scale climate oscillations and summer 
climate in Canada has revealed that the links between these variables are relatively weak and 
variable compared to what is observed for the same variables in winter (e.g., [10]). However, 
no study has looked at the relationship between El Niño events and summer temperatures 
in Quebec. El Niño events affect temperatures at the global scale, and intense El Niño events 
are generally associated with relatively high temperatures (positive anomalies) at the global 
scale (e.g., [11]). The question is, therefore, whether there is a link between the intensity of El 
Niño events and maximum daily temperatures during the four summer months in Quebec, 
something that has not been addressed before.

2. Methods

2.1. Choice of stations

Twenty-three stations were selected to analyze the temporal variability of summer (June–
September) temperature and rainfall (Table 1 and Figure 1). The selection of these stations 
was primarily based on the availability of continuous measurements of temperature over the 
period from 1950 to 2010. This period was selected in order to analyze the largest possible 
number of stations. Prior to 1950, there were very few stations in Quebec where temperature 
and rainfall was measured. Since 2000, to streamline the measurement of hydroclimate vari-
ables in Canada and Quebec, many weather and hydrometric stations were shut down. For this 
study, all stations for which hydroclimate variables have been measured quasi-continuously 
for at least 50 years during the period from 1950 to 2010 were used. Summer temperature and 
rainfall data were taken from the Environment Canada website (http://www.climate.weather-
office.ec.gc.ca/, viewed in March 2016). For each summer month, a series of maximum daily 
temperatures was produced.

As far as El Niño events are concerned, only events of differing intensities (weak, moder-
ate, strong, and very strong) following the NOAA classification ([12]) were selected. From 
1950 to 2010, 22 El Niño events were recorded, including 11 events of weak intensity  
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(1951–1952, 1952–1953, 1953–1954, 1958–1959, 1968–1969, 1969–1970, 1976–1977, 1979–1980, 
1994–1995, 2004–2005, and 2006–2007), 6 events of moderate intensity (1963–1964, 1986–1987,  
1987–1988, 1991–1992, 2002–2003, and 2009–2010), 3 events of strong intensity (1957–1958, 1965– 
1966, and 1972–1973), and 2 events of very strong intensity (1982–1983 and 1997–1998). 
Based on Oceanic Niño Index (ONI, the running 3-month mean SST anomaly for the Niño  
3.4 region) values, an event is considered to be an El Niño event when the ONI val-
ues for five consecutive overlapping 3-month periods are at or above the +0.5o anomaly. 
The threshold is further broken down into weak (with a 0.5–0.9 SST anomaly), moderate  
(1.0–1.4), strong (1.5–1.9), and very strong (≥2.0) events [12]. However, for this study, rather 
than using ONI values, Southern Oscillation Index (SOI) values were used because they are 
available and widely used in the scientific literature. Moreover, using SOI values makes it 

Stations Code Years ID Latitude (N) Longitude (W) Altitude (m)

Coaticook 01 1950–2010 7021840 45°09’ 71°48’ 259

Les Cèdres 02 1950–2010 701429 45°18’ 74°03’ 47

Magog 03 1950–2010 7024440 45°16’ 72°07’ 274

Montréal (Trudeau) 04 1950–2010 7025250 45°28’ 73°45’ 36

Oka 05 1951–2010 7015730 45°30’ 74°04’ 91

Philipsburg 06 1950–2010 7026040 45°02’ 73°05’ 53

St Ephrem 07 1950–2010 7027200 46°04’ 70°58’ 312

St-Malo d’Auckland 08 1950–2010 7027520 45°12’ 71°30’ 564

Ste Anne de la Pérade 09 1950–2010 7016840 46°38’ 72°14’ 16

Valleyfield 10 1950–2010 7028680 45°17’ 74°06’ 46

Bagotville 11 1950–2010 7060400 48°20’ 71°00’ 159

Mont Joli A 12 1950–2006 7055120 48°36’ 68°13’ 48

Natashquan A 13 1950–2002 7045410 50°11’ 61°48’ 575

Sept îles A 14 1950–2001 7047910 50°13’ 66°16’ 310

Ste Rose de Dégelis 15 1950–2001 7057720 47°34’ 68°38’ 151

Trois-Pistoles 16 1950–2001 7058560 48°09’ 69°07’ 58

Chelsea 17 1950–2010 7031660 45°31’ 75°47’ 112

La Tuque 18 1950–2001 7074240 47°24’ 72°47’ 152

Nicolet 19 1950–2010 7025440 46°12’ 72°37’ 30

Nominingue 20 1950–2010 7035520 46°23’ 75°03’ 305

St Alban 21 1950–2010 7016800 46°43’ 72°05’ 76

St Jérôme 22 1950–2010 7037400 45°48’ 74°03’ 169

Milan 23 1950–2010 7024920 45°37’ 71°07’ 482

Table 1. Some data from analyzed stations.
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Natashquan A 13 1950–2002 7045410 50°11’ 61°48’ 575

Sept îles A 14 1950–2001 7047910 50°13’ 66°16’ 310

Ste Rose de Dégelis 15 1950–2001 7057720 47°34’ 68°38’ 151

Trois-Pistoles 16 1950–2001 7058560 48°09’ 69°07’ 58

Chelsea 17 1950–2010 7031660 45°31’ 75°47’ 112
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Milan 23 1950–2010 7024920 45°37’ 71°07’ 482

Table 1. Some data from analyzed stations.
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possible to readily compare the results of this study with those of previous work. It is, how-
ever, important to note that SOI values associated with the different El Niño intensities are 
negative because they are derived from differences in pressure, whereas ONI values are mea-
surements of surface water temperatures of the tropical Pacific Ocean. Be that as it may, the 
two types of indices (SOI and ONI) lead to the same results due to their strong correlation.

For each of the 22 El Niño events, the following six seasonal mean values of SOI indices were 
then derived: AMJ-1 is the mean SOI value for the months of April, May, and June of the 
previous years; JAS-1 is the mean SOI value for the months of July, August, and September of 
the previous year; OND-1 is the mean SOI value for the months of October, November, and 
December of the previous year; JFM is the mean SOI value for the months of January, February, 
and March of the current year; AMJ is the mean SOI value for the months of April, May, and 
June of the current year; and JAS is the mean SOI value for the months of July, August, and 
September of the current year. SOI index data were taken from the NOAA website (National 
Oceanic and Atmospheric Administration, http://www.cdc.noaa.gov/ClimateIndices/List, 
viewed on November 23, 2017). Indices for the previous year, when the El Niño event is ongo-
ing in the Pacific Ocean, were included because the influence of El Niño events on climate in 
Quebec is observed after a lag of at least 6 months.

2.2. Statistical analysis

Statistical analysis of data was conducted in two steps. In the first step, the Spearman’s rank 
correlation coefficient and Mann-Kendall tests were used to constrain the long-term trend 
of the temporal variability of maximum daily temperatures for the four summer months. 
Both tests are widely used in climate science and have been described in many articles  
(e.g., [13]). Because both tests yielded the same results, we only present results obtained using  

Figure 1. Location of stations analyzed.
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the Spearman’s rank coefficient test. It is important to note that the series analyzed did not 
show any autocorrelation.

Spearman’s correlation coefficient is calculated using the following equation [13]:

   r  s   =   
∑ i  y  i   −   (∑ i)    2  / n

 __________  s  i    s  yi      (1)

   s  i  2  = ∑  i   2  −   (∑ i)    2  / n  and  s  yi  2   = ∑  y  i  2  −   (∑ i)    2  / n  (2)

where n is the sample size (number of years during which streamflow was measured) and 
yi is the rank of the value of streamflow measured in year i for streamflow values ranked in 
order of increasing magnitude.

The test critical value is calculated using the following equation:

   t  s   =  r  s    √ 
____

   n − 2 ____ 1 −  r  s  2 
      (3)

The null hypothesis (absence of a significant trend) is rejected if the value of ts is higher than 
the value appearing in the table of Student’s t values for a given probability level with n-2 
degrees of freedom.

The last step consisted of correlating maximum daily temperatures for the four summer 
months with the six SOI series for the 22 El Niño events of differing intensities. It is important 
to note that years that do not match the years of occurrence of an El Niño event were excluded 
from this analysis so as to only look at the influence of El Niño events on the interannual 
variability of summer maximum daily temperatures. No previous study has considered El 
Niño events exclusively. In this study, only the simple correlation method was used because 
multivariate analysis methods (canonical correlation analysis and redundancy analysis) did 
not yield conclusive results due to the relatively small sample size (22).

3. Results

3.1. Comparison of the long-term trend of maximum daily temperatures for the four 
summer months

Results obtained using the Spearman’s rank correlation coefficient test is presented in Table 2. 
Very little change in the long-term trend is observed for June and July, with only three stations 
recording changes for these two months. In contrast, changes in the long-term trend are observed 
at numerous stations (more than 40% of stations analyzed) for August and September. For all 
four summer months, these changes reflect a positive long-term trend or a significant increase 
in maximum temperatures over time. Thus, statistically significant values of rare all positive (see 
Figure 2). These results are identical to those obtained using the Mann-Kendall test.
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3.2. Relationship between El Niño events and maximum daily temperatures for the 
four summer months

Coefficient of correlation values are presented in Table 3. Only the AMJ-1 and JAS-1 SOI values 
associated with El Niño events are significantly correlated with maximum daily temperatures. 

Stations June July August September

rs ts rs ts rs ts rs ts

Coaticook −0.1386 1.0750 −0.1887 1.4760 −0.0015 0.0112 0.1217 0.9419

Les Cèdres 0.1416 1.0988 0.1899 1.4855 0.2854 2.2870** 0.2548 2.0242**

Magog −0.0615 0.4739 −0.0512 0.3940 0.1266 0.9804 0.2542 2.0191**

Montréal 
(Trudeau)

0.0580 0.4462 0.0902 0.6958 0.1976 1.5481 0.2602 2.0696**

Oka 0.0841 0.6428 0.0307 0.2339 0.1534 1.1820 0.2419 1.8989*

Philipsburg −0.0232 0.1782 −0.0173 0.1330 0.1329 1.0298 0.1817 1.4195

St Ephrem 0.1794 1.4000 0.1734 1.3525 0.4047 3.3993*** 0.3172 2.5695**

St-Malo 
d’Auckland

0.2887 2.3165** 0.0883 0.6811 0.3743 3.1000*** 0.2115 1.6620

Ste Anne de la 
Pérade

−0.0017 0.0128 −0.0992 0.7662 0.1803 1.4077 0.2206 1.7376*

Valleyfield −0.0861 0.6581 −0.0143 0.1087 0.0701 0.5357 0.1032 0.7902

Bagotville 0.1750 1.3656 0.1961 1.5360 0.3212 2.6055** 0.3231 2.6222**

Mont Joli A 0.2428 1.8562* 0.1761 1.3267 0.3751 3.0010*** 0.3231 2.5317**

Natashquan A 0.2643 1.9572** 0.3389 2.5724** 0.5119 4.2550*** 0.5245 4.4000***

Sept Îles A 0.0601 0.4256 −0.0199 0.1405 0.0882 0.6264 −0.0404 0.2859

Ste Rose de 
Dégelis

0.2388 1.7390 0.0272 0.1930 0.2661 1.9518** −0.1369 0.9771

Trois-Pistoles 0.1110 0.7896 0.0117 0.0830 0.2447 1.7849* −0.1021 0.7264

Chelsea 0.1468 1.1398 0.1838 1.4359 0.2940 2.3626** 0.2725 2.1758**

La Tuque 0.1318 0.9405 −0.1172 0.8348 0.0913 0.6482 −0.1772 1.2733

Nicolet 0.1210 0.9361 −0.0954 0.7364 0.0672 0.5174 0.1750 1.3654

Nominingue −0.0862 0.6648 0.0023 0.0174 0.1605 1.2491 0.1373 1.0645

St Alban 0.1903 1.4890 0.1995 1.5640 0.4039 3.3913*** 0.3668 3.0282***

St Jérôme 0.0142 0.1089 0.0084 0.0646 0.1933 1.5131 0.1200 0.9287

Milan 0.0436 0.3349 0.1632 1.2706 0.2796 2.2369** 0.1953 1.5294

*Statistically significant value at the 10% level.
**Statistically significant value at the 5% level.
***Statistically at the 1% level.
The statistically significant values are shown in the bold.

Table 2. Analysis of the long-term trend of monthly maximum daily temperatures in summer using the Spearman’s rank 
correlation coefficient method.
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Figure 2. Example of the interannual variability of maximum daily temperatures in August at the five stations.

Stations June July August September

AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1

Coaticook −0.1578 −0.4229* 0.1142 −0.0181 0.0393 −0.0484 0.1897 −0.2378

Les Cèdres −0.1889 −0.1544 −0.0280 0.0392 −0.0391 −0.0786 0.1130 −0.2273

Magog −0.1486 −0.2777 0.0966 0.0594 0.0233 −0.0141 0.2079 −0.1615

Montréal 
(Trudeau)

−0.2117 −0.2669 −0.0734 −0.0871 −0.0002 −0.0588 0.0310 −0.3406

Oka −0.2892 −0.3465 −0.1437 −0.0270 −0.0474 −0.0781 −0.0137 −0.3906*

Philipsburg −0.2595 −0.2013 0.0904 0.0198 0.1249 0.1328 −0.0474 −0.3620*

St Ephrem −0.3941* −0.4142* −0.1213 −0.1357 −0.0621 −0.1164 0.1026 −0.2777

St-Malo 
d’Auckland

−0.2322 −0.3153 −0.0176 −0.0052 −0.0089 −0.0296 0.1948 −0.1651

Ste Anne de la 
Pérade

−0.4070* −0.4218* −0.0825 −0.0085 −0.0383 −0.1160 −0.0207 −0.3662*

Valleyfield −0.2639 −0.2861 0.1386 −0.0373 0.0839 0.0769 0.1323 0.2561

Bagotville −0.3206 −0.3052 −0.1385 −0.0618 −0.2458 −0.3806* −0.1456 −0.3262

Mont Joli A −0.2874 −0.4049* −0.1402 0.0169 −0.3218 −0.2273 −0.0543 −0.4301*

Natashquan A 0.0502 −0.0133 −0.3629 −0.1946 −0.2454 0.0236 −0.4491 −0.6531*

Sept Îles A −0.3191 −0.2441 −0.0870 0.1571 −0.1390 −0.0413 0.0187 −0.3861*

Ste Rose de 
Dégelis

−0.3791* −0.5610* −0.1091 −0.0026 −0.1689 −0.1560 0.0176 −0.4217*

Comparison of the Temporal Variability of Maximum Daily Temperatures for Summer…
http://dx.doi.org/10.5772/intechopen.74548

7



3.2. Relationship between El Niño events and maximum daily temperatures for the 
four summer months

Coefficient of correlation values are presented in Table 3. Only the AMJ-1 and JAS-1 SOI values 
associated with El Niño events are significantly correlated with maximum daily temperatures. 

Stations June July August September

rs ts rs ts rs ts rs ts

Coaticook −0.1386 1.0750 −0.1887 1.4760 −0.0015 0.0112 0.1217 0.9419

Les Cèdres 0.1416 1.0988 0.1899 1.4855 0.2854 2.2870** 0.2548 2.0242**

Magog −0.0615 0.4739 −0.0512 0.3940 0.1266 0.9804 0.2542 2.0191**

Montréal 
(Trudeau)

0.0580 0.4462 0.0902 0.6958 0.1976 1.5481 0.2602 2.0696**

Oka 0.0841 0.6428 0.0307 0.2339 0.1534 1.1820 0.2419 1.8989*

Philipsburg −0.0232 0.1782 −0.0173 0.1330 0.1329 1.0298 0.1817 1.4195

St Ephrem 0.1794 1.4000 0.1734 1.3525 0.4047 3.3993*** 0.3172 2.5695**

St-Malo 
d’Auckland

0.2887 2.3165** 0.0883 0.6811 0.3743 3.1000*** 0.2115 1.6620

Ste Anne de la 
Pérade

−0.0017 0.0128 −0.0992 0.7662 0.1803 1.4077 0.2206 1.7376*

Valleyfield −0.0861 0.6581 −0.0143 0.1087 0.0701 0.5357 0.1032 0.7902

Bagotville 0.1750 1.3656 0.1961 1.5360 0.3212 2.6055** 0.3231 2.6222**

Mont Joli A 0.2428 1.8562* 0.1761 1.3267 0.3751 3.0010*** 0.3231 2.5317**

Natashquan A 0.2643 1.9572** 0.3389 2.5724** 0.5119 4.2550*** 0.5245 4.4000***

Sept Îles A 0.0601 0.4256 −0.0199 0.1405 0.0882 0.6264 −0.0404 0.2859

Ste Rose de 
Dégelis

0.2388 1.7390 0.0272 0.1930 0.2661 1.9518** −0.1369 0.9771

Trois-Pistoles 0.1110 0.7896 0.0117 0.0830 0.2447 1.7849* −0.1021 0.7264

Chelsea 0.1468 1.1398 0.1838 1.4359 0.2940 2.3626** 0.2725 2.1758**

La Tuque 0.1318 0.9405 −0.1172 0.8348 0.0913 0.6482 −0.1772 1.2733

Nicolet 0.1210 0.9361 −0.0954 0.7364 0.0672 0.5174 0.1750 1.3654

Nominingue −0.0862 0.6648 0.0023 0.0174 0.1605 1.2491 0.1373 1.0645

St Alban 0.1903 1.4890 0.1995 1.5640 0.4039 3.3913*** 0.3668 3.0282***

St Jérôme 0.0142 0.1089 0.0084 0.0646 0.1933 1.5131 0.1200 0.9287

Milan 0.0436 0.3349 0.1632 1.2706 0.2796 2.2369** 0.1953 1.5294

*Statistically significant value at the 10% level.
**Statistically significant value at the 5% level.
***Statistically at the 1% level.
The statistically significant values are shown in the bold.

Table 2. Analysis of the long-term trend of monthly maximum daily temperatures in summer using the Spearman’s rank 
correlation coefficient method.

Extreme Weather6

Figure 2. Example of the interannual variability of maximum daily temperatures in August at the five stations.

Stations June July August September

AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1

Coaticook −0.1578 −0.4229* 0.1142 −0.0181 0.0393 −0.0484 0.1897 −0.2378

Les Cèdres −0.1889 −0.1544 −0.0280 0.0392 −0.0391 −0.0786 0.1130 −0.2273

Magog −0.1486 −0.2777 0.0966 0.0594 0.0233 −0.0141 0.2079 −0.1615

Montréal 
(Trudeau)

−0.2117 −0.2669 −0.0734 −0.0871 −0.0002 −0.0588 0.0310 −0.3406

Oka −0.2892 −0.3465 −0.1437 −0.0270 −0.0474 −0.0781 −0.0137 −0.3906*

Philipsburg −0.2595 −0.2013 0.0904 0.0198 0.1249 0.1328 −0.0474 −0.3620*

St Ephrem −0.3941* −0.4142* −0.1213 −0.1357 −0.0621 −0.1164 0.1026 −0.2777

St-Malo 
d’Auckland

−0.2322 −0.3153 −0.0176 −0.0052 −0.0089 −0.0296 0.1948 −0.1651

Ste Anne de la 
Pérade

−0.4070* −0.4218* −0.0825 −0.0085 −0.0383 −0.1160 −0.0207 −0.3662*

Valleyfield −0.2639 −0.2861 0.1386 −0.0373 0.0839 0.0769 0.1323 0.2561

Bagotville −0.3206 −0.3052 −0.1385 −0.0618 −0.2458 −0.3806* −0.1456 −0.3262

Mont Joli A −0.2874 −0.4049* −0.1402 0.0169 −0.3218 −0.2273 −0.0543 −0.4301*

Natashquan A 0.0502 −0.0133 −0.3629 −0.1946 −0.2454 0.0236 −0.4491 −0.6531*

Sept Îles A −0.3191 −0.2441 −0.0870 0.1571 −0.1390 −0.0413 0.0187 −0.3861*

Ste Rose de 
Dégelis

−0.3791* −0.5610* −0.1091 −0.0026 −0.1689 −0.1560 0.0176 −0.4217*

Comparison of the Temporal Variability of Maximum Daily Temperatures for Summer…
http://dx.doi.org/10.5772/intechopen.74548

7



There is no significant correlation for the other four SOI values. No statistically significant 
correlation was found between El Niño events and maximum daily temperatures in July, and 
such a correlation is only observed for one station for the month of August. In contrast, a cor-
relation is found at nearly half of the stations for the months of June and September, the two 
coolest summer months. All statistically significant correlations are negative. Thus, maximum 
daily temperatures tend to increase with the intensity of El Niño events. It is worth pointing 
out that such a relationship is not observed with La Niña events (results not presented herein). 
Also of note, temperatures in June are correlated with the AMJ-1 and JAS-1 climate indices, 
whereas temperatures in September are only correlated with the JAS-1 index (Table 3).

4. Discussion and conclusion

Comparison of the long-term trend of maximum daily temperatures for four summer months 
(June, July, August, and September) using the Spearman and Mann-Kendall tests highlighted 
a statistically significant increase in temperature in southern Quebec over the period from 
1950 to 2010. However, this increase is not uniform for the four months. The warming trend 
is observed at nearly half of the stations analyzed for the months of August and September, 
but at fewer than 15% of stations for the months of June and July. The first main conclusion 
arising from the study is the fact that the last two months of the summer season are warming 
faster than the first two months. For July, a warming trend is only observed at one station. 
This suggests that the warm summer season tends to end late in southern Quebec. It was not 
possible to constrain the potential climate factors that could account for the warming trend 
for the months of September and August. One hypothesis is the increasingly widely observed 
warming of ocean surface waters, in the Atlantic and Pacific Oceans among other places, the 
influence of which on temperature in continental North America has been highlighted by a 
number of authors (e.g., [11, 14]). It should be recalled that, due to thermal inertia, the warm-
ing of ocean surface waters accelerates in August in the northern hemisphere.

Stations June July August September

AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1

Trois-Pistoles −0.3804* −0.3627* −0.1865 −0.0088 −0.2863 −0.1797 −0.1605 −0.4842*

La Tuque −0.4994* −0.2942 −0.1440 −0.0798 −0.1968 −0.3281 −0.1425 −0.4572*

Nicolet −0.4994* −0.2942 −0.1440 −0.0798 −0.1968 −0.3281 −0.1425 −0.4572*

Nominingue −0.5110* −0.5678* 0.0272 0.0702 0.1166 0.2012 0.1466 −0.0546

St Alban −0.2803 −0.3733* 0.0424 −0.0856 0.2354 −0.0953 0.1877 −0.1157

St Jérôme −0.3717* −0.3599 −0.2435 −0.3010 −0.0073 −0.1750 0.0529 −0.3200

Milan −0.4178* −0.4380* −0.1107 −0.1471 −0.1157 −0.1191 0.1206 −0.2606

*Statistically significant value at the 5% level.
The statistically significant values are shown in the bold.

Table 3. Coefficients of correlation calculated between El Niño events and monthly maximum daily temperatures in 
summer in Quebec (1950–2010). .
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There is a widespread assumption that, in Canada in general and in Quebec in particular, El 
Niño events have no impact on summer climate. This assumption is not always based on an 
analysis of the relationship between climate variables and these events. The analysis carried 
out in this study revealed the existence of a significant negative correlation between maxi-
mum daily temperatures and El Niño events of varying intensities during the period from 
1950 to 2010. Like the long-term trend of the interannual variability of temperature, this corre-
lation varies between the four summer months. It is not observed for the months of July and, 
to a lesser extent, August, but is observed at nearly half of the stations analyzed for June (early 
summer) and September (late summer), the two coolest summer months in southern Quebec. 
The lack of correlation between El Niño events and maximum daily temperatures in July and 
August, the two warmest months of summer, may be explained by the fact that, as a result of 
relatively substantial warming during these two months, the influence of local site (station) 
characteristics on daily daytime temperature variations becomes more important (microcli-
mate effect) than that of regional climate factors (air mass circulation and fronts). Thus, dur-
ing the warmest part of summer, local warming enhances the strong spatial variability of 
convective movements that affect daytime temperatures in general and maximum tempera-
tures in particular. These convective movements produce convective clouds and localized and 
dispersed storms, thus inducing differences in maximum temperatures between sites.

The negative correlation highlighted between maximum daily temperatures and El Niño 
events suggests that an increase in the intensity of these events in the current climate warming 
context, as predicted by many climate models, would lead to an increase in maximum daily 
temperatures particularly in June and September in southern Quebec. Thus, the four summer 
months will become increasingly warmer in southern Quebec.
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There is no significant correlation for the other four SOI values. No statistically significant 
correlation was found between El Niño events and maximum daily temperatures in July, and 
such a correlation is only observed for one station for the month of August. In contrast, a cor-
relation is found at nearly half of the stations for the months of June and September, the two 
coolest summer months. All statistically significant correlations are negative. Thus, maximum 
daily temperatures tend to increase with the intensity of El Niño events. It is worth pointing 
out that such a relationship is not observed with La Niña events (results not presented herein). 
Also of note, temperatures in June are correlated with the AMJ-1 and JAS-1 climate indices, 
whereas temperatures in September are only correlated with the JAS-1 index (Table 3).

4. Discussion and conclusion

Comparison of the long-term trend of maximum daily temperatures for four summer months 
(June, July, August, and September) using the Spearman and Mann-Kendall tests highlighted 
a statistically significant increase in temperature in southern Quebec over the period from 
1950 to 2010. However, this increase is not uniform for the four months. The warming trend 
is observed at nearly half of the stations analyzed for the months of August and September, 
but at fewer than 15% of stations for the months of June and July. The first main conclusion 
arising from the study is the fact that the last two months of the summer season are warming 
faster than the first two months. For July, a warming trend is only observed at one station. 
This suggests that the warm summer season tends to end late in southern Quebec. It was not 
possible to constrain the potential climate factors that could account for the warming trend 
for the months of September and August. One hypothesis is the increasingly widely observed 
warming of ocean surface waters, in the Atlantic and Pacific Oceans among other places, the 
influence of which on temperature in continental North America has been highlighted by a 
number of authors (e.g., [11, 14]). It should be recalled that, due to thermal inertia, the warm-
ing of ocean surface waters accelerates in August in the northern hemisphere.

Stations June July August September

AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1 AMJ-1 JAS-1

Trois-Pistoles −0.3804* −0.3627* −0.1865 −0.0088 −0.2863 −0.1797 −0.1605 −0.4842*

La Tuque −0.4994* −0.2942 −0.1440 −0.0798 −0.1968 −0.3281 −0.1425 −0.4572*

Nicolet −0.4994* −0.2942 −0.1440 −0.0798 −0.1968 −0.3281 −0.1425 −0.4572*

Nominingue −0.5110* −0.5678* 0.0272 0.0702 0.1166 0.2012 0.1466 −0.0546

St Alban −0.2803 −0.3733* 0.0424 −0.0856 0.2354 −0.0953 0.1877 −0.1157

St Jérôme −0.3717* −0.3599 −0.2435 −0.3010 −0.0073 −0.1750 0.0529 −0.3200

Milan −0.4178* −0.4380* −0.1107 −0.1471 −0.1157 −0.1191 0.1206 −0.2606

*Statistically significant value at the 5% level.
The statistically significant values are shown in the bold.

Table 3. Coefficients of correlation calculated between El Niño events and monthly maximum daily temperatures in 
summer in Quebec (1950–2010). .

Extreme Weather8

There is a widespread assumption that, in Canada in general and in Quebec in particular, El 
Niño events have no impact on summer climate. This assumption is not always based on an 
analysis of the relationship between climate variables and these events. The analysis carried 
out in this study revealed the existence of a significant negative correlation between maxi-
mum daily temperatures and El Niño events of varying intensities during the period from 
1950 to 2010. Like the long-term trend of the interannual variability of temperature, this corre-
lation varies between the four summer months. It is not observed for the months of July and, 
to a lesser extent, August, but is observed at nearly half of the stations analyzed for June (early 
summer) and September (late summer), the two coolest summer months in southern Quebec. 
The lack of correlation between El Niño events and maximum daily temperatures in July and 
August, the two warmest months of summer, may be explained by the fact that, as a result of 
relatively substantial warming during these two months, the influence of local site (station) 
characteristics on daily daytime temperature variations becomes more important (microcli-
mate effect) than that of regional climate factors (air mass circulation and fronts). Thus, dur-
ing the warmest part of summer, local warming enhances the strong spatial variability of 
convective movements that affect daytime temperatures in general and maximum tempera-
tures in particular. These convective movements produce convective clouds and localized and 
dispersed storms, thus inducing differences in maximum temperatures between sites.

The negative correlation highlighted between maximum daily temperatures and El Niño 
events suggests that an increase in the intensity of these events in the current climate warming 
context, as predicted by many climate models, would lead to an increase in maximum daily 
temperatures particularly in June and September in southern Quebec. Thus, the four summer 
months will become increasingly warmer in southern Quebec.

Author details

Ali Assani

Address all correspondence to: ali.assani@uqtr.ca

Department of Environmental Sciences, University of Québec at Trois-Rivières,  
Québec, Canada

References

[1] Casati B, de Elia R. Temperature extremes from Canadian Regional Climate Model 
(CRCM) climate change projections. Atmosphere-Ocean. 2014;52(3):191-210

[2] Mekis E, Vincent LA, Shepard MW, Zhang X. Observed trends in severe weather condi-
tions based on humidex, wind chill, and heavy rainfall events in Canada for 1953-2012. 
Atmosphere-Ocean. 2015;53(4):383-397

[3] Turner JK, Gyakum JR. Trends in Canadian surface temperature variability in the con-
text of climate change. Atmosphere-Ocean. 2010;48(3):147-162

Comparison of the Temporal Variability of Maximum Daily Temperatures for Summer…
http://dx.doi.org/10.5772/intechopen.74548

9



[4] Vincent LA, van Wijngaarden WA, Hopkinson R. Surface temperature and humidity 
trends in Canada for 1953-2005. Journal of Climate. 2007;20:5100-5113

[5] Wang XL, Feng Y, Vincent LA. Observed changes in one-in-20 year extremes of Canadian 
surface air temperatures. Atmosphere-Ocean. 2014;52(3):222-231

[6] Yagouti A, Boulet G, Vincent L, Vescocvi L, Mekis E. Observed changes in daily tem-
perature and precipitation indices for southern Québec, 1960-2005. Atmosphere-Ocean. 
2000;3:395-429, 46(2);243-256

[7] Zhang X, Vincent LA, Hogg WD, Niitsoo A. Temperature and precipitation trends in 
Canada during the 20th century. Atmosphere-Ocean. 2000;3:395-429

[8] Guerfi N, Assani AA, Mesfioui M, Kinnard C. Comparison of the temporal variability 
of winter daily extreme temperatures and precipitations in southern Quebec (Canada) 
using the Lombard and copula methods. International Journal of Climatology. 2015; 
35:4237-4246

[9] Assani AA, Maloney-Dumont V, Pothier-Champagne A, Kinnard C, Quéssy J-F. Com-
parison of the temporal variability of summer temperature and rainfall as it relates to cli-
mate indices in southern Quebec (Canada). Theoretical and Applied Climatology. 2017 
(under review)

[10] Bonsal B, Shabbar A. Oscillations climatiques à grande échelle ayant une incidence sur le 
Canada, de 1900 à 2008. Biodiversité canadienne : état et tendances des écosystèmes en 2010. 
Rapport technique thématique n°4. Ottawa (ont.): Conseils canadiens des ministres des 
ressources; 2011. iii+15 p http://www.biodivcanada.ca/default.asp?lang=Fr&n=137E1147-1

[11] Trenberth KE, Fasullo JT. An apparent hiatus in global warming. Earth’s Future. 2013; 
1:19-32

[12] Null J. El Niño and La Niña years and intensities based on Oceanic Niño index (ONI). 
2016. http://ggweather.com/enso/oni.htm. [Viewed December 14, 2016]

[13] Sneyers R. Sur l’analyse statistique des séries d’observations. Note technique n°143. 
Genève: Organisation Météorologique Mondiale; 1975. 192 p

[14] Sutton RT, Hodson DLR. Atlantic Ocean forcing of North American and European sum-
mer. Climate Sciences. 2005;309:115-118

Extreme Weather10

Chapter 2

Influence of Climate Regime Shift on the Abrupt
Change of Tropical Cyclone Activity in Various Genesis
Regions

Chi-Cherng Hong and Yi-Kai Wu

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74947

Provisional chapter

Influence of Climate Regime Shift on the Abrupt
Change of Tropical Cyclone Activity in Various Genesis
Regions

Chi-Cherng Hong and Yi-Kai Wu

Additional information is available at the end of the chapter

Abstract

In this chapter, we reported the effect of basin-scale climate regime shift (CRS) on the
abrupt change of tropical cyclone (TC) activity in various genesis basins, including the
Pacific, Atlantic, and Indian Oceans. An analysis of regime shift index reveals that the
worldwide TC activity experienced four significant abrupt changes during 1960–2014,
including (i) an abrupt increase/decrease in the eastern North Pacific (ENP)/western North
Pacific (WNP) in the early 1970s, (ii) an abrupt increase in the ENP and WNP in the early
1980s, (iii) an abrupt increase in the North Atlantic and ENP in the middle 1990s, and (iv)
an abrupt decrease in the WNP and western South Pacific in the late 1990s. Three of them
are identified concurrent with a significant CRS. The possible influence of a CRS on the
abrupt change of TC activity in various genesis regions is addressed. We demonstrate that
a CRS induced time mean state shift results in a rapid change in the large-scale dynamic
and thermodynamic conditions, which substantially contributes to the abrupt change of
TC activity in various genesis regions. In addition the CRS, the effect of interdecadal
variability, such as the interdecadal Pacific Oscillation and Atlantic Multidecadal Oscilla-
tion, on the abrupt change of TC activity was discussed.

Keywords: climate regime shift, abrupt change, tropical cyclone, interdecadal Pacific
Oscillation, Atlantic Multidecadal Oscillation

1. Introduction

The activity of tropical cyclones (TCs) substantially affected by large scale thermal and
dynamic conditions fluctuates with multiple time scales. For example, the TC genesis number
in the western North Pacific (WNP), the TC occurs most frequently in this region of the
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In this chapter, we reported the effect of basin-scale climate regime shift (CRS) on the
abrupt change of tropical cyclone (TC) activity in various genesis basins, including the
Pacific, Atlantic, and Indian Oceans. An analysis of regime shift index reveals that the
worldwide TC activity experienced four significant abrupt changes during 1960–2014,
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an abrupt decrease in the WNP and western South Pacific in the late 1990s. Three of them
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abrupt change of TC activity in various genesis regions is addressed. We demonstrate that
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worldwide, exhibits an interannual and interdecadal fluctuation [1–6]. The interannual varia-
tion of TC activity in the WNP has been shown to be associated with large scale circulation
anomalies caused by El Niño and Southern Oscillation [2, 7], as well as by stratospheric quasi-
biennial oscillation [6, 8]. However, thermal conditions play a more dominant role than
dynamic conditions in the interannual variation of TC activity in the North Atlantic [9–11].

In the view of interdecadal time scale, the TC genesis frequency in the WNP was high in mid-
1960s and late 1980s but relatively low in 1970s and late 1990s [8, 12, 13]. It was noted a
significant decrease in TC activity over the WNP after 1998 [8]. They attributed this decrease
to the change in large scale vertical wind shear and 500-hPa geopotential height fields, which is
likely associated with Pacific decadal Oscillation (PDO). In contrast to WNP, the TC activity in
the North Atlantic Ocean showed an interdecadal increase since mid-1990s [10, 14, 15], which
is likely a response to the interdecadal warming in the tropical Atlantic due to the Atlantic
Multidecadal Oscillation (AMO) [10, 15].

Whereas the interdecadal variation of TC activity in various genesis regions had been widely
discussed, most of previous studies are focused on specific genesis region. The TC activity in
various genesis regions possibly had experienced an interdecadal change simultaneously, and
so far, this issue was not thoroughly investigated yet. Recently, Hong et al. [16] reported that
the tropical Pacific Ocean experienced a basin-scale climate regime shift (CRS) during the
middle to late 1990s (approximately 1996/1997). This CRS, characterized by a negative sea
surface temperature anomaly (SSTA) in the tropical central Pacific, generated a pair of anticy-
clone in the tropical western Pacific and that resulted in the interdecadal decrease of TC
activity in the WNP and western South Pacific (WSP) in the late 1990s [17]. In this chapter, we
extended the previous work [17], the possible influence of a CRS on the abrupt change of TC
activity in various regions was investigated. Because a CRS is generally accompanied with
atmospheric or oceanic low frequency variability, such as PDO and interdecadal Pacific Oscil-
lation (IPO), the contribution of low frequency variability of climate system on the abrupt
change of TC activity was discussed.

2. Data and methodology

Data from the International Best Track Archive for Climate Stewardship (IBTrACS; [18]) from
the Regional Specialized Meteorological Center of the World Meteorological Organization and
various agencies (e.g., Joint Typhoon Warning Center, JTWC, and the Japan Meteorology
Agency, JMA) during the period of 1960–2014 were used to analyze TC frequency change.
Because the observation of tropical depression-associated wind speed was not available until
1980 in the southern hemisphere, the analysis of TC activity in the Indian Ocean (IO) and
western South Pacific (WSP) starts from the 1980s. Besides, the typhoon season (October to
April) in the southern hemisphere covers two calendar years, the TC genesis number was
measured from July to next June. Monthly atmospheric datasets of NCEP/NCAR Reanalysis I
[19] and monthly SST field data obtained from the Met Office Hadley Centre [20] were used for
diagnosing large scale circulation anomalies. The TC is defined as the maximum sustained
wind speed of tropical cyclone reaches 34 knots. The TC is further separated to three scales, TS,
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TY and ST, which is approximately corresponding to the TS, C1–C2, C3–C5 of Saffir-Simpson
typhoon-scale [21] respectively (Table 1). A singular vector decomposition (SVD) analysis by
pairing up the SST and 850 hPa stream function fields was conducted to investigate the climate
regime shift (CRS) of coupled climate system. Because the global SST, especially in the Indian
Ocean (IO), exhibits a remarkable warming trend, the linear trend of SST during 1950–2010
had been removed off in the SVD analysis. A regime shift index (RSI; [22]) was them applied to
the time series of first two SVDs to detect the specific time of climate regime shift. A cut-off
length of 10 years was applied for climate regime shift (CRS) diagnosis, and only the RSI
exceeding significant test at 0.05 significance level was considered.

3. Abrupt change of TC activity in various genesis regions

Figure 1 shows the time series of the annual TC count in various genesis basins. The TC genesis
number in the WNP shows an interdecadal variation, indicating that the TCs were active
approximately in the periods of 1960–1970 and 1980–1997, but were inactive in 1970–1980 and
1998–2014. This interdecadal variation of TC activity was consistent with the previous study
[8]. The RSI calculation shows that the TC number underwent three significant abrupt changes
in 1972, 1983 and 1997 during the 55-year period (1960–2014). Note that the RSI value in 1983 is
in the margin of 5% significant level, and therefore is not clearly seen in Figure 1. Among the
RSI, an abrupt decrease in TC activity after 1998 was particularly pronounced; the annual mean
TC number was near 30 in the active period of 1988–1997, but decreased dramatically to 25 in
the inactive period of 1999–2008. Time series of different TC scales (Figure 2a) reveals that the
abrupt drop of TC number after 1998 is primarily caused by the decrease in TY. The number of
TS and ST do not exhibit significant change prior and after the change point in 1998.

The TC genesis number in the eastern North Pacific (ENP) was low in 1960–1970 but was high
in 1980–1990 and was approximately normal in 1970–1980 and after mid-1990s (Figure 1). The
RSI calculation shows that the TC number in the ENP underwent three significant abrupt
changes in 1969, 1981, and 1992 during 1960–2014. Figure 2 further shows that the number of

Type of TC Sustained wind speed (units: Knots) Saffir-Simpson hurricane wind scale

Td 17–33 Tropical depression

TS 34–63 Tropical storm

TY 64–104 C1 (64–82)
C2 (83–95)

ST ≧105 C3 (96–112)
C4 (113–136 t)
C5 (≧137)

The TY (typhoon) is approximately corresponding to category 1 + 2, and ST (sever typhoon) is corresponding to category
3 + 4 + 5 of Saffir-Simpson hurricane wind scale [21]. The TC number is defined as the summation of TS, TY, and ST
numbers.

Table 1. Definition of the different tropical cyclone scale in this study.
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worldwide, exhibits an interannual and interdecadal fluctuation [1–6]. The interannual varia-
tion of TC activity in the WNP has been shown to be associated with large scale circulation
anomalies caused by El Niño and Southern Oscillation [2, 7], as well as by stratospheric quasi-
biennial oscillation [6, 8]. However, thermal conditions play a more dominant role than
dynamic conditions in the interannual variation of TC activity in the North Atlantic [9–11].

In the view of interdecadal time scale, the TC genesis frequency in the WNP was high in mid-
1960s and late 1980s but relatively low in 1970s and late 1990s [8, 12, 13]. It was noted a
significant decrease in TC activity over the WNP after 1998 [8]. They attributed this decrease
to the change in large scale vertical wind shear and 500-hPa geopotential height fields, which is
likely associated with Pacific decadal Oscillation (PDO). In contrast to WNP, the TC activity in
the North Atlantic Ocean showed an interdecadal increase since mid-1990s [10, 14, 15], which
is likely a response to the interdecadal warming in the tropical Atlantic due to the Atlantic
Multidecadal Oscillation (AMO) [10, 15].

Whereas the interdecadal variation of TC activity in various genesis regions had been widely
discussed, most of previous studies are focused on specific genesis region. The TC activity in
various genesis regions possibly had experienced an interdecadal change simultaneously, and
so far, this issue was not thoroughly investigated yet. Recently, Hong et al. [16] reported that
the tropical Pacific Ocean experienced a basin-scale climate regime shift (CRS) during the
middle to late 1990s (approximately 1996/1997). This CRS, characterized by a negative sea
surface temperature anomaly (SSTA) in the tropical central Pacific, generated a pair of anticy-
clone in the tropical western Pacific and that resulted in the interdecadal decrease of TC
activity in the WNP and western South Pacific (WSP) in the late 1990s [17]. In this chapter, we
extended the previous work [17], the possible influence of a CRS on the abrupt change of TC
activity in various regions was investigated. Because a CRS is generally accompanied with
atmospheric or oceanic low frequency variability, such as PDO and interdecadal Pacific Oscil-
lation (IPO), the contribution of low frequency variability of climate system on the abrupt
change of TC activity was discussed.

2. Data and methodology

Data from the International Best Track Archive for Climate Stewardship (IBTrACS; [18]) from
the Regional Specialized Meteorological Center of the World Meteorological Organization and
various agencies (e.g., Joint Typhoon Warning Center, JTWC, and the Japan Meteorology
Agency, JMA) during the period of 1960–2014 were used to analyze TC frequency change.
Because the observation of tropical depression-associated wind speed was not available until
1980 in the southern hemisphere, the analysis of TC activity in the Indian Ocean (IO) and
western South Pacific (WSP) starts from the 1980s. Besides, the typhoon season (October to
April) in the southern hemisphere covers two calendar years, the TC genesis number was
measured from July to next June. Monthly atmospheric datasets of NCEP/NCAR Reanalysis I
[19] and monthly SST field data obtained from the Met Office Hadley Centre [20] were used for
diagnosing large scale circulation anomalies. The TC is defined as the maximum sustained
wind speed of tropical cyclone reaches 34 knots. The TC is further separated to three scales, TS,
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TY and ST, which is approximately corresponding to the TS, C1–C2, C3–C5 of Saffir-Simpson
typhoon-scale [21] respectively (Table 1). A singular vector decomposition (SVD) analysis by
pairing up the SST and 850 hPa stream function fields was conducted to investigate the climate
regime shift (CRS) of coupled climate system. Because the global SST, especially in the Indian
Ocean (IO), exhibits a remarkable warming trend, the linear trend of SST during 1950–2010
had been removed off in the SVD analysis. A regime shift index (RSI; [22]) was them applied to
the time series of first two SVDs to detect the specific time of climate regime shift. A cut-off
length of 10 years was applied for climate regime shift (CRS) diagnosis, and only the RSI
exceeding significant test at 0.05 significance level was considered.

3. Abrupt change of TC activity in various genesis regions

Figure 1 shows the time series of the annual TC count in various genesis basins. The TC genesis
number in the WNP shows an interdecadal variation, indicating that the TCs were active
approximately in the periods of 1960–1970 and 1980–1997, but were inactive in 1970–1980 and
1998–2014. This interdecadal variation of TC activity was consistent with the previous study
[8]. The RSI calculation shows that the TC number underwent three significant abrupt changes
in 1972, 1983 and 1997 during the 55-year period (1960–2014). Note that the RSI value in 1983 is
in the margin of 5% significant level, and therefore is not clearly seen in Figure 1. Among the
RSI, an abrupt decrease in TC activity after 1998 was particularly pronounced; the annual mean
TC number was near 30 in the active period of 1988–1997, but decreased dramatically to 25 in
the inactive period of 1999–2008. Time series of different TC scales (Figure 2a) reveals that the
abrupt drop of TC number after 1998 is primarily caused by the decrease in TY. The number of
TS and ST do not exhibit significant change prior and after the change point in 1998.

The TC genesis number in the eastern North Pacific (ENP) was low in 1960–1970 but was high
in 1980–1990 and was approximately normal in 1970–1980 and after mid-1990s (Figure 1). The
RSI calculation shows that the TC number in the ENP underwent three significant abrupt
changes in 1969, 1981, and 1992 during 1960–2014. Figure 2 further shows that the number of

Type of TC Sustained wind speed (units: Knots) Saffir-Simpson hurricane wind scale

Td 17–33 Tropical depression

TS 34–63 Tropical storm

TY 64–104 C1 (64–82)
C2 (83–95)

ST ≧105 C3 (96–112)
C4 (113–136 t)
C5 (≧137)

The TY (typhoon) is approximately corresponding to category 1 + 2, and ST (sever typhoon) is corresponding to category
3 + 4 + 5 of Saffir-Simpson hurricane wind scale [21]. The TC number is defined as the summation of TS, TY, and ST
numbers.

Table 1. Definition of the different tropical cyclone scale in this study.
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all the TC scales (TS, TY, and ST) in the ENP increased simultaneously in the active period
(1984–1993), however, the genesis number of the TY and ST exhibited a decrease in the inactive
period in 1995–2004. The abrupt increase of TC activity in the North Atlantic (NAT) in middle
1990s was evident, that is, the TC genesis number exhibited a significant interdecadal increase
after 1994/1995 [10, 14, 15]. In contrast to the ENP, the TC number in the NATonly experienced
once abrupt change in 1994 (Figure 1). This abrupt change is primarily resulted from the
number increase in TS and especially in ST, however, the contribution of TY is relatively weak
(Figure 2c). It is clear that the abrupt increase of TC number in the ENP in the early 1980s is
concurrent with the abrupt increase in the WNP. Whereas the abrupt decrease of TC number
in the ENP in mid-1990s is synchronized with the abrupt increase in the NAT.

The time series of TC activity in the WSP shows that the TC genesis number was high in 1980–
1990 and low throughout the 2000s. Whereas the total TC number decreases since 2000, the
number of ST shows a gradual increase (Figure 2d). The decrease since 2000 was approxi-
mately synchronized with the abrupt decrease of TC number in the WNP in the late 1990s. The
TC activity in the North Indian Ocean (NIO) was low during the 1990–2000, but was high,
especially for the specific scale of TS, during the early 2000s (Figure 2e). Conversely, the TC
activity in the South Indian Ocean (SIO) was high during middle 1980s to middle 1990s
(Figure 2f). In contrast to North Hemisphere, the TC activity in South Hemisphere does not
show significant abrupt change. Only the TC number in the WSP shows an abrupt decrease
approximately in 2000 with a lower confidence level at 80%.

Overall, the total TC number in all the genesis regions in each year is approximately the same.
Approximately 80 TCs forms each year in the global (Figure 3a). That is, the global TC number

Figure 1. Time series of annual (filled bar) and 9-year running mean (black line) TC genesis number in various basins. The
numbers in the upper corner indicate the mean and one standard deviation of the relevant to time series. The gray bar at
the bottom shows the regime-shift index (RSI) [22] with 10-year cutoff length. Only the RSI exceeding 95% confidence is
plotted. The central plot is the climatology of the spatial distribution of TC genesis density during 1960–2014.
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does not exhibits interdecadal variation as identified in specific genesis region, such as in the
WNP. The annual mean TC number in North Hemisphere also approximately remains the
same since the late 1990s (Figure 3b) because that the decrease of TC number in the WNP is
nearly compensated by the increase of TC number in the NAT (Figure 2). By contrast, the
annual mean TC number in South Hemisphere shows an interdecadal decrease since the late
1990s, and the decrease is primarily resulted from the decline in specific scale of TY (Figure 3c).
We note that the time series of TS and TY number for both Hemispheres are approximately
opposite since the late 1990s. That is the TS and TY genesis number exhibits gradually increase
and decrease respectively since the late 1990s. The interdecadal variation of the ST number in
both Hemispheres is not so pronounced compared with that of TS and TY. The opposite
relationship between the TS number and TY number is clearly seen in the ratio of specific scale
of TC number to the total TC number: the ratio of TS and ST number to the total TC number in
North Hemisphere and global exhibit gradually increase trend conversely, the ratio of TY
number to the total TC number shows decrease trend since the late 1990s (Figure 3d–f).

Figure 2. Time series of 9-year running mean (filled bar) of TC genesis number in various basins. Colorful fill bar
represent the genesis number of different scale of TCs, including TS, TY and ST (Table 1). The horizontal dot line denotes
the climatological mean of the TC genesis number.
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does not exhibits interdecadal variation as identified in specific genesis region, such as in the
WNP. The annual mean TC number in North Hemisphere also approximately remains the
same since the late 1990s (Figure 3b) because that the decrease of TC number in the WNP is
nearly compensated by the increase of TC number in the NAT (Figure 2). By contrast, the
annual mean TC number in South Hemisphere shows an interdecadal decrease since the late
1990s, and the decrease is primarily resulted from the decline in specific scale of TY (Figure 3c).
We note that the time series of TS and TY number for both Hemispheres are approximately
opposite since the late 1990s. That is the TS and TY genesis number exhibits gradually increase
and decrease respectively since the late 1990s. The interdecadal variation of the ST number in
both Hemispheres is not so pronounced compared with that of TS and TY. The opposite
relationship between the TS number and TY number is clearly seen in the ratio of specific scale
of TC number to the total TC number: the ratio of TS and ST number to the total TC number in
North Hemisphere and global exhibit gradually increase trend conversely, the ratio of TY
number to the total TC number shows decrease trend since the late 1990s (Figure 3d–f).
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Based on the analysis of RSI in TC (TS + TY + ST) number, four significant abrupt changes of
TC genesis number in various regions are identified during 1960–2014 (Table 2), including
(i) an abrupt decrease (increase) in the WNP (ENP) in the early 1970s, (ii) an abrupt increase in
the ENP and WNP in the early 1980s, (iii) an abrupt increase (decrease) in the NAT (ENP) in
the middle 1990s, and (iv) an abrupt decrease in the WNP and WSP in the late 1990s. In the
first abrupt change, the annual mean TC number in the WNP (ENP) decreases (increases)
approximately 15% year�1 after the abrupt change in the late 1990s; In the second abrupt
change, the TC number in the ENP increases approximately 40% year�1; the TC number in
the ENP (NAT) decreases (increases) approximately 36% year�1 in the third abrupt change;
The last change is especially pronounced, the TC number in the WNP (WSP) decreases
approximately 20% year�1, and the TC number in the ENP (NAT) decreases (increases)
approximately 15% (42%) year�1. Whereas the TC number in the NIO also exhibits a remark-
able increase (26% year�1) after the mid-1990s, this increase is not significant because that the
climatology of annual mean TC number is quite low (approximately 4), a small deviation of TC
number could lead to a larger change.

Figure 3. (Left) Same as in Figure 2 except for the TC number in global, North and South Hemispheres. (Right) Same as in
left panels except for the ratio of TC number of specific scale to the total TC number.
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4. Influence of climate regime shift on abrupt change of TC activity

In this section, we will demonstrate that the possible effect of a CRS on the abrupt change of
TC genesis number. A CRS is featured by an abrupt transition from one quasi-steady climate
state (or time mean state) to another quasi-steady state, and its transition period is relative
shorter than the duration of each climate state. Using an analysis of experience orthogonal
function (EOF) on SST, Yasunaga and Hanawa [23] reported that the North Hemisphere winter
experienced three significant CRSs in 1971/1972, 1976/1977, and 1988/1989, during 1960–1997.
The first CRS in 1971/1972 resembles the Central-Pacific or Modoki-El Niño SST anomaly
[24–27], and the CRS in 1976/1977 and 1988/1989 are referred to a positive PDO or IPO pattern.

Time of an abrupt
change of TC
activity

WNP
Mean = 26.27
Std. = 4.96

ENP
Mean = 15.58
Std. = 5.11

NAT
Mean = 11.36
Std. = 4.56

NIO
Mean = 4.23
Std. = 2.14

WSP
Mean = 10.23
Std. = 3.77

SIO
Mean = 14.40
Std. = 3.26

1971 1961–1970 29.1 �4.1 (15.4%) 12.1 2.3 (14.8%) 9.7 �0.2 (1.8%) — — —

1972–1981 25 14.4 9.5

1982 1972–1981 25 2.4 (9%) 14.4 6.1 (39.2%) 9.5 �0.2 (1.8%) — — —

1983–1992 27.4 20.5 9.3

1994 1984–1993 28 �1.6 (6%) 19.9 �4.8 (30.8%) 9.8 3.3 (29%) 4.5 �1.1 (26%) 10.4 �0.1 (1%) 15.3 �0.9 (6.3%)

1995–2004 26.4 15.1 13.1 3.4 10.3 14.4

1998 1988–1997 29.7 �4.8 (18%) 17.6 �2.3 (14.8%) 10.8 4.8 (42.3%) 3.6 0.5 (11.8%) 10.7 �2.3 (22.5%) 15.2 0 (0%)

1999–2008 24.9 15.3 15.6 4.1 8.4 15.2

A regime shift index [22] was used to investigate an abrupt change of TC genesis number. Ten-years mean is used to indicate the time mean
(background) state.

Table 2. Difference of the annual mean of TC number in various genesis regions after and prior the abrupt change of TC
activity in 1971, 1982, 1994 and 1998.

PC1 PC2 AMO PDO CP IPO

PC1 —

PC2 �0.10 —

AMO �0.55 �0.54 —

PDO 0.60 0.05 �0.09 —

CP 0.25 �0.69 0.45 0.36 —

IPO 0.73 �0.24 �0.03 0.85 0.58 —

A 9-year running mean is applied to the index before the calculation. The PCs are the principle component of SVDs. It
indicates the SVD1 (SVD2) is closely related with the IPO (CP), and both SVD1 and SVD2 are correlated with AMO. The
AMO, PDO and IPO indices are obtained from the website at https://www.esrl.noaa.gov/psd/data/timeseries/AMO/,
https://www.esrl.noaa.gov/psd/gcos_wgsp/Timeseries/PDO/, https://www.esrl.noaa.gov/psd/data/timeseries/IPOTPI/ res
pectively. The CP index is calculated by the previous study [28].

Table 3. Correlation coefficient table among the indices of SVDs, AMO, IPO, PDO and CP during 1960–2010.
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Based on the analysis of RSI in TC (TS + TY + ST) number, four significant abrupt changes of
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(i) an abrupt decrease (increase) in the WNP (ENP) in the early 1970s, (ii) an abrupt increase in
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approximately 20% year�1, and the TC number in the ENP (NAT) decreases (increases)
approximately 15% (42%) year�1. Whereas the TC number in the NIO also exhibits a remark-
able increase (26% year�1) after the mid-1990s, this increase is not significant because that the
climatology of annual mean TC number is quite low (approximately 4), a small deviation of TC
number could lead to a larger change.
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4. Influence of climate regime shift on abrupt change of TC activity

In this section, we will demonstrate that the possible effect of a CRS on the abrupt change of
TC genesis number. A CRS is featured by an abrupt transition from one quasi-steady climate
state (or time mean state) to another quasi-steady state, and its transition period is relative
shorter than the duration of each climate state. Using an analysis of experience orthogonal
function (EOF) on SST, Yasunaga and Hanawa [23] reported that the North Hemisphere winter
experienced three significant CRSs in 1971/1972, 1976/1977, and 1988/1989, during 1960–1997.
The first CRS in 1971/1972 resembles the Central-Pacific or Modoki-El Niño SST anomaly
[24–27], and the CRS in 1976/1977 and 1988/1989 are referred to a positive PDO or IPO pattern.
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A regime shift index [22] was used to investigate an abrupt change of TC genesis number. Ten-years mean is used to indicate the time mean
(background) state.

Table 2. Difference of the annual mean of TC number in various genesis regions after and prior the abrupt change of TC
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A 9-year running mean is applied to the index before the calculation. The PCs are the principle component of SVDs. It
indicates the SVD1 (SVD2) is closely related with the IPO (CP), and both SVD1 and SVD2 are correlated with AMO. The
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Table 3. Correlation coefficient table among the indices of SVDs, AMO, IPO, PDO and CP during 1960–2010.
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These three CRSs are further identified by SVD analysis by paring the global SST and low-level
circulation (850 hPa stream function) [16], indicating these CRSs are regime shifts of the air-sea
coupled climate system. The SVD analysis reveals that leading SVD mode, with spatial pattern
resembling the IPO (Table 3), showed a significant abrupt change in the 1976/1977 and 1996/
1997 (Figure 4a); nevertheless, the second SVD mode, characterized by a CP La Niña-like [28]
or Pacific Meridional Mode (PMM)-like [29, 30] SSTA in the Pacific (i.e., a southwest-northeast
tilted negative SSTA in the central-eastern North Pacific, as well as a cooling in the tropical
Atlantic), exhibited an abrupt change in the 1970/1971. A comparison between Table 2 and the
CRSs indicates that the three abrupt changes of TC activity in the Pacific basin, including the
early 1970s, early 1980s and late 1990s, were approximately synchronized with the CRSs in the
1971/1972, 1976/1977 and 1996/1997 respectively (Figure 5). Whereas the abrupt TC increase in
the NAT in the 1993/1994 was not corresponding to a specific CRS, it was concurrent with the
interdecadal change of AMO.

4.1. Effect of CP-like SSTon the abrupt change of TC activity in the early 1970s

The CRS in the early 1970s is primarily determined by the second SVD, which is characterized
by a CP La Niña-like SSTA (Figure 4d). Figure 5 shows that the CRS in the early 1970s is
concurrent with the abrupt decrease/increase of TC number in the WNP/ENP in the early
1970s, suggesting that both are related. Because the TC activity is substantially affected by the
large-scale factors (e.g., low-level vorticity, vertical wind shear and mid-atmosphere relative
humidity), the effect of CRS on the abrupt change of TC activity can be understood by
regressing these large-scale factors on the SVD. Because the first two SVDs are closely related

Figure 4. (Left) The leading SVD pattern of (a) SST and (b) 850 hPa stream function fields and (c) the corresponding
principle components (PCs). The bars in (c) indicate the PCs experienced a significant abrupt change detected by regime
shift index [22]. (Right) Same as in the left panels but for the second SVD mode.

Extreme Weather18

with the AMO (Table 3), the partial regression by removing the effect of AMO is applied to
investigate the net effect of SVD on the large-scale conditions. It shows that the second SVD is
associated with a pair of cyclonic anomalies in the tropical eastern Pacific, as well as an
anticyclonic circulation anomaly in the WNP and WSP (Figure 6d marked with H and L,
respectively). This anticyclonic circulation creates a low-level easterly anomaly and a positive
zonal wind shear in the WNP (Figure 6e), which provides unfavorable large-scale conditions
for TC activity. Conversely, the cyclonic circulation creates a favorable large-scale environment
for TC genesis in the ENP. In contrast to the dynamic factors, the regression of thermodynam-
ics (700 hPa relative humid) does not exhibit significant signal in theWNP and ENP (Figure 6f).
That indicates the CP La Niña-like SSTA associated dynamic conditions determine the abrupt
decrease (increase) of TC genesis number in the WNP (ENP) in the early 1970s.

4.2. Effect of IPO-like SST on the abrupt change of TC activity in the early 1980s

The CRS in the early 1976/1977 is determined by the leading SVD, featured by a positive IPO
SSTA. The TC activity-related large-scale factors regressed on the leading SVD reveals that the

Figure 5. The bars indicate the normalized TC genesis number in various genesis regions and PDO, AMO, IPO and CP
indices. The vertical yellow shaded indicates that the climate regime shift in 1971/1972, 1976/1977 and 1996/1997. The
climate regime shift is identified by the regime shift index of leading SVDs by coupling the SST and 850 hPa stream
function (Figure 4c and f).
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These three CRSs are further identified by SVD analysis by paring the global SST and low-level
circulation (850 hPa stream function) [16], indicating these CRSs are regime shifts of the air-sea
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CRSs indicates that the three abrupt changes of TC activity in the Pacific basin, including the
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1971/1972, 1976/1977 and 1996/1997 respectively (Figure 5). Whereas the abrupt TC increase in
the NAT in the 1993/1994 was not corresponding to a specific CRS, it was concurrent with the
interdecadal change of AMO.

4.1. Effect of CP-like SSTon the abrupt change of TC activity in the early 1970s

The CRS in the early 1970s is primarily determined by the second SVD, which is characterized
by a CP La Niña-like SSTA (Figure 4d). Figure 5 shows that the CRS in the early 1970s is
concurrent with the abrupt decrease/increase of TC number in the WNP/ENP in the early
1970s, suggesting that both are related. Because the TC activity is substantially affected by the
large-scale factors (e.g., low-level vorticity, vertical wind shear and mid-atmosphere relative
humidity), the effect of CRS on the abrupt change of TC activity can be understood by
regressing these large-scale factors on the SVD. Because the first two SVDs are closely related
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with the AMO (Table 3), the partial regression by removing the effect of AMO is applied to
investigate the net effect of SVD on the large-scale conditions. It shows that the second SVD is
associated with a pair of cyclonic anomalies in the tropical eastern Pacific, as well as an
anticyclonic circulation anomaly in the WNP and WSP (Figure 6d marked with H and L,
respectively). This anticyclonic circulation creates a low-level easterly anomaly and a positive
zonal wind shear in the WNP (Figure 6e), which provides unfavorable large-scale conditions
for TC activity. Conversely, the cyclonic circulation creates a favorable large-scale environment
for TC genesis in the ENP. In contrast to the dynamic factors, the regression of thermodynam-
ics (700 hPa relative humid) does not exhibit significant signal in theWNP and ENP (Figure 6f).
That indicates the CP La Niña-like SSTA associated dynamic conditions determine the abrupt
decrease (increase) of TC genesis number in the WNP (ENP) in the early 1970s.

4.2. Effect of IPO-like SST on the abrupt change of TC activity in the early 1980s

The CRS in the early 1976/1977 is determined by the leading SVD, featured by a positive IPO
SSTA. The TC activity-related large-scale factors regressed on the leading SVD reveals that the

Figure 5. The bars indicate the normalized TC genesis number in various genesis regions and PDO, AMO, IPO and CP
indices. The vertical yellow shaded indicates that the climate regime shift in 1971/1972, 1976/1977 and 1996/1997. The
climate regime shift is identified by the regime shift index of leading SVDs by coupling the SST and 850 hPa stream
function (Figure 4c and f).
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first SVD (i.e., IPO or PDO) was accompanied by a pair of basin–scale cyclonic anomaly, a
Matsuno-Gill response [31, 32] to the positive SSTA in the tropical eastern Pacific (Figure 6a).
The pair of cyclonic anomaly creates a negative vertical zonal wind shear anomaly in the
tropical eastern Pacific (Figure 6b), which provides a favorable dynamical condition for TC
genesis. There has no evidence indicates that the mid-level relative humid contributes to the
abrupt increase of TC genesis number in theWNP and ENP in the early 1980s. In contrast to the
dynamic factors, the positive IPO phase is associated with a negative 700 hPa relative humidity
anomaly in the WNP (Figure 6c), which is unfavorable for TC genesis. Because the effect of
dynamics on enhancing the TC activity in the WNP partially offsets by the effect of thermody-
namics, the magnitude of abrupt increase of TC number in the WNP in the early 1980s is much
weaker than that in the ENP. Again, the IPO-related large-scale change in the dynamics
determines the abrupt increase of TC number in the ENP and WNP in the early 1980s.

4.3. Combined effect of IPO and AMO on the abrupt change of TC activity in the late 1990s

The CRS in 1996/1997 is also primarily determined by the leading SVD except that the ampli-
tude is negative. That is the CRS-induced time mean state change exhibits a negative IPO-like
(or Mega La Niña-like) SSTA pattern, which is accompanied by a pair of anticyclone and

Figure 6. The partial regression (with AMO index fixed) of TC activity associated large-scale dynamic and thermal
conditions on the first SVD (IPO-like SST): (a) 850 hPa stream function (b) vertical zonal wind shear, and (c) 700 hPa
relative humidity. (d–f) Same as in (a–c) except for the second SVD (CP-like SST).
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cyclone anomalies in the western Pacific and eastern Pacific respectively (Figure 7). The
anticyclone associated positive vertical zonal wind shear anomaly in the western Pacific is not
favorable for the TC activity in the WNP and WSP. The influence of the basin-wide CRS in
1996/1997 on the TC activity in the late 1990s could be interpreted as outlined in follows: the
global SST experienced a significant regime shift approximately in 1996/1997. Prior to this
climate regime shift, a positive SSTA appeared in the equatorial central-eastern Pacific as well
as a negative SSTA appeared in the tropical Atlantic and western Pacific. In response to this
positive SSTA, a Matsuno-Gill-type [31, 32] of low-level cyclonic circulation anomaly occurred
in the WNP. This large-scale anomalous cyclone, together with reduced vertical zonal wind
shear, favored TC genesis, which explains why TC number in the WNP were above normal
before the CRS. However, these anomalous thermodynamic and dynamic conditions reversed
after 1996/1997. That is, the SSTA in the equatorial central-eastern Pacific turned from positive
to negative, and vice versa in the equatorial western Pacific, after the CRS in 1996/1997. In
response to the phase change of the SSTA in the central-eastern equatorial Pacific, an anticy-
clone anomaly was observed in the WNP/WSP after 1996/1997. Meanwhile, the anticyclone
associated low-level easterly wind anomaly creates a positive vertical zonal wind shear anom-
aly in the western Pacific. Both of these changes in the background state suppressed TC
activity in the WNP and WSP.

A comparison between the time mean state change prior and after the CTS in 1996/1997
(Figure 7) and the leading SVD (Figure 4a and b) reveals that a pair of cyclonic anomaly in the
ENP (Figure 7) is not detected in Figure 4a and b. This distinction is primarily caused by the effect
of the interdecadal change of AMO,which terminated phase in 1994/1995 andwas approximately

Figure 7. The time mean-state difference relevant to the climate regime shift in 1996/1997 ([IP2: 1999–2008 minus IP1:
1989–1997). (a) SST (�C), (b) 700 hPa relative humidity (%), (c) 850 hPa stream function (10�6 m2 s�1), (d) vertical zonal
wind shear (m s�1) (U200–U850).
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first SVD (i.e., IPO or PDO) was accompanied by a pair of basin–scale cyclonic anomaly, a
Matsuno-Gill response [31, 32] to the positive SSTA in the tropical eastern Pacific (Figure 6a).
The pair of cyclonic anomaly creates a negative vertical zonal wind shear anomaly in the
tropical eastern Pacific (Figure 6b), which provides a favorable dynamical condition for TC
genesis. There has no evidence indicates that the mid-level relative humid contributes to the
abrupt increase of TC genesis number in theWNP and ENP in the early 1980s. In contrast to the
dynamic factors, the positive IPO phase is associated with a negative 700 hPa relative humidity
anomaly in the WNP (Figure 6c), which is unfavorable for TC genesis. Because the effect of
dynamics on enhancing the TC activity in the WNP partially offsets by the effect of thermody-
namics, the magnitude of abrupt increase of TC number in the WNP in the early 1980s is much
weaker than that in the ENP. Again, the IPO-related large-scale change in the dynamics
determines the abrupt increase of TC number in the ENP and WNP in the early 1980s.

4.3. Combined effect of IPO and AMO on the abrupt change of TC activity in the late 1990s

The CRS in 1996/1997 is also primarily determined by the leading SVD except that the ampli-
tude is negative. That is the CRS-induced time mean state change exhibits a negative IPO-like
(or Mega La Niña-like) SSTA pattern, which is accompanied by a pair of anticyclone and

Figure 6. The partial regression (with AMO index fixed) of TC activity associated large-scale dynamic and thermal
conditions on the first SVD (IPO-like SST): (a) 850 hPa stream function (b) vertical zonal wind shear, and (c) 700 hPa
relative humidity. (d–f) Same as in (a–c) except for the second SVD (CP-like SST).
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cyclone anomalies in the western Pacific and eastern Pacific respectively (Figure 7). The
anticyclone associated positive vertical zonal wind shear anomaly in the western Pacific is not
favorable for the TC activity in the WNP and WSP. The influence of the basin-wide CRS in
1996/1997 on the TC activity in the late 1990s could be interpreted as outlined in follows: the
global SST experienced a significant regime shift approximately in 1996/1997. Prior to this
climate regime shift, a positive SSTA appeared in the equatorial central-eastern Pacific as well
as a negative SSTA appeared in the tropical Atlantic and western Pacific. In response to this
positive SSTA, a Matsuno-Gill-type [31, 32] of low-level cyclonic circulation anomaly occurred
in the WNP. This large-scale anomalous cyclone, together with reduced vertical zonal wind
shear, favored TC genesis, which explains why TC number in the WNP were above normal
before the CRS. However, these anomalous thermodynamic and dynamic conditions reversed
after 1996/1997. That is, the SSTA in the equatorial central-eastern Pacific turned from positive
to negative, and vice versa in the equatorial western Pacific, after the CRS in 1996/1997. In
response to the phase change of the SSTA in the central-eastern equatorial Pacific, an anticy-
clone anomaly was observed in the WNP/WSP after 1996/1997. Meanwhile, the anticyclone
associated low-level easterly wind anomaly creates a positive vertical zonal wind shear anom-
aly in the western Pacific. Both of these changes in the background state suppressed TC
activity in the WNP and WSP.

A comparison between the time mean state change prior and after the CTS in 1996/1997
(Figure 7) and the leading SVD (Figure 4a and b) reveals that a pair of cyclonic anomaly in the
ENP (Figure 7) is not detected in Figure 4a and b. This distinction is primarily caused by the effect
of the interdecadal change of AMO,which terminated phase in 1994/1995 andwas approximately

Figure 7. The time mean-state difference relevant to the climate regime shift in 1996/1997 ([IP2: 1999–2008 minus IP1:
1989–1997). (a) SST (�C), (b) 700 hPa relative humidity (%), (c) 850 hPa stream function (10�6 m2 s�1), (d) vertical zonal
wind shear (m s�1) (U200–U850).
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Figure 8. Same as in Figure 7 except for the AMO index.
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synchronized with the CRS in 1996/1997 in the view of interdecadal timescale. The regression of
850 hPa stream function on the AMO reveals a pair of cyclone anomaly in the ENP and a pair of
anticyclone anomaly in the western Pacific (Figure 8a). That indicates the effect of negative IPO
phase on suppressing the TC activity in the western Pacific was fuehrer enhanced by the remote
impact of a positive AMO associated positive SSTA in the tropical Atlantic (Figure 8b–c). The
AMO not only exerts a remarkable remote impact on the TC activity in the Pacific, it associated
local change in thermodynamic also directly contributes to the abrupt increase of TC number in
the Atlantic in 1993/1994 [10, 14, 15].

The combined effect of IPO and AMO on the TC activity in the Pacific in the late 1990s is
presented in the schematic diagram (Figure 9) and described as followings: the negative IPO
associated Mega La Niña SST anomaly forces a pair of basin-scale anomaly in the Pacific, in
which the anticyclone associated negative vorticity and positive vertical zonal wind shear

Figure 9. Schematic diagram illustrates how the IPO and AMO affects the abrupt change of TC activity in late 1990s.
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anomalies may substantially suppress the TC activity in the WNP and WSP (Figure 9a). Mean-
while, the AMO associated positive SSTA in tropical Atlantic drives a pair cyclonic circulation
anomaly in the ENP, as well as an east-west overturning circulation anomaly in the Atlantic-
Pacific, with subsidence branch in the equatorial central Pacific (Figure 9b). The downward
motion in the equatorial central Pacific produces a low-level easterly anomaly and a positive
vertical zonal wind shear anomaly in the tropical western Pacific, which provides an unfavor-
able large-scale dynamic condition for TC activity in the WNP and WSP. Additionally, the
downward motion induced diabetic cooling anomaly generates a Rossby wave-like response
of an anticyclone anomaly in its northwest (southwest) in the WNP (WSP), which in term the
associated negative vorticity anomaly tends to suppress the TC activity in the WNP (WSP).

5. Conclusion

The possible impact of basin-scale CRS on the abrupt change of TC activity in various genesis
regions, including the Pacific, Indian Ocean and Atlantic Ocean was investigated in this report.
Here, a RSI index is use to detect a climate regime shift and an abrupt change of annual mean
TC number in various genesis regions. It reveals that the worldwide TC activity experienced
four significant abrupt changes during 1960–2014, including (i) an abrupt increase/decrease in
the ENP/WNP in the early 1970s, (ii) an abrupt increase in the ENP and WNP in the early
1980s, (iii) an abrupt increase in the NAT/ENP in the middle 1990s, and (iv) an abrupt decrease
in the WNP/WSP in the late 1990s. The abrupt change in the early 1970s, early 1980s and late
1990s is closely related with the CRS in 1971/1972, 1976/1977 and 1996/1997 respectively. The
other abrupt change identified in North Atlantic in 1993/1994, is related with the decadal
variation of AMO. That is an abrupt change of TC activity in specific genesis region is gener-
ally accompanied by an abrupt TC activity change in the other region.

Observation reveals that the abrupt change of TC number in various genesis regions is closely
related with a basin-scale CRS or low frequency variability of the coupled climate system. The
SVD analysis reveals that the CRS in 1976/1977 and 1996/1997 is primarily determined by the
leading mode (i.e., IPO-like SST), whereas, the CRS in 1971/1972 is primarily dominated by the
second SVD (i.e., CP La Niña-like SST). Among the four abrupt changes of TC activity, the last
abrupt change in the late 1990s is especially pronounced because that the IPO and AMO joint
together to contribute to the interdecadal change of TC activity in the Pacific basin. We
demonstrated that the CRS-induced large scale oceanic and atmospheric background changes
may lead to an abrupt change in TC activity in various genesis regions. The effect of CRS on
the abrupt change of TC activity is further supported by the regression analysis of the TC
activity-related large-scale factors on the first two SVDs.

It has been identified that an abrupt change occurred in TC activity in the various genesis
regions of the Pacific during the late 1990s. The interdecadal decrease in TC activity in the
WNP during the late 1990s had been reported widely in recent studies [8, 12, 13, 33]. However,
in this chapter, a new interpretation of this interdecadal change has been proposed. Here, we
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Figure 10. Difference of (a) TC genesis density and (b) TC track density relevant to the climate regime shift in 1996/1997
between the IP1 (1989–1997) and IP2 (1999–2008). The symbols “ ” and “ ” denotes the mean TC genesis position
during IP1 and IP2, respectively. The dots in (a) indicate that the change in TC genesis frequency was at 5% significance
level. The vectors in (b) indicate the steering flows that are defined as the vertical integrated horizontal winds from 850 to
300 hPa.
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anomalies may substantially suppress the TC activity in the WNP and WSP (Figure 9a). Mean-
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TC number in various genesis regions. It reveals that the worldwide TC activity experienced
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in the WNP/WSP in the late 1990s. The abrupt change in the early 1970s, early 1980s and late
1990s is closely related with the CRS in 1971/1972, 1976/1977 and 1996/1997 respectively. The
other abrupt change identified in North Atlantic in 1993/1994, is related with the decadal
variation of AMO. That is an abrupt change of TC activity in specific genesis region is gener-
ally accompanied by an abrupt TC activity change in the other region.

Observation reveals that the abrupt change of TC number in various genesis regions is closely
related with a basin-scale CRS or low frequency variability of the coupled climate system. The
SVD analysis reveals that the CRS in 1976/1977 and 1996/1997 is primarily determined by the
leading mode (i.e., IPO-like SST), whereas, the CRS in 1971/1972 is primarily dominated by the
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demonstrated that the CRS-induced large scale oceanic and atmospheric background changes
may lead to an abrupt change in TC activity in various genesis regions. The effect of CRS on
the abrupt change of TC activity is further supported by the regression analysis of the TC
activity-related large-scale factors on the first two SVDs.

It has been identified that an abrupt change occurred in TC activity in the various genesis
regions of the Pacific during the late 1990s. The interdecadal decrease in TC activity in the
WNP during the late 1990s had been reported widely in recent studies [8, 12, 13, 33]. However,
in this chapter, a new interpretation of this interdecadal change has been proposed. Here, we
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assumed that the abrupt change in TC activity in the WNP during the late 1990s was part of
the phenomenon of basin-scale change in TC activity in the Pacific basin. In addition the TC
genesis number, the CRS in the late 1990s had also resulted in a significant change in the mean
TC genesis location in the WNP and ENP. The mean TC genesis location in WNP shift
westward significantly from 149�E to 140�E, and the mean location in ENP shifts from approx-
imately from 95�W to 102�W (Figure 10a). This westward shift in the ENP leads to a change in
TC genesis frequency that resembles the response to global warming [34]. Of particular note is
that the westward shift of the mean location of TC genesis in the WNP was accompanied by an
increase in TC activity in the western WNP and southeastern part of the South China Sea (e.g.,
[35]). Studies had shown that the increase in TC activity in the western WNP could lead to a
significant increase in TC landfalls in Taiwan [13, 36]. Irrespective of the increase in TC genesis
frequency, our study showed that the modulation of the CRS-induced circulation on the
steering flow (i.e.., westward extension and northward curving near the Philippine Sea) also
contributed substantially to the increase in TC landfalls in Taiwan after late 1990s (Figure 10b).
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[35]). Studies had shown that the increase in TC activity in the western WNP could lead to a
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steering flow (i.e.., westward extension and northward curving near the Philippine Sea) also
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Abstract

We report two ground-level observations, of geomagnetic storms of different origins; they
are among the highest geomagnetic storms, in the solar Cycle 24. The first is St. Patrick’s
Day storm on March 17, 2015, originated by the impact on Earth’s atmosphere of coronal
mass ejections (CMEs), the storm reaching the condition of G4 (severe) level, in the NOAA
geomagnetic scale. The second included the major geomagnetic storm whose origin is
attributed to the interaction with the Earth of a High-Speed Stream (HSS) ahead of a
positive polarity coronal hole on October 7, 2015. This storm reached the condition G3
(strong) level. We give emphasis to observations detected by the New-Tupi muon tele-
scopes, located at sea level in Brazil (22.53� S, 43.13� W). We present a study of these
observations in correlation with observations reported by multipoint space-based mea-
surements, such as the ACE at Lagrange Point L1 and the geostationary GOES weather
satellite, including two global geomagnetic indices and several ground-based detectors.
Some considerations on the influence of these geomagnetic storms in the Earth weather
are reported.

Keywords: solar physics, geomagnetic storms, space weather, particle detectors

1. Introduction

The previous solar cycle, Solar Cycle 23, peaked in 2000–2002 with many furious solar storms.
However, the current solar cycle 24 has not been good to observe geomagnetic storms. Years of
weak solar activity have produced few widespread geomagnetic storms [1]. Since its inception,
the current solar cycle 24 shows anomalies. March 2008 marked the end of cycle 23 and the
beginning of cycle 24 [2]. This means cycle 23 was 11.75 years, higher than the average value of
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11 years. In addition, until the second semester of 2010, the sun was in a low level of activity, in
an anomalous extended period of minimal solar activity [3].

The current solar cycle 24 had a double maximum of activity [4, 5]; the first happened in late
2013 and another in 2015. In both cases, the solar activity has been relatively low. Now,
December 2017, the cycle 24 already is in a declining phase. According to Pesnell from NASA
Goddard Space Flight Center, there are similarities between the current cycle 24 and the solar
cycle 14, which took place between February 1902 and August 1913 and experienced a double
maximum and similar intensity. In addition, the last prediction on Solar Cycle 25 is expected to
be the smallest in over 300 years. Suggesting the end of the Modern Warm Period, plummeting
Earth into a period of global cooling, which could be like the Mini Ice Age that occurred during
the last grand minimum of solar activity, known as the Maunder Minimum [6]. So far, as
mentioned earlier, the activity of the solar cycle 24 was weak when compared, for instance,
with its predecessor, the cycle 23. The number of geomagnetic storms [7, 8], triggered in each
cycle can be used as a comparison between cycles. We have compiled the top 50 geomagnetic
storms (using the NOAA weather scales) [9], that is, the 50 strongest geomagnetic storms from
Solar Cycle 23 and (so far) on the cycle 24. Figure 1 show the result of this comparison, where
the intensity of a geomagnetic storm is characterized by two indices. The Kp index that
indicates the disturbance of the horizontal geomagnetic field and ranging from 0 to 9, a value
equal or above 5 indicates the condition of a geomagnetic storm and the G index (NOAA scale
for geomagnetic storms), ranging from 1 to 4, G = 1 is equivalent to Kp = 5, and so on.

Following Figure 1 we can see that the majority (top 50) of the geomagnetic storms on cycle 23
were of type G4 (severe) or Kp = 8, with 22 events. This contrasts with only 6 events (so far) in
this category on the cycle 24. In addition, the highest geomagnetic storms, those cataloged as G5
(extreme) or k = 9 on cycle 23, was 13, and none observed in cycle 24. So far, the majority of the
top 50 geomagnetic storms on cycle 24 were of type G2 (moderate) or Kp = 6, with 28 events.

The aim of this chapter is to present a global study of the effects on Earth of the highest (so far)
geomagnetic stormson the current cycle 24, producing the so-called Forbushdecrease (FD) [10–12].
Theyare defined as sudden decreases of the recorded galactic cosmic ray (GCRs) intensity detected

Figure 1. The top 50 geomagnetic storms classified according to Kp index, for Solar Cycle 23 (left panel) and (so far) for
the cycle 24 (right panel).
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at ground level, followedbya gradual nearly exponential recovery time of several days. The FDare
known since long and form an interesting phenomenon. Geomagnetic storms and their ground-
level effects can play an important role to understand the global aspects of the weather conditions
and is a very active area of research.

The magnitude of FDs observed by a particular detector depends on several factors: the size of
the CME, the strength of the magnetic fields in the CME, the proximity of the CME to the
Earth, and the location of the detector on the Earth [13]. Initially, this study was limited to three
events but a full study is in progress. We compare neutron monitor data and especially the
data from the New-Tupi muon telescope with multipoint space-based measurements of the
interplanetary space (e.g. ACE/SWEPAM and ACE/MAG and the geostationary GOES
weather satellite) and several global geomagnetic indices.

The classification of geomagnetic storms is in two categories: the non-recurrent because the
origin is due to the passage of interplanetary counterparts of a coronal mass ejection by Earth.
The FD triggered by these geomagnetic storms has a decrease that typically lasts for less than 1
day while the recovery phase may last for several days.

There are also the recurrent geomagnetic storms, whose origins are linked with the interaction
with the Earth’s magnetic field of a coronal high-speed stream (HSS) [14]. These events dominate
near the minimum of the 11-year solar activity cycle. They are recurrent phenomena [15],
because, under certain conditions, i.e., stable coronal holes, the HSS can reappear after 27 days,
this time is due to Sun rotation period. Even so, they can also appear on and near solar
maximum. However, in this case they are less persistent [14]. They are also very important for
driving activity in the Earth’s magnetosphere, but they are in most cases in minor intensity than
the geomagnetic storm originated by CMEs.

The first significant geomagnetic storm of solar cycle 24 was on February 18, 2011. This was the
result of the coronal mass ejections ejected on February 14 and 15, 2011. This was also the first
significant FD observed from neutron monitors around the world. While the highest geomag-
netic storm (so far) was only on March 17, 2015, the so-called St. Patrick Day storm, reaching
the condition of a G4 (severe) class, the analysis of this event, considered between the four
highest geomagnetic storms of cycle 24, constitute the main core of this article. However, we
also have included an analysis of the highest geomagnetic storm whose origin was the inter-
action with the Earth of a coronal high-speed stream on October 7, 2015. We give emphasis to
the observation of the effect at ground level of these three geomagnetic storms through of their
FD signatures in different detectors, one of them within the South Atlantic Anomaly (SAA). In
this book, we report details of these observations.

2. The New-Tupi detector

The New-Tupi experiment is devoted to the study of cosmic rays and diverse transient events
and space weather phenomena in Earth’s interplanetary environment. It is an Earth-based
apparatus located in the Physics Institute of the Universidade Federal Fluminense, Niteroi,
Rio de Janeiro, Brazil (22.53� S, 43.13� W).
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the CME, the strength of the magnetic fields in the CME, the proximity of the CME to the
Earth, and the location of the detector on the Earth [13]. Initially, this study was limited to three
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data from the New-Tupi muon telescope with multipoint space-based measurements of the
interplanetary space (e.g. ACE/SWEPAM and ACE/MAG and the geostationary GOES
weather satellite) and several global geomagnetic indices.

The classification of geomagnetic storms is in two categories: the non-recurrent because the
origin is due to the passage of interplanetary counterparts of a coronal mass ejection by Earth.
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result of the coronal mass ejections ejected on February 14 and 15, 2011. This was also the first
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netic storm (so far) was only on March 17, 2015, the so-called St. Patrick Day storm, reaching
the condition of a G4 (severe) class, the analysis of this event, considered between the four
highest geomagnetic storms of cycle 24, constitute the main core of this article. However, we
also have included an analysis of the highest geomagnetic storm whose origin was the inter-
action with the Earth of a coronal high-speed stream on October 7, 2015. We give emphasis to
the observation of the effect at ground level of these three geomagnetic storms through of their
FD signatures in different detectors, one of them within the South Atlantic Anomaly (SAA). In
this book, we report details of these observations.
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The New-Tupi experiment is devoted to the study of cosmic rays and diverse transient events
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The New-Tupi detector is sensitive to primary particles with energies above the pion produc-
tion threshold (particles with energies around and above GeV scales). The collisions of primary
particles, such as the cosmic ray particles or solar energetic particles (ions) with atmospheric
nuclei produce secondary particles; the most abundant are the pions (subatomic particle). The
pions decay into muons and neutrinos. Muons reach the ground level and are detected by a
variety of apparatus placed on the surface of the Earth and underground. The New-Tupi
detector consists of four particle detectors. The four detectors are placed in pairs forming three
telescopes. This configuration is able to measure the muon flux (coincidence rate between two
detectors) from three directions: the vertical (zenith), west and east (with an inclination of 45�).
The separation between the detectors (vertical and horizontal) is 2.83 m. Details of the New-
Tupi detector can be found in [16].

The New-Tupi detector is within the South Atlantic Anomaly (SAA) region. This region is
characterized by an anomalously weak geomagnetic field strength (less than 28,000 nT). It is in
the SAA region where the inner Van Allen radiation belt makes its closest approach to the
Earth’s surface. This behavior of the magnetosphere is responsible for several processes, such
as the high conductivity of the atmospheric layers due to the precipitation of energetic trapped
particles from the inner Van Allen belt.

3. The St. Patrick’s day storm

Two days before St Patrick’s Day, on March 15, 2015, the sunspot 2297 produced a C9.1 class
flare with onset at 01:15 UTand peaking at 02:13 UT. Indeed, a C-Flare does not draw attention
because they are relatively common solar explosions. However, in this case, the blast was of
long duration, beyond 2 hours and the active area was located at west of the solar disk (S22,
W29), that is, in a geo-effective location. In addition, the blast triggered a partial halo coronal
mass ejection (CME) toward the earth. The Solar Dynamics Observatory (SDO) [17] using the
94 angstroms channel has shown the explosion and it is reproduced in Figure 2 (left panel),
and the register of the CME by Cactus C2 Lasco is reproduced in Figure 2 (right panel).

The detection of Type II and Type IV radio emission [18] was the indication of the presence of
CME shocks, they are typically associated with strong coronal mass ejections and solar radia-
tion storms. Indeed, the blast triggered a solar radiation storm, that is, solar energetic particles
(SEP) began to flow around the planet at early hours, on March 15, 2015, on a gradual rise,
reaching the condition of an almost S1 (minor) radiation storm in the NOAA scale on March
16. There was a small and narrow enhancement of the counting rate at the vertical New-Tupi
telescope, in association with the SEP peak, as observed by ACE-SIS at L1 Lagrange point, as
well as at GOES. Figure 3 summarizes the situation.

According to WSA-ENLIL SOLAR WIND PREDICTION, the impact of the CME with the
Earth’s atmosphere would be only on March 18, 2015, triggering a geomagnetic storm of only
G1 (minor) level of intensity. However, at 04:05 UTC on March 17, 2015, 15 hours earlier than
expected, the ACE spacecraft detected the passage of a shock wave. In addition, the Bz
component of the interplanetary magnetic field (IMF) was initially pointing north, but through
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Figure 2. Left panel: Register of the long duration C9.1 peaking at 02:13 UT (March 15, 2015) around sunspot 2297.
Credit: SDO/AIA. Right panel: Register of the partial CME associated to the C9.1 are. Credit: C2 Lasco.

Figure 3. Time profiles observed in three different detectors on March 16, 2015. Top panel: the proton flux with energies
above 10 MeV, according to the geostationary weather satellite. Central panel: the proton flux with energies above 10 MeV
at Lagrange point L1, according to SIS instrument at ACE spacecraft. Bottom panel: the muon counting rate 15 minute
binned, according to the vertical New-Tupi telescope.
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Figure 2. Left panel: Register of the long duration C9.1 peaking at 02:13 UT (March 15, 2015) around sunspot 2297.
Credit: SDO/AIA. Right panel: Register of the partial CME associated to the C9.1 are. Credit: C2 Lasco.

Figure 3. Time profiles observed in three different detectors on March 16, 2015. Top panel: the proton flux with energies
above 10 MeV, according to the geostationary weather satellite. Central panel: the proton flux with energies above 10 MeV
at Lagrange point L1, according to SIS instrument at ACE spacecraft. Bottom panel: the muon counting rate 15 minute
binned, according to the vertical New-Tupi telescope.

The Highest Geomagnetic Storms of the Solar Cycle Observed at Ground Level
http://dx.doi.org/10.5772/intechopen.75688

35



a fast oscillation it finished pointing to the south with a maximum magnetic field (Bz) of �30
nT (�20 nT sustained). Then began a period of enhanced geomagnetic activity reaching G3
(strong) to G4 (severe) geomagnetic conditions and sustained for 12 hours, as shown in
Figure 4 (left top panel), where the time profiles of the interplanetary magnetic field Bt and
Bz component are shown. Solar wind speeds as measured by ACE spacecraft increased to
above 500 km/s, reaching up to a maximum wind speed of 680 km/sec, as shown in Figure 4
(left central panel), where the effects of the CME on the solar wind at Lagrange point L1 is
shown.

The arrival of the shock wave on Earth was 33 minutes after its passage through the Lagrange
point L1, because there is the register at 04:35 UT of a geomagnetic sudden impulse measuring
54 nT by the USGS ground-based magnetometer in Boulder, Colorado. This signaled the
moment the interplanetary shock wave (coronal mass ejection) swept past the Earth.

The bottom panel of Figure 4 shows the register of the counting rate in two different instru-
ments, New-Tupi detector, and Nain NM. Despite both being in different locations and conse-
quently having different geomagnetic conditions, because the Nain NM is located at high
latitude, close to the North Pole, their counting rates show a correlation. The FD intensity
(changing in the counting rate) in New-Tupi was 2.5%, whereas in Nain was 3.8%. In addition,
it is possible to see that the onset of FD observed at the muon counting rate in the New-Tupi
telescope (and at the Nain NM) are in correlation with the onset of the geomagnetic storm.

Figure 4. (Figures on the left) Top and central panels: the time profiles of the solar wind magnetic field components Bz
and Bt and the solar wind speed, respectively, observed by the ACE spacecraft. Bottom panel: the 30 minutes muon
counting rate in the New-Tupi mu telescope and Nain NM. (Figures on the right) Top panel: the time profiles of the
geomagnetic planetary Kp index. Central panel: the 30 minutes muon counting rate in the New-Tupi muon telescope and
Mexico NM. Bottom panel: the time profiles of the geomagnetic Dst index. In all cases, the time profiles are in the period
from on March 15–19, 2015.
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These signatures can be seen through the time profiles of the magnetic field, Bz, component
(top panel) as well as with the solar wind speed increase (central panel).

The CME’s impact on Earth triggered a G4 level (severe) (or Kp = 8) geomagnetic storm with
onset about 14:00 UT on March 17, 2015, as is shown in the right top panel in Figure 4. The
geomagnetic storm had a duration of about 18 hours, with a G3/G4 condition sustained for
12 hours. The right central panel in Figure 4 shows also a good correlation between the time
profiles of the Kp index and the counting rate in New-Tupi detector; in this case, we have
included also, for comparison, the counting rate in Mexico NM. Finally, in the right bottom
panel in Figure 4we have included the time profiles of the Dst index, based on the ring current
around Earth produced by solar electrons and protons. They induce a magnetic field opposite
Earth’s magnetic field. During a geomagnetic storm, this induced magnetic field is higher than
the Earth’s geomagnetic field, and the resulting magnetic field is negative.

So far, this was the strongest G4 storm of Solar Cycle 24, known as the St. Patrick’s Day storm.

4. The high-speed stream on October 7, 2015

Geomagnetic storms, at least the most intense, are generally the result of Coronal Mass
Ejections intersecting with the Earth. However, coronal holes are the most common source of
geomagnetic storms. Coronal holes occur when the Sun’s magnetic field is open to
interplanetary space; they are seen as a large dark region, and this characteristic is a conse-
quence of being in colder regions. The open configuration of the magnetic field in coronal holes
allows the particles to escape from the solar corona. Thus, they are sources of high-speed solar
wind streams. Thus, when the coronal hole is geo-effective, that is, located near the Sun’s
central region, its associated HSS can reach the Earth’s magnetosphere; under this condition
there is an efficient exchange of energy from the high-speed solar wind to the magnetosphere,
producing a disturbance on it.

An equatorial coronal hole high speed stream (HSS), with positive polarity flowed on 6
October 2015, could be seen in the SDO images, such as shown in Figure 5.

The HSS plasma flows following the spirals of the interplanetary magnetic field lines, forming
a stream interaction region (SIR) at the compressed boundary between the fast and slow wind.
Figure 6 shows a schematic of this configuration, where an HSS with the southward
interplanetary magnetic field sets up the interplanetary electric field E =�VIMF � B. The Parker
spiral has a minor influence on the HSS than on the slower solar wind speed.

We would like to point out that on October 7, 2015 two coincident phenomena occurred; both
contributed to the enhancement of the geomagnetic storm on October 7, 2015.

The first was the crossing of Earth for the Heliospheric Current Sheet (HCS), as represented in
the top panel of Figure 7; it gives a snapshot of the WSA-Enlil model, run around on October 7,
2015 [16, 19, 20]. The model shows the solar wind plasma density in the ecliptic plane. Green to
red colors show very high plasma density and blue color represents low density. A HCS is a
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a fast oscillation it finished pointing to the south with a maximum magnetic field (Bz) of �30
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Bz component are shown. Solar wind speeds as measured by ACE spacecraft increased to
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shown.
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point L1, because there is the register at 04:35 UT of a geomagnetic sudden impulse measuring
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The bottom panel of Figure 4 shows the register of the counting rate in two different instru-
ments, New-Tupi detector, and Nain NM. Despite both being in different locations and conse-
quently having different geomagnetic conditions, because the Nain NM is located at high
latitude, close to the North Pole, their counting rates show a correlation. The FD intensity
(changing in the counting rate) in New-Tupi was 2.5%, whereas in Nain was 3.8%. In addition,
it is possible to see that the onset of FD observed at the muon counting rate in the New-Tupi
telescope (and at the Nain NM) are in correlation with the onset of the geomagnetic storm.

Figure 4. (Figures on the left) Top and central panels: the time profiles of the solar wind magnetic field components Bz
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from on March 15–19, 2015.
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October 2015, could be seen in the SDO images, such as shown in Figure 5.
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Figure 6 shows a schematic of this configuration, where an HSS with the southward
interplanetary magnetic field sets up the interplanetary electric field E =�VIMF � B. The Parker
spiral has a minor influence on the HSS than on the slower solar wind speed.

We would like to point out that on October 7, 2015 two coincident phenomena occurred; both
contributed to the enhancement of the geomagnetic storm on October 7, 2015.

The first was the crossing of Earth for the Heliospheric Current Sheet (HCS), as represented in
the top panel of Figure 7; it gives a snapshot of the WSA-Enlil model, run around on October 7,
2015 [16, 19, 20]. The model shows the solar wind plasma density in the ecliptic plane. Green to
red colors show very high plasma density and blue color represents low density. A HCS is a

The Highest Geomagnetic Storms of the Solar Cycle Observed at Ground Level
http://dx.doi.org/10.5772/intechopen.75688

37



transition zone that separates regions of opposing interplanetary magnetic field polarity [21].
An increase in the density of plasma concentration and of the interplanetary magnetic field
(IMF) intensity is associated with the HCS compression region. This means that the HCS plays
a magnetic focusing role to charged particles; they propagate more efficiently following the
HCS sectors. In some cases, the crossing of Earth by HCS also can propitious a small enhance-
ment in galactic cosmic ray (GCR) flux observed at ground level, as shown by [22].The Earth is
marked as the green circle, and the Sun by the yellow circle. Following this figure, we can see

Figure 5. The sun equatorial coronal hole that gave origin to a high-speed stream (HSS), with positive polarity flowed on
October 6, 2015. Credit: C2 SDO/AIA.

Figure 6. Schematic image of the high-speed stream approaching the Earth magnetosphere. The arrows pointing down-
wards represent the interplanetary magnetic field. In this configuration, an electric field E (open circle with dot) points out
from the plane. The rightward arrows represent the solar wind speed. The arc line indicates a stream interaction region
(SIR) forward shock.
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that on 7 October the Earth was crossing a narrow region of high solar plasma density, that is,
crossing the HCS.

The second was that at early hours of October 7, 2015, the Earth entered a region of a high-
speed stream from a positive polarity coronal hole, as provided by the WSA-Enlil Solar Wind
Prediction model and shown in the bottom panel in Figure 7. The long large-scale plasma
structure, generated by the interaction of a stable fast solar wind stream, with the surrounding
slow solar wind is called as corotating interaction region (CIR) [23]. The generation of forward
and reverse magnetic shocks in the boundary regions of the CIR can accelerate ions from MeV
to GeV energies. In addition, the magnetic perturbation of the magnetosphere due to the
impact of the HSS can act as shadow effect to the galactic cosmic rays, producing an FD at
ground-level detectors. Thus, the HSS impact on the magnetosphere on 7 October had the
influence to start a period of an active geomagnetic storm.

Figure 7. Top panel: Solar wind particle density and bottom panel: the solar wind speed gradients, according to the WSA-
Enlil model. The central circle represents the Sun and the circle at the right represents the Earth on October 7, 2015.
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The first signal of the HSS was at early hours, about 02:00 UTC at Lagrange Point L1, the
interplanetary magnetic field had an enhancement of around twice its previous value, as
shown in the ACE-MAGNETIC and reproduced in Figure 8 (top left panel). Simultaneously,
the Bz component had a southward deviation. In addition, the solar wind speed had a fast rise
from 400 km/s to above 700 km/s and reproduced in Figure 8 (central left panel). These were
the signatures of an interplanetary shock wave due to the passage of HSS by the Lagrange
Point L1.

In almost temporal coincidence with the fast rise of the solar wind speed at ~12:00 UT, there
was a fast falling in the counting rate (FD) of the New-Tupi telescope that pointed to the west,
with a confidence about 2.5%; the result is in Figure 8 (bottom left panel). As predicted, the
effect at Earth was a geomagnetic storm with onset at early hours on 7 October, reaching the
condition of G3(strong) or Kp = 7 as shown in Figure 8 (top right panel). It was a geomagnetic
storm of relatively long duration, covering October 7 and 8 with a G2/G1 (Kp = 6/Kp = 5)
conditions, sustained for more of 21 hours.

In addition, from Figure 8we can see that the FD observed in the muon counting rate of New-
Tupi telescope (central right panel) was with a confidence of 2.5%. It is correlated with the
geomagnetic storm, whose signature at Earth can be seen through the time profiles of the
planetary Kp index (top right panel). As well as in the Dst index time profiles (bottom right

Figure 8. (Figures on the left) Top and central panels: the time profiles of the solar wind magnetic field components Bz
and Bt and the solar wind speed, respectively, observed by the ACE spacecraft. Bottom panel: the 30 minutes muon
counting rate in the New-Tupi muon telescope. (Figures on the right) Top panel: the time profiles of the geomagnetic
planetary Kp index. Central panel: the 30 minutes muon counting rate in the New-Tupi muon telescope. Bottom panel the
time profiles of the geomagnetic Dst index. In all cases, the time profiles are in the period from on October 2–12, 2015.
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panel). Notice that the fast fall at New-Tupi coincides with the minimum Dst value, reaching a
value of about �120 nT.

We would like to point out, that a similar behavior, such as the one observed at New-Tupi also
was observed in the counting rate of the South Pole NM. However, in most NMs, the fall in the
counting rate does not present a clear FD. In most cases it is only a fall smaller than 1.5% and
with a recovery time less than 6 hours.

5. Impact of solar activity in the terrestrial climate

5.1. Incidence of electromagnetic radiation

The principal source of energy on Earth is the Sun. The radiated energy by the Sun covers all
electromagnetic spectrum. However, the radiation on the range of the visible spectrum (wave-
lengths around 400–800 nm) has the most contribution. The Sun’s visible radiation at Earth
(distance of 1-AU) is nearly constant, and the main variation of around 0.1% follows the 11-
year solar cycle progression. The total wavelength-integrated energy from sunlight at Earth is
known as the Solar Constant (SC) or Total Solar Irradiance (TSI) whose value vary from
1365.5 Watts/m2 at solar minimum to 1366.5 Watts/m2 at solar maximum.

There is also a minor contribution of the energy irradiated by the Sun in other wavelengths of
the electromagnetic spectrum, such as the Ultraviolet (UV) (wavelengths around 120–400 nm),
the X-rays and gamma radiations. The radiations with wavelengths smaller than the wave-
length of visible radiation are absorbed in the upper atmosphere, for instance, a large fraction
of UV radiation is absorbed by ozone in the stratosphere. The gamma and X-ray radiations
have large variability of up to 300% over very short timescales (e.g., several minutes). This
large variability is associated with solar transient events such as flares. These radiations in
short wavelength have minimal impact on the Earth weather.

On the other hand, in wavelengths smaller than the visible spectrum, there is also a minor
contribution, such as the Infrared (IR) (wavelengths 800–10,000 nm) with small changes of up
to 1% over the solar cycle progression. Finally the solar radio waves, they are a transient
contribution linked to the solar flares and they are called Radio Blackouts (RB). Depending on
the solar flare intensity, RB can cover a wide area blackout of HF radio communication, loss of
radio contact with duration of up to hours on the sunlit side of Earth and the degradation of
Low-frequency navigation signals with a duration of up to hours.

5.2. Incidence of solar particles

The Earth geomagnetic field is a natural shielding to charged particles coming from space;
low-energy particles are largely deflected when their incidence is near equatorial regions.
However, the deflection is lower near Polar Regions or above roughly 55� of latitude.

In addition, the Sun is also the source of e Solar Energetic Particles (SEP) accelerated up to GeV
energies during the occurrence of solar flares and CMEs. In space weather physics, these
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of UV radiation is absorbed by ozone in the stratosphere. The gamma and X-ray radiations
have large variability of up to 300% over very short timescales (e.g., several minutes). This
large variability is associated with solar transient events such as flares. These radiations in
short wavelength have minimal impact on the Earth weather.

On the other hand, in wavelengths smaller than the visible spectrum, there is also a minor
contribution, such as the Infrared (IR) (wavelengths 800–10,000 nm) with small changes of up
to 1% over the solar cycle progression. Finally the solar radio waves, they are a transient
contribution linked to the solar flares and they are called Radio Blackouts (RB). Depending on
the solar flare intensity, RB can cover a wide area blackout of HF radio communication, loss of
radio contact with duration of up to hours on the sunlit side of Earth and the degradation of
Low-frequency navigation signals with a duration of up to hours.

5.2. Incidence of solar particles

The Earth geomagnetic field is a natural shielding to charged particles coming from space;
low-energy particles are largely deflected when their incidence is near equatorial regions.
However, the deflection is lower near Polar Regions or above roughly 55� of latitude.

In addition, the Sun is also the source of e Solar Energetic Particles (SEP) accelerated up to GeV
energies during the occurrence of solar flares and CMEs. In space weather physics, these

The Highest Geomagnetic Storms of the Solar Cycle Observed at Ground Level
http://dx.doi.org/10.5772/intechopen.75688

41



particles are the so-called radiation storms. If the solar active region is close to the central
meridian (i.e., geo-effective region), the SEP can reach the Earth. The S1 level of a radiation
storm indicates that the flux of protons at 1-AU with energies above 10 MeV equals or exceeds
10 pfu (1 pfu = 1 particle per cm2 s sr). The scale is logarithmic, this means that 100 pfu indicate
an S2 level, and so on.

Under certain conditions, SEP can penetrate into the magnetosphere and reach the upper and
middle atmosphere. This behavior can have long lasting consequences, such as the changes in
the concentration of some molecules as the NOx species [24]. However, the influence of these
changes in the Earth weather is not yet clear.

5.3. Incidence of galactic cosmic rays

The interplanetary magnetic field (IMF) is modulated by the solar cycle; the maximum activity
solar occurs every 11 years and it is when the Sun’s magnetic field inverts its polarity and
shuffles the IMF. This behavior modulates the lower energy component of the galactic cosmic
rays (GCR), that is, the �11-year variation in cosmic ray intensity observed at the Earth is anti-
correlated with solar activity. The almost isotropic flux of GCR when they enter the helio-
sphere is modified, around the solar maximum activity, their dispersion is higher, and this
reduces the incidence of cosmic rays flux on the Earth. In addition, around the minimum solar
activity, the Sun’s magnetic field has a defined polarity and the cosmic rays dispersion is lower;
consequently, the incidence of cosmic rays flux on the Earth is higher.

Thus, at solar minimum, the number of cosmic rays reaching Earth increases. These cosmic ray
particles can be the source for creating nucleation sites in the atmosphere, that is, the seed of
nucleation in cloud formation and create rain conditions [25]. In other words, the impact on Earth
weather conditions can be modulated by the 11-year solar cycle. This topic needs further studies.

5.4. Injection of accelerated particles by an interplanetary shock

According to satellite observations, such as the NASA’s IMAGE spacecraft and the joint
NASA/European Space Agency Cluster satellites, immense cracks sometimes develop in
Earth’s magnetosphere and remain open for hours due to magnetic reconnection.

In the Earth, the magnetic reconnection is a phenomenon that occurs in several situations, in all
cases, a high-speed magnetized plasma, reach a region of the magnetosphere with an oppo-
sitely directed magnetic field, the components break and there is a cross-connect, forming a
crack in the magnetosphere, transferring the energy stored in the magnetic fields to plasma
motion and heat.

Reconnection can occur between Earth’s magnetic field and the interplanetary magnetic field
(IMF) carried by a coronal mass ejection or a high-speed stream, emanating from the sun.
Reconnection occurs at the boundary of Earth’s magnetosphere, the region of space that is
dominated by Earth’s magnetic field. However, despite some models predicting the properties
of reconnection at this boundary, there are some issues, which are poorly understood, such as,
where reconnection really occurs.
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The model with a southward interplanetary magnetic field leads to a natural explanation of
neutral points of the geomagnetic field [26]. A number of methods have been developed to
locate magnetic separators, that is, the location where B = 0, such as the magnetic nulls in
global magnetospheric simulations [27] that allow determining the separator for both north-
ward and southward IMF orientations [28].

The first point of reconnection is in the day-side of Earth (left point in Figure 9) where a crack
opens in the magnetic shield and remains open for hours, through which the electrically
charged particles from space can flow. This includes particles from high-speed solar wind,
particles accelerated in the front of the shock wave and up to galactic cosmic rays of low
energy.

There is also reconnection in the magneto-tail results in a cross-tail electric field, in the night-
side of Earth (right point in Figure 9). The electric field generated by this reconnection process
directs the plasma injected by the crack due to the reconnection in the day-side, again to the
Earthward.

At about three times of the Earth radii, the ions and electrons begin drifting in different
directions around the Earth; in the geomagnetic equatorial plane, the positive ions drift west-
ward, and the electrons drift eastward. This charge separation creates the ring current JDST. The
ring current around Earth produces a magnetic field BDST that is directly opposite the Earth’s
magnetic field and generates the so-called Dst index. A negative Dst value means that Earth’s
magnetic field is weakened. This is particularly the case during solar magnetic storms.

Recent results [16] show some evidences of a particle injection into the Earth atmosphere,
driven by the HSS on August 28, 2015, as shown in Figure 10. In the top panel we show the
time profiles of the New-Tupi muon counting rate, the central and bottom panels show the
time profiles of the solar wind speed and particle density in the ACE spacecraft, respectively.
The impact of HSS (shock arrival) occurred when the magnetosphere was already disturbed by
the impact of a previous CME on October 25, 2015, triggering a geomagnetic storm and a FD
that was already underway.

Figure 9. Schematic view of the magnetic reconnection in the Earth’s magnetosphere. The black arrows indicate where
magnetic reconnection occurs.
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Earth’s magnetosphere and remain open for hours due to magnetic reconnection.

In the Earth, the magnetic reconnection is a phenomenon that occurs in several situations, in all
cases, a high-speed magnetized plasma, reach a region of the magnetosphere with an oppo-
sitely directed magnetic field, the components break and there is a cross-connect, forming a
crack in the magnetosphere, transferring the energy stored in the magnetic fields to plasma
motion and heat.

Reconnection can occur between Earth’s magnetic field and the interplanetary magnetic field
(IMF) carried by a coronal mass ejection or a high-speed stream, emanating from the sun.
Reconnection occurs at the boundary of Earth’s magnetosphere, the region of space that is
dominated by Earth’s magnetic field. However, despite some models predicting the properties
of reconnection at this boundary, there are some issues, which are poorly understood, such as,
where reconnection really occurs.
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The model with a southward interplanetary magnetic field leads to a natural explanation of
neutral points of the geomagnetic field [26]. A number of methods have been developed to
locate magnetic separators, that is, the location where B = 0, such as the magnetic nulls in
global magnetospheric simulations [27] that allow determining the separator for both north-
ward and southward IMF orientations [28].

The first point of reconnection is in the day-side of Earth (left point in Figure 9) where a crack
opens in the magnetic shield and remains open for hours, through which the electrically
charged particles from space can flow. This includes particles from high-speed solar wind,
particles accelerated in the front of the shock wave and up to galactic cosmic rays of low
energy.

There is also reconnection in the magneto-tail results in a cross-tail electric field, in the night-
side of Earth (right point in Figure 9). The electric field generated by this reconnection process
directs the plasma injected by the crack due to the reconnection in the day-side, again to the
Earthward.

At about three times of the Earth radii, the ions and electrons begin drifting in different
directions around the Earth; in the geomagnetic equatorial plane, the positive ions drift west-
ward, and the electrons drift eastward. This charge separation creates the ring current JDST. The
ring current around Earth produces a magnetic field BDST that is directly opposite the Earth’s
magnetic field and generates the so-called Dst index. A negative Dst value means that Earth’s
magnetic field is weakened. This is particularly the case during solar magnetic storms.

Recent results [16] show some evidences of a particle injection into the Earth atmosphere,
driven by the HSS on August 28, 2015, as shown in Figure 10. In the top panel we show the
time profiles of the New-Tupi muon counting rate, the central and bottom panels show the
time profiles of the solar wind speed and particle density in the ACE spacecraft, respectively.
The impact of HSS (shock arrival) occurred when the magnetosphere was already disturbed by
the impact of a previous CME on October 25, 2015, triggering a geomagnetic storm and a FD
that was already underway.

Figure 9. Schematic view of the magnetic reconnection in the Earth’s magnetosphere. The black arrows indicate where
magnetic reconnection occurs.
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The energy of the injected particles reached up to GeV values because from their interactions in
the upper atmosphere, muons were produced and a fraction of them reached the ground level.
In most cases, these injected particles are directed to the Polar Regions. However, the particles
from the high-energy tail of the spectrum can reach mid-latitudes. The injected energy in the
upper atmosphere during the HSS impact had a duration of ~350 minutes and a value above
1.4 � 10�4 erg per cm2. This behavior could have consequences for the atmospheric chemistry.
For instance, the creation of NOx species may be enhanced, and this can lead to increased
ozone depletion [24]. This topic requires further study.

6. Conclusion(s)

Space magnetic conditions in the interplanetary medium and consequently within the Earth’s
magnetic environment are constantly influenced by the transient disturbances in the
interplanetary medium propagating from the Sun, such as CMEs and HSSs. We have
presented here two examples of these events producing magnetic disturbances known as
geomagnetic storms.

The first is one of the highest geomagnetic storms in the current solar cycle 24, on March 17,
2015 (St. Patrick’s Day) and it reached the condition of G4 (Kp = 8) in the NOAA storm scale.
The origin was a CME impact, consequently. The second was the impact of an HSS on October

Figure 10. Comparison between the muon counting rate in the New-Tupi telescope (top panel) and the solar wind
parameters (density and speed) observed by the ACE satellite (center and bottom panels) in the period from August 25
until August 31. The shaded area indicates the HCS crossing time and the vertical arrow show the arrival of a shock
associated with a high-speed stream on August 28.
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7, 2015, whose origin was a positive coronal hole. In both cases, the passage of these two events
by L1 had an interplanetary shock signature, with a fast rising of the solar wind. The effect at
ground level was an FD; however, it is possible to see (especially in the first event) some
particle enhancements. The probable origin of these particles’ enhancement is the anisotropies
in the perturbed Earth magnetic field, the magnetic reconnection between the magnetic field of
the interplanetary shock and the geomagnetic field, opening cracks in the Earth magnetic
shield (please see Section 5).

In order to see better the particle injection in the upper atmosphere, we show a prolonged
energetic (in the GeV energy scale) particle injection within the Earth atmosphere system,
driven by an HSS on August 28, 2015.

This mechanism could be correlated with the renovation of the atmospheric chemistry. In
addition, the formation of NOx species can be enhanced and can be correlated with the ozone
depletion and abundance [24]. This mechanism correlates with the atmospheric chemistry
requires further study.
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7, 2015, whose origin was a positive coronal hole. In both cases, the passage of these two events
by L1 had an interplanetary shock signature, with a fast rising of the solar wind. The effect at
ground level was an FD; however, it is possible to see (especially in the first event) some
particle enhancements. The probable origin of these particles’ enhancement is the anisotropies
in the perturbed Earth magnetic field, the magnetic reconnection between the magnetic field of
the interplanetary shock and the geomagnetic field, opening cracks in the Earth magnetic
shield (please see Section 5).

In order to see better the particle injection in the upper atmosphere, we show a prolonged
energetic (in the GeV energy scale) particle injection within the Earth atmosphere system,
driven by an HSS on August 28, 2015.

This mechanism could be correlated with the renovation of the atmospheric chemistry. In
addition, the formation of NOx species can be enhanced and can be correlated with the ozone
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Abstract

Accurate prediction of rainfall distribution in landfalling tropical cyclones (LTCs) is very 
important to disaster prevention but quite challenging to operational forecasters. This 
chapter will describe the rainfall distribution in LTCs, including both axisymmetric and 
asymmetric distributions and their major controlling parameters, such as environmental 
vertical wind shear, TC intensity and motion, and coastline. In addition to the composite 
results from many LTC cases, several case studies are also given to illustrate the predomi-
nant factors that are key to the asymmetric rainfall distribution in LTCs. Future directions 
in this area and potential ways to improve the operational forecasts of rainfall distribu-
tion in LTCs are also discussed briefly.

Keywords: tropical cyclones, landfalling, rainfall distribution, vertical wind shear, 
typhoon, precipitation, intensity

1. Introduction

Landfalling tropical cyclones (LTCs) often bring very heavy rainfall to the affected regions 
so that many extreme rainfall events are related to LTCs around the world. Heavy rainfall 
associated with LTCs is one of the most devastating natural disasters in the coastal regions in 
the world, which could bring unexpected flash floods and landslides to inflict huge losses in 
properties and human lives. Examples of some record-breaking heavy rainfall events induced 
by LTCs include 24-h rainfall of 1062 mm at Linzhuang in Henan Province of Mainland China 
caused by landfalling Typhoon Nina (7503) in 1975 and 24-h rainfall of about 1300 mm in 
southern Taiwan caused by Typhoon Morakot in 2009. Therefore, the rainfall distribution in a 
LTC is of particular importance to meteorologists and disaster preventions.
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However, though tropical cyclone (TC) track forecasts have achieved great improvements in 
the past decades [1, 2], improvements in TC rainfall forecasts have been largely behind. Even 
when the TC track is well predicted, the rainfall distribution and intensity are often poorly 
predicted, especially for rainfall distribution and storm structure. Therefore, understanding 
the characteristics and the factors that control rainfall distribution in LTCs is very important 
for improving real-time operational rainfall forecasts.

Distribution of rainfall in LTCs may be affected by many processes and factors, such as TC 
motion, intensity, landfalling location and time, large-scale environmental conditions, ter-
rains in the coastal region, and so on. Previous studies have shown that rainfall in a TC can be 
largely modulated by the environmental vertical wind shear (VWS) [3–12], the planetary vor-
ticity gradient [13–16], the storm motion [16, 17], the friction-induced asymmetric boundary 
layer convergence in a moving TC [18], the asymmetric environmental moisture distribution 
in [19], and also the convectively coupled vortex-Rossby waves in the eyewall [20–22].

To investigate the rainfall distribution in LTCs and the associated physical process, the rainfall 
distribution in a LTC is often decomposed into a wavenumber (WN)-0 (or an azimuthal mean) 
component and a series of higher-WN components in [23–26]. Recently, with the improvements of 
satellite-retrieved rain data application, some observational studies have focused on the asymmet-
ric TC rainfall distribution and related different physical processes. Rogers et al. [27] suggested that 
the combination of VWS and storm motion could explain well the rainfall asymmetry in Hurricane 
Bonnie. Lonfat et al. [23] analyzed the global rainfall distribution in TCs based on the Tropical 
Rainfall Measuring Mission (TRMM) rain estimates and studied the relationships between the TC 
rainfall distribution and the TC motion over oceans in the world. It has been shown that the storm 
motion alone, however, could not fully explain the basin-to-basin variability in the rainfall asym-
metry, suggesting that other mechanisms must contribute to the asymmetric rainfall distribution, 
such as the environmental VWS, which has been investigated extensively (e.g., [14, 24, 28]).

Chen et al. [24] investigated the effects of both VWS and storm motion on TC rainfall asym-
metries based on composite analyses using the TRMM rain data. The results showed that the 
TC rainfall asymmetry generally depends on the juxtaposition and relative magnitude of the 
environmental VWS and the TC motion over the open ocean. Subsequent composite analyses 
of the TC rainfall asymmetry related to environmental VWS by using the satellite-based rain-
fall estimates have further confirmed the relationship between the spatial distribution of TC 
rainfall and the environmental VWS [29–31]. Namely, the maximum rainfall predominantly 
occurs in the downshear-left quadrant in a TC that is embedded in an environmental VWS 
(facing down the shear vector), while the effect of TC translation becomes an important factor 
for a TC embedded in the relatively low VWS environment. Reasor et al. [32] reconfirmed that 
the environmental VWS is the primary factor affecting the eyewall convective asymmetry in 
TCs based on Doppler radar data composite analysis.

Most of previous studies have mainly focused on the rainfall distributions in TCs before land-
fall or over the open oceans. In addition to the effects of environmental VWS, TC intensity 
and motion, the rainfall asymmetries in a LTC may also be affected by non-uniform surface 
characteristics, such as land-sea contrast, coastline, topography, and mesoscale convective 
activities that resulted from interactions with other synoptic weather systems [33–47].
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Some numerical studies have found that the asymmetric structure of a LTC and the associated 
asymmetric rainfall distribution could be forced by land-sea contrast [20, 48–52]. Based on 
idealized simulations for LTCs on an f-plane, Li et al. [43, 44] showed that rainfall asymmetry 
became larger after landfall with larger VWS, and land surface roughness would initially 
affect rainfall distribution in the outer region. Xu et al. [45] indicated that the asymmetric 
rainfall percentage toward the right quadrant relative to the coastline would have an obvious 
increase in LTCs, which might be related to the land-sea roughness gradient.

In an early observational study, based on the airborne radar reflectivity data from systems 
onboard three National Oceanic and Atmospheric Administration (NOAA) aircrafts during 
6 days for Hurricane Allen (1980), Marks [3] showed that changes in both the storm intensity 
and the eyewall radius had little impact on the total rainfall of the storm. However, the axi-
symmetric rainfall distribution in TCs has received further attention in recent years, with the 
focus on the relationship between TC intensity and axisymmetric rainfall distribution. Lonfat 
et al. [23] explored the axisymmetric rainfall distribution in TCs with different intensities dur-
ing 1998–2000 over global oceans using the TRMM retrieved rain data. They found that the 
peak radial axisymmetric rain rate increased with increasing TC intensity. More recent stud-
ies have confirmed that TC intensity and intensity change are closely related with rainfall and 
rainfall change over the open ocean [53–57]. However, the relationship of axisymmetric rain-
fall distribution and TC intensity in LTCs is reported to be more complicated in Yu et al. [26].

This chapter aims to document the evolution of rainfall distribution in LTCs, taking those that 
made landfall over China as examples, and to systematically examine the effects of various 
factors, including TC intensity and motion, environmental VWS, and land-sea contrast, on 
both the axisymmetric and asymmetric rainfall distributions from 24 h prior, to landfall, and 
to 24 h after landfall. Section 2 introduces the data used and the analysis methods. Sections 3 
and 4 present, respectively, the axisymmetric and asymmetric rainfall distributions in LTCs 
and their relationship with the different factors. Section 5 shows several case studies to dem-
onstrate the complexity of rainfall distribution in LTC. Some remaining issues are discussed 
in Section 6. Section 7 gives the concluding remarks.

2. Data and methodology

2.1. TRMM 3B42 data

With the development of satellite observing systems, the satellite-retrieved rainfall estimates are 
more widely applied to both weather and climate research, in particular for the study of rainfall in 
TCs either over the open oceans or near landfall. Though rain gauge data are routinely available, 
they are not dense enough or even spare in many important regions, such as over terrains and in 
the coastal areas over land. Weather radars could give good temporal and spatial resolutions, but 
they are limited by their area coverage due to unevenly distributed radar sites and inter-radar 
calibration that could lower the capability and accuracy in rainfall estimation. Therefore, the sat-
ellite rainfall estimates are good choices to study rainfall characteristics, especially over the open 
oceans and coastal and mountainous areas where surface observations are limited.
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However, though tropical cyclone (TC) track forecasts have achieved great improvements in 
the past decades [1, 2], improvements in TC rainfall forecasts have been largely behind. Even 
when the TC track is well predicted, the rainfall distribution and intensity are often poorly 
predicted, especially for rainfall distribution and storm structure. Therefore, understanding 
the characteristics and the factors that control rainfall distribution in LTCs is very important 
for improving real-time operational rainfall forecasts.

Distribution of rainfall in LTCs may be affected by many processes and factors, such as TC 
motion, intensity, landfalling location and time, large-scale environmental conditions, ter-
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largely modulated by the environmental vertical wind shear (VWS) [3–12], the planetary vor-
ticity gradient [13–16], the storm motion [16, 17], the friction-induced asymmetric boundary 
layer convergence in a moving TC [18], the asymmetric environmental moisture distribution 
in [19], and also the convectively coupled vortex-Rossby waves in the eyewall [20–22].

To investigate the rainfall distribution in LTCs and the associated physical process, the rainfall 
distribution in a LTC is often decomposed into a wavenumber (WN)-0 (or an azimuthal mean) 
component and a series of higher-WN components in [23–26]. Recently, with the improvements of 
satellite-retrieved rain data application, some observational studies have focused on the asymmet-
ric TC rainfall distribution and related different physical processes. Rogers et al. [27] suggested that 
the combination of VWS and storm motion could explain well the rainfall asymmetry in Hurricane 
Bonnie. Lonfat et al. [23] analyzed the global rainfall distribution in TCs based on the Tropical 
Rainfall Measuring Mission (TRMM) rain estimates and studied the relationships between the TC 
rainfall distribution and the TC motion over oceans in the world. It has been shown that the storm 
motion alone, however, could not fully explain the basin-to-basin variability in the rainfall asym-
metry, suggesting that other mechanisms must contribute to the asymmetric rainfall distribution, 
such as the environmental VWS, which has been investigated extensively (e.g., [14, 24, 28]).

Chen et al. [24] investigated the effects of both VWS and storm motion on TC rainfall asym-
metries based on composite analyses using the TRMM rain data. The results showed that the 
TC rainfall asymmetry generally depends on the juxtaposition and relative magnitude of the 
environmental VWS and the TC motion over the open ocean. Subsequent composite analyses 
of the TC rainfall asymmetry related to environmental VWS by using the satellite-based rain-
fall estimates have further confirmed the relationship between the spatial distribution of TC 
rainfall and the environmental VWS [29–31]. Namely, the maximum rainfall predominantly 
occurs in the downshear-left quadrant in a TC that is embedded in an environmental VWS 
(facing down the shear vector), while the effect of TC translation becomes an important factor 
for a TC embedded in the relatively low VWS environment. Reasor et al. [32] reconfirmed that 
the environmental VWS is the primary factor affecting the eyewall convective asymmetry in 
TCs based on Doppler radar data composite analysis.

Most of previous studies have mainly focused on the rainfall distributions in TCs before land-
fall or over the open oceans. In addition to the effects of environmental VWS, TC intensity 
and motion, the rainfall asymmetries in a LTC may also be affected by non-uniform surface 
characteristics, such as land-sea contrast, coastline, topography, and mesoscale convective 
activities that resulted from interactions with other synoptic weather systems [33–47].
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Some numerical studies have found that the asymmetric structure of a LTC and the associated 
asymmetric rainfall distribution could be forced by land-sea contrast [20, 48–52]. Based on 
idealized simulations for LTCs on an f-plane, Li et al. [43, 44] showed that rainfall asymmetry 
became larger after landfall with larger VWS, and land surface roughness would initially 
affect rainfall distribution in the outer region. Xu et al. [45] indicated that the asymmetric 
rainfall percentage toward the right quadrant relative to the coastline would have an obvious 
increase in LTCs, which might be related to the land-sea roughness gradient.

In an early observational study, based on the airborne radar reflectivity data from systems 
onboard three National Oceanic and Atmospheric Administration (NOAA) aircrafts during 
6 days for Hurricane Allen (1980), Marks [3] showed that changes in both the storm intensity 
and the eyewall radius had little impact on the total rainfall of the storm. However, the axi-
symmetric rainfall distribution in TCs has received further attention in recent years, with the 
focus on the relationship between TC intensity and axisymmetric rainfall distribution. Lonfat 
et al. [23] explored the axisymmetric rainfall distribution in TCs with different intensities dur-
ing 1998–2000 over global oceans using the TRMM retrieved rain data. They found that the 
peak radial axisymmetric rain rate increased with increasing TC intensity. More recent stud-
ies have confirmed that TC intensity and intensity change are closely related with rainfall and 
rainfall change over the open ocean [53–57]. However, the relationship of axisymmetric rain-
fall distribution and TC intensity in LTCs is reported to be more complicated in Yu et al. [26].

This chapter aims to document the evolution of rainfall distribution in LTCs, taking those that 
made landfall over China as examples, and to systematically examine the effects of various 
factors, including TC intensity and motion, environmental VWS, and land-sea contrast, on 
both the axisymmetric and asymmetric rainfall distributions from 24 h prior, to landfall, and 
to 24 h after landfall. Section 2 introduces the data used and the analysis methods. Sections 3 
and 4 present, respectively, the axisymmetric and asymmetric rainfall distributions in LTCs 
and their relationship with the different factors. Section 5 shows several case studies to dem-
onstrate the complexity of rainfall distribution in LTC. Some remaining issues are discussed 
in Section 6. Section 7 gives the concluding remarks.

2. Data and methodology

2.1. TRMM 3B42 data

With the development of satellite observing systems, the satellite-retrieved rainfall estimates are 
more widely applied to both weather and climate research, in particular for the study of rainfall in 
TCs either over the open oceans or near landfall. Though rain gauge data are routinely available, 
they are not dense enough or even spare in many important regions, such as over terrains and in 
the coastal areas over land. Weather radars could give good temporal and spatial resolutions, but 
they are limited by their area coverage due to unevenly distributed radar sites and inter-radar 
calibration that could lower the capability and accuracy in rainfall estimation. Therefore, the sat-
ellite rainfall estimates are good choices to study rainfall characteristics, especially over the open 
oceans and coastal and mountainous areas where surface observations are limited.
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Many studies have evaluated the performances of TRMM satellite rainfall retrievals in captur-
ing the rainfall features in LTCs [58–62]. These studies have shown that the TRMM 3B42 rain 
data can provide quite reasonable rainfall distributions in LTCs compared with surface data like 
gauge and radar observations, although they are generally more accurate over ocean than over 
land. The rainfall distribution evolution in LTCs during 24 h prior to landfall (t = −24) to 24 h 
after landfall (t = 24) over China will be discussed in Sections 3 and 4 based on the TRMM 3B42 
rain estimates.

2.2. Reanalysis data

The horizontal winds obtained from NCEP/NCAR (National Centers for Environmental 
Predictions/National Center for Atmospheric Research) global reanalysis data [63] are used to 
calculate the large-scale environmental VWS, which was defined as the 200-hPa and 850-hPa 
wind vector differences averaged within a 500-km radius from each TC center at every 6-h 
interval as in [25, 26].

2.3. Best-track TC data

In total, 133 LTCs over China are included in the results discussed in the following sections (Table 1),  
with the lowest intensity of tropical storm (CAT2) from 24 h before landfall (t = −24), to land-
fall time (t = 0), and to 24 h after landfall (t = 24). Among them, 24, 39, 32, 29, and 9 LTCs, 
respectively, made a landfall in Hainan (HN), Guangdong (GD), Taiwan (TW), Fujian (FJ), and 
Zhejiang (ZJ) provinces in China (Figure 1a–e). The coastline directions of the five regions are 
also shown in Figure 1f, namely, 45, 16, 76, 53, and 45° from the east, respectively, in HN, GD, 
TW, FJ, and ZJ.

The best-track TC data are those products from the Shanghai Typhoon Institute (STI) of China 
Meteorological Administration (CMA), including intensities (the maximum near-surface 2-min 

Time TS (CAT = 2, 
17.2–24.4 m s−1)

STS (CAT = 3, 
24.5–32.6 m s−1)

TY (CAT = 4, 
32.7–41.4 m s−1)

STY (CAT = 5, 
41.5–50.9 m s−1)

SuperTY (CAT = 6, 
≥51 m s−1)

−24 h (t = −24) 30 (26.09%) 14 (12.17%) 39 (33.91%) 19 (16.52%) 13 (11.31%)

−18 h (t = −18) 27 (22.69%) 22 (18.48%) 39 (32.77%) 20 (16.81%) 11 (9.25%)

−12 h (t = −12) 28 (23.33%) 20 (16.67%) 40 (33.33%) 22 (18.34%) 10 (8.33%)

−6 h (t = −6) 23 (19.17%) 24 (20.00%) 41 (34.17%) 26 (21.66%) 6 (5.00%)

0 h (t = 0) 28 (24.13%) 25 (21.55%) 37 (31.90%) 22 (18.97%) 4 (3.45%)

6 h (t = +6) 42 (39.62%) 32 (30.19%) 28 (26.42%) 3 (2.83%) 1 (0.94%)

12 h (t = +12) 46 (51.11%) 25 (27.78%) 18 (20.00%) 0 1 (1.11%)

18 h (t = +18) 42 (59.15%) 17 (23.94%) 11 (15.49%) 1(1.41%) 0

24 h (t = +24) 40 (72.73%) 8 (14.54%) 7 (12.73%) 0 0

Note: The intensity is defined as the maximum sustained 10-m wind speed.

Table 1. Samples and frequencies of TCs with intensity of five categories (CAT = 2–6) from 24 h prior to landfall (t = −24), 
at the time of landfall (t = 0), to 24 h after landfall (t = 24) at every 6 h.
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mean wind speed and the minimum sea-level pressure) and positions (longitude and latitude) 
of TCs at every 6-h interval during 2001–2015. Table 1 shows the related 6-h intensity informa-
tion including category, sample, and frequency of LTCs over China from t = −24 h to t = 24 h. 
The motion direction and speed of each TC at every TRMM observational time are calculated 
through the two nearest best-track records at 6-h interval. The intensity of a TC at landfall time is 

Figure 1. Tracks of TCs that made landfall in different regions (provinces) over China during 2001–2015: (a) Hainan 
(HN), (b) Guangdong (GD), (c) Taiwan (TW), (d) Fujian (FJ), and (e) Zhejiang (ZJ). Numbers of TCs making landfall 
in individual regions are illustrated in each panel. The names and locations of the five regions and their coastlines are 
shown in (f).

Rainfall Distribution in Landfalling Tropical Cyclones
http://dx.doi.org/10.5772/intechopen.75910

53



Many studies have evaluated the performances of TRMM satellite rainfall retrievals in captur-
ing the rainfall features in LTCs [58–62]. These studies have shown that the TRMM 3B42 rain 
data can provide quite reasonable rainfall distributions in LTCs compared with surface data like 
gauge and radar observations, although they are generally more accurate over ocean than over 
land. The rainfall distribution evolution in LTCs during 24 h prior to landfall (t = −24) to 24 h 
after landfall (t = 24) over China will be discussed in Sections 3 and 4 based on the TRMM 3B42 
rain estimates.

2.2. Reanalysis data

The horizontal winds obtained from NCEP/NCAR (National Centers for Environmental 
Predictions/National Center for Atmospheric Research) global reanalysis data [63] are used to 
calculate the large-scale environmental VWS, which was defined as the 200-hPa and 850-hPa 
wind vector differences averaged within a 500-km radius from each TC center at every 6-h 
interval as in [25, 26].

2.3. Best-track TC data

In total, 133 LTCs over China are included in the results discussed in the following sections (Table 1),  
with the lowest intensity of tropical storm (CAT2) from 24 h before landfall (t = −24), to land-
fall time (t = 0), and to 24 h after landfall (t = 24). Among them, 24, 39, 32, 29, and 9 LTCs, 
respectively, made a landfall in Hainan (HN), Guangdong (GD), Taiwan (TW), Fujian (FJ), and 
Zhejiang (ZJ) provinces in China (Figure 1a–e). The coastline directions of the five regions are 
also shown in Figure 1f, namely, 45, 16, 76, 53, and 45° from the east, respectively, in HN, GD, 
TW, FJ, and ZJ.

The best-track TC data are those products from the Shanghai Typhoon Institute (STI) of China 
Meteorological Administration (CMA), including intensities (the maximum near-surface 2-min 

Time TS (CAT = 2, 
17.2–24.4 m s−1)

STS (CAT = 3, 
24.5–32.6 m s−1)

TY (CAT = 4, 
32.7–41.4 m s−1)

STY (CAT = 5, 
41.5–50.9 m s−1)

SuperTY (CAT = 6, 
≥51 m s−1)

−24 h (t = −24) 30 (26.09%) 14 (12.17%) 39 (33.91%) 19 (16.52%) 13 (11.31%)

−18 h (t = −18) 27 (22.69%) 22 (18.48%) 39 (32.77%) 20 (16.81%) 11 (9.25%)

−12 h (t = −12) 28 (23.33%) 20 (16.67%) 40 (33.33%) 22 (18.34%) 10 (8.33%)

−6 h (t = −6) 23 (19.17%) 24 (20.00%) 41 (34.17%) 26 (21.66%) 6 (5.00%)

0 h (t = 0) 28 (24.13%) 25 (21.55%) 37 (31.90%) 22 (18.97%) 4 (3.45%)

6 h (t = +6) 42 (39.62%) 32 (30.19%) 28 (26.42%) 3 (2.83%) 1 (0.94%)

12 h (t = +12) 46 (51.11%) 25 (27.78%) 18 (20.00%) 0 1 (1.11%)

18 h (t = +18) 42 (59.15%) 17 (23.94%) 11 (15.49%) 1(1.41%) 0

24 h (t = +24) 40 (72.73%) 8 (14.54%) 7 (12.73%) 0 0

Note: The intensity is defined as the maximum sustained 10-m wind speed.

Table 1. Samples and frequencies of TCs with intensity of five categories (CAT = 2–6) from 24 h prior to landfall (t = −24), 
at the time of landfall (t = 0), to 24 h after landfall (t = 24) at every 6 h.
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mean wind speed and the minimum sea-level pressure) and positions (longitude and latitude) 
of TCs at every 6-h interval during 2001–2015. Table 1 shows the related 6-h intensity informa-
tion including category, sample, and frequency of LTCs over China from t = −24 h to t = 24 h. 
The motion direction and speed of each TC at every TRMM observational time are calculated 
through the two nearest best-track records at 6-h interval. The intensity of a TC at landfall time is 

Figure 1. Tracks of TCs that made landfall in different regions (provinces) over China during 2001–2015: (a) Hainan 
(HN), (b) Guangdong (GD), (c) Taiwan (TW), (d) Fujian (FJ), and (e) Zhejiang (ZJ). Numbers of TCs making landfall 
in individual regions are illustrated in each panel. The names and locations of the five regions and their coastlines are 
shown in (f).
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obtained by interpolation using the maximum near-surface wind speed in the best-track data at 
6-h interval.

Table 2 lists the intensity change information (including the calculation methods and samples). 
The intensity changes of LTCs are categorized into five groups: rapidly decaying (RD), slowly 
decaying (SD), unchanged, slowly intensifying (SI), and rapidly intensifying (RI), according to 
the rate of TC intensity change. The RI threshold of 15 m s−1 is defined as the 24-h maximum 
wind speed change, while the RD threshold is defined as −15 m s−1 in the 24-h intensity change 
[64]. As a result, the TCs of RI, SI, unchanged, SD, and RD have the 24-h intensity changes of 
≥15, (0, 15), 0, (−15, 0), and ≤ −15 m s−1, respectively. Note that the unchanged category is exactly 
defined as 0 m s−1, and it occurs rather frequently, particularly within 24 h before landfall.

2.4. Rainfall analysis method

Fourier decomposition, which can help to compute the WN-0 and higher WNs (e.g., 1–4) rain-
fall components in a TC, is often used in the studies of rainfall distributions in TCs [23, 24].  
The axisymmetric rainfall component is the azimuthally mean rain rate (WN-0) as a  function 
of the radial distance in 10-km-wide annuli from the TC center. The asymmetric rainfall com-
ponents were analyzed by binning rainfall rate data in 10-km-wide annuli from each TC cen-
ter to 500-km radius. First, the WN-1 Fourier coefficients were computed by using all rain rate 
estimates as in Boyd [65]:

   a  1   =  ∑ i     [ R  i   cos  ( θ  i  ) ] ,  b  1   =  ∑ i     [ R  i   sin  ( θ  i  ) ] ,  (1)

Time RI (𝝙𝝙V ≥ 15 m s−1, 
24 h)

SI (𝝙𝝙V = 0–15 m s−1, 
24 h)

Unchanged 
(𝝙𝝙V = 0 m s−1, 24 h)

SD (𝝙𝝙V = −15–0 m s−1, 
24 h)

RD 
(𝝙𝝙V ≤ −15 m s−1, 
24 h)

−24 h 
(t = −24)

3 73 26 16 0

−18 h 
(t = −18)

4 71 21 23 0

−12 h 
(t = −12)

4 67 17 31 0

−6 h (t = −6) 5 52 30 33 2

0 h (t = 0) 5 34 21 60 3

6 h (t = +6) 0 13 10 80 15

12 h 
(t = +12)

0 5 8 73 28

18 h 
(t = +18)

0 4 2 69 33

24 h 
(t = +24)

0 4 1 64 29

Note: △V is change in the maximum sustained 10-m wind speed.

Table 2. Samples of TCs with intensity change of five categories (RI, SI, unchanged, SD, RD) from 24 h prior to landfall 
(t = −24), at the time of landfall (t = 0), to 24 h after landfall (t = 24) at every 6 h.
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where Ri is each of the individual rain rate estimates and   θ  
i
    is the phase angle of the estimate 

relative to either the storm motion or the VWS vector. The WN-1 asymmetric rainfall compo-
nent (M1) can be represented by

   M  1   =  [ a  1   cos  (θ)  +  b  1   sin  (θ) ]  / R.  (2)

Similarly, the WNs 2–4 asymmetric rainfall components can be calculated respectively.

The shear-relative rainfall asymmetry is defined as the TRMM observed rainfall asymmetry 
relative to the VWS vector. Similarly, the motion-relative (or coastline-relative) rainfall asym-
metries are composite of asymmetric rainfall relative to the motion direction (or coastline 
orientation) over every TRMM observation. The relative importance of the different factors on 
the asymmetric rainfall distribution can be characterized.

3. Axisymmetric rainfall

Based on the TRMM 3B42 rainfall data, the amplitude of the WN-0 (axisymmetric compo-
nent) rainfall is about 0.4–0.6 of the total rainfall in general, though there are some subtle 
differences in various regions (Figure 2). This means that the axisymmetric component could 
explain about half of the variance of the total rainfall. For a comparison, Figure 2 also shows 
the amplitudes of different WN components. The amplitude of the WN-1 component is about 
0.2, while the amplitudes of the WN-2, WN-3, and WN-4 components are all less than 0.2 
and show smaller and smaller values with the higher WNs. This suggests that on average the 
axisymmetric component is dominant of the total rainfall and the WN-1 component domi-
nates in the asymmetric rainfall in LTCs. Another feature in Figure 2 is that there is a large 
axisymmetric rainfall decrease for the LTCs after landfall in most studied regions over China.

3.1. Axisymmetric rainfall evolution during landfall

The axisymmetric rainfall distributions in LTCs before landfall and after landfall in the five 
regions of China shown in Figure 1 are further compared in Figure 3. The peak rainfall is 
about 5.5 mm h−1 and located near 60 km from the TC center within 24 h before landfall 
(Figure 3a). After landfall, the peak rain rate is reduced to about 3 mm h−1 and located much 
closer to the TC center (Figure 3b). Therefore, the maximum mean axisymmetric rain rate 
is largely reduced and shifts inward during landfall likely because of the increased surface 
frictional convergence and the associated eyewall contraction or collapse [66]. Meanwhile, 
the azimuthally averaged radial profiles of rain rate vary with landfalling regions, which 
are similar to the radial profiles in the five different ocean basins of the globe as illustrated 
in [23].

3.2. TC intensity and averaged axisymmetric rainfall

The axisymmetric rainfall is tied to TC intensity on average. Figure 4 shows the evolutions of TC 
intensity and the axisymmetric rainfall rate in LTCs in the five regions of China. Generally during 
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obtained by interpolation using the maximum near-surface wind speed in the best-track data at 
6-h interval.

Table 2 lists the intensity change information (including the calculation methods and samples). 
The intensity changes of LTCs are categorized into five groups: rapidly decaying (RD), slowly 
decaying (SD), unchanged, slowly intensifying (SI), and rapidly intensifying (RI), according to 
the rate of TC intensity change. The RI threshold of 15 m s−1 is defined as the 24-h maximum 
wind speed change, while the RD threshold is defined as −15 m s−1 in the 24-h intensity change 
[64]. As a result, the TCs of RI, SI, unchanged, SD, and RD have the 24-h intensity changes of 
≥15, (0, 15), 0, (−15, 0), and ≤ −15 m s−1, respectively. Note that the unchanged category is exactly 
defined as 0 m s−1, and it occurs rather frequently, particularly within 24 h before landfall.

2.4. Rainfall analysis method

Fourier decomposition, which can help to compute the WN-0 and higher WNs (e.g., 1–4) rain-
fall components in a TC, is often used in the studies of rainfall distributions in TCs [23, 24].  
The axisymmetric rainfall component is the azimuthally mean rain rate (WN-0) as a  function 
of the radial distance in 10-km-wide annuli from the TC center. The asymmetric rainfall com-
ponents were analyzed by binning rainfall rate data in 10-km-wide annuli from each TC cen-
ter to 500-km radius. First, the WN-1 Fourier coefficients were computed by using all rain rate 
estimates as in Boyd [65]:

   a  1   =  ∑ i     [ R  i   cos  ( θ  i  ) ] ,  b  1   =  ∑ i     [ R  i   sin  ( θ  i  ) ] ,  (1)

Time RI (𝝙𝝙V ≥ 15 m s−1, 
24 h)

SI (𝝙𝝙V = 0–15 m s−1, 
24 h)

Unchanged 
(𝝙𝝙V = 0 m s−1, 24 h)

SD (𝝙𝝙V = −15–0 m s−1, 
24 h)

RD 
(𝝙𝝙V ≤ −15 m s−1, 
24 h)

−24 h 
(t = −24)

3 73 26 16 0

−18 h 
(t = −18)

4 71 21 23 0

−12 h 
(t = −12)

4 67 17 31 0

−6 h (t = −6) 5 52 30 33 2

0 h (t = 0) 5 34 21 60 3

6 h (t = +6) 0 13 10 80 15

12 h 
(t = +12)

0 5 8 73 28

18 h 
(t = +18)

0 4 2 69 33

24 h 
(t = +24)

0 4 1 64 29

Note: △V is change in the maximum sustained 10-m wind speed.

Table 2. Samples of TCs with intensity change of five categories (RI, SI, unchanged, SD, RD) from 24 h prior to landfall 
(t = −24), at the time of landfall (t = 0), to 24 h after landfall (t = 24) at every 6 h.
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where Ri is each of the individual rain rate estimates and   θ  
i
    is the phase angle of the estimate 

relative to either the storm motion or the VWS vector. The WN-1 asymmetric rainfall compo-
nent (M1) can be represented by

   M  1   =  [ a  1   cos  (θ)  +  b  1   sin  (θ) ]  / R.  (2)

Similarly, the WNs 2–4 asymmetric rainfall components can be calculated respectively.

The shear-relative rainfall asymmetry is defined as the TRMM observed rainfall asymmetry 
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Based on the TRMM 3B42 rainfall data, the amplitude of the WN-0 (axisymmetric compo-
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3.1. Axisymmetric rainfall evolution during landfall

The axisymmetric rainfall distributions in LTCs before landfall and after landfall in the five 
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in [23].

3.2. TC intensity and averaged axisymmetric rainfall

The axisymmetric rainfall is tied to TC intensity on average. Figure 4 shows the evolutions of TC 
intensity and the axisymmetric rainfall rate in LTCs in the five regions of China. Generally during 
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Figure 3. Radial profiles of the azimuthally averaged rain rates in TCs making landfall in different regions (a) 24 h prior 
to landfall and (b) 24 h after landfall.

Figure 2. The 6-h amplitudes (×100%) of the WN-0 (axisymmetric) and WN-1, WN-2, WN-3, and WN-4 (asymmetric) 
components of TC rainfall relative to the total rainfall in regions of (a) HN, (b) GD, (c) TW, (d) FJ, and (e) ZJ from 24 h 
prior to landfall to 24 h after landfall.
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24–12 h (t = −24 to −12) prior to landfall, most TCs is still intensifying, but starts to weaken at the 
time of landfall (t = 0) (Figure 4a). During the landfall process (from t = −24 to t = +24), the mean 
TC maximum wind speed is decreased from 34 to 20 m s−1, namely about 41% decrease in 48 h, 
while the mean TC minimum sea-level pressure increases from 970 to 992 hPa (Figure 4b). During 
this period, the averaged axisymmetric rain rate shows a very similar variation with the rain rate 
decreased by about 38% in 48 h (Figure 4c). This suggests that the axisymmetric rain rate is posi-
tively correlated with TC intensity. In addition, with the decreased intensity of the TCs during 
landfall, the mean axisymmetric rain rate decreases within a radius of 150 km from the TC center 
(Figure 4d).

3.3. TC intensity and maximum total rain, rain area, and rain rate

Although the axisymmetric rainfall in LTCs is positively correlated with TC intensity, the 
extreme rainfall parameters in terms of various metrics are not necessarily related per-
fectly to TC intensity. Here to demonstrate such features, 3 parameters are defined: maxi-
mum rain rate (the largest rain rate over all grid points within 500 km of each TC center),  

Figure 4. Evolution of rainfall from 24 h prior to landfall to 24 h after landfall at 6-h intervals for (a) the averaged 
intensity indicated by the maximum sustained 10-m wind speed, (b) the averaged minimum sea-level pressure, and 
(c) the areal averaged rain rate within 500-km radius of the TC center for all TCs. (d) Radial profiles of the azimuthally 
averaged rain rates for different TC intensity categories.
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maximum total rain (the largest value of accumulated rainfall within 500 km of the TC cen-
ter among CAT2–6 TC samples), and maximum area of rain (the largest value of fractional 
rain area relative to the TC area within 500 km radius from the TC center among CAT2–6 
TC samples).

As shown in Figures 5–6, on average, the CAT6 TCs have the highest rain rate (Figure 5a), the 
highest total rain (Figure 5b), and the largest rain area (Figure 6), while the CAT2 TCs have the 
lowest rain rate (Figure 5a), the lowest total rain (Figure 5b), and the smallest rain area (Figure 6).  

Figure 5. (a) Frequencies of the total rain (the areal averaged rain rate within 500-km of the TC center) for CAT23 and 
CAT456 TCs. (b) the total rain distributions for TC categories of CAT2–6 from 24 h prior to landfall to 24 h after landfall 
(medians and outliers in the box plots have the same meaning later).
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Figure 6. Fractional rain area (×100%) relative to the total area within a 500-km radius from the TC center with different 
rain rates: (a) R > 0, (b) 2, and (c) 5 mm h−1 for TC categories of CAT2–6 from 24 h prior to landfall to 24 h after landfall.
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Figure 6. Fractional rain area (×100%) relative to the total area within a 500-km radius from the TC center with different 
rain rates: (a) R > 0, (b) 2, and (c) 5 mm h−1 for TC categories of CAT2–6 from 24 h prior to landfall to 24 h after landfall.
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Figure 7. (a) The fractional rain area (×100%) of the total area within a 500-km radius of the TC center with different rain 
rates >0, 2, 5 mm h−1 for CAT456 (with red circles) and CAT23 TCs (without circles) from 24 h prior to landfall to 24 h 
after landfall. (b) The maximum rain rate (mm h−1) within a 500-km radius of the TC center for TCs of CAT2–6 from 24 h 
prior to landfall to 24 h after landfall.

Figure 7a also shows the averaged rain area evolutions of three various rain rates for LTCs of 
CAT456 and CAT23 during landfall. For both strong and weak TCs, the rain area would shrink 
to about 10% of the total rain area with the rain rate increasing to being greater than 5 mm h−1.  
However, the weaker TCs like CAT2 TCs have larger extreme values of the maximum rain 
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rate, total rain, and rain area (Figures 5b, 6, and 7b). This result thus suggests that the 
averaged rain features (including rain rate and rain area) are all related to TC intensity, 
but the extreme rain features (including the maximum rain rate and rain area) are not 
necessarily so.

3.4. TC intensity change and the axisymmetric rain change

Since the axisymmetric rainfall is related with TC intensity in LTCs, the TC intensity change 
would be also correlated to the rainfall change. It is shown in Figure 8a that on average, the 

Figure 8. Six-hourly time evolution from 24 h prior to landfall to 24 h after landfall for (a) the rate of averaged TC 
intensity change (m s−1 in 6 h), (b) the rate of change of the areal averaged rain rate (within 500-km radius of the TC 
center; mm h−1) for all TCs, and (c) the frequency of TCs of rapid decaying (RD), slow decaying (SD), unchanged, slow 
intensifying (SI), and rapid intensifying (RI). (d) Radial profiles of the azimuthally averaged rain rates for different 
intensity change groups.
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rate of the averaged LTC intensity change is slightly positive or close to zero before landfall, 
but turns to be negative after landfall. Correspondingly, the rate of the averaged rain rate 
change presents a similar evolution during landfall (Figure 8b). As a result, the correlation 
coefficient between the LTC intensity change and the axisymmetric rain change reaches 0.77, 
indicating that they are highly correlated during landfall. Figure 8c shows that within 24 h 
before landfall, 70–90% of LTCs increase or maintain the intensity, while after landfall 20–30% 
of LTCs have RD process. During the 48-h landfall process, RI rarely occurs in LTCs. Figure 8d 
shows that LTCs of different intensity change categories have different radial distributions in 
their axisymmetric rain rate. The RI TCs have the highest mean peak axisymmetric rain rate 
(>13 mm h−1) located at the smallest radius of near 40 km, while the RD TCs have the lowest 
peak axisymmetric rain rate (about 3 mm h−1) at the radius of about 125 km from TC center. 
Note also that the total rain rate change from an increase to a decrease for TCs from RI to RD 
(Figure 9).

3.5. TC intensity and the axisymmetric contribution to the total rainfall

Figure 10 compares the axisymmetric contribution to the total rainfall between strong 
TCs (CAT456) and weak TCs (CAT23). The strong TCs have larger total rainfall in general  
(Figure 10a and b), also with a higher contribution from the axisymmetric rainfall component 
to the total rainfall than the weak TCs (Figure 10c and d). On average, the weak TCs have 
lower total rainfall with a larger contribution from the asymmetric components (including 
WNs 1–4) to the total rainfall.

Figure 9. The relationship between different TC intensity change (RI, SI, unchanged, SD, and RD) and total rainfall 
change from 24 h prior to landfall to 24 h after landfall.
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4. Asymmetric rainfall

Except for the dominant contribution of the axisymmetric component to the TC total rainfall, 
the asymmetric component, especially that from the WN-1, is also shown to be considerable 
in previous studies of Yu et al. [25, 26]. The WN-1 rainfall asymmetry in LTCs in the five 
regions of China (Figure 11) shows that the maximum rainfall was generally located in the 
south of TC center before landfall and slightly rotates cyclonically from HN, GD, TW, FJ to 
ZJ, namely, from South China to East China. This cyclonical rotation still exists after landfall 
with the maximum rainfall cyclonically rotated to the northeast in LTCs in ZJ of East China. 
The effects of some important factors including VWS, TC motion, intensity, and coastline on 
the LTC asymmetric rainfall distribution are also discussed below.

Figure 10. Time evolution of the 6-h WN-0, WN-1, WN-2, WN-3, and WN-4 rainfall components and the total rainfall 
(mm) from 24 h prior to landfall to 24 h after landfall for (a) CAT23 and (b) CAT456 TCs, and the time integrated mean 
values of total rainfall, WN-0, and asymmetric rainfall (WNs 1–4) are written above the curves in (a) and (b); (c) and (d) 
are, respectively, the same as (a) and (b) but for the 6-h amplitudes (×100%) of the WN-0, WN-1, WN-2, WN-3, and WN-4 
rainfall components relative to the total rainfall. The time integrated mean values of amplitudes of WN-0, and asymmetric 
parts (WN-1, WN-2, WN-WN-3, and WN-4, respectively) are written above the curves in (c) and (d).
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4.1. Effect of vertical wind shear

Most LTCs in South China are still far away from the midlatitude westerlies, and therefore, 
in general no direct impacts of westerly troughs on LTCs occur. However, the LTCs in East 

Figure 11. The WN-1 rainfall asymmetry (unit: mm) as a function of the distance from the TC center for TCs making landfall 
in different regions: (a) Hainan, (b) Guangdong, (c) Taiwan, (d) Fujian, and (e) Zhejiang in three stages. X and Y axes are the 
distance (degree) from the TC center (origins). Stage (I) is 24 h prior to landfall, stage (II) is at the time of landfall, and stage (III)  
is 24 h after landfall. The color scale indicates the amplitude of the asymmetry relative to the distance from the TC center.
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China are often close to the westerly systems (troughs and ridges) from the north, and thus 
they are more frequently and directly affected by the midlatitude westerlies so that the west-
erly trough would impinge into the LTC circulations. As a result, the high VWS, the water 
vapor flux channel, and the accompanied baroclinic zone often impose significant impact on 
rainfall distribution in the LTCs in East China, especially after landfall in Yu et al. [25].

Figure 12 shows the changes of the environmental VWS during 24 h before landfall to 24 h after 
landfall. It shows that prior to landfall, the LTCs are affected by easterly VWS for regions of HN, 
GD, TW, and FJ, while westerly VWS for ZJ region (as shown by green curves in Figure 12). After 
landfall, the averaged easterly VWS is generally decreased with time during landfall except for a 
strengthening of the averaged VWS and a variation from westerly VWS to southwesterly VWS 
for ZJ region (as shown by red curves in Figure 12). Therefore, there exists a cyclonic rotation of 
VWS for the LTCs from South China to East China both prior to and after landfall.

The shear-relative WN-1 rainfall distribution in TCs making landfall in the five regions from 
South China to East China confirms that the asymmetric rainfall maximum in LTCs in all five 
regions is mainly located downshear to downshear-left whenever 24 h prior to landfall, or at 
the time of landfall, or 24 h after landfall (facing down the VWS vector aligned with the posi-
tive Y-axis in Figure 13). The cyclonic rotations of the rainfall maximum in the LTCs in the five 
regions are thus closely related to the cyclonic rotation of VWS. This indicates that VWS is a 
dominant factor affecting the asymmetric rainfall distribution in TCs; regardless the TCs are 
over open oceans or making landfall.

4.2. Effects of TC intensity

When the TCs are separated into two groups of CAT23 (weak TCs) and CAT456 (strong TCs) 
based on their intensity, we can find that in both CAT456 and CAT23 TCs, the maximum 
rainfall is always located downshear to downshear-left during landfall from t = −24 to t = 24 
(Figure 14). However, the mean VWS magnitude for CAT23 TCs is 8.6 m s−1, which is larger 
than 6.0 m s−1 for CAT456 TCs. The rainfall maximum in CAT456 TCs is a little bit cyclonically 
rotated from the VWS vector relative to that in CAT23 TCs. This might be related to the differ-
ences in both the VWS magnitude and the TC intensity. First, for strong VWS and weak TCs, 
the location of rainfall maximum is often located in downshear to downshear-left quadrant 
when facing downshear direction. But for weak VWS and strong TCs, the rainfall maximum 
could rotate further cyclonically to the downshear-left or even to the left of the shear vector. 
This indicates the relationship between VWS and rainfall asymmetry is determined not only 
the magnitude of the VWS but also the TC intensity.

4.3. Effect of TC motion

During the landfall period from 24 h prior, to landfall, and to 24 h after landfall, the motion-
relative WN-1 rainfall maximum in LTCs in the five regions of China shows large variabil-
ity (facing down the TC motion vector aligned with the positive Y-axis in Figure 15). The 
rainfall maximum for LTCs in HN is often to the left of the motion vector, while for LTCs 
in FJ the rainfall maximum occurs in the rear side of the motion vector. This indicates that 
the rainfall asymmetry may not be predominantly controlled by the TC motion vector for  
LTCs over China.
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Figure 12. Changes in the averaged zonal wind (U, unit: m s−1) and meridional wind (V, unit: m s−1) within 500 km of 
the TC center for TCs making landfall in (a) Hainan, (b) Guangdong, (c) Taiwan, (d) Fujian, and (e) Zhejiang. The open 
and solid circles represent the 9 points (at every 6 h) starting at 24 h prior to landfall and ending at 24 h after landfall, 
respectively. The black solid lines are wind changes at 200 hPa, and the black long dashed lines are wind changes at 
850 hPa. The green (red) dash lines represent the vertical wind shear at 24 h prior to (24 h after) landfall.
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Figure 13. Same as in Figure 11 but for the WN-1 rainfall asymmetry (unit: mm) relative to the VWS. The shear vector 
is aligned with the positive Y-axis (upward). X and Y axes are distance (in degree) from the TC center (origins). (I), (II), 
and (III) are 24 h prior to landfall, at the time of landfall, and 24 h after landfall, respectively. The color scale indicates the 
amplitude of the asymmetry relative to the VWS.

Rainfall Distribution in Landfalling Tropical Cyclones
http://dx.doi.org/10.5772/intechopen.75910

67



Figure 12. Changes in the averaged zonal wind (U, unit: m s−1) and meridional wind (V, unit: m s−1) within 500 km of 
the TC center for TCs making landfall in (a) Hainan, (b) Guangdong, (c) Taiwan, (d) Fujian, and (e) Zhejiang. The open 
and solid circles represent the 9 points (at every 6 h) starting at 24 h prior to landfall and ending at 24 h after landfall, 
respectively. The black solid lines are wind changes at 200 hPa, and the black long dashed lines are wind changes at 
850 hPa. The green (red) dash lines represent the vertical wind shear at 24 h prior to (24 h after) landfall.

Extreme Weather66

Figure 13. Same as in Figure 11 but for the WN-1 rainfall asymmetry (unit: mm) relative to the VWS. The shear vector 
is aligned with the positive Y-axis (upward). X and Y axes are distance (in degree) from the TC center (origins). (I), (II), 
and (III) are 24 h prior to landfall, at the time of landfall, and 24 h after landfall, respectively. The color scale indicates the 
amplitude of the asymmetry relative to the VWS.

Rainfall Distribution in Landfalling Tropical Cyclones
http://dx.doi.org/10.5772/intechopen.75910

67



In addition to the motion direction, the motion speed shows inconsistent relationship with 
rainfall asymmetry as well. Figure 16 shows rainfall asymmetries in TCs of three different 
translational speeds: less than 12, 12–20 km h−1, and larger than 20 km h−1. We can see that 
regardless of different motion speeds, the maximum rainfall is predominantly located in 
the left and even rear-right quadrants when facing down the TC motion vector. This means 
that the TC motion speed has no obvious impacts on the rainfall asymmetric distribution 
in LTCs over China. This may partly suggest that the effects of storm motion on the asym-
metric rainfall distribution in the studied regions are dominated by the effects of environ-
mental VWS.

4.4. Effects of coastlines

In contrast to the negligible effects by LTC motion, the WN-1 rainfall maximum is strongly 
affected by the coastlines, especially in the LTC outer core region and at the time of land-
fall. Figure 17 shows the WN-1 rainfall asymmetries for LTCs with different magnitudes of 
VWS (less than 5, 5–7.5 m s−1, and larger than 7.5 m s−1, respectively). In the inner core region 
(within a radius of 2° of latitude), the maximum rainfall in LTCs is generally located offshore 
and downshear-left under all VWS conditions during landfall. However, in the outer core 

Figure 14. The WN-1 rainfall asymmetry (shaded, mm) for (a) CAT23 and (b) CAT456 TCs. The solid arrows denote the 
averaged VWS vector. X and Y axes are distances in longitude and latitude (in degree) from the TC center (origin). (I), 
(II), and (III) are 24 h prior to landfall, at the time of landfall, and 24 h after landfall.
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Figure 15. Same as in Figure 13 but for the WN-1 rainfall asymmetry (unit: mm) relative to the TC motion. The motion 
vector is aligned with the positive Y-axis (upward). X and Y axes are distance (degree) from the TC center (origins). 
(I), (II), and (III) are 24 h prior to landfall, at the time of landfall, and 24 h after landfall. The color scale indicates the 
amplitude of the asymmetry relative to the TC motion.
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region (between 2 and 5° of latitude from the TC center), the asymmetric rainfall maximum 
is rotated cyclonically from offshore gradually to the onshore in TCs under decreasing envi-
ronmental effects from strong VWS to weak VWS (namely, from larger than 7.5 m s−1 to less 
than 5 m s−1). This result is consistent with that previously reported in a numerical study of 
Xu et al. [45], which showed that the land-sea surface contrast could produce an increase in 
the rainfall percentage onshore in a LTC. Results in Yu et al. [26] showed that when the VWS 
is very weak, the land-sea contrast could predominantly contribute to the rainfall asymmetry. 
Nevertheless, the situation could become more complicated under weak VWS, because other 
factors including the coastline and storm motion might play their roles together to determine 
the asymmetric rainfall distribution in LTCs, particularly in the TC outer core and at time of 
landfall.

Figure 16. The WN-1 rainfall asymmetry (shaded, mm) relative to the coastlines for TCs with different translational 
speeds: (a) <12 km h−1, (b) 12–20 km h−1, and (c) > 20 km h−1. The coastline is aligned with the positive X-axis to the right 
(shown by the black solid lines) and the arrows denote the mean motion direction.
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5. Case studies

Since LTC rainfall involves complicated process, such as multi-scale interactions with vari-
ous scale motions in the environment, coastline, orography, as well as the structure and 
intensity of the storm itself, detailed case studies can help to deepen our understanding of 
the various processes that are essential to the rainfall distribution in LTCs. Here two recent 
case studies are briefly discussed as an illustration how important the cold pool dynamics 
and the baroclinic interactions are to extreme rainfall associated with LTCs in China.

5.1. Typhoon Utor (2013)

Typhoon Utor (2013) is one of the strongest TCs over the western North Pacific in 2013. It made 
landfall in Yangjiang, Guangdong Province, China, on 14 August and persisted for about 4 days 
inland over South China and brought extensive precipitation to most regions of South China. 

Figure 17. Same as in Figure 16 but for TCs with different VWS magnitudes: (a) <5 m s−1, (b) 5–7.5 m s−1, and (c) >7.5 m s−1. 
The solid arrows denote the averaged VWS vectors.
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Figure 18. (Left) Potential temperature at 925 hPa (white contours with 1 K interval) and MTSAT IR cloud images 
(shading, K) at (a) 0000 UTC, (b) 0600 UTC, and (c) 1200 UTC 14 August 2013. The solid thick white contour of 301 K 
is used to denote the cold pool mentioned in the text. The TC center at the given time is marked by the typhoon 
symbol in each panel. (Right) Distributions of the environmental VWS vectors (m s−1) and TRMM-3B42 6-h rainfall 
(mm) during the landfall of typhoon Utor in the first rainfall episode at (a) 6-h prior to landfall at 0000 UTC 14, (b) at 
the time of landfall at 0600 UTC 14, and (c) 6-h after landfall at 1200 UTC 14 August. Thick black vector denotes the 
moving direction of Typhoon Utor in the following 6 h in each panel. Blue arrows denote the averaged environmental 
VWS vector.

Extreme Weather72

The rainfall distribution associated with Utor during landfall presented unique features [46, 47]. 
Meng and Wang [46, 47] used the ERA-Interim (European Centre for Medium-Range Weather 
Forecasting Interim reanalysis) data and the hourly surface rainfall observations to investigate 
the physical processes leading to large rainfall asymmetric distribution of Utor during its landfall. 
They found that the rainfall asymmetry was initially triggered by the effect of the environmental 
VWS, but enhanced by the cold pool dynamics which was triggered by the inland northwest dry 
air intrusion into Utor (Figure 18a). This cold pool enhancement process was understood based 
on the frontogenesis and quasi-balanced and ageostrophic Q-vector diagnosis (Figure 18b).

Figure 19. Observed composite radar reflectivity every 3 h from (a) 1200 UTC 6 Oct to (n) 0300 UTC 8 Oct 2013. RBs 1, 
2, and 3 indicate rainbands associated with heavy rain. The locations of the four radar stations (Wenzhou, WZ; Ningbo, 
NB; Hangzhou, HZ; and Shanghai, SH) are shown in (a).
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5.2. Typhoon Fitow (2013)

Typhoon Fitow (2013) is the strongest typhoon that made landfall over China in October 
since 1949. It caused severe damages in Zhejiang province due to its strong winds and heavy 
rainfall, with the minimum central sea-level pressure of 955 hPa and the maximum sustained 
10-m wind speed of 42 m s−1 at landfall. The maximum gust wind speed of 76.1 m s−1 was 
observed at Shipingshan station (in the southeast coast of Zhejiang Province), which set a 
new record for LTCs over China. Fitow brought the strongest large-area 24-h precipitation 
in Zhejiang Province (100,000 km2) as large as 137.5 mm on 07 October 2013. Consequently, 
Fitow resulted in severe urban water logging, flooding, debris flow disasters, and thus a direct 
economic loss of about 4.5 billion US dollars in Zhejiang Province. It also brought more than 
1000 mm rainfall near Shanghai area in China, which was found to be related the cold air 
intrusion from northwest inland as shown in Bao et al. [67]. As shown in Figure 19, the rain-
fall systems included two parts: one was an outward-spiraling rainband, and the other was 
a frontal cloud system caused by coastal frontogenesis. Fitow was affected by a cold dry air 
intrusion from the north after landfall, which limited the rainfall in its inner core. However, 
an extended eastern warm moist air met the cold air from the north, leading to frontogenesis 
and heavy rainfall near Shanghai.

6. Discussions and remaining issues

Yu et al. [68] have presented verification of objective 0–6, 0–24, 24–48, 48–72, and 0–72 h rain-
fall forecasts for 25 LTCs and 133 operational numerical predictions from the tropical cyclone 
version of the Australian Community Climate and Earth System Simulator (ACCESS-TC). The 
contiguous rain area (CRA) method was used to diagnose the origin of systematic errors via 
adjustment of the forecast rain field by displacement, rotation, volume, and pattern. Mean track 
and intensity errors at 48 h for the sample are, respectively, 180 km and 10 knots. These repre-
sent a quite skillful level of performance of the ACCESS-TC. The mean values of equitable threat 
score, probability of detection, and false alarm ratio for the 30-mm isohyet for the unadjusted 
forecasts at 0–6 h are (0.22, 0.56, 0.66) (Figure 20). Unsurprisingly skill of the 24-h accumulated 
rainfall forecasts is the highest (0.36, 0.63, 0.40) for the 0–24-h forecast and then declines to (0.20, 
0.42, 0.60) for the 72-h forecasts. Forecast skill also declines with rainfall amount.

With the use of the CRA method, skills show an improvement by about 15%, which are mostly 
associated with rainfall patterns, followed by displacement errors, particularly for very heavy 
rainfall. This suggests that rainfall prediction will continue to be improved with improving 
track prediction. However, further analysis showed that though the TC track and intensity 
is well forecasted, the rain distribution and structure is still a big challenge to the current 
numerical models, especially for the extremely heavy rainfall (>250 mm day−1). It indicates 
that more work is needed to improve the initialization and prediction of TC structure. In 
particular, the TC size is a very important factor that could considerably affect the rainfall 
distribution in LTCs. However, this has not been studied so far mainly because the TC size 
information in the current TC best-track data is very limited for LTCs. In future studies, the 
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geostationary imagery or other data could be used to estimate the TC size parameter so that 
the effect of TC size on rainfall distribution of LTCs could be examined.

In fact, except for the limited ability of numerical forecast models, the observational capability 
of rainfall in LTCs is not good enough. As introduced in Section 2, compared with the surface 
radar and gauge data, the satellite rainfall estimates have relatively better spatial and tem-
poral coverages, and therefore, the satellite-retrieved rainfall datasets (such as TRMM 3B42) 
have been applied extensively in the studies of rainfall in LTCs. However, the satellite quanti-
tative precipitation estimates for LTCs still need large improvements because of their existing 
limitations, e.g., they would underestimate the heavy rain rates and the maximum rain rates. 
Therefore, the composites of rainfall characteristics were often analyzed and the uncertain-
ties were usually represented using the box-plot analysis method in previous studies in Yu 
et al. [25, 26]. Though this would not significantly affect the major conclusions drawn in those 
previous studies, we still need to be aware of the limitations of data used. Therefore, future 
studies are needed to verify previous findings when better rainfall datasets become available.

Most of previous studies have focused mainly on the overall effects of environmental VWS, 
TC intensity and motion, and coastlines on the LTCs rainfall distribution and provide some 

Figure 20. Conventional verification results of ETS, POD, FAR, and EDI for 30, 50, 100, and 250 mm rainfall thresholds. 
X-axis shows the accumulated rain forecast lead time of 0–6, 0–24, 24–48, 48–72, and 0–72 h, respectively. Y-axis shows 
the skill scores of the forecasts.
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basic background and preliminary understanding to the LTC rainfall. However, it has shown 
that TC intensity does not have a robust relationship with the extreme rain metrics (includ-
ing the maximum values of rain rate, rain area and total rain, and even the maximum rainfall 
location). Weak TCs may even have the maximum rain rates larger than strong TCs after land-
fall. Therefore, many unresolved scientific questions still remain especially for the extreme 
rainfall process in LTCs. Further work needs to pay more attention on the extreme rainfall 
mechanisms in LTCs.

Furthermore, the rainfall processes in LTCs are often very complicated and thus involve the 
effects of many factors and multi-scale interactions. Most of our current results and under-
standing are based on dynamical mechanisms, such as the VWS, TC translation, coastline, etc. 
So far few studies have paid attention to other possible effects, such as the thermodynamic 
effects (e.g., land-sea surface temperature contrast, differential radiation effects over land and 
ocean, effect of urbanization, etc.), even the cloud microphysical processes, and the possible 
effects of aerosols. Therefore, most of our current understanding and explanations are incom-
plete. In this regard, studies on mechanisms responsible for the rainfall distribution and its 
changes need to be further enhanced in the future. Particularly, with the development of both 
new observing systems and advanced numerical weather prediction models, some important 
physical processes, such as the boundary layer process and cloud microphysics, could be 
investigated and understood more comprehensively in the near future.

7. Concluding remarks

In this chapter, presented is the rainfall distribution in LTCs over China, including the axi-
symmetric and asymmetric distributions and the main control parameters, such as TC inten-
sity, environmental VWS, TC motion, and coastline. The amplitudes of the WN 0–4 rainfall 
components have different evolutions during landfall among different regions. The WN-0, 
namely the axisymmetric rainfall component, accounts for about 50% of the total rainfall in 
LTCs in most studied areas and often decreases significantly after landfall.

On average, the axisymmetric rainfall is closely related to the TC intensity. The stronger TCs 
have larger averaged rainfall rate, larger mean peak axisymmetric rainfall rate, larger aver-
aged total rainfall, larger averaged rainfall area, larger ratio of the axisymmetric component 
relative to total rainfall, but lower amplitudes of the WN-1, WN-2, WN-3, and WN-4 rain-
fall components relative to the total rainfall. The evolution of rainfall distribution is closely 
related to the changes of TC intensity from 24 h prior to landfall to 24 h after landfall. In the 
different intensity change categories, the RD LTCs show the most rapid decrease in both the 
total rainfall and the axisymmetric rainfall component.

In contrast, the extreme values of LTC rainfall (including the maximum rain rate, the maxi-
mum rain area, and the maximum total rainfall) are not highly related to TC intensity. In fact, 
weak storms may produce a greater maximum rain rate rather than strong TCs. This may be 
due to the effects of many other factors, such as environmental VWS and strong interactions 
with other synoptic weather systems and/or topography. The maximum asymmetric rainfall 
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in LTCs is usually located downshear and to its left, but more cyclonically downwind in 
strong LTCs such as CAT456, likely due to the relatively weaker VWS and the larger azimuthal 
advection by the stronger cyclonic circulation. The cyclonic rotation of the location of the LTC 
rainfall maxima also exists from South China to East China (HN, GD, Taiwan, Fujian, and 
Zhejiang), namely from the largest rainfall in the southwest and south quadrants in HN, GD, 
TW, and FJ, to the southeast quadrant in ZJ prior to landfall, and from the southwest to the 
northeast quadrant in LTCs after landfall. This cyclonic rotation is found to be tightly related 
to a similar cyclonic rotation of environmental VWS vectors from South China to East China. 
The latter is determined by the large-scale circulations, including the western North Pacific 
monsoon trough, subtropical high, and the midlatitude westerly systems. This indicates that 
environmental VWS should be a useful predictor for the asymmetric rainfall distribution in 
LTCs. The effect of TC motion (including direction and speed) on the rainfall distribution 
in LTCs is secondary compared with the effect of environmental VWS. However, the land-
sea contrast may predominantly control the asymmetric rainfall distribution in LTCs when 
the ambient VWS is weak, as illustrated in a schematic Figure 21. When the environmental 
VWS is weak (less than 5 m s−1), the asymmetric rainfall maximum in the periphery of a LTC 
may shift from the downshear and offshore side (shown by the shaded area in Figure 21a)  
to the upshear and onshore side (shown by the shaded area in Figure 21b).

Note that most of the findings discussed in this chapter are based on the composite analy-
ses of satellite-retrieved products, individual LTC may be considerably deviated from the 
composite because of other possible involved complex scale multiple interactions and the 
complicated effect of topography. Typhoons Utor (2013) and Fitow (2013) are shown as exam-
ples to illustrate how important some processes other than VWS are in shaping the rainfall 
distribution in LTCs. The latest study by Bell et al. [69] shows that the microphysics of pre-
cipitation also plays an important role in TC extreme events. The cloud microphysics can 
be strongly modulated by the flow over terrain, resulting in the changes of the dominant 
processes in upslope or downslope winds [70], as well as changes in precipitation efficiency 
[71]. Mesoscale terrain in the coastal region can affect the spatial distribution and duration of 
rainfall by deflecting the TC track [72].

Current studies have not been comprehensive yet in several topics related to rainfall distribu-
tion and evolution in LTCs. For example, the rainfall diurnal cycle in LTC has recently been 
revealed by Hu et al. [73], but more work is necessary to understand the involved physical 

Figure 21. Schematic illustration of effects of both (a) strong and (b) weak environmental VWS (shown by the red arrows) 
combined with coastlines (shown by the bold black lines) on the rainfall asymmetries in LTCs.
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basic background and preliminary understanding to the LTC rainfall. However, it has shown 
that TC intensity does not have a robust relationship with the extreme rain metrics (includ-
ing the maximum values of rain rate, rain area and total rain, and even the maximum rainfall 
location). Weak TCs may even have the maximum rain rates larger than strong TCs after land-
fall. Therefore, many unresolved scientific questions still remain especially for the extreme 
rainfall process in LTCs. Further work needs to pay more attention on the extreme rainfall 
mechanisms in LTCs.

Furthermore, the rainfall processes in LTCs are often very complicated and thus involve the 
effects of many factors and multi-scale interactions. Most of our current results and under-
standing are based on dynamical mechanisms, such as the VWS, TC translation, coastline, etc. 
So far few studies have paid attention to other possible effects, such as the thermodynamic 
effects (e.g., land-sea surface temperature contrast, differential radiation effects over land and 
ocean, effect of urbanization, etc.), even the cloud microphysical processes, and the possible 
effects of aerosols. Therefore, most of our current understanding and explanations are incom-
plete. In this regard, studies on mechanisms responsible for the rainfall distribution and its 
changes need to be further enhanced in the future. Particularly, with the development of both 
new observing systems and advanced numerical weather prediction models, some important 
physical processes, such as the boundary layer process and cloud microphysics, could be 
investigated and understood more comprehensively in the near future.

7. Concluding remarks

In this chapter, presented is the rainfall distribution in LTCs over China, including the axi-
symmetric and asymmetric distributions and the main control parameters, such as TC inten-
sity, environmental VWS, TC motion, and coastline. The amplitudes of the WN 0–4 rainfall 
components have different evolutions during landfall among different regions. The WN-0, 
namely the axisymmetric rainfall component, accounts for about 50% of the total rainfall in 
LTCs in most studied areas and often decreases significantly after landfall.

On average, the axisymmetric rainfall is closely related to the TC intensity. The stronger TCs 
have larger averaged rainfall rate, larger mean peak axisymmetric rainfall rate, larger aver-
aged total rainfall, larger averaged rainfall area, larger ratio of the axisymmetric component 
relative to total rainfall, but lower amplitudes of the WN-1, WN-2, WN-3, and WN-4 rain-
fall components relative to the total rainfall. The evolution of rainfall distribution is closely 
related to the changes of TC intensity from 24 h prior to landfall to 24 h after landfall. In the 
different intensity change categories, the RD LTCs show the most rapid decrease in both the 
total rainfall and the axisymmetric rainfall component.

In contrast, the extreme values of LTC rainfall (including the maximum rain rate, the maxi-
mum rain area, and the maximum total rainfall) are not highly related to TC intensity. In fact, 
weak storms may produce a greater maximum rain rate rather than strong TCs. This may be 
due to the effects of many other factors, such as environmental VWS and strong interactions 
with other synoptic weather systems and/or topography. The maximum asymmetric rainfall 
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mechanisms. The extreme rainfall in spiral rainbands is another topic not discussed/included 
here, so it needs to be thoroughly investigated because many extreme rainfall events in LTCs 
could be induced in spiral rainbands but not in the inner core region [74]. In addition, even a 
TC over the open ocean may also interact with neighboring weather systems, leading to rain-
fall in distant regions (over thousand kilometers from the TC), which is often called the TC 
remote effect [75]. These need to be comprehended further in future studies.

Finally, this chapter mainly summarizes the observational results and the related physical 
processes in determining both the axisymmetric and asymmetric distributions of rainfall in 
LTCs. Some recent efforts on improving the numerical prediction of TC-related rainfall have 
not been included. In fact, some recent studies have shown that radar data assimilation could 
substantially improve the extreme rainfall prediction skill, in particular for 0–24-h forecasts 
[76]. Nevertheless, this chapter provides a reference background for future studies on rainfall 
distribution in LTCs and for future efforts to improve rainfall forecast of LTCs not only in 
China but also in other regions of the world.
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TC over the open ocean may also interact with neighboring weather systems, leading to rain-
fall in distant regions (over thousand kilometers from the TC), which is often called the TC 
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not been included. In fact, some recent studies have shown that radar data assimilation could 
substantially improve the extreme rainfall prediction skill, in particular for 0–24-h forecasts 
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Abstract

Extreme weather is in the attention focus of many scientists and managers during the 
last decades. The leading aspect of these phenomena investigations in the recent years 
is the risk of material and human losses and damage mitigation. Especially, the interest 
is with regard to effects of weather extremities on natural systems and social processes 
such as land use practices, water resources management, emergency management, and 
planning. The main objectives of the investigations are clarifying of spectrum, space and 
time regularities of extreme weather events occurring in Ukraine as well as their inten-
sity, duration, daily and seasonal variation, spreading, recurrence in the regions, and 
their changes analyzed. Applying statistical and geographical space–time analyses, the 
main regularities of the extreme weather events’ occurrence have been described as well 
as the trends and intensity of the extreme weather regime changes in Ukraine have been 
calculated and assessed.

Keywords: Ukraine, extreme weather event, recurrence, changes trends

1. Introduction

Weather event can be defined as extreme when it reaches a certain boundary value. In Ukraine, 
about 20 weather phenomena can be called as the extreme weather event. They are observed 
by the State Hydrometeorology Committee. These phenomena occur on the whole territory of 
Ukraine with different recurrence and intensity (Table 1) [1].
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The duration, spreading, recurrence, and intensity of extreme weather events will increase 
during this century both globally and regionally [2], and many practical problems require 
relevant information on extreme event changes. According to the Fifth Assessment Report of 
the Intergovernmental Panel on Climate Change [3], the main effects of the regional climate 
changes due to the global warming are not only a significant increase in air temperature, in 
the heat waves, changes of thermal regime [4, 5], precipitation structure, and an increase in 
the number of heavy precipitation [4], but also an increase in the frequency and intensity of 
extreme weather events [2, 6, 7] and their effects like alteration of ecosystems, disruption of 
food production and water supply, damage to infrastructure and settlements, human mortal-
ity, and negative consequences for human well-being [3]. Losses from weather-related disas-
ters have increased substantially in recent decades.

The scientists are still debating the best methods to account climate change in extreme 
weather value analysis. The wide range of available and applicable methods is presented in 
[2]. In Ukraine, the main definitions of the extreme weather events as well as the methods and 
instructions on their analysis and prediction are presented in [8, 9].

The trends, scales, and intensity of climate and weather extremes changes are analyzed 
in global [4, 6], regional [10], and national [1, 7, 11] aspects. There are a few papers on the 
occurrence and spreading of the main weather extreme phenomena on different time periods 
[11–14]. But since extreme weather is very unstable and changeable in space and time, it is 
necessary to complete and actualize existing knowledge base.

The climatologic information has been presented in our research according to administrative 
division by the regions, groups of the regions, and for Ukraine as a whole (Figure 1).

Phenomenon Events amount % Amount of points %

Heavy rain 1335 44.0 3712 52.9

Heavy snowfall 237 7.8 462 6.6

Hail 131 4.3 287 4.1

Strong wind 398 13.1 989 14.0

Squall 164 5.4 234 3.3

Spout 16 0.5 47 0.7

Sand storm 3 0.1 33 0.5

Snowstorm 249 8.2 427 6.1

Fog 292 9.6 536 7.6

Glazed frost 68 2.3 139 2.0

Soggy snow adhering 68 2.3 79 1.1

Compound ice deposits 70 2.4 78 1.1
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Table 1. Extreme weather phenomena and their occurrence in Ukraine and the amount of observation points where the 
phenomenon has been observed in 1986–2010 [1].
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changes as well as tendencies of their intensity changes have been analyzed. The statistical signifi-
cance of the linear trends has been assessed as well. Most of events recurrence was analyzed for a 
point of observations. Since extreme squalls, hails are characterized by poor recurrence in the obser-
vation point and spread on local areas; therefore, to evaluate the risk of these phenomena develop-
ment and their space–time changes, the events amount was adjusted to 100 km2 area (β-mesoscale).

2. Extreme weather events occurrence, characteristics, and changes

2.1. Heavy rain

In Ukraine, the rain becomes a dangerous weather event when it reaches 15–50 mm per 12 h 
(15–30 mm per 12 h for mud flow and erosion threat areas) and distress event when exceed 
50 mm per 12 h (30 mm per 12 h for mud flow and erosion threat areas). Other extreme 
weather events are heavy rainfalls (>30 mm per hour) and long-continued rain (duration 
more than 1 day and precipitation is 100 mm and more) [8].

The recurrence of all types of heavy rains has a good marked seasonal course. All rainfalls, 
94% of heavy rains and 88% of long-continued rains, are observed in the warm period. The 
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ters have increased substantially in recent decades.

The scientists are still debating the best methods to account climate change in extreme 
weather value analysis. The wide range of available and applicable methods is presented in 
[2]. In Ukraine, the main definitions of the extreme weather events as well as the methods and 
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maximum of the extremes is observed in July. Rainfalls dominate and long-continued rains 
are seldom. The share of extreme rains in winter period is 6–12%. Long-continued rains domi-
nate in winter, especially in the western region.

As usual, extreme rains start afternoon (most of distress rains start between 12 and 18 o’clock 
by maximal convection). Long-continued rains start in the night hours.

During distress rain (>50 mm per 12 h and less), most often (77%), precipitation sum is 
50–70 mm. Rains with 100 mm are very rare (3.5%) and locate in the southern and central 
regions of Ukraine as usual. In the western region, extreme rains have the highest recurrence. 
The maximum of precipitation per 12 h in Ukraine has been fixed 9.05.1968 in Voznesens’k 
City in Mykolaiv region (151 mm). Mostly, the extreme rainfalls (86%) have intensity of 
30–50 mm per hour and less. Sometime (probability <1%), rain intensity can reach 100 mm 
per hour. The intensity and recurrence of the rainfalls are highest in the South of Ukraine. The 
maximum (122 mm per hour) was observed 9.05.1968 in Voznesens’k City.

Most of long-continued rains (83%) are characterized by 100–150 mm precipitation sum. A 
share of rains with more than 200 mm sum in Ukraine is about 1%. In the South, it can reach 
5%. The longest rains are observed in Western and Southern Ukraine. The absolute maximum 
was observed in Crimean Mountains (Ay-Petri) 5–6.09.1968 (207 mm).

In Ukraine, heavy rains and rainfalls are observed annually, long-continued rains—two times per 
3 years. The rains of 50 mm and more per 12 h and less are observed annually in all regions. Heavy 
rainfalls are observed every year in the southern, western, and central regions. Long-continued 
rains are observed every 3–4 years in the southern and western regions. In central and northern 
regions, they are observed every 6–8 years and are very rare in the eastern region. Heavy rainfalls 
are very local (on the territory of one or two administrative districts), but heavy and long-contin-
ued rains can occupy a few administrative regions especially in the West and South.

The recurrence of extreme rains is very changeable in space and time, but it decreases from the 
North and North West to South and South East. The highest recurrence (about two events in a 
station) is in Ivano-Frankivs’k and Transcarpathian regions in mountains (extreme rain reaches 
about 40 mm per 12 h in average and 100 mm and more as maximum). Also, a high recurrence (5–8 
per 10 years in a station) is observed in Lviv, Ternopil, Chernivtsi regions, and Crimea, especially 
in the mountains and highlands (intensity is from 50 mm (average) to >150 mm (maximum) per 
12 h). Rarely (less than one event per 10 years), extreme rains are observed in the North and North 
East (from 60 to 70 mm (average) to 100–130 mm (maximum) per 12 h). The recurrence of extreme 
rains depends also on the altitude. Events amount, duration, and intensity increase with altitude. 
At that, the amount of dangerous rains increases faster than distress ones. The altitude 500–700 m 
is most optimal for all types of extreme rain occurrence. The maximum of distress rains recurrence 
is observed in the Carpathians and Crimean Mountains. Another factor of recurrence is water sur-
face. Above waters and coasts, the recurrence of extreme rains in spring and the start of summer is 
less than over land. In April and June, along the Black and Azov Sea shore, 25–35% of the extreme 
rains are observed. At the same time, at the distance of 100–150 km, this parameter is 35–50%.

The amount of extreme rain events in Ukraine changes every year. At that with the prob-
ability of 99% during the last 40 years (1971–2010), their recurrence increases. The amount of 
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precipitation and its maximal sum also increase. These trends are characteristic almost for the 
whole territory of Ukraine but most marked trends are ascertained in the western, northern, 
and southern regions, especially in Ivano-Frankivs’k, Chernivtsi, Lviv, Rivne, Kherson, and 
Kropyvnyts’kyi administrative regions (Table 2, Figure 2). In the East and the Centre low increas-
ing of the rains amount and decreasing of their intensity are observed. And only in Donets’k, 

Region Administrative 
region

Recurrence Average intensity Maximal intensity

Distress 
rains

Dangerous 
rains

Distress 
rains

Dangerous 
rains

Distress 
rains

Dangerous 
rains

α p α p α p α p α p α p

West Volynian 0.002 0.93 0.594 0.00 0.051 0.90 0.140 0.01 −0.0001 0.99 0.292 0.02

Transcarpathian 0.149 0.26 0.136 0.43 −0.021 0.62 0.014 0.15 0.160 0.34 0.052 0.06

Ivano-Frankivs’k 0.224 0.01 0.324 0.06 0.026 0.82 0.008 0.44 0.684 0.02 0.010 0.62

Lviv 0.086 0.23 0.394 0.09 0.150 0.17 0.035 0.01 0.387 0.09 0.127 0.09

Rivne 0.018 0.15 0.186 0.02 0.758 0.11 0.109 0.06 0.780 0.10 0.235 0.07

Ternopil 0.008 0.75 −0.023 0.81 0.029 0.91 0.031 0.13 0.172 0.63 0.169 0.08

Khmelnyts’kyi 0.018 0.48 0.126 0.33 −0.175 0.51 0.047 0.02 −0.058 0.86 0.173 0.03

Chernivtsi 0.085 0.03 0.055 0.43 0.207 0.30 0.041 0.03 0.319 0.34 0.022 0.48

South Zaporizhzhia 0.030 0.21 0.155 0.30 0.185 0.67 0.133 0.02 0.289 0.52 0.267 0.04

Crimea 0.127 0.46 0.385 0.27 −0.107 0.09 0.087 0.08 0.226 0.65 0.191 0.10

Mykolaiv 0.002 0.87 0.036 0.77 0.579 0.21 0.102 0.06 0.521 0.29 0.150 0.21

Odesa −0.003 0.87 0.335 0.02 0.339 0.31 0.009 0.63 0.600 0.18 0.052 0.42

Kherson 0.033 0.27 0.225 0.16 1.098 0.02 0.109 0.04 1.344 0.01 0.244 0.04

North Zhytomyr 0.009 0.48 0.251 0.05 0.032 0.95 0.085 0.10 0.032 0.95 0.126 0.28

Kyiv 0.004 0.87 0.324 0.13 −0.570 0.14 0.021 0.35 −0.354 0.43 0.120 0.19

Sumy 0.0008 0.95 0.010 0.94 0.014 0.98 0.095 0.06 0.016 0.97 0.124 0.28

Chernihiv 0.010 0.48 0.206 0.18 0.015 0.98 −0.016 0.45 0.042 0.94 0.060 0.46

East Donets’k −0.012 0.74 0.067 0.64 −0.299 0.33 0.005 0.84 −0.437 0.23 0.092 0.40

Luhans’k 0.0003 0.98 0.148 0.20 −0.044 0.93 −0.020 0.47 −0.075 0.88 0.107 0.27

Kharkiv 0.020 0.41 0.079 0.70 0.376 0.41 0.011 0.63 0.513 0.33 0.122 0.15

Centre Vinnytsia −0.033 0.13 −0.158 0.33 0.067 0.89 0.008 0.71 −0.244 0.67 0.027 0.67

Dnipro −0.002 0.91 0.105 0.54 −0.413 0.42 0.116 0.03 −0.463 0.39 0.201 0.08

Kropyvnyts’kyi 0.042 0.02 0.543 0.00 0.136 0.72 0.028 0.31 0.271 0.56 0.060 0.48

Poltava −0.002 0.89 −0.153 0.23 0.421 0.34 0.137 0.01 0.471 0.34 0.184 0.16

Cherkasy 0.008 0.65 0.420 0.02 −0.545 0.20 0.007 0.78 −0.541 0.24 0.108 0.23

Ukraine 0.948 0.02 4.992 0.05 −0.051 0.21 0.023 0.00 0.366 0.17 0.040 0.06

Table 2. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the intensity (average 
and maximal) of the extreme rains in observation point in Ukraine and its regions.
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maximum of the extremes is observed in July. Rainfalls dominate and long-continued rains 
are seldom. The share of extreme rains in winter period is 6–12%. Long-continued rains domi-
nate in winter, especially in the western region.

As usual, extreme rains start afternoon (most of distress rains start between 12 and 18 o’clock 
by maximal convection). Long-continued rains start in the night hours.

During distress rain (>50 mm per 12 h and less), most often (77%), precipitation sum is 
50–70 mm. Rains with 100 mm are very rare (3.5%) and locate in the southern and central 
regions of Ukraine as usual. In the western region, extreme rains have the highest recurrence. 
The maximum of precipitation per 12 h in Ukraine has been fixed 9.05.1968 in Voznesens’k 
City in Mykolaiv region (151 mm). Mostly, the extreme rainfalls (86%) have intensity of 
30–50 mm per hour and less. Sometime (probability <1%), rain intensity can reach 100 mm 
per hour. The intensity and recurrence of the rainfalls are highest in the South of Ukraine. The 
maximum (122 mm per hour) was observed 9.05.1968 in Voznesens’k City.

Most of long-continued rains (83%) are characterized by 100–150 mm precipitation sum. A 
share of rains with more than 200 mm sum in Ukraine is about 1%. In the South, it can reach 
5%. The longest rains are observed in Western and Southern Ukraine. The absolute maximum 
was observed in Crimean Mountains (Ay-Petri) 5–6.09.1968 (207 mm).

In Ukraine, heavy rains and rainfalls are observed annually, long-continued rains—two times per 
3 years. The rains of 50 mm and more per 12 h and less are observed annually in all regions. Heavy 
rainfalls are observed every year in the southern, western, and central regions. Long-continued 
rains are observed every 3–4 years in the southern and western regions. In central and northern 
regions, they are observed every 6–8 years and are very rare in the eastern region. Heavy rainfalls 
are very local (on the territory of one or two administrative districts), but heavy and long-contin-
ued rains can occupy a few administrative regions especially in the West and South.

The recurrence of extreme rains is very changeable in space and time, but it decreases from the 
North and North West to South and South East. The highest recurrence (about two events in a 
station) is in Ivano-Frankivs’k and Transcarpathian regions in mountains (extreme rain reaches 
about 40 mm per 12 h in average and 100 mm and more as maximum). Also, a high recurrence (5–8 
per 10 years in a station) is observed in Lviv, Ternopil, Chernivtsi regions, and Crimea, especially 
in the mountains and highlands (intensity is from 50 mm (average) to >150 mm (maximum) per 
12 h). Rarely (less than one event per 10 years), extreme rains are observed in the North and North 
East (from 60 to 70 mm (average) to 100–130 mm (maximum) per 12 h). The recurrence of extreme 
rains depends also on the altitude. Events amount, duration, and intensity increase with altitude. 
At that, the amount of dangerous rains increases faster than distress ones. The altitude 500–700 m 
is most optimal for all types of extreme rain occurrence. The maximum of distress rains recurrence 
is observed in the Carpathians and Crimean Mountains. Another factor of recurrence is water sur-
face. Above waters and coasts, the recurrence of extreme rains in spring and the start of summer is 
less than over land. In April and June, along the Black and Azov Sea shore, 25–35% of the extreme 
rains are observed. At the same time, at the distance of 100–150 km, this parameter is 35–50%.

The amount of extreme rain events in Ukraine changes every year. At that with the prob-
ability of 99% during the last 40 years (1971–2010), their recurrence increases. The amount of 
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precipitation and its maximal sum also increase. These trends are characteristic almost for the 
whole territory of Ukraine but most marked trends are ascertained in the western, northern, 
and southern regions, especially in Ivano-Frankivs’k, Chernivtsi, Lviv, Rivne, Kherson, and 
Kropyvnyts’kyi administrative regions (Table 2, Figure 2). In the East and the Centre low increas-
ing of the rains amount and decreasing of their intensity are observed. And only in Donets’k, 
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Dniptopetrovs’k and Vinnytsia regions, there is a weak tendency to decrease the recurrence 
and intensity. In the South and Center, the distress rains intensity has significantly increased.

The most noticeable changes of the recurrence and intensity of extreme rains in warm period are 
observed from the end of twentieth—the start of the twenty-first centuries (Figure 2). The changes 
are caused by an average troposphere temperature increase, humidity increase, and the intensifi-
cation of convection and rain-forming processes [11]. Another significant cause of these changes 
is transformation of atmosphere circulation reflected in increasing of meridional processes in 
cyclones forming, changes of regions of cyclones forming, their moving trajectory and intensity.

2.2. Heavy snowfalls

In Ukraine, the snowfall becomes extreme weather event when precipitation sum reaches 
20 mm per 12 h and less. Such snowfalls cause disturbance in the economy, transport, com-
munications, and avalanches activization. The most dangerous is combining heavy snowfalls 
with freeze and strong wind.

In Ukraine, 85% of heavy snowfalls are characterized by an average precipitation of 20–30 mm 
per 12 h and are observed almost in all regions. The exclusion is mountain areas of the 
Carpathians and Crimea, Zaporizhzhia, Dnipro, Kyiv, and Sumy regions, where snowfalls 
are characterized by a higher intensity. The maximal precipitation on the plain territory of 
Ukraine can reach 40 mm, in the mountains—100 mm and more. The absolute maximum in 
the period of 1971–2010 has been observed 14–15.02.1997 on the Ay-Petri Mountain (132 mm).

Heavy snowfalls in Ukraine usually occur in the period October–April, but are possible in 
September and May as well (1966, 1989, 1991, 1992). Their recurrence has a good marked 
seasonal course. They are observed usually in winter (62%) and reach a maximum in January. 
In spring, about 22% and in autumn almost 14% of extreme snowfalls are observed. Heavy 
snowfalls are formed in night and morning hours as usual.

The average duration of extreme snowfalls varies from 9 to 12 h. The most long-continued 
snowfalls are observed in the West, the shortest duration in the South. The minimal dura-
tion is 1–2 h. The absolute minimum has been fixed 15.03.1998 on the Ay-Petri Mountain 
(0.9 h) with 21-mm precipitation. The longest duration snowfalls are observed in autumn and 
spring, the shortest duration in January.

Figure 2. Changes of recurrence and intensity of the distress (a) and dangerous (b) rain events in Ukraine. Blue 
columns—amount of events. Red line—average precipitation, mm.
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In Ukraine, the extreme snowfalls are observed almost every year. Such a recurrence is typical for 
southern and western regions. In the North, they are observed once per 2 years, and in the East 
once per 4–5 years. Most often, heavy snowfalls in observation point are fixed in Ivano-Frankivs’k 
and Transcarpathian regions (two to four events per 10 years), a maximum in Carpathian 
(1–2 per decade) and Crimean Mountains. Noticeable recurrence (5–8 events per 100 years in 
meteostation) is observed also on the Volynian-Podolian Highland, in Ternopil, Khmelnyts’kyi, 
Zhytomyr, Vinnytsia, and Kropyvnyts’kyi regions. Less occurrence is characteristic for the Black 
Sea Lowland and Azov Highland, in Zaporizhzhia, Mykolaiv, Donets’k, and Dnipro regions. 
The least recurrence is observed on western and southern slopes of the Middle-Rus’ Highland, in 
Sumy, Kharkiv, Luhans’k regions (two events per 100 years in meteostation).

Usually, the highest intensity of extreme snowfalls is characteristic for those regions which are 
characterized by a highest recurrence. In the Ukrainian Carpathians, during extreme snow-
falls, the intensity is about 26–30 mm per 12 h in average and more than 100 mm per 12 h max-
imum. In the Crimean Mountains, the average intensity is 22–23 mm and maximal can reach 
80 and more per 12 h. In the Black Sea Lowland and Azov Upland, in Zaporizhzhia, Mykolaiv, 
Donets’k, Dnipro, and Odesa regions, the average intensity of snowfalls is 24–25 mm and the 
maximal is 38 mm per 12 h. Less intensity is observed on the western and southern slopes of 
the Middle-Rus’ Highland, in Sumy, Kharkiv, and Luhans’k regions, where heavy snowfalls 
occupy smaller areas. The least intensity is observed in the North-Western part of Ukraine, 
in Polissia.

In 1970s, a stable decrease of extreme snowfalls amount has been observed. The minimum has 
been reached in the middle of 1990s. Since the end of the twentieth century, recurrence and 
intensity started to increase and continue until now. The regional features of these changes 
are presented in Table 3 and Figure 3.

With 99% of probability (p ≤ 0.01), we can say about a significant increase of extreme snowfalls 
amount in Ukraine. The intensity of increase equals four events per 10 years in the observa-
tion point. At that, largest changes are observed in the South, East, and West, where recur-
rence and intensity (especially maximal one) during snowfall increased. The Biggest changes 
concern the Ukrainian Carpathians and Crimean Mountains.

In the central regions, the amount of snowfalls has not changed noticeably except 
Kropyvnyts’kyi and Cherkasy regions where the increase is 10–15%. Decreasing of recurrence 
is most noticeable in Lviv and Ternopil regions and a little less in the northern regions except 
Chernihiv. The intensity has been decreased significantly in the North, Lviv, and Ternopil 
regions as well during 1971–2010. These decreases reach 5–7 mm per decade with 99% prob-
ability (Table 3). During the last 40 years, the locality of extreme snowfalls is changed due to a 
decrease of recurrence and intensity within the Volynian-Podolian Highland and a noticeable 
increase of these parameters in Black Sea Lowland and Azov Highland.

2.3. Glazed frost

Glazed frost is a layer of suffused or transparent risen on the objects due to the freezing 
of rain drops frizzle or fog. The intensity of glazed frost is defined by the thickness of the 
ice layer, the velocity of the ice layer rising per time unit, and the duration of the phenom-
enon. In Ukraine, the glazed frost becomes a dangerous event when the ice layer thickness is 
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Dniptopetrovs’k and Vinnytsia regions, there is a weak tendency to decrease the recurrence 
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is transformation of atmosphere circulation reflected in increasing of meridional processes in 
cyclones forming, changes of regions of cyclones forming, their moving trajectory and intensity.
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20 mm per 12 h and less. Such snowfalls cause disturbance in the economy, transport, com-
munications, and avalanches activization. The most dangerous is combining heavy snowfalls 
with freeze and strong wind.

In Ukraine, 85% of heavy snowfalls are characterized by an average precipitation of 20–30 mm 
per 12 h and are observed almost in all regions. The exclusion is mountain areas of the 
Carpathians and Crimea, Zaporizhzhia, Dnipro, Kyiv, and Sumy regions, where snowfalls 
are characterized by a higher intensity. The maximal precipitation on the plain territory of 
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Figure 2. Changes of recurrence and intensity of the distress (a) and dangerous (b) rain events in Ukraine. Blue 
columns—amount of events. Red line—average precipitation, mm.
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rence and intensity (especially maximal one) during snowfall increased. The Biggest changes 
concern the Ukrainian Carpathians and Crimean Mountains.

In the central regions, the amount of snowfalls has not changed noticeably except 
Kropyvnyts’kyi and Cherkasy regions where the increase is 10–15%. Decreasing of recurrence 
is most noticeable in Lviv and Ternopil regions and a little less in the northern regions except 
Chernihiv. The intensity has been decreased significantly in the North, Lviv, and Ternopil 
regions as well during 1971–2010. These decreases reach 5–7 mm per decade with 99% prob-
ability (Table 3). During the last 40 years, the locality of extreme snowfalls is changed due to a 
decrease of recurrence and intensity within the Volynian-Podolian Highland and a noticeable 
increase of these parameters in Black Sea Lowland and Azov Highland.

2.3. Glazed frost

Glazed frost is a layer of suffused or transparent risen on the objects due to the freezing 
of rain drops frizzle or fog. The intensity of glazed frost is defined by the thickness of the 
ice layer, the velocity of the ice layer rising per time unit, and the duration of the phenom-
enon. In Ukraine, the glazed frost becomes a dangerous event when the ice layer thickness is 

Extreme Weather Events in Ukraine: Occurrence and Changes
http://dx.doi.org/10.5772/intechopen.77306

91



6–19 mm and distress when it exceeds 20 mm [2]. Such events cause damage and losses in the 
energy, transport, communications, domestic economy, and so on. Glazed frost with a thick-
ness of more than 20 mm in Ukraine is observed from October to April with two maximums: 
November and February–March. Extreme-gazed frost occurs in morning (3–6) and evening 
hours (16–20) [8].

Administrative region Recurrence Average intensity Maximal intensity

α p α p α p

West Volynian 0.004 0.542 0.043 0.521 0.046 0.516

Transcarpathian 0.082 0.077 0.232 0.171 0.368 0.120

Ivano-Frankivs’k 0.095 0.001 0.392 0.037 0.635 0.006

Lviv −0.030 0.049 −0.195 0.177 −0.261 0.135

Rivne 0.002 0.626 0.048 0.589 0.048 0.589

Ternopil −0.014 0.069 −0.204 0.136 −0.211 0.129

Khmelnyts’kyi −0.014 0.150 −0.111 0.445 −0.123 0.405

Chernivtsi −0.002 0.733 −0.021 0.844 −0.021 0.844

South Zaporizhzhia 0.019 0.179 0.210 0.150 0.224 0.175

Crimea 0.112 0.027 0.184 0.361 0.258 0.486

Mykolaiv 0.008 0.315 0.313 0.041 0.308 0.047

Odesa 0.022 0.224 0.295 0.074 0.306 0.077

Kherson 0.005 0.411 0.126 0.214 0.126 0.218

North Zhytomyr −0.009 0.266 −0.187 0.146 −0.185 0.154

Kyiv −0.008 0.501 −0.183 0.179 −0.208 0.163

Sumy −0.005 0.522 −0.100 0.469 −0.099 0.493

Chernihiv 0.010 0.428 −0.017 0.912 −0.010 0.951

East Donets’k 0.026 0.069 0.164 0.182 0.214 0.125

Luhans’k 0.016 0.160 0.228 0.032 0.234 0.041

Kharkiv 0.014 0.295 0.197 0.153 0.206 0.153

Centre Vinnytsia −0.009 0.544 0.067 0.625 0.042 0.779

Dnipro 0.022 0.116 0.174 0.258 0.199 0.223

Kropyvnyts’kyi 0.026 0.095 0.264 0.049 0.281 0.045

Poltava −0.021 0.117 0.012 0.930 −0.015 0.913

Cherkasy 0.007 0.575 0.227 0.122 0.221 0.143

Ukraine 0.389 0.012 0.051 0.560 0.116 0.696

Table 3. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the intensity (average 
and maximal) of the extreme snowfalls in observation point in Ukraine and its regions in 1971–2010.
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The average thickness of dangerous glazed frost ice layer varies between 9 and 17 mm, of the 
distress one—between 20 and 60 mm. This thickness dominates almost in all regions except 
north-western regions where it does not exceed 10 and 40 mm accordingly. Ice sediments 
of more than 100 mm are observed very rare, advantageously in the Crimea, and amount 
1% of events. But there are events with the ice sediment thickness more than 200 mm. In 
November–December 2000, the ice sediments of 207 mm have been fixed in Zatyshshia village 
(Odesa region) and 307 mm in Karabi-Yayla (Crimea) in March 1977. Distress glazed frost is 
characterized by the high intensity. In 50% of the events, it amounts 1.1–2.0 mm per hour. In 
the Ay-Petri (Crimea), it reaches 5 mm per hour and more [11].

The overall duration of glazed frost in Ukraine fluctuates between a few hours and a few 
days and amounts about 60 h in average. The maximal duration can reach 100–200 h and even 
more. Usually, it is observed in the central and south-western regions. Most often (54%), ice 
deposits of more than 20 mm maintain less than 24 h. About 70% of the glazed frost events 
continue up to 2 days. Very rarely, extreme glazed frost can continue more than 1 week. For 
example, in November 2000, in Zhmerynka city (Vinnytsia region), the glazed frost has con-
tinued 250 h, in Vinnytsia city 282 h. The most long-continued extreme glazed frost maintains 
in November and February in the East and South-East.

The spatial occurrence of the extreme glazed frost is characterized by significant inequality. 
The highest recurrence (5–9 events per 10 years in observation point) of dangerous glazed 
frost with ice thickness more than 6 mm is observed in the East and South-East of Ukraine, 
especially within the Donets’k Range and the Azov Highland. The distress glazed frost with 
more than 20-mm ice layer in these regions is observed once per 3–5 years. The average ice 
layer thickness amounts to 10–12 mm, the maximum can reach 70 mm and more. A significant 
recurrence of extreme glazed frost (3–8 events per decade) is observed in the central part of 
the Black Sea Lowland and in the eastern part of the Dnipro Highland. These regions are char-
acterized also by a highest intensity of extreme glazed frost. The average thickness changes 
between 10 and 17 mm, the maximal one can reach 200 mm and more. Such parameters are 
caused by the main course of the southern and south-western cyclones moving through these 

Figure 3. Changes of recurrence and intensity of the heavy snowfalls events in Ukraine. Blue columns—amount of 
events. Red line—average precipitation, mm. Green line—maximal precipitation, mm.
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6–19 mm and distress when it exceeds 20 mm [2]. Such events cause damage and losses in the 
energy, transport, communications, domestic economy, and so on. Glazed frost with a thick-
ness of more than 20 mm in Ukraine is observed from October to April with two maximums: 
November and February–March. Extreme-gazed frost occurs in morning (3–6) and evening 
hours (16–20) [8].
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Transcarpathian 0.082 0.077 0.232 0.171 0.368 0.120

Ivano-Frankivs’k 0.095 0.001 0.392 0.037 0.635 0.006

Lviv −0.030 0.049 −0.195 0.177 −0.261 0.135
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Chernivtsi −0.002 0.733 −0.021 0.844 −0.021 0.844
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Kyiv −0.008 0.501 −0.183 0.179 −0.208 0.163

Sumy −0.005 0.522 −0.100 0.469 −0.099 0.493
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East Donets’k 0.026 0.069 0.164 0.182 0.214 0.125

Luhans’k 0.016 0.160 0.228 0.032 0.234 0.041
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Centre Vinnytsia −0.009 0.544 0.067 0.625 0.042 0.779

Dnipro 0.022 0.116 0.174 0.258 0.199 0.223

Kropyvnyts’kyi 0.026 0.095 0.264 0.049 0.281 0.045

Poltava −0.021 0.117 0.012 0.930 −0.015 0.913

Cherkasy 0.007 0.575 0.227 0.122 0.221 0.143

Ukraine 0.389 0.012 0.051 0.560 0.116 0.696

Table 3. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the intensity (average 
and maximal) of the extreme snowfalls in observation point in Ukraine and its regions in 1971–2010.
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The average thickness of dangerous glazed frost ice layer varies between 9 and 17 mm, of the 
distress one—between 20 and 60 mm. This thickness dominates almost in all regions except 
north-western regions where it does not exceed 10 and 40 mm accordingly. Ice sediments 
of more than 100 mm are observed very rare, advantageously in the Crimea, and amount 
1% of events. But there are events with the ice sediment thickness more than 200 mm. In 
November–December 2000, the ice sediments of 207 mm have been fixed in Zatyshshia village 
(Odesa region) and 307 mm in Karabi-Yayla (Crimea) in March 1977. Distress glazed frost is 
characterized by the high intensity. In 50% of the events, it amounts 1.1–2.0 mm per hour. In 
the Ay-Petri (Crimea), it reaches 5 mm per hour and more [11].

The overall duration of glazed frost in Ukraine fluctuates between a few hours and a few 
days and amounts about 60 h in average. The maximal duration can reach 100–200 h and even 
more. Usually, it is observed in the central and south-western regions. Most often (54%), ice 
deposits of more than 20 mm maintain less than 24 h. About 70% of the glazed frost events 
continue up to 2 days. Very rarely, extreme glazed frost can continue more than 1 week. For 
example, in November 2000, in Zhmerynka city (Vinnytsia region), the glazed frost has con-
tinued 250 h, in Vinnytsia city 282 h. The most long-continued extreme glazed frost maintains 
in November and February in the East and South-East.

The spatial occurrence of the extreme glazed frost is characterized by significant inequality. 
The highest recurrence (5–9 events per 10 years in observation point) of dangerous glazed 
frost with ice thickness more than 6 mm is observed in the East and South-East of Ukraine, 
especially within the Donets’k Range and the Azov Highland. The distress glazed frost with 
more than 20-mm ice layer in these regions is observed once per 3–5 years. The average ice 
layer thickness amounts to 10–12 mm, the maximum can reach 70 mm and more. A significant 
recurrence of extreme glazed frost (3–8 events per decade) is observed in the central part of 
the Black Sea Lowland and in the eastern part of the Dnipro Highland. These regions are char-
acterized also by a highest intensity of extreme glazed frost. The average thickness changes 
between 10 and 17 mm, the maximal one can reach 200 mm and more. Such parameters are 
caused by the main course of the southern and south-western cyclones moving through these 

Figure 3. Changes of recurrence and intensity of the heavy snowfalls events in Ukraine. Blue columns—amount of 
events. Red line—average precipitation, mm. Green line—maximal precipitation, mm.
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regions and the strong frontal glazed frost forming with high intensity. Distress glazed frost 
(more than 20 mm) in these regions is observed every 5–10 years and can occupy more than 
two administrative districts. A much less recurrence (2–3 times per decade in meteostation) 
is characteristic for the slopes of Volynian-Podolian Highland and Ukrainian Carpathians. 
The average ice layer amounts to 9–11 mm, the maximal value can reach 60 mm and more. 

Administrative region Recurrence Average Maximal

α p α p α p

West Volynian 0.02 0.09 0.07 0.31 0.09 0.23

Transcarpathian 0.05 0.10 0.27 0.10 0.27 0.51

Ivano-Frankivs’k −0.02 0.42 −0.08 0.34 −0.18 0.13

Lviv −0.06 0.01 −0.12 0.07 −0.16 0.06

Rivne −0.02 0.08 −0.05 0.31 −0.11 0.15

Ternopil −0.06 0.002 −0.11 0.12 −0.15 0.14

Khmelnyts’kyi −0.06 0.01 −0.05 0.55 −0.04 0.76

Chernivtsi −0.004 0.73 −0.04 0.58 −0.05 0.56

South Zaporizhzhia −0.03 0.33 −0.02 0.81 −0.05 0.65

Crimea −0.11 0.05 −0.30 0.29 −1.17 0.08

Mykolaiv −0.004 0.89 −0.12 0.37 −0.15 0.47

Odesa −0.11 0.03 0.15 0.42 0.24 0.60

Kherson −0.11 0.20 −0.13 0.12 −0.25 0.23

North Zhytomyr 0.01 0.55 0.01 0.81 0.06 0.44

Kyiv −0.002 0.93 −0.06 0.39 −0.09 0.34

Sumy −0.002 0.89 −0.12 0.07 −0.11 0.17

Chernihiv −0.02 0.26 −0.02 0.82 0.01 0.93

East Donets’k −0.12 0.13 0.03 0.84 −0.003 0.98

Luhans’k −0.02 0.59 −0.13 0.14 −0.41 0.07

Kharkiv 0.01 0.77 −0.01 0.88 −0.02 0.93

Centre Vinnytsia −0.07 0.07 −0.06 0.42 −0.10 0.45

Dnipro −0.002 0.96 −0.04 0.56 0.01 0.93

Kropyvnyts’kyi −0.12 0.06 −0.10 0.17 −0.17 0.24

Poltava −0.12 0.001 −0.19 0.003 −0.30 0.01

Cherkasy −0.02 0.53 −0.04 0.58 −0.08 0.38

Ukraine −0.67 0.14 0.08 0.12 −0.13 0.80

Table 4. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the ice deposit thickness 
(average and maximal) of the extreme glazed frost in observation point in Ukraine and its regions in 1971–2010.
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The least recurrence (1–2 times per decade in the point) of extreme glazed frost is observed in 
Polissia Lowland. Here, the phenomena are with the least intensity and the average ice layer 
between 8 and 10 mm and the maximal value of 23–34 mm.

Since extreme glazed frost belongs to weather phenomena which are characterized by least recur-
rence, to evaluate the long-term changes, both kinds of glazed frost (dangerous and distress) were 
analyzed. With the 85% probability, we can say about a decrease in extreme glazed frost recur-
rence since 1971 in the whole territory of Ukraine. The most significant decrease in recurrence 
and ice layer thickness is observed in the West (Table 4, Figure 4), especially noticeably in Lviv 
region (probability >95%). Volynian and Transcarpathian regions are excluded, where notice-
able increase in both parameters is observed (Table 4). A noticeable decrease of the analyzed 
parameters is the characteristic for the central and southern regions as well. The most significant 
changes in these regions are observed in Poltava region and Crimea. A feeble decrease in recur-
rence and ice layer thickness is observed also in the northern and eastern regions (Table 4).

2.4. Soggy snow adhering

In Ukraine, the soggy snow adhering becomes a dangerous weather event when the thickness 
of deposits amounts to 11–34 mm and distress one when the thickness exceeds 35 mm. At 
that only in 6% of soggy snowfalls, the adhering process is observed [8]. The main parameter 
of this phenomenon is its diameter in mm. About 80% of the events amount to 35–60 mm, 
about 2% of events have a diameter of >100 mm. The most intensive adhering is observed in 
the western and southern regions, where events of 80 mm amount to >5%, in the northern 
regions 3%. The level of danger depends on the phenomenon duration. The average duration 
in Ukraine fluctuates from 14 to 19 h. The maximum varies from 2 days to a week and more. 
The longest soggy snow adhering is observed in the West of Ukraine. But absolute maximum 
was fixed in Olevs’k City (Zhytomyr region) 12.02.1983 (304 h).

Extreme soggy snow adhering with distress diameter occurs in October–April usually. Most 
often (about 70%), it is in December–February. About 20% of events arise in evening hours, 
from 18 to 21 o’clock.

Figure 4. Changes of recurrence and ice deposit thickness of the extreme glazed frost events in Ukraine. Blue columns—
amount of events. Red line—average thickness, mm. Green line—maximal thickness, mm.
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regions and the strong frontal glazed frost forming with high intensity. Distress glazed frost 
(more than 20 mm) in these regions is observed every 5–10 years and can occupy more than 
two administrative districts. A much less recurrence (2–3 times per decade in meteostation) 
is characteristic for the slopes of Volynian-Podolian Highland and Ukrainian Carpathians. 
The average ice layer amounts to 9–11 mm, the maximal value can reach 60 mm and more. 
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Table 4. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the ice deposit thickness 
(average and maximal) of the extreme glazed frost in observation point in Ukraine and its regions in 1971–2010.
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The least recurrence (1–2 times per decade in the point) of extreme glazed frost is observed in 
Polissia Lowland. Here, the phenomena are with the least intensity and the average ice layer 
between 8 and 10 mm and the maximal value of 23–34 mm.

Since extreme glazed frost belongs to weather phenomena which are characterized by least recur-
rence, to evaluate the long-term changes, both kinds of glazed frost (dangerous and distress) were 
analyzed. With the 85% probability, we can say about a decrease in extreme glazed frost recur-
rence since 1971 in the whole territory of Ukraine. The most significant decrease in recurrence 
and ice layer thickness is observed in the West (Table 4, Figure 4), especially noticeably in Lviv 
region (probability >95%). Volynian and Transcarpathian regions are excluded, where notice-
able increase in both parameters is observed (Table 4). A noticeable decrease of the analyzed 
parameters is the characteristic for the central and southern regions as well. The most significant 
changes in these regions are observed in Poltava region and Crimea. A feeble decrease in recur-
rence and ice layer thickness is observed also in the northern and eastern regions (Table 4).

2.4. Soggy snow adhering

In Ukraine, the soggy snow adhering becomes a dangerous weather event when the thickness 
of deposits amounts to 11–34 mm and distress one when the thickness exceeds 35 mm. At 
that only in 6% of soggy snowfalls, the adhering process is observed [8]. The main parameter 
of this phenomenon is its diameter in mm. About 80% of the events amount to 35–60 mm, 
about 2% of events have a diameter of >100 mm. The most intensive adhering is observed in 
the western and southern regions, where events of 80 mm amount to >5%, in the northern 
regions 3%. The level of danger depends on the phenomenon duration. The average duration 
in Ukraine fluctuates from 14 to 19 h. The maximum varies from 2 days to a week and more. 
The longest soggy snow adhering is observed in the West of Ukraine. But absolute maximum 
was fixed in Olevs’k City (Zhytomyr region) 12.02.1983 (304 h).

Extreme soggy snow adhering with distress diameter occurs in October–April usually. Most 
often (about 70%), it is in December–February. About 20% of events arise in evening hours, 
from 18 to 21 o’clock.

Figure 4. Changes of recurrence and ice deposit thickness of the extreme glazed frost events in Ukraine. Blue columns—
amount of events. Red line—average thickness, mm. Green line—maximal thickness, mm.
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Soggy snow adhering in Ukraine is a very local phenomenon and occurs almost every year. 
The highest recurrence in observation point is characteristic for the West and South (2–3 times 
per year), especially on the south-west slopes of the Carpathians, in the Precarpathians and 
in the Crimea Mountains, where soggy snow adhering has a maximal average diameter of 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian 0.03 0.14 0.13 0.49 0.16 0.47

Transcarpathian 0.06 0.09 −0.01 0.97 0.75 0.15

Ivano-Frankivs’k −0.04 0.01 −0.46 0.05 −1.07 0.007

Lviv −0.03 0.19 −0.08 0.67 −0.22 0.39

Rivne −0.01 0.55 −0.22 0.20 −0.23 0.25

Ternopil −0.003 0.82 −0.04 0.84 −0.05 0.82

Khmelnyts’kyi −0.002 0.94 −0.10 0.55 −0.10 0.69

Chernivtsi 0.01 0.05 0.24 0.09 0.24 0.09

South Zaporizhzhia 0.01 0.47 −0.22 0.30 −0.17 0.51

Crimea 0.06 0.02 0.26 0.24 0.57 0.15

Mykolaiv −0.04 0.02 −0.26 0.15 −0.42 0.06

Odesa 0.04 0.13 0.34 0.02 0.38 0.05

Kherson 0.02 0.11 0.18 0.36 0.23 0.30

North Zhytomyr 0.02 0.49 −0.05 0.80 −0.13 0.69

Kyiv 0.06 0.08 0.03 0.88 0.10 0.69

Sumy 0.10 0.001 0.31 0.05 0.54 0.01

Chernihiv 0.08 0.004 0.44 0.002 0.57 0.001

East Donets’k 0.02 0.47 0.13 0.52 0.20 0.40

Luhans’k 0.04 0.07 −0.03 0.91 0.08 0.77

Kharkiv 0.11 0.004 0.35 0.02 0.59 0.01

Centre Vinnytsia 0.002 0.87 −0.14 0.44 −0.17 0.40

Dnipro 0.02 0.22 0.10 0.56 0.12 0.51

Kropyvnyts’kyi 0.06 0.02 0.20 0.35 0.30 0.20

Poltava 0.03 0.27 0.22 0.15 0.30 0.17

Cherkasy 0.06 0.05 0.04 0.82 0.17 0.41

Ukraine 0.76 0.002 −0.10 0.06 −0.09 0.85

Table 5. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the snow deposit 
diameter (average and maximal) of the extreme soggy snow adhering in observation point in Ukraine and its regions 
in 1971–2010.
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25–30 mm and the maximal one can reach 200 mm and more. Eastern Polissia and north-
western regions have the same recurrence but less diameter of 21–24 (average) and 120 mm 
(maximal). Recurrence in the central and south-eastern regions is once per year, the average 
diameter varies between 20 and 29 mm, and the maximal between 50 and 70 mm.

Because of low recurrence in one point of the phenomenon for the assessment of the long-
term changes, both kinds of extreme soggy snow adhering (dangerous and distress) were 
analyzed. Analysis carried out has testified that in the period 1971–2010, the recurrence of 
soggy snow adhering and its diameter with 99% probability increased (Table 5, Figure 5) on 
7–8 events in observation point for 10 years in average. The most significant increase of recur-
rence and diameter is observed in the North and East of Ukraine (Chernihiv, Sumy, Kharkiv 
regions). But increasing is characteristic not for the whole territory of Ukraine. A decrease is 
observed in the West, especially in Ivano-Frankivs’k region.

2.5. Compound (bedded) ice deposits

Compound ice deposits are ice layers formed on the object surface due to the sequential 
overlaying of different types of the ice which is caused by changeable weather conditions. 
The deposits consisted of glazed frost and dense snow-like friable atmospheric ice that are 
most dangerous. In Ukraine, such an event is dangerous when the compound ice deposits 
diameter is 11–34 mm and distress one when the diameter is >35 mm [8]. Such phenomena 
cause accident situations on the power engineering and communication lines, damage and 
losses in the transport, forestry, domestic economies, and so on. Compound ice deposits in 
Ukraine occur in the period from November to April (30% in December and 23% in January) 
in 6–9 o’clock in the morning and 18–20 o’clock in the evening. The diameter of the compound 
ice deposits is almost two times larger than the glazed frost. The average diameter fluctuates 
from 17 to 50 mm, the maximal one from 20 to 200 mm and more; 83% of the events have a 
diameter of <100 mm. In the West and South, this phenomenon is much more intensive. The 
share of >200 mm deposits is 2–7%. The total duration varies from a few hours to a few days 
and amounts to 40 h on average. The most long-continued compound ice deposits are in the 
western and southern regions. The maximal duration has been observed 27.11–5.12 2000 in 

Figure 5. Changes of recurrence and snow deposits (diameter) of the extreme soggy snow-adhering events in Ukraine. 
Blue columns—amount of events. Red line—average diameter, mm. Green line—maximal diameter, mm.
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Soggy snow adhering in Ukraine is a very local phenomenon and occurs almost every year. 
The highest recurrence in observation point is characteristic for the West and South (2–3 times 
per year), especially on the south-west slopes of the Carpathians, in the Precarpathians and 
in the Crimea Mountains, where soggy snow adhering has a maximal average diameter of 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian 0.03 0.14 0.13 0.49 0.16 0.47

Transcarpathian 0.06 0.09 −0.01 0.97 0.75 0.15

Ivano-Frankivs’k −0.04 0.01 −0.46 0.05 −1.07 0.007

Lviv −0.03 0.19 −0.08 0.67 −0.22 0.39

Rivne −0.01 0.55 −0.22 0.20 −0.23 0.25

Ternopil −0.003 0.82 −0.04 0.84 −0.05 0.82

Khmelnyts’kyi −0.002 0.94 −0.10 0.55 −0.10 0.69

Chernivtsi 0.01 0.05 0.24 0.09 0.24 0.09

South Zaporizhzhia 0.01 0.47 −0.22 0.30 −0.17 0.51

Crimea 0.06 0.02 0.26 0.24 0.57 0.15

Mykolaiv −0.04 0.02 −0.26 0.15 −0.42 0.06

Odesa 0.04 0.13 0.34 0.02 0.38 0.05

Kherson 0.02 0.11 0.18 0.36 0.23 0.30

North Zhytomyr 0.02 0.49 −0.05 0.80 −0.13 0.69

Kyiv 0.06 0.08 0.03 0.88 0.10 0.69

Sumy 0.10 0.001 0.31 0.05 0.54 0.01

Chernihiv 0.08 0.004 0.44 0.002 0.57 0.001

East Donets’k 0.02 0.47 0.13 0.52 0.20 0.40

Luhans’k 0.04 0.07 −0.03 0.91 0.08 0.77

Kharkiv 0.11 0.004 0.35 0.02 0.59 0.01

Centre Vinnytsia 0.002 0.87 −0.14 0.44 −0.17 0.40

Dnipro 0.02 0.22 0.10 0.56 0.12 0.51

Kropyvnyts’kyi 0.06 0.02 0.20 0.35 0.30 0.20

Poltava 0.03 0.27 0.22 0.15 0.30 0.17

Cherkasy 0.06 0.05 0.04 0.82 0.17 0.41

Ukraine 0.76 0.002 −0.10 0.06 −0.09 0.85

Table 5. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the snow deposit 
diameter (average and maximal) of the extreme soggy snow adhering in observation point in Ukraine and its regions 
in 1971–2010.
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25–30 mm and the maximal one can reach 200 mm and more. Eastern Polissia and north-
western regions have the same recurrence but less diameter of 21–24 (average) and 120 mm 
(maximal). Recurrence in the central and south-eastern regions is once per year, the average 
diameter varies between 20 and 29 mm, and the maximal between 50 and 70 mm.

Because of low recurrence in one point of the phenomenon for the assessment of the long-
term changes, both kinds of extreme soggy snow adhering (dangerous and distress) were 
analyzed. Analysis carried out has testified that in the period 1971–2010, the recurrence of 
soggy snow adhering and its diameter with 99% probability increased (Table 5, Figure 5) on 
7–8 events in observation point for 10 years in average. The most significant increase of recur-
rence and diameter is observed in the North and East of Ukraine (Chernihiv, Sumy, Kharkiv 
regions). But increasing is characteristic not for the whole territory of Ukraine. A decrease is 
observed in the West, especially in Ivano-Frankivs’k region.

2.5. Compound (bedded) ice deposits

Compound ice deposits are ice layers formed on the object surface due to the sequential 
overlaying of different types of the ice which is caused by changeable weather conditions. 
The deposits consisted of glazed frost and dense snow-like friable atmospheric ice that are 
most dangerous. In Ukraine, such an event is dangerous when the compound ice deposits 
diameter is 11–34 mm and distress one when the diameter is >35 mm [8]. Such phenomena 
cause accident situations on the power engineering and communication lines, damage and 
losses in the transport, forestry, domestic economies, and so on. Compound ice deposits in 
Ukraine occur in the period from November to April (30% in December and 23% in January) 
in 6–9 o’clock in the morning and 18–20 o’clock in the evening. The diameter of the compound 
ice deposits is almost two times larger than the glazed frost. The average diameter fluctuates 
from 17 to 50 mm, the maximal one from 20 to 200 mm and more; 83% of the events have a 
diameter of <100 mm. In the West and South, this phenomenon is much more intensive. The 
share of >200 mm deposits is 2–7%. The total duration varies from a few hours to a few days 
and amounts to 40 h on average. The most long-continued compound ice deposits are in the 
western and southern regions. The maximal duration has been observed 27.11–5.12 2000 in 

Figure 5. Changes of recurrence and snow deposits (diameter) of the extreme soggy snow-adhering events in Ukraine. 
Blue columns—amount of events. Red line—average diameter, mm. Green line—maximal diameter, mm.
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Khmelnyts’kyi region (199 h) and 29.11–6.12 2000 in Chernivtsi region (Nova Ushytsia, 155 h). 
The highest recurrence (82%) is characteristic for the events continued less than 3 days, 56%—
less than 24 h. The phenomena continued more than a week are very rare.

The highest amount of the events in one observation point is in the Transcarpathian, Donets’k, 
and Luhans’k regions—– 4–5 per 10 years (maximum on the south-west slopes of the Carpathians 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian −0.067 0.067 −0.365 0.056 −0.355 0.085

Transcarpathian −0.037 0.016 −0.290 0.119 −0.315 0.107

Ivano-Frankivs’k −0.196 0.00002 −0.169 0.202 −0.333 0.026

Lviv −0.423 0.0006 −0.227 0.103 −0.393 0.023

Rivne −0.027 0.136 −0.235 0.186 −0.277 0.145

Ternopil −0.051 0.089 −0.142 0.452 −0.171 0.394

Khmelnyts’kyi −0.095 0.025 −0.526 0.002 −0.625 0.001

Chernivtsi −0.009 0.539 −0.300 0.108 −0.309 0.104

South Zaporizhzhia −0.124 0.004 −0.448 0.004 −0.494 0.004

Crimea −0.265 0.069 −0.034 0.066 −0.111 0.01

Mykolaiv −0.004 0.834 −0.048 0.792 −0.062 0.740

Odesa −0.014 0.726 0.019 0.922 0.019 0.923

Kherson 0.237 0.002 0.259 0.010 0.399 0.002

North Zhytomyr −0.062 0.047 −0.497 0.006 −0.541 0.006

Kyiv −0.063 0.028 −0.217 0.253 −0.253 0.207

Sumy −0.026 0.024 −0.186 0.261 −0.200 0.237

Chernihiv −0.061 0.001 −0.639 0.0004 −0.684 0.0003

East Donets’k −0.093 0.054 −0.157 0.363 −0.217 0.269

Luhans’k −0.279 0.0002 −0.238 0.136 −0.359 0.043

Kharkiv −0.090 0.025 −0.271 0.127 −0.319 0.086

Centre Vinnytsia −0.094 0.042 −0.283 0.137 −0.344 0.089

Dnipro −0.080 0.032 −0.565 0.0003 −0.620 0.0004

Kropyvnyts’kyi −0.057 0.100 −0.223 0.238 −0.251 0.197

Poltava −0.043 0.008 −0.332 0.065 −0.355 0.054

Cherkasy −0.080 0.025 −0.569 0.002 −0.593 0.002

Ukraine −2.082 0.001 −0.013 0.231 −0.106 0.028

Table 6. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the diameter (average 
and maximal) of the extreme compound ice deposits in observation point in Ukraine and its regions in 1971–2010.
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and Donets’k Range). Significant recurrence (1–2 per 10 years) is observed in the Crimean 
Mountains, Ivano-Frankivs’k, Ternopil, and Kropyvnyts’kyi regions. In the northern regions, the 
compound ice deposits have not been observed in the analyzed period.

Compound ice deposits of the distress diameter are observed almost every year in the Crimea 
(Karabi-Yayla) and the Carpathians (Play) and occupy usually (99%) one district. There, the 
events are characterized by maximal diameter and duration. The maximal amount of days 
with the event (17) has been observed in 1970 in the South of Ukraine.

Because of low recurrence, the compound ice deposits of >11 mm were analyzed to assess 
their changes. The recurrence and diameter of compound ice deposits of distress diameter 
has been noticeably decreased with 99% probability (Table 6 and Figure 6). Such trends are 
observed almost everywhere in Ukraine except the Kherson region. The most significant 
changes are observed in the northern and central regions, especially in the Chernihiv and 
Dnipro regions (Table 6 and Figure 6).

2.6. Hail

In Ukraine, the hail belongs to a dangerous weather event, when its diameter is 6–20 mm and 
distress event, when its diameter exceeds 20 mm [8]. Most often (90%), the hail has a diameter of 
20–50 mm. The hail of >50 mm diameter is observed very rare (6%) and in the southern regions 
usually. About 50% of events have a duration of 6–20 min. Hail continued more than an hour 
is observed very rarely. For example, on 22 July, 1987, in Sarat district of Odesa region, the hail 
has continued for 2 h 40 min and was a walnut size. Long-continued hail is observed in summer 
period usually and its duration in the mountain regions is higher than on the plains. The hail has 
a good marked daily variation with the maximum at 15–18 o’clock. In Ukraine, the extreme hail 
is observed in warm period usually. The recurrence of the extreme hail has also a good marked 
seasonal regime: maximum (70% occurrence) is observed in June and July. In spring and autumn, 
the extreme hail is rare. Mountain areas are characterized by a higher recurrence than plain.

From two to four events of distress, hail can be observed on 100 km2 area for a 40-year 
period in Ukraine. Such hail can damage about 1–2% of agricultural areas. Within the whole 

Figure 6. Changes of recurrence and the deposits (diameter) of the extreme compound ice deposits in Ukraine. Blue 
columns—amount of events. Red line—average diameter, mm. Green line—maximal diameter, mm.
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Khmelnyts’kyi region (199 h) and 29.11–6.12 2000 in Chernivtsi region (Nova Ushytsia, 155 h). 
The highest recurrence (82%) is characteristic for the events continued less than 3 days, 56%—
less than 24 h. The phenomena continued more than a week are very rare.

The highest amount of the events in one observation point is in the Transcarpathian, Donets’k, 
and Luhans’k regions—– 4–5 per 10 years (maximum on the south-west slopes of the Carpathians 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian −0.067 0.067 −0.365 0.056 −0.355 0.085

Transcarpathian −0.037 0.016 −0.290 0.119 −0.315 0.107

Ivano-Frankivs’k −0.196 0.00002 −0.169 0.202 −0.333 0.026

Lviv −0.423 0.0006 −0.227 0.103 −0.393 0.023

Rivne −0.027 0.136 −0.235 0.186 −0.277 0.145

Ternopil −0.051 0.089 −0.142 0.452 −0.171 0.394

Khmelnyts’kyi −0.095 0.025 −0.526 0.002 −0.625 0.001

Chernivtsi −0.009 0.539 −0.300 0.108 −0.309 0.104

South Zaporizhzhia −0.124 0.004 −0.448 0.004 −0.494 0.004

Crimea −0.265 0.069 −0.034 0.066 −0.111 0.01

Mykolaiv −0.004 0.834 −0.048 0.792 −0.062 0.740

Odesa −0.014 0.726 0.019 0.922 0.019 0.923

Kherson 0.237 0.002 0.259 0.010 0.399 0.002

North Zhytomyr −0.062 0.047 −0.497 0.006 −0.541 0.006

Kyiv −0.063 0.028 −0.217 0.253 −0.253 0.207

Sumy −0.026 0.024 −0.186 0.261 −0.200 0.237

Chernihiv −0.061 0.001 −0.639 0.0004 −0.684 0.0003

East Donets’k −0.093 0.054 −0.157 0.363 −0.217 0.269

Luhans’k −0.279 0.0002 −0.238 0.136 −0.359 0.043

Kharkiv −0.090 0.025 −0.271 0.127 −0.319 0.086

Centre Vinnytsia −0.094 0.042 −0.283 0.137 −0.344 0.089

Dnipro −0.080 0.032 −0.565 0.0003 −0.620 0.0004

Kropyvnyts’kyi −0.057 0.100 −0.223 0.238 −0.251 0.197

Poltava −0.043 0.008 −0.332 0.065 −0.355 0.054

Cherkasy −0.080 0.025 −0.569 0.002 −0.593 0.002

Ukraine −2.082 0.001 −0.013 0.231 −0.106 0.028

Table 6. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events) and the diameter (average 
and maximal) of the extreme compound ice deposits in observation point in Ukraine and its regions in 1971–2010.
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and Donets’k Range). Significant recurrence (1–2 per 10 years) is observed in the Crimean 
Mountains, Ivano-Frankivs’k, Ternopil, and Kropyvnyts’kyi regions. In the northern regions, the 
compound ice deposits have not been observed in the analyzed period.

Compound ice deposits of the distress diameter are observed almost every year in the Crimea 
(Karabi-Yayla) and the Carpathians (Play) and occupy usually (99%) one district. There, the 
events are characterized by maximal diameter and duration. The maximal amount of days 
with the event (17) has been observed in 1970 in the South of Ukraine.

Because of low recurrence, the compound ice deposits of >11 mm were analyzed to assess 
their changes. The recurrence and diameter of compound ice deposits of distress diameter 
has been noticeably decreased with 99% probability (Table 6 and Figure 6). Such trends are 
observed almost everywhere in Ukraine except the Kherson region. The most significant 
changes are observed in the northern and central regions, especially in the Chernihiv and 
Dnipro regions (Table 6 and Figure 6).

2.6. Hail

In Ukraine, the hail belongs to a dangerous weather event, when its diameter is 6–20 mm and 
distress event, when its diameter exceeds 20 mm [8]. Most often (90%), the hail has a diameter of 
20–50 mm. The hail of >50 mm diameter is observed very rare (6%) and in the southern regions 
usually. About 50% of events have a duration of 6–20 min. Hail continued more than an hour 
is observed very rarely. For example, on 22 July, 1987, in Sarat district of Odesa region, the hail 
has continued for 2 h 40 min and was a walnut size. Long-continued hail is observed in summer 
period usually and its duration in the mountain regions is higher than on the plains. The hail has 
a good marked daily variation with the maximum at 15–18 o’clock. In Ukraine, the extreme hail 
is observed in warm period usually. The recurrence of the extreme hail has also a good marked 
seasonal regime: maximum (70% occurrence) is observed in June and July. In spring and autumn, 
the extreme hail is rare. Mountain areas are characterized by a higher recurrence than plain.

From two to four events of distress, hail can be observed on 100 km2 area for a 40-year 
period in Ukraine. Such hail can damage about 1–2% of agricultural areas. Within the whole 

Figure 6. Changes of recurrence and the deposits (diameter) of the extreme compound ice deposits in Ukraine. Blue 
columns—amount of events. Red line—average diameter, mm. Green line—maximal diameter, mm.
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territory of Ukraine, these processes occur every year. The highest recurrence of distress hail 
is observed in the western regions (Transcarpathian, Ivano-Frankivs’k, and Ternopil) and the 
Crimea, where 6–7 distress hail events are observed on the 100 km2 area for 40 years. The 
average diameter of the distress hail here varies from 23 to 29 mm, the maximum reaches 
400 mm. Such hail can damage up to 20% of agricultural areas [11]. Southern slopes of the 
Volynian-Podolian, Dnipro, and Donets’k Highlands, which are opened for southern and 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian 0.000 0.894 −0.054 0.750 −0.054 0.750

Transcarpathian −0.006 0.148 −0.207 0.124 −0.207 0.124

Ivano-Frankivs’k −0.010 0.060 −0.240 0.103 −0.265 0.085

Lviv −0.002 0.617 −0.022 0.878 −0.114 0.534

Rivne −0.001 0.285 −0.106 0.285 −0.106 0.285

Ternopil 0.000 0.967 −0.020 0.907 −0.020 0.907

Khmelnyts’kyi −0.002 0.481 −0.083 0.463 −0.083 0.463

Chernivtsi −0.004 0.183 −0.058 0.183 −0.058 0.183

South Zaporizhzhia −0.002 0.510 0.052 0.764 0.036 0.836

Crimea −0.001 0.904 0.301 0.132 0.268 0.224

Mykolaiv 0.007 0.020 0.296 0.056 0.329 0.044

Odesa −0.002 0.340 −0.430 0.090 −0.430 0.090

Kherson 0.002 0.261 0.158 0.518 0.158 0.518

North Zhytomyr 0.001 0.560 0.047 0.680 0.055 0.657

Kyiv 0.002 0.464 0.221 0.341 0.222 0.341

Sumy 0.003 0.161 0.206 0.092 0.206 0.092

Chernihiv −0.001 0.606 −0.054 0.617 −0.057 0.607

East Donets’k −0.002 0.132 −0.169 0.084 −0.169 0.084

Luhans’k 0.001 0.451 0.107 0.388 0.107 0.388

Kharkiv 0.001 0.662 −0.088 0.551 −0.072 0.639

Centre Vinnytsia −0.003 0.219 −0.144 0.279 −0.147 0.273

Dnipro 0.001 0.764 0.042 0.812 0.051 0.779

Kropyvnyts’kyi 0.003 0.402 0.101 0.385 0.135 0.363

Poltava −0.004 0.107 −0.207 0.126 −0.246 0.174

Cherkasy −0.002 0.568 0.011 0.940 0.011 0.940

Ukraine 0.000 0.545 0.092 0.445 0.065 0.830

Table 7. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events per 100 km2 per year) and the 
diameter (average and maximal) of the dangerous and distress hail in Ukraine and its regions in 1971–2010.
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south-western wet air masses, also are characterized by a significant distress hail recurrence 
(3–4 events per 100 km2 per 40 years). But the hail intensity there is highest than in the West: 
the average diameter is 29–39 mm, and the maximum reaches 97 mm. The most dangerous in 
this aspect is the Bashtan district of Mykolaiv region, where not only the hail is very intensive 
but also other convective phenomena: squalls, storms, and spouts.

During the last decades, the tendency of the extreme hail recurrence increasing is observed 
in Ukraine. At that, the amount of hail with >6 mm diameter increases significantly, but with 
>20 mm it is not changed (Table 7, Figure 7). These changes were noticeably intensified since 
the end of the twentieth century because of convection processes intensity increase [11].

Some intensifying of the hail processes is observed in the Kropyvnyts’kyi, Dnipro, Kherson, 
and Mykolaiv regions where both recurrence and diameters of the hail have been increased. 
The average and maximal diameter has been increased also in the Crimea and Zaporizhzhia 
and Sumy region (Table 7).

2.7. Squalls

Among the dangerous weather phenomena of warm period, the share of squalls is not sig-
nificant but the largest damages are caused by extreme squalls. In Ukraine, the squall with a 
wind velocity of 15–25 m/s is dangerous, with >25 m/s is distress. The average wind velocity 
of the extreme squalls changes from 18 to 22 m/s. Distress squalls have a wind velocity of 
25–30 in 82.8% of events. A wind velocity of >40 m/s is very rare (1%). The most intensive 
squalls are observed in the south-western regions, where the average wind velocity amounts 
to 20–22 m/s, maximal—32–40 m/s. The share of squalls with 35 m/s velocity in these regions 
amounts to 20%, in the northern and southern regions—about 7%, in the central—4%.

The extreme squalls in Ukraine have a good marked seasonal recurrence. Most often (60%), 
they rise in June and July, 14% of events are observed in spring, about 7% in autumn, and 
about 3% in winter. Squalls have beaded daily variation with the maximum in the afternoon 
and evening hours (60% of events).

Figure 7. Changes of recurrence (event amount per 100 km2 per year) of the dangerous and distress hail in Ukraine. Blue 
line—dangerous hail events. Red line—distress hail event.
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territory of Ukraine, these processes occur every year. The highest recurrence of distress hail 
is observed in the western regions (Transcarpathian, Ivano-Frankivs’k, and Ternopil) and the 
Crimea, where 6–7 distress hail events are observed on the 100 km2 area for 40 years. The 
average diameter of the distress hail here varies from 23 to 29 mm, the maximum reaches 
400 mm. Such hail can damage up to 20% of agricultural areas [11]. Southern slopes of the 
Volynian-Podolian, Dnipro, and Donets’k Highlands, which are opened for southern and 

Administrative region Recurrence Average diameter Maximal diameter

α p α p α p

West Volynian 0.000 0.894 −0.054 0.750 −0.054 0.750

Transcarpathian −0.006 0.148 −0.207 0.124 −0.207 0.124

Ivano-Frankivs’k −0.010 0.060 −0.240 0.103 −0.265 0.085

Lviv −0.002 0.617 −0.022 0.878 −0.114 0.534

Rivne −0.001 0.285 −0.106 0.285 −0.106 0.285

Ternopil 0.000 0.967 −0.020 0.907 −0.020 0.907

Khmelnyts’kyi −0.002 0.481 −0.083 0.463 −0.083 0.463

Chernivtsi −0.004 0.183 −0.058 0.183 −0.058 0.183

South Zaporizhzhia −0.002 0.510 0.052 0.764 0.036 0.836

Crimea −0.001 0.904 0.301 0.132 0.268 0.224

Mykolaiv 0.007 0.020 0.296 0.056 0.329 0.044

Odesa −0.002 0.340 −0.430 0.090 −0.430 0.090

Kherson 0.002 0.261 0.158 0.518 0.158 0.518

North Zhytomyr 0.001 0.560 0.047 0.680 0.055 0.657

Kyiv 0.002 0.464 0.221 0.341 0.222 0.341

Sumy 0.003 0.161 0.206 0.092 0.206 0.092

Chernihiv −0.001 0.606 −0.054 0.617 −0.057 0.607

East Donets’k −0.002 0.132 −0.169 0.084 −0.169 0.084

Luhans’k 0.001 0.451 0.107 0.388 0.107 0.388

Kharkiv 0.001 0.662 −0.088 0.551 −0.072 0.639

Centre Vinnytsia −0.003 0.219 −0.144 0.279 −0.147 0.273

Dnipro 0.001 0.764 0.042 0.812 0.051 0.779

Kropyvnyts’kyi 0.003 0.402 0.101 0.385 0.135 0.363

Poltava −0.004 0.107 −0.207 0.126 −0.246 0.174

Cherkasy −0.002 0.568 0.011 0.940 0.011 0.940

Ukraine 0.000 0.545 0.092 0.445 0.065 0.830

Table 7. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events per 100 km2 per year) and the 
diameter (average and maximal) of the dangerous and distress hail in Ukraine and its regions in 1971–2010.
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south-western wet air masses, also are characterized by a significant distress hail recurrence 
(3–4 events per 100 km2 per 40 years). But the hail intensity there is highest than in the West: 
the average diameter is 29–39 mm, and the maximum reaches 97 mm. The most dangerous in 
this aspect is the Bashtan district of Mykolaiv region, where not only the hail is very intensive 
but also other convective phenomena: squalls, storms, and spouts.

During the last decades, the tendency of the extreme hail recurrence increasing is observed 
in Ukraine. At that, the amount of hail with >6 mm diameter increases significantly, but with 
>20 mm it is not changed (Table 7, Figure 7). These changes were noticeably intensified since 
the end of the twentieth century because of convection processes intensity increase [11].

Some intensifying of the hail processes is observed in the Kropyvnyts’kyi, Dnipro, Kherson, 
and Mykolaiv regions where both recurrence and diameters of the hail have been increased. 
The average and maximal diameter has been increased also in the Crimea and Zaporizhzhia 
and Sumy region (Table 7).

2.7. Squalls

Among the dangerous weather phenomena of warm period, the share of squalls is not sig-
nificant but the largest damages are caused by extreme squalls. In Ukraine, the squall with a 
wind velocity of 15–25 m/s is dangerous, with >25 m/s is distress. The average wind velocity 
of the extreme squalls changes from 18 to 22 m/s. Distress squalls have a wind velocity of 
25–30 in 82.8% of events. A wind velocity of >40 m/s is very rare (1%). The most intensive 
squalls are observed in the south-western regions, where the average wind velocity amounts 
to 20–22 m/s, maximal—32–40 m/s. The share of squalls with 35 m/s velocity in these regions 
amounts to 20%, in the northern and southern regions—about 7%, in the central—4%.

The extreme squalls in Ukraine have a good marked seasonal recurrence. Most often (60%), 
they rise in June and July, 14% of events are observed in spring, about 7% in autumn, and 
about 3% in winter. Squalls have beaded daily variation with the maximum in the afternoon 
and evening hours (60% of events).

Figure 7. Changes of recurrence (event amount per 100 km2 per year) of the dangerous and distress hail in Ukraine. Blue 
line—dangerous hail events. Red line—distress hail event.
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Most of squalls (75% of events) continue less than 20 min, about 90% of them continue <30 min. 
Rarely, there are squalls of a 1-h duration. In the Odesa region 22.07.1987, the squall has con-
tinued more than 2 h with the wind velocity of 25 m/s and was accompanied by the hail of a 
walnut size. The largest amount of dangerous and distress squalls on the area of 100 km2 per 
40 years (1971–2010) has been observed in West and South, especially Lviv, Volynian, Odesa, 

Administrative region Recurrence Average velocity Maximal velocity

α p α p α p

West Volynian 0.016 0.354 0.039 0.737 0.090 0.483

Transcarpathian 0.032 0.002 0.286 0.013 0.317 0.011

Ivano-Frankivs’k 0.006 0.462 0.143 0.297 0.153 0.291

Lviv 0.061 0.003 −0.103 0.065 −0.079 0.386

Rivne 0.021 0.017 0.157 0.224 0.194 0.149

Ternopil 0.024 0.049 0.137 0.333 0.155 0.305

Khmelnyts’kyi 0.057 0.009 0.221 0.093 0.284 0.050

Chernivtsi 0.016 0.008 0.224 0.043 0.224 0.043

South Zaporizhzhia 0.019 0.109 0.042 0.691 0.093 0.440

Crimea 0.112 0.000 0.063 0.446 0.231 0.025

Mykolaiv 0.030 0.003 0.301 0.012 0.375 0.005

Odesa 0.046 0.013 −0.098 0.275 0.005 0.966

Kherson 0.002 0.842 0.112 0.213 0.161 0.155

North Zhytomyr 0.061 0.000 0.232 0.024 0.360 0.004

Kyiv 0.058 0.000 0.219 0.029 0.336 0.009

Sumy 0.047 0.000 0.316 0.014 0.370 0.009

Chernihiv 0.005 0.560 −0.141 0.224 −0.213 0.117

East Donets’k 0.010 0.201 0.083 0.492 0.121 0.380

Luhans’k 0.053 0.000 0.352 0.003 0.438 0.001

Kharkiv 0.058 0.000 0.233 0.039 0.383 0.003

Centre Vinnytsia −0.003 0.287 −0.152 0.293 −0.160 0.297

Dnipro 0.039 0.000 0.276 0.045 0.414 0.008

Kropyvnyts’kyi 0.014 0.120 −0.065 0.594 −0.065 0.634

Poltava −0.004 0.239 −0.178 0.172 −0.189 0.169

Cherkasy 0.057 0.004 0.163 0.151 0.213 0.111

Ukraine 0.035 0.000 −0.041 0.005 0.032 0.563

Table 8. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events per 100 km2 per year) and 
the wind velocity (average and maximal) of the dangerous and distress squalls in Ukraine and its regions in 1971–2010.
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Kherson, and Cherkasy regions (21–32 events) with an average wind velocity of 19–20 m/s, 
maximal—40 m/s. Significant recurrence and intensity are representative for the Polissia 
Lowland (except Rivne region), Khmelnyts’kyi, Zaporizhzhia, and Crimea (14–16 events). 
Extreme squalls are very rare in the eastern regions, where recurrence amounts to 3–7, an 
average wind velocity is 16–18 m/s, maximal—26–34 m/s.

The amount of the extreme squalls in Ukraine during the last decades has been increased. 
In the western and eastern regions, an increasing recurrence is accompanied by a significant 
increase in the squall intensity (average and maximal wind velocity). The same tendencies 
are representative for the Transcarpathian, Chernivtsi, Khmelnyts’kyi, Dnipro, Mykolaiv, and 
Crimea regions (Table 8, Figure 8).

2.8. Snowstorms

The snowstorms with a wind velocity of >15 m/s and a duration of >12 h are classified as 
distress in Ukraine [8]. For struggle with snow drifting on the roads, every year, millions of 
EURO are spent in Ukraine. Most of the snowstorms (70%) have a wind velocity of 15–30 m/s. 
This intensity events most often (95%) in the northern and central regions are observed. The 
more intensive snowstorms are representative in the western and southern regions, where the 
average velocity fluctuates from 25 to 29 m/s, the maximal one can reach 40 m/s and more. For 
instance, in the Ivano-Frankivs’k region, the share of snowstorms of 40 m/s amounts almost 
25%. The least intensity snowstorms are representative for the North and North-East, where 
the average velocity is 17–21 m/s, maximal—24 m/s. Most of events (about 95%) last up to 
2 days. The average duration is 15–30 h. The highest duration is observed in the Carpathian 
and Crimean Mountains, Donets’k Range. A maximal duration can reach 100 h. The absolute 
maximum has been fixed 10–20.02 1969 in the Luhans’k region (Daryivka)—242 h.

Snowstorm recurrence has a good marked yearly variation. The most intensive and long-
continued snow-storms are observed from October to April with a maximum in February 

Figure 8. Changes of recurrence (event amount per 100 km2 per year) and intensity of the dangerous and distress squalls 
in Ukraine. Blue columns—amount of events. Red line—average wind velocity, m/s.
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Most of squalls (75% of events) continue less than 20 min, about 90% of them continue <30 min. 
Rarely, there are squalls of a 1-h duration. In the Odesa region 22.07.1987, the squall has con-
tinued more than 2 h with the wind velocity of 25 m/s and was accompanied by the hail of a 
walnut size. The largest amount of dangerous and distress squalls on the area of 100 km2 per 
40 years (1971–2010) has been observed in West and South, especially Lviv, Volynian, Odesa, 

Administrative region Recurrence Average velocity Maximal velocity

α p α p α p

West Volynian 0.016 0.354 0.039 0.737 0.090 0.483

Transcarpathian 0.032 0.002 0.286 0.013 0.317 0.011

Ivano-Frankivs’k 0.006 0.462 0.143 0.297 0.153 0.291

Lviv 0.061 0.003 −0.103 0.065 −0.079 0.386

Rivne 0.021 0.017 0.157 0.224 0.194 0.149

Ternopil 0.024 0.049 0.137 0.333 0.155 0.305

Khmelnyts’kyi 0.057 0.009 0.221 0.093 0.284 0.050

Chernivtsi 0.016 0.008 0.224 0.043 0.224 0.043

South Zaporizhzhia 0.019 0.109 0.042 0.691 0.093 0.440

Crimea 0.112 0.000 0.063 0.446 0.231 0.025

Mykolaiv 0.030 0.003 0.301 0.012 0.375 0.005

Odesa 0.046 0.013 −0.098 0.275 0.005 0.966

Kherson 0.002 0.842 0.112 0.213 0.161 0.155

North Zhytomyr 0.061 0.000 0.232 0.024 0.360 0.004

Kyiv 0.058 0.000 0.219 0.029 0.336 0.009

Sumy 0.047 0.000 0.316 0.014 0.370 0.009

Chernihiv 0.005 0.560 −0.141 0.224 −0.213 0.117

East Donets’k 0.010 0.201 0.083 0.492 0.121 0.380

Luhans’k 0.053 0.000 0.352 0.003 0.438 0.001

Kharkiv 0.058 0.000 0.233 0.039 0.383 0.003

Centre Vinnytsia −0.003 0.287 −0.152 0.293 −0.160 0.297

Dnipro 0.039 0.000 0.276 0.045 0.414 0.008

Kropyvnyts’kyi 0.014 0.120 −0.065 0.594 −0.065 0.634

Poltava −0.004 0.239 −0.178 0.172 −0.189 0.169

Cherkasy 0.057 0.004 0.163 0.151 0.213 0.111

Ukraine 0.035 0.000 −0.041 0.005 0.032 0.563

Table 8. Linear trend coefficient (α) and its significance (p) of recurrence (amount of events per 100 km2 per year) and 
the wind velocity (average and maximal) of the dangerous and distress squalls in Ukraine and its regions in 1971–2010.
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Kherson, and Cherkasy regions (21–32 events) with an average wind velocity of 19–20 m/s, 
maximal—40 m/s. Significant recurrence and intensity are representative for the Polissia 
Lowland (except Rivne region), Khmelnyts’kyi, Zaporizhzhia, and Crimea (14–16 events). 
Extreme squalls are very rare in the eastern regions, where recurrence amounts to 3–7, an 
average wind velocity is 16–18 m/s, maximal—26–34 m/s.

The amount of the extreme squalls in Ukraine during the last decades has been increased. 
In the western and eastern regions, an increasing recurrence is accompanied by a significant 
increase in the squall intensity (average and maximal wind velocity). The same tendencies 
are representative for the Transcarpathian, Chernivtsi, Khmelnyts’kyi, Dnipro, Mykolaiv, and 
Crimea regions (Table 8, Figure 8).

2.8. Snowstorms

The snowstorms with a wind velocity of >15 m/s and a duration of >12 h are classified as 
distress in Ukraine [8]. For struggle with snow drifting on the roads, every year, millions of 
EURO are spent in Ukraine. Most of the snowstorms (70%) have a wind velocity of 15–30 m/s. 
This intensity events most often (95%) in the northern and central regions are observed. The 
more intensive snowstorms are representative in the western and southern regions, where the 
average velocity fluctuates from 25 to 29 m/s, the maximal one can reach 40 m/s and more. For 
instance, in the Ivano-Frankivs’k region, the share of snowstorms of 40 m/s amounts almost 
25%. The least intensity snowstorms are representative for the North and North-East, where 
the average velocity is 17–21 m/s, maximal—24 m/s. Most of events (about 95%) last up to 
2 days. The average duration is 15–30 h. The highest duration is observed in the Carpathian 
and Crimean Mountains, Donets’k Range. A maximal duration can reach 100 h. The absolute 
maximum has been fixed 10–20.02 1969 in the Luhans’k region (Daryivka)—242 h.

Snowstorm recurrence has a good marked yearly variation. The most intensive and long-
continued snow-storms are observed from October to April with a maximum in February 

Figure 8. Changes of recurrence (event amount per 100 km2 per year) and intensity of the dangerous and distress squalls 
in Ukraine. Blue columns—amount of events. Red line—average wind velocity, m/s.
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(40.4%) and January (26.7%). About 12% of the events are observed in spring and 6% in 
autumn. Strong snowstorms can be observed any time of a day. Usually, they occupy a few 
administrative districts, but sometimes, they can occupy the area of a few regions. The snow-
storms in Ukraine are observed almost every year. The highest recurrence is representative 
in the West, especially in the Ivano-Frankivs’k and Transcarpathian regions (2–9 events per 
10 years), where the snowstorms have the highest wind velocity and duration. A significant 
recurrence is observed also in the southern and south-eastern regions. In the northern and 
central regions, the recurrence amounts 1–3 events per 10 years.

The snowstorm recurrence intensity decreases in Ukraine. The most significant changes are 
observed in the southern and northern regions, where recurrence and wind velocity have been 
decreased with 95% probability. At the same time, in the Ivano-Frankivs’k and Transcarpathian 
regions, especially in the mountains, the recurrence and wind velocity noticeably increase.

3. Conclusions

During 1971–2010, in Ukraine, the significant changes of the extreme weather phenomena 
recurrence and intensity have been observed which are caused by the meteorological precon-
ditions of their forming, atmosphere circulation, and thermal regime changes.

In many regions of Ukraine, there is a trend of the rains and soggy snow recurrence increasing 
which has caused an increase of extreme soggy snow-adhering events amount. At the same time, 
the recurrence of the dangerous and distress glazed frost and compound ice deposits decreased. 
But since the start of the twenty-first century, an increase of these phenomena is observed.

During the last 40 years, also recurrence and intensity of the heavy snowfalls has been sig-
nificantly increased. Also, the spatial occurrence of this phenomenon changed. In 1971–1990, 
the heaviest snowfalls occurred in the western and north-western regions, but during the last 
decades, the recurrence and intensity in these regions has decreased, simultaneously in the 
southern and south-eastern regions, they have been noticeably increased.

The air temperature, especially the maximal one in the warm period and air humidity increase, 
has caused convection intensification in Ukraine and unstability of the atmosphere. Due to 
such changes, the amount and intensity of the dangerous and distress rains, squalls and hail 
have increased.

Changes of macro- and mesoscale circulation in the second half of the twentieth century in 
the northern hemisphere have caused a decrease in strong baric gradient events which condi-
tioned strong and long-continued winds. As a result, the recurrence of not only strong winds 
but also strong snowstorms and sand storms has been decreased.

The ascertained tendencies have regional specialties caused by the changes of their forming 
preconditions in these regions.

The next research consists in the assessment of the possible regional changes of extreme 
weather events for different scenario of the climate change, society development, and green 
gas emissions as well as social-ecological and socioeconomical effects of these changes.
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According to Hoeppe [2], the number of events that caused human or material losses tripli-
cated from 300 in 1980 to 900 in 2014. In fact, in the 2018 Global Risks Report of the World 
Economic Forum, the risk of extreme weather events shows the most unfavorable combina-
tion of impact and probability of occurrence, which poses the greatest global risk to humanity 
nowadays [3].

Heat wave events have become a major concern, mainly due to their effects on human health. 
According to the World Meteorological Organization (WMO), the number of casualties due 
to extreme temperature grew 2300% between 1991 and 2000 and 2001–2010 [4] being, by 
far, the greatest growing rate among climate-related disasters. This pervasive trend of heat 
wave events keeps going. For instance, the Centre for Research on Epidemiology of Disasters 
(CRED) have reported that 4 of the 10 deadliest disasters in 2015 were heat wave events [5] in 
agreement with one of the key findings of the Intergovernmental Panel for Climate Change 
(IPCC) Fifth Assessment Report saying that “changes in many extreme weather and climate 
events have been observed since about 1950. Some of these changes have been linked to 
human influences, including a decrease in cold temperature extremes, an increase in warm 
temperature extremes …” [6].

In the last few decades, records of particularly dangerous heat wave events causing several 
deaths, even in developed countries with good public health services, have been reported. 
For example, the heat wave at Chicago in July, 1995 causing 514 heat-related deaths [7], the 
extreme heat of 2003 in Europe, affecting mainly France, with almost 15,000 deaths [8] and the 
one at the Russian Federation in 2010, which caused 55,736 deaths [9].

Climate change is expected to increase the average temperature as well as the probability of 
extreme climate, including heat wave events [10–12]. Moreover, the best climate data esti-
mates coming from the general circulation models are for average temperatures, making 
uncertainty in extreme temperatures and heat wave events much greater [13]. Predictions of 
temperature increases are based on results from the general circulation models. In this sense, 
the IPCC has estimated the performance of these models by comparing their results with 
 climate parameters observed during 1980–1999. For temperature, once the multimodel results 
(the average of 23 general circulation models) have been analyzed, the estimated error (the 
difference between observed and modeled data) is rarely higher than 2°C, even though the 
individual models may show errors of up to 3°C [14]. Nevertheless, the IPCC has pointed out 
that large-scale trends are simulated with higher accuracy than regional ones. Therefore, the 
analysis of the vulnerability to and effects of climate change, at local or regional levels, must 
be based on observed evidence. Hence, local trend analysis is crucial for the analysis of heat 
wave events. Another reason, probably more important, for local analysis of heat wave events 
and extreme temperatures is that its effects on human health depend to a large extent on the 
level of acclimatization of the local population, which includes not only physiological aspects, 
but others like practices of prevention, transportation patterns, age and/or type of constructed 
environment (i.e. [8, 15]).

Heat wave events have not been sufficiently considered by most governments, while more 
attention and resources paid to other phenomena with greater public visibility, such as floods 
or severe storms, for example. Usually, the population is also not fully aware of the risk posed 
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by extreme heat events. Therefore, any effort that spread heat wave events relevance, helps to 
mobilize governments, social organizations and individuals towards better prevention and a 
greater aware is of great importance; before, during and after a heat wave event.

2. Heat wave events: definition and thresholds

A heat wave is a period, usually lasting several days, with temperatures significantly higher 
than average or maximum values observed in the past during the same dates. The importance 
of extreme temperatures, and hence of heat wave events, becomes more significant when 
it affects human health. However, because the health-related effects of temperature depend 
on local factors—such as population acclimatization, age or health precondition—and other 
meteorological variables—such as humidity and wind speed—dozens of indices to determine 
the risk threshold of a heat wave have been reported. For instance, Smith et al. [16] listed 16 
indices used in the United States.

A group of indices suggests the use of apparent temperature, which is calculated as a function 
of the observed temperature and relative humidity. The best known of them has been rec-
ommended by the US National Oceanographic Administration (NOAA), where the apparent 
heat index is calculated with the following equation:

   
 H  i   = − 42.379 + 2.049T + 10.14R − 0.224TR − 6.83 ×

       10   −3   T   2  − 5.48 ×  10   −2   R   2  + 1.22 ×  10   −3   T   2  R + 8.52 ×     
 10   −4  T  R   2  − 1.99 ×  10   −6   T   2   R   2 

    (1)

where Hi is the apparent temperature, R is the relative humidity and T is the ambient tem-
perature (°F). A Hi of 124°F or higher is considered very dangerous.

The main drawback of the heat index is related with the lack of access to relative humid-
ity information. Recently, an extensive analysis to compare different heat indices with the 
registered health effects was carried out [17]. These authors found that simple indices based 
solely on temperature may be the most applicable for use in alert systems, but that all the 
corresponding temperature thresholds should be considered for regional analysis. Another 
group of threshold criteria establishes an absolute boundary to declare a heat wave, which is a 
specific value of the maximum temperature. So, for example, in the United Kingdom, the Met 
Office National Severe Weather Service (NSWSS) establishes a regional system with a thresh-
old of maximum day and night temperatures, as shown in Table 1. In Mexico, a threshold for 
heat wave events in Mexico City has been proposed [18] as a maximum observed temperature 
greater than or equal to 30°C for three or more consecutive days, with an observed average 
temperature of 24°C. These authors suggested that, to determine the absolute temperature 
limits used in these criteria, it is necessary to identify the temperature where the mortality 
increases over average values and can be attributed to heat waves.

A second group of thresholds is defined by statistical analysis, usually selecting some 
temperature value percentile as the upper boundary. Some indices use the average daily 
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temperature as reference temperature, while others—most of them—use maximum tem-
perature values. As for extreme temperature events duration, some indices consider a heat 
wave when temperature exceeds the threshold limit during two or more days, while others 
estimate a heat wave occurs when the limit is exceeded in a single day.

The WMO Task Team on Definition of Extreme Weather and Climate Events encourages the 
report of the number of days in a month above percentile 90th [20]. In France, after the heat 
wave in 2003, a warning system was defined with an index based on the maximum and mini-
mum temperatures, on average of 3 days, applicable to 96 cities of that country, based on 
studies in 14 pilot cities. Limits were determined by studying excess mortality caused by 
extreme heat, and the 98th percentile temperature value was used in the 2004 warning sys-
tem. Subsequently, in 2005, the limits were updated for some cities, based on a more detailed 
analysis, and adopting the 99.5th temperature value percentile as the threshold. The resulting 
limits rank from 18 to 36°C for Lille to 21 to 36°C for Toulouse [21–23].

The methodology used in the warning systems of the United Kingdom and France, based 
on local studies—by city or region—for the relationship between temperature and excess 
mortality is interesting. Nevertheless, mortality information may not be available or the 
costs of these studies may not be suitable to many communities, and protecting the popu-
lation through warning systems remains necessary. In these cases, it is advisable to use a 
boundary based only on maximum temperatures, with a conservative threshold used in 
national or international experience, for example, the 90th percentile, while the detailed 
studies are conducted.

It is worth to note that differences between definitions of heat wave events used in differ-
ent countries represent a limitation to elaborate comparative analysis on the phenomenon 
between different regions of the planet.

NSWWS Region Temperature, °C

Day Night

London 32 18

South East 31 16

South West 30 15

Eastern 30 15

West Midlands 30 15

East Midlands 30 15

North West 30 15

Yorkshire and Humber 29 15

North East 28 15

Table 1. Threshold maximum day and night temperatures defined by NSWSS [19].
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3. Heat waves, morbidity and mortality

Extreme heat and effects on the population’s health (higher morbidity and mortality) have 
been consistently reported in the last few decades [24–26]. As climate change effects become 
more significant, understanding and taking actions that may help to prevent heat-related 
health effects in the exposed population is an imperative topic that worth effort [27] in order 
to identify major trends, and vulnerable subpopulations since the frequency of these type of 
events is expected to increase in the near future [28, 29]. Some regions are expected to experi-
ence more intense, frequent and long-lasting extreme heat events by the second half of the 
twenty-first century with the corresponding health consequences.

While the scientific community remains discussing the best definition of a heat wave, such 
extreme weather-related events have continuously produced notable impact on human mor-
tality, regional economies and ecosystems [29]. When the consequences of climate change are 
considered, warmer climate is expected to generate more intense, longer lasting and frequent 
heat waves contributing not only to human mortality but causing economic impacts, inconve-
nience and discomfort. The threat posed by extreme heat in a society not properly prepared 
to respond to weather-related events is significant considering that heat waves are 3 of the 10 
worst natural disaster-related to the number of deaths recorded in 2013 [30].

Climate change sensitive areas are of particular concern mainly related with the effect of heat 
wave episodes on most vulnerable population subgroups such as children, the elderly, out-
door workers or inhabitants of urban areas [31]. Extreme heat events already account for the 
highest number of annual fatalities in the United States, and the annual number of heat waves 
has been found increasing for the average US city with increased length and intensity. Just to 
mention an example, Southwestern United States is a region of particular interest because it 
is predicted with increased average temperature and probability of extreme climate events, 
particularly in the second half of this century, based on results from general circulation mod-
els [32]. Among the different consequences, effects on population resulting of exposure to 
extreme heat range from dehydration, heat exhaustion, deadly heatstroke, kidney problems, 
lethargy and death; along with other side effects such as poor work attendance and/or perfor-
mance among the exposed population.

In general, according to IPCC, regions in the middle and high latitudes will experience the high-
est temperature increases in the course of this century with a mean global temperature expected 
up to 4°C [6], based on the results of general circulation models. They have noticed, however, 
that large-scale features of climate are simulated with more accuracy that regional- and small-
scale features, identifying the need of improved models capable of considering not only that 
changes in extreme events are not evenly distributed in space but characterized by particular 
patterns related to larger scale climate changes. Several of these places are projected also hav-
ing the largest increase in population over the next decade and a significant increase in the fre-
quency, last and intensity of extreme heat events [31] putting people and businesses at risk to the 
impacts of climate-related hazards. Figure 1 shows the rising heat wave trends in the large US 
cities as an example of the overall tendency related with heat waves all around the world [32].
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As shown, intensity on heat waves trends to increase as the frequency and heat wave season 
from the 1960s to 2000s, and only a slight decrease was identified for the duration of every 
heat wave event in the same period. The authors found the magnitude of the chance of the 
first three characteristics being rising by over 5% with the frequency of the heat wave increas-
ing 20% per decade, generating undesirable effects on the population.

High body temperature is usually related with increase in heart and respiratory rate and, 
when reaching extreme values, also with brain, heart, lungs, kidney and liver damage. All 
these body responses to extreme heat can hardly be ignored, generating people to visit emer-
gency rooms at hospitals and a significant amount of deaths every year. For example, only in 
the United States, more than 7400 people died from heat-related causes during 1999–2010 and 
over 65,000 visited emergency rooms each year [33, 34].

Table 2 shows the count of heat-health events accounted in California, USA between 2000 
and 2009, including the excess hospitalization count and quantile. As shown, the count of 
excess hospitalization occurring statewide ranks as high as the frequency of heat wave event 
increases probably due to the exhaustion generated for the extreme heat events in the popula-
tion organism [28].

Nevertheless, the trend in increasing the number of people suffering of heat-related effects is 
not privative of a specific location as suggested recently in a work where the temporal variation 
in heat-mortality associations in multi-country data set was assessed [35]. These authors found 
a significant prevalence of heat-related death in the studied period for the seven countries 
included in their study as shown in Table 3. Nevertheless, they found a decrease in the heat-
related mortality risk in most of the countries analyzed and, in some cases, completely abated.

Figure 1. Decadal average trend for different heat wave characteristics across 50 US cities [32].
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Year Event span Peak date Duration, days Excess hospitalizations

2000 May 18–24 May 21 7 217

Jun 12–16 June 14 5 299

Sept 5–9 Sept 7 5 700

2001 May 2–11 May 8 10 959

May 29–Jun 1 May 31 4 460

2002 Jun 7–13 Jul 9 7 848

2003 May 19–22 May 20 4 845

May 27–29 May 28 3 454

Jun 24–30 Jun 27 7 717

Jul 8–22 Jul 14 15 1063

Sept 10–15 Sept 13 6 629

Sept 17–23 Sept 22 7 839

2004 Sept 1–17 Sept 7 17 1657

2006 Jul 7–9 Jul 8 3 367

Jul 13–26 Jul 23 14 1254

2007 May 6–9 May 7 4 327

2008 May 13–18 May 16 6 903

2009 May 15–18 May 17 4 160

Aug 7–17 Aug 10 11 228

Table 2. Heat-health events in California, US in 2000–2009 (taken from [28]).

Country Total deaths Period Summer temperature, °C

Minimum Median Maximum

Australia 361,135 1988–1998 14.5 21.6 32.2

1999–2009 14.8 22.1 32.7

Canada 679,693 1986–1998 3.9 17.4 28.0

1999–2011 4.4 17.7 28.5

Japan 8,117,084 1985–1998 14.9 24.3 31.7

199–2012 15.3 25.1 31.6

South Korea 530,618 1992–2001 14.9 23.7 31.8

2002–2010 14.5 23.6 30.5

Spain 1,050,433 1990–2000 12.4 22.2 31.1

2001–2010 13.3 22.6 31.5

Heat Waves: Health Effects, Observed Trends and Climate Change
http://dx.doi.org/10.5772/intechopen.75559

113



As shown, intensity on heat waves trends to increase as the frequency and heat wave season 
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Figure 1. Decadal average trend for different heat wave characteristics across 50 US cities [32].
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Despite the controversial results, it is clear that exposure to extreme heat poses a significant 
threat to human health, mainly when pre-existing health conditions are present. The lack of 
information on the source of the risk or the physiologic response generated by extreme heat 
in the different individuals has been identified as a major gap in knowledge that worth to 
be filled [36] as well as the considerations for the proper diagnose of the heat-related effects 
on health.

4. Observed trends and climate change

The maximum temperature has shown a growing trend in recent decades. WMO has reported 
a steady increase in the number of countries reporting new maximum temperature records. 
As shown in Figure 2, while less than 10% of the countries reported new temperature records 
in 1961–1970, 44% (56 countries) reported new maximum temperature in 2001–2010 [4].

Most climate change publications have focused on average temperature values. However, a 
slight increase in the average temperature means, in a changing climate, a greater increase in 
maximum temperature values. Moreover, it can happen that average temperature does not 
change or even decrease while the maximum temperatures increase significantly. The expla-
nation of this phenomenon is found in the possible changes in temperature distribution of 
probabilities, as indicated by the IPCC (see Figure 3). Changes in the average temperature can 

Figure 2. Absolute country records of the daily maximum temperature [4].

Country Total deaths Period Summer temperature, °C

Minimum Median Maximum

UK 2,285,519 1993–1999 8.5 15.3 24.3

2000–2006 11.1 23.6 31.8

USA 6,994,609 1985–1995 11.1 23.6 31.8

1996–2006 11.7 23.6 31.9

Table 3. Heat-related deaths in seven countries during the last two decades (taken from [35]).
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Figure 3. Effect of changes in temperature distribution extremes [37].
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Figure 4. Maximum, average and minimum temperature trends observed in Mexicali, Mexico.

be produced, with a shift in the probability distribution toward areas of higher temperature 
(Figure 3a). An increase in variability may also occur, with more extreme temperatures—
both, cold and heat (Figure 3b)—or changes in the distribution symmetry with decrease in 
average temperature and increase in temperature at both extremes (Figure 3c).

To illustrate this phenomenon, Figure 4 shows the observed variation of minimum, medium 
and maximum temperatures in Mexicali (Northwestern Mexico) where an analysis on aver-
age temperature would indicate that the climatic change direction is to decrease, although in 
fact, it warms up and is increasingly higher for both diurnal and nocturnal values. Because 
minimum temperatures increase faster than maximum temperatures, average temperature 
value seems to decrease. In this case, changes in the symmetry of distribution probabilities are 
assumed. Therefore, the study of heat wave trends should be based mainly on maximum and 
minimum temperature analysis rather than average temperature values.

The IPCC special report on the risk of extreme events clearly states that “is very likely that 
there has been an overall decrease in the number of cold days and nights, and an overall 
increase in the number of warm days and nights” [37]. On the other hand, the magnitude of 
the change in the extreme temperatures depends on the region. There is sufficient evidence 
of significant increases in maximum temperatures, day and night, in North America, Europe 
and Australia. For the rest of the regions, it is necessary to consider the lack of data and 
detailed studies before a conclusion can be stated.

In the United States, a detailed study showed that in most of the continental territory, there is 
a positive trend in temperature for 1979–2011 with a level of significance greater than 95% in 
the Mann Kendall test [16]. These authors indicate that the regions of the United Sates with 
the greatest positive tendency are found in the Southeast and the Great Plains. These results 
are complemented by a study in the Southeastern United States and Northwest Mexico—the 
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Sonoran and Mojave Desert—where a positive trend, using the Spearman’s Rho test, dur-
ing 1960–2010 in maximum temperatures of Tucson and Phoenix in the United States and 
Obregon City and Mexicali in Mexico was found [31]. As shown in Figure 5, there is a clear 
trend of increase in maximum temperatures throughout the region, clearly seen by compar-
ing against average temperature over the analyzed time interval. During 2005–2010, the maxi-
mum temperature in Ciudad Obregon was 2.96°C higher than 1961–1965, 2.76°C higher in 
Phoenix, 2.52°C higher in Tucson, 2.3°C higher in Morelos Dam, 2.06°C higher in Mexicali and 
1.34°C higher in Las Vegas. The number of days that exceeds the 90th maximum temperature 
percentile were found also growing fast, as shown in Figure 6.

Europe has been subject to exceptional heat wave events. The 2003 heat wave in Europe, 
widely documented, caused more than 33,000 deaths, and extended with record tempera-
tures in the range of 35 to >40°C, from Portugal and England to Turkey [38]. France, the most 
affected country, reported more than 14,000 deaths [8]. During the 2010 heat wave in the 
Russian Federation, which caused more than 55,000 deaths, the temperature anomaly in 
Moscow was as high of +18°C in July [39]. In the United Kingdom, a definite trend in the 
increase of moderate heat wave events, both in number and duration, while the trends for 
extreme heat wave events are still unclear [40].

Australia is one of the countries that suffers most due to heat wave events. A report from 
the Australian Climate Council has found a notable increase in the magnitude, duration and 
frequency of heat waves. It has been found, for example, that in the last 50 years, the number 

Figure 5. Maximum monthly temperatures and linear trends for the Sonoran Mojave Desert region for the month August [31].
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of hot days in Australia has doubled and that “in the last hundred years, heat waves have 
caused more deaths than any other natural risk” [41]. Trend analyzes conducted so far show 
an increase in heat wave events’ intensity, duration and frequency [42].

There are reports from many other regions of the world, which report the same growing 
trends in the number and duration of heat waves [43–45]. However, it is essential to empha-
size the remaining lack of information and analysis in large areas, for example, at Central 
America, South America and Africa.

The trends observed in extreme heat and heat wave events, unfortunately, are in the direction 
predicted by climate change scenarios. Indeed, the Fifth Report of the IPCC indicates that 
during the twenty-first century, “it is very likely that heat waves will occur more often and 
last longer” [6]. The special report on extreme events of the IPCC is even more conclusive, and 
states that “it is virtually certain that increases in the frequency and magnitude of warm daily 
temperature extremes and decreases in cold extremes will occur in the twenty-first century at 
global scale” [37]. The magnitude of these events at the regional level, however, will depend 
on local variables such as elevation, synoptic effects, the occurrence of anticyclones, and so on, 
which is why more precise modeling at smaller scales is essential as well as their calibration 
according to the changes will develop over time.

For Europe, the results of a simulation model for the twenty-first century, with a mesh resolu-
tion of 50 km were recently published [46]. The report shows a highly significant increase in 
the number of days with heat wave events per year, the maximum average temperature and 
the frequency. From the trends in their report, the number of heat wave events per year will 
increase approximately, during 2000–2100, from 1 to 2.5 in Western Russia, from 10 to 27 in 
Eastern Europe and from 1 to almost 2.5 in Western Europe. The mean maximum tempera-
ture, in the same period, will grow from 19 to >24°C in Western Russia, from 20 to almost 26°C 
in Eastern Europe and from around 18 to >24°C in Western Europe [46].

Figure 6. Number of days that exceeded the 90th percentile of average maximum temperatures in August, in the Sonoran 
Mojave Desert region [31].
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Forzieri et al. [47] analyzed the impacts on the European population due to climate change, in 
a period of 30 years. With respect to heat waves, Table 4 presents their results of the changes 
in exposed population and expected deaths during 1981–2000 and 2071–2100.

For the United States, Kunkel et al. [48] estimated, for heat wave events in summer, that the 
annual 3-day heat wave temperature increased by 3–8°C and the number of heat wave days 
from 30 to 60 days per year. The analysis for other regions and countries also coincides in 
forecasting a growth of heat waves during the twenty-first century. For example, the study 
by Meehl and Tebaldi [29] can be cited who consider North America and Europe; the report 
by Steffen et al. [41] for Australia; another by Dutta and Chrsiya [49], focused on the effects 
on health due to climate change in India; or the projections of extreme heat performed by 
Salinas-Prieto et al. [50] for Mexico, forecasting increases between 4.6 and 5.8°C in maximum 
temperatures for northern Mexico during 2075–2099, using the RCP8.5 Scenario. Even since 
there is a consensus on the increase in intensity, frequency and duration of heat wave events 
due to climate change, there is still a great uncertainty about its magnitude at regional scale, 
so the study of the observed trends should be continued, and carried out where the informa-
tion or analysis capabilities have not allowed it until now.

5. Concluding remarks

It seems evident that extreme heat, resulting from climate change, poses a significant treat 
not only for people’s health, but also in general for achieving the Millennium Sustainable 
Development Goals proposed by the UN by being within the top dangerous climate-related 
disasters with the greatest gap in knowledge.

The lack of consensus on the definition and threshold values for heat wave events among the 
scientific community is beyond the academic work as it may become a life or death issue for vul-
nerable population segments or regions. As a result, the urge for generating more reliable infor-
mation and used for decision making becomes with a higher significance as the time goes by.

The relationship among extreme heat during heat wave events and the amount of deaths or 
the increase of people visiting emergency room in hospitals is undeniable, but the scientific 
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1981–2000 2071–2100

Deaths
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0.98 27.24 4.81 177.6 61.51 2305.77 34.33 1022.67 105.77 7019.99

Exposed 
population /106 
inhabitants

9618 269,167 9989 341,025 9932 322,309 9993 298,558 9828 634,474

Table 4. Prognosis of people affected and deaths in Europe by heat waves (with data from [47]).
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work reported nowadays does not suffice to figure out what consequences may occur in other 
regions where climate variability is barely known or completely unknown. The need for more 
studies is clear, and additional resources to be invested in such sensitive knowledge areas 
seem mandatory in order to avoid potential catastrophic scenarios in the forthcoming years.
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work reported nowadays does not suffice to figure out what consequences may occur in other 
regions where climate variability is barely known or completely unknown. The need for more 
studies is clear, and additional resources to be invested in such sensitive knowledge areas 
seem mandatory in order to avoid potential catastrophic scenarios in the forthcoming years.
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Abstract

Malawi continues to face unprecedented challenges imposed by extreme weather 
events—drought in particular. Because the economy is heavily dependent on climate-
sensitive agriculture, Malawi is highly vulnerable to extreme drought events. Faced with 
a growing number of extreme drought events, the government of Malawi is determined 
to implement weather index insurance as part and parcel of its nationwide disaster risk 
mitigation strategy. This study seeks to interrogate and highlight the obstacles that have 
hampered successful implementation and development of weather index insurance in 
Malawi beyond the pilot phase. The study draws on a few examples to demonstrate other 
countries’ successful experience with weather index insurance as a drought risk mitiga-
tion tool. The study concludes by highlighting important lessons that could help the gov-
ernment of Malawi to re-think the next phase of development of weather index insurance 
program as an effective risk protection strategy against extreme drought events.

Keywords: weather index insurance, extreme drought, smallholder farmers, 
agricultural insurance, climate change, insurance literacy, disaster risk reduction

1. Background

Malawi, like many other countries in Africa, continues to face severe challenges imposed 
by extreme weather events particularly droughts. The upsurge of drought events in Malawi 
provides evidence to unprecedented challenges caused by climate change and climate vari-
ability. Because the economy is heavily dependent on climate-sensitive agriculture, Malawi’s 
economy is highly vulnerable to extreme weather events especially drought. Pauw et al. [1] 
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estimated that on average Malawi loses 1.7% of GDP (equivalent to USD 41 million) every 
year due to an extreme drought event.

In response to severe challenges imposed by drought, the government of Malawi, in partner-
ship with the World Bank and other development partners, initiated a weather index insurance 
(WII) scheme in 2005—the first of this kind in Southern Africa. The scheme was ‘celebrated’ as a 
potential breakthrough in the quest to offer sustainable market-based agricultural insurance to 
millions of smallholder farmers—a majority who practices dryland rain-fed agriculture.

Like other developing countries in African, Malawi’s interest in WII is justified on a num-
ber of factors: first, currently agricultural insurance markets are missing, fragmented or 
poorly developed. Because agriculture is the dominant source of livelihood to millions of 
smallholder farmers, WII has the potential to provide effective risk-protection mechanism 
against the often highly disruptive drought events. Second, because the economy is agro-
based, agriculture is the most feasible strategy to promote economic growth in Malawi 
with knock-on effects on food security and poverty improvement. World Bank [2] assets 
that growth in agriculture is a more effective strategy at reducing poverty compared to 

Figure 1. Rationale for uptake of WII by smallholder farmers. Source: Adapted from Cole et al. [5].
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industrial or non-agricultural sectors. Third, WII could provide realistic opportunities to 
commercialize and transform rural agriculture in ways that accelerate rural development 
in Malawi. Empirical studies suggest that WII can facilitate access to agricultural finan-
cial markets and improved farm inputs for smallholder farmers (e.g. fertilizers, high yield 
seed technologies, etc.). Often smallholder farmers fail to exploit the most profitable land 
uses and technologies due to the perceived risk and uncertainty. Farmers would rather 
prefer undertaking familiar and/or tested farm practices that guarantee low risk but yield-
ing lower return and effectively limiting their potential income [3, 4]. Figure 1 indicates the 
perceived rationale and justification for promoting uptake of WII as risk reduction strategy 
for smallholder farmers.

Figure 2. Selected districts of study visits.
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This paper is based on field visits, interviews and discussions with various stakeholders 
involved whether directly or indirectly with WII in Malawi that include government min-
istries, international development organizations, insurance companies, financial institutions, 
farmers’ organizations, farmer representatives, etc. The paper discusses Malawi’s experience 
with WII based upon on-ground observations, views and insights obtained during our interac-
tive field visits and discussions with various organizations. Three districts of Balaka, Neno and 
Mwanza were selected as the main study areas—all based in Shire River Basin as shown in the 
map below (Figure 2). Other areas of study interests were districts involved in the early imple-
mentation of WII project and these included Kasungu, Lilongwe, Mchinji and Nkhotakota.

2. Weather index insurance: A false start?

As discussed earlier, WII pilot project was initiated in Malawi in 2005 with the support of 
the World Bank and other development partners. The project kicked off on a high note with 
initial involvement of 900 small scale groundnut producers who received financial support 
from two locally based microfinance institutions - the Opportunity International Bank of 
Malawi and Malawi Rural Finance Company. Within a few years after inception, the project 
was expanded to include maize and tobacco crops. For instance, by 2008/09 about 2600 small-
holder tobacco producers were insured for a total sum of US$2.4 million, while 1700 growers 
(groundnuts and maize) were insured for a total sum insured of US$310,000 [6].

In these early stages, WII scheme raised high hopes as it showed signs of potential success - but 
only to diminish and die off a few years later. By 2014 most of the lending institutions have dis-
continued any form of direct crop insurance coverage to smallholder farmers. A question war-
ranting further interrogation is ‘what went wrong with a seemingly promising initiative that 
generated “too much hype” (borrowing Binswanger’s term, [7]) and immense interest amongst 
development organizations, policymakers, insurance practitioners, reinsurers, academics, 
development specialists, etc.?’

3. Experience with WII: interrogating the pitfalls

Malawi’s effort to offer unsubsidized market-driven agricultural insurance to multitude of 
smallholder farmers—a majority who are poor—is a laudable goal. Not only is this viewed 
as a climate change adaptation and mitigation strategy but also importantly a safety net 
against food insecurity. However Malawi has failed to implement WII beyond the pilot 
phase. Malawi’s experience with WII therefore deserves further interrogation as this is likely 
to provide important insights essential for setting future research priorities and policy dis-
course regarding index insurance. The discussion below, for exposition purposes, is divided 
into three non-mutually exclusive subcomponents that include consumer-related, institu-
tion-related and infrastructure-related hurdles [8].
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4. Consumer-related hurdles

4.1. Low demand for WII

A stand-alone farmer-driven demand for WII (at micro-level) has failed to take roots because 
of low and unsustainable demand by smallholder farmers. During the discussions with Nico 
Insurance companies, the general manager remarked, “give me the demand and will market WII 
for you”. The general observation is that unless insurance premiums are heavily subsidized 
or bundled-up with key farm inputs or loans, demand for WII is too low and unsustainable. 
Reasonable explanations have been offered in literature to explain the observed low demand 
that include: liquidity constraints, lack of trust, lack of financial and insurance literacy, high 
price elasticity, misconceptions of how insurance works [7, 9, 10].

Many studies suggest that a more feasible approach to offer WII is to bundle it with key farm 
inputs such agricultural inputs such as fertilizers, seeds, loans, etc. Key agricultural institu-
tions (e.g. agri-banks, input suppliers, farmers’ organizations, etc.) acknowledge this as an 
attractive approach for good reasons: can reduce default risk, can be designed to cover portfo-
lios, can lower transaction costs and can be a strategy to reach out more clients with potential 
to increase business volume.

This approach has not worked well in Malawi for the reason that although farmers showed 
interest participating in the WII program bundled with key inputs, their insurable interest 
remains unknown. Rather farmers maybe participating only to exploit the ‘convenience’ of 
accessing what otherwise would have been inaccessible financial credits and/or crucial farm 
inputs. Minus this incentive, it’s most likely that farmers will not voluntarily participate in 
the WII program.

The situation seem to have been worsened with the presence of a farm-input subsidy program 
(FISP). For the past decade the government of Malawi has rolled-out a country-wide farm 
input subsidy program targeting millions of smallholder farmers. The scheme is credited to 
have increased access to improved farm inputs (e.g. seed technology, fertilizers, chemicals, 
etc.) that otherwise have been too expensive and unaffordable to many smallholder farmers. 
During the focus group meetings, farmers indicated that they have been beneficiaries of this 
program since its inception.

When asked whether they would participate in WII (bundled-up with key inputs) given the 
presence of FISP, farmers were non-committal. Some were quick to criticize the FISP, voice 
strong objection in the manner in which the scheme is administered, while others professed 
ignorance about the WII including its benefits and how it operates. However, because benefi-
ciaries are receiving farm inputs at low prices (and in some cases even for free), it reasonable 
that farmers are unlikely to participate in the WII program where they are expected to meet 
premium payment for a program they hardly know and neither guaranteed of a ‘return’ on 
premium payments (see discussion below). The overall impact therefore is that FISP has nega-
tively impacted the demand for WII as a result.
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4. Consumer-related hurdles
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4.2. Basis risk has discouraged demand

The basis risk looms large as one of the factors that has discouraged the demand for WII. Basis 
risk arises due to imperfect correlation between the index and the risk being trekked [11]. This 
can arise due to differential microclimate effects, rainfall distribution asymmetries, localized 
damages, poor spatial distribution of weather stations, etc. [12, 13]. Idiosyncratic risks such 
as pests/locusts invasion, disease outbreak, fire destruction, etc. provide typical examples. 
For instance, an insured farmer or a group of farmers may lose his/their entire crop due to a 
localized risk that affects only a small part of the village or district. Because such losses are 
localized and not widespread across all the insured farmers this does not trigger the index to 
justify indemnity payments. To an insured farmer, this is possibly misconstrued as a ‘double 
loss’—the farmer has paid a premium, suffers a loss and still receives no compensation. As a 
result, WII has stirred dissatisfaction amongst farmers resulting in withdrawal of many par-
ticipants. Under circumstances of this nature, Binswanger [7] argues that the insured farmer 
is actually worse off with insurance than without.

4.3. ‘Poor return’ on investment

Many smallholder farmers in Malawi hold the mistaken view that insurance premiums is 
some form of investment for which they are entitled to a “return on investment”. Farmers do 
not view premium payments as risk mitigation tool per se but rather as some form of invest-
ment with expected future return. As farmers make successive payments without return 
(i.e. compensation/indemnity payments), insurance therefore yield a ‘negative return’—and 
clearly a poor investment instrument [14]. This contributed somehow to farmers’ disillusion-
ment and/or dissatisfaction with WII in Malawi.

Parallel financial models in the form of ‘village banks’ were demonstrated as ideal financial 
models during focus group meetings and discussions with farmers in rural communities. 
‘Village banks’ are popular informal “savings club” administered by a committee of trusted 
local members. There is no formal paperwork involved to become a member but rather all 
based on mutual trust, stature and self-standing within the community. Members are expected 
to pay monthly premiums which he/she can draw against or leave in the bank to earn ‘interest’.

In one group it was illustrated that members pay MK500 per month or MK100 per week as 
subscriptions. These payments are mandatory and failure to meet this obligation may result in 
termination of membership. These village banks are of paramount importance to local house-
holds involved in schemes as members can borrow to meet urgent financial needs such as 
payment of school fees, funeral costs, farm input purchases, supplementary food purchases, 
etc. Although formal financial institutions are available (e.g. Malawi Rural Financial Services), 
villagers prefer dealing with village banks for good reasons - no stringent requirements to 
become a member, terms are negotiable and favorable, convenient proximity, no transaction 
costs and favorable ‘interest rates’.

4.4. Premiums are too costly and unaffordable

Many smallholder farmers in Malawi are poor and cannot afford meeting premium pay-
ments. For this good reason many are not likely to purchase WII. Although subject of further 

Extreme Weather130

research, farmers seem to prefer group-based compared to individual-based premium pay-
ments. This suggests that farmers prefer to participate in WII scheme as a group as opposed 
to individual households. National Smallholder Farmer’s Association of Malawi (NASFAM), 
makes a similar observation when it noted high loan recovery rate (95–100%) payment by 
farmer groups as opposed to individual-owned.

There are advantages associated with the group-premium approach: administratively less 
cumbersome, provides peer-pressure amongst group members resulting in low default 
rates, provides lobbying and/or bargaining power, allow economies of size and scale which 
could result in cheaper interest rates or insurance premium. But the insurance contract needs 
to be transparent, easy to understand and with tangible benefits, so as to attract farmers 
participation.

Table 1 below ‘confirms’ the view expressed by most households in rural areas that they pre-
fer borrowing loans from friends and family members rather use formal financial channels. 
Many interviewed farmers were not familiar with insurance in general and how it works. 
Using examples of life and automobile insurance, a small fraction agreed they have heard 
about insurance but lacks explicit knowledge and experience. For WII to be successful there-
fore, not only must there be need for massive insurance literacy campaign but also benefits 
must tangible, attractive and comparable to village bank schemes.

4.5. Communication hardships and cultural hurdles

WII is a new concept unheard of to many farmers in Malawi. One school of thoughts that 
can be designed to help farmers understand better is to translate the WII concept into 
vernacular language. However the translation into local languages is not straightforward 
and often difficult as there may be no parallel terms. This makes it difficult to market WII 
in easy-to-understand terms particularly to a layman with little or no prior knowledge 
of insurance. Such communication hardships require extraordinary effort to market WII 
in Malawi.

For some societies in Malawi, it is just un-cultural and against norms to discuss about future 
catastrophes such as funerals, accidents, burglary and disasters [16]. Doing so may be inter-
preted as inviting bad omen unto one’s life. Breaking and demystifying such cultural beliefs 

Source of loan % of loan respondents

Friends in the village 69

Relatives and family members 56

Microfinance/banks 15

NGOs 8

Farmers’ organization & clubs 4

Source: [15].

Table 1. Proportion of respondents indicating preferred sources of loan.

Malawi’s Experience with Weather Index Insurance as Agricultural Risk Mitigation Strategy…
http://dx.doi.org/10.5772/intechopen.77106

131



4.2. Basis risk has discouraged demand

The basis risk looms large as one of the factors that has discouraged the demand for WII. Basis 
risk arises due to imperfect correlation between the index and the risk being trekked [11]. This 
can arise due to differential microclimate effects, rainfall distribution asymmetries, localized 
damages, poor spatial distribution of weather stations, etc. [12, 13]. Idiosyncratic risks such 
as pests/locusts invasion, disease outbreak, fire destruction, etc. provide typical examples. 
For instance, an insured farmer or a group of farmers may lose his/their entire crop due to a 
localized risk that affects only a small part of the village or district. Because such losses are 
localized and not widespread across all the insured farmers this does not trigger the index to 
justify indemnity payments. To an insured farmer, this is possibly misconstrued as a ‘double 
loss’—the farmer has paid a premium, suffers a loss and still receives no compensation. As a 
result, WII has stirred dissatisfaction amongst farmers resulting in withdrawal of many par-
ticipants. Under circumstances of this nature, Binswanger [7] argues that the insured farmer 
is actually worse off with insurance than without.

4.3. ‘Poor return’ on investment

Many smallholder farmers in Malawi hold the mistaken view that insurance premiums is 
some form of investment for which they are entitled to a “return on investment”. Farmers do 
not view premium payments as risk mitigation tool per se but rather as some form of invest-
ment with expected future return. As farmers make successive payments without return 
(i.e. compensation/indemnity payments), insurance therefore yield a ‘negative return’—and 
clearly a poor investment instrument [14]. This contributed somehow to farmers’ disillusion-
ment and/or dissatisfaction with WII in Malawi.

Parallel financial models in the form of ‘village banks’ were demonstrated as ideal financial 
models during focus group meetings and discussions with farmers in rural communities. 
‘Village banks’ are popular informal “savings club” administered by a committee of trusted 
local members. There is no formal paperwork involved to become a member but rather all 
based on mutual trust, stature and self-standing within the community. Members are expected 
to pay monthly premiums which he/she can draw against or leave in the bank to earn ‘interest’.

In one group it was illustrated that members pay MK500 per month or MK100 per week as 
subscriptions. These payments are mandatory and failure to meet this obligation may result in 
termination of membership. These village banks are of paramount importance to local house-
holds involved in schemes as members can borrow to meet urgent financial needs such as 
payment of school fees, funeral costs, farm input purchases, supplementary food purchases, 
etc. Although formal financial institutions are available (e.g. Malawi Rural Financial Services), 
villagers prefer dealing with village banks for good reasons - no stringent requirements to 
become a member, terms are negotiable and favorable, convenient proximity, no transaction 
costs and favorable ‘interest rates’.

4.4. Premiums are too costly and unaffordable

Many smallholder farmers in Malawi are poor and cannot afford meeting premium pay-
ments. For this good reason many are not likely to purchase WII. Although subject of further 

Extreme Weather130
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and stigmas will require massive educational campaigns to raise awareness and enlighten 
farmers on what WII is and is not about.

5. Infrastructural hurdles

5.1. Limited number of automated weather stations

Malawi has a total of 78 weather stations for which only 26 stations are automated and 36 
stations contain data spanning more than 30-year period [17]. Weather risk at a particular sta-
tion is actuarially characterized based on the weather data and variables recorded at that sta-
tion. The resultant insurance premium is purely determined based on the availability of data 
recorded at a particular station. An insured farmer faces the basis risk as measurements at 
meteorological station do not always perfectly match or correlate with events on the farmer’s 
plot. The 20 km radius has become ‘one-size-fits-all’ for WII contracts [18]. However what is 
observed in practice is that the 20 km radius criterion is not the most ideal for WII purposes. 
Osgood [17], estimated that under this criterion, 65% of the rural population falls outside the 
‘insurable radius’ in Malawi.

5.2. Weather stations ill-suited for index insurance

The Department of Meteorological Services (DMS) bemoans the lack of an expansive network 
of weather stations in Malawi especially in rural areas. The DMS indicated that currently 
there are 23 government-owned weather stations which have been upgraded and automated. 
A number of the available long-established weather stations were constructed solely for avia-
tion purposes and hence located near airport. It is therefore not surprising that these weather 
stations are far located from the remote farming communities located in rural areas.

For instance, as indicated to us during field trips, only two automated weather stations are 
found in districts of Balaka and Mwanza, while in other districts (e.g. Neno and Blantyre) 
there is not a single automated station. Such a sparse network of automated weather stations 
renders implementation of WII impossible as this not only worsens the ‘basis risk’ but also 
escalates farmers’ dissatisfaction.

Countries that have successfully implemented index insurance (e.g. Mexico and India) are 
known to have committed substantial investment upfront towards the development of mod-
ern weather station infrastructure. Hence, substantial investment in weather station infra-
structure is required upfront for WII to be scaled beyond the pilot phase in Malawi.

5.3. Short historical data

WII relies on historical and current weather data. Historical data are used as the basis for 
data analysis in product design and pricing. Accurate and timely weather data are key to 
successful implementation of index insurance products. Private players in financial markets 
will not engage in WII market unless they can be sure that good data are available for pricing 
contracts and the data are reliable and timeously provided so to settle claims quickly. The 
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relatively high cost of private weather data services constrains the potential for scaling up 
insurance in many remote, rural areas with low levels of agricultural productivity, sparse 
populations and difficult terrain.

Unfortunately, both historical and current data are not always plentiful. The historical dataset 
is highly variable for different areas, particularly for daily data, which are needed for index 
design. In addition to poor spatial distribution, many stations do not have the long historical 
data, necessary for risk, hazard and exposure modeling and characterization. Some are sta-
tions are new and besides capturing precipitation, important meteorological variables (e.g. 
sunshine, wind speed, maximum and minimum temperatures) necessary for WII purposes 
are not recorded. In some instances, there data are not well archived and maintained for 
insurance rating and modeling purposes.

6. Institutional hurdles

6.1. Lack required expertise

Leading insurance companies acknowledge capacity constraints as the main hurdle ham-
pering efforts to implement WII on sound footing. Table 2 shows areas and lacking expertise 
as indicated by insurance companies during the field visits and discussion. Some companies 
have tried to utilize regional underwriting actuarial expertise from South Africa though 
without much success. The interviewed insurance companies expressed the view that WII is 
a new type of insurance that is totally different from the familiar traditional insurance (e.g. 
automobile insurance, life insurance, etc.). Hence for many firms it’s still a “learning curve.”

Banking institutions in particular, indicated WII as a costly failure in Malawi—justifying dis-
interest and abandonment of the program. The experience of Opportunity Bank which lost 
over $1.1 million after providing insurance coverage to more than 1000 small scale groundnut 
growers (2005), was a commonly cited example. Many institutions pointed out reasons such 
as lack of collateral security by smallholder farmers, high transaction costs, low insurance 
literacy, high default risk, non-enabling legal and regulatory framework.

6.2. Cash versus food crops conflict

Empirical studies have so far has demonstrated that the financial institutions are willing to 
offer insurance coverage for cash crops as opposed to food crops. This stems from purely 
business rationale that offering insurance coverage to cash crops protects the bank portfolios 
more effectively than non-cash crops. Cash crops like cotton and tobacco have a well-defined 
and long-established market supply-value chain in existence for many decades.

This sharply contrasts the government vested interest in providing insurance coverage to food 
crops especially staple maize. The government interest is understandable as it seeks to enhance 
resilience to climate change risks and achieve national goals and priorities especially food secu-
rity, income improvement, poverty alleviation, elimination of malnutrition and diseases.
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7. Lessons from other developing countries

The past decade has witnessed serious attempts by developing countries in partnership with 
development organization (e.g. World Bank, DfID, IFAD, WFP, etc.) to develop agricultural insur-
ance markets that currently are largely missing. Between 2007 and 2009 for instance, IFAD reports 
that 30 WII programmes in 19 countries were implemented, reaching more than 1.2 million ben-
eficiaries predominantly smallholder farmers [19, 20]. Concerns for increasing uncertainty due 
to climate change and climate variability, have heightened interest in developing agricultural 
insurance markets particularly WII. This section shares in brief, lessons from other developing 
countries that have successfully implemented index insurance beyond the piloting phase.

7.1. Mainstream WII into nation-wide disaster risk reduction programs

For many countries that have successfully implemented WII, the program has been main-
streamed to become part and parcel of nation-wide climate change disaster risk management 
programs. Although WII is not a panacea, its effectiveness can be improved when combined with 
other risk management strategies (e.g. drought/flood early warning, seasonal forecasts, disas-
ter-risk preparedness and etc.). It must not be viewed as a substitute for climate change adapta-
tion but rather as an additional component of nation-wide disaster risk reduction strategies.  
For instance, the government of Mexico, institutionalized risk management by establishing the 
National Civil Protection System (SINAPROC) with a nation-wide mandate to mitigate the loss 
of lives and interruption of essential services caused by disaster [21]. To further strengthen its 
risk management strategy, the Mexican government established a National Fund for Natural 

Area Expertise lacking

Product design • Insurance products are often designed in other countries (e.g. South Africa) and adapted to the 
Malawian market. Insurance products are standardized rather than tailor-made.

• Insurance companies lack product design innovativeness; rather than develop and test own 
products, they copy products implemented and successful elsewhere

• Lack of skilled staff to design products and pricing structure

• Leading insurance companies has no actuarial in-house expertise

Product 
marketing

• No expertise within insurance sector to set up a marketing strategy for insurance products

• Insurance companies not present in rural market segments, potential rural customers face dif-
ficulties to get access to insurance services

Customer service • Insurance companies (departments) are difficult to reach

• Claim settling takes a long time

Source: Authors’ compilation.

Table 2. Area of lacking expertise.
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Disasters (FONDEN) in 1996 specifically intended to cater for the reconstruction of public 
infrastructure as well as offering compensation to low income smallholder producers.

7.2. WII must create value to farmers

WII must create value to farmers in tangible a manner as possible. Farmer will value WII as a 
credible risk management strategy if it can effectively lower vulnerability to climate change, 
improve farm income, alleviate food insecurity and poverty. According to Churchill [22], the 
concept of value includes: scope of coverage - the extent to which the farmers’ actual risk 
is covered; affordability - the extent to which the products are financially accessible to the 
farmers; additional benefits - the extent to which the insurance gives access to any additional 
services that might make the farmers “better off.” In other words, WII products are deemed 
valuable if they are accessible, appropriate and affordable enough to allow participation of 
low income farmers (Matul et al. 2013). Table 3 provides the PACE model considered vital to 
enhance the value of index insurance in ways that positively impacts the demand for WII by 
farmers.

7.3. Build efficient product delivery channel premised on trust

Patt et al. [23] (cited in Matul et al., [24] suggests, as a best practice, that practitioners need 
to implement a three-pronged approach to building trust: 1) build trust in the product, 2) 
build trust in the insurer and other institutions involved in the delivery of the product, espe-
cially through use of trusted agents and messengers, and 3) leverage trust that already exists 
in communities. For instance it could be easy to build trust on products delivered with the 
involvement of extension officers who consistently work with farmers. What often makes 
it difficult is that most insurers normally do not have offices or business in rural areas. This 
means that product distribution is best handled through a party with extensive links with 
farmers or farmer groups (e.g. extension officers, banks, agro-processors, cooperatives or 
MFIs). For instance in Kenya, WII products are being promoted as bundled products with 
loan inputs and marketed via agro-input dealers.

Component Description

Product describes appropriateness by reviewing coverage, benefit level, eligibility criteria and availability of 
value-added services

Access focuses on accessibility and simplicity by investigating choice, enrolment, information, education, 
premium payment method and proximity

Cost measures both affordability and value for money, while looking at additional costs to keep down 
overall costs of delivery

Experience assesses responsiveness and simplicity by looking at claims procedures and processing time, policy 
administration, product tangibility and customer care

Source: Matul et al. [24].

Table 3. Value of WII based on PACE model.
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Area Expertise lacking
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• Insurance companies lack product design innovativeness; rather than develop and test own 
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Product 
marketing
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• Claim settling takes a long time

Source: Authors’ compilation.

Table 2. Area of lacking expertise.
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7.4. Provide smart subsidies necessary especially during early stages of WII

Smart subsidies may be are necessary especially during early stages of WII. Both developed 
and developing countries that have succeeded in setting up strong crop insurance schemes 
(e.g. India, Mexico, China, etc.), show that this success has been due, in large part, to public 
support. These countries have provided support mostly through direct provision of premium 
subsidies and reinsurance.

Africa has seen very low levels of government subsidies and, consequently, very low levels of 
market development, particularly for small-scale farmers. Statistics on agricultural insurance 
show that only 220,000 households were covered by agricultural microinsurance in Africa by 
2011, representing US$6.61 million in premiums [25]. Malawi (likewise other African coun-
tries) need to learn especially from India and Mexico that developmental path of agricultural 
insurance market starts with heavy government support and only for the private sector to 
join after the WII programs have fully matured and passed the “market test.” Hazell et al. [26] 
argue there may be good reasons for subsidizing development-oriented WII for the very poor, 
especially if it displaces more costly types of safety nets.

However, subsidies are always controversial. They are costly and unsustainable and if not 
carefully considered, subsidies can form a huge fiscal drain on national budgets with far 
reaching distortions on insurance markets. As Sandmark et al. [25] emphasize, subsidy sup-
port has to be weighed against market efficiency and fiscal sustainability. Experience indi-
cates that once established, subsidies may be difficult to eliminate. Table 4 indicates the pros 
and cons of providing subsidies to WII programs.

Description

Pros • Can make insurance products affordable to the very poor

• Can provide incentives for WII uptake

• Can jump-start the market

• Can be designed so as decrease as uptake increases

• Subsidized services can decrease the need for other types of social safety nets

Cons • Often provided indiscriminately for all clients, when some clients are able to pay full (or higher) 
premiums

• Can promote dependency culture and provide disincentives to purchase non-subsidized products

• Can depress the market

• Can crowd out private insurers that do not receive subsidies

Source: [7].

Table 4. The pros and cons of providing subsidies to WII.
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7.5. Invest in national weather services and infrastructure

One reason behind India’s successful WII story is its massive investment in improving weather 
station infrastructure. According to Hazell et al. [26], historical data are only available from 
approximately 550 India Meteorological weather stations. These are far too few to adequately 
cover the 150 million hectares of arable land and rarely located in rural areas. It has been esti-
mated that so far between10,000–15,000 additional weather stations have been installed so as 
to offer meaningful insurance services to farmers. Of these, at least 5000 are automatic, each 
at a distance of approximately 10–20 km from insured land [26].

Beyond the investment in weather stations, there is a need to collect, maintain and archive 
data - making them available on real time in relation to insured events. World Meteorological 
Organization (WMO), private players, donors and governments—working closely with national 
meteorological services—can play a key role in improving and expanding the network of 
weather stations and the quality of data produced and available. Further, these actors can explore 
opportunities related to satellite-based indices that use remote sensing tools. Given the increas-
ing unpredictability of weather patterns due to the changing climate, the benefits of investment 
in weather infrastructure will extend beyond the development of index insurance products [26].

7.6. Intensify insurance literacy and financial education campaigns

Many smallholder farmers have limited experience with formal insurance. Educating farmers 
on financial risk management is necessary to enhance insurance literacy [25]. Farmers require 
educational drills on agricultural insurance (e.g. WII) as a risk reduction, diversification and 
protection tool—all which will help farmers develop better expectations of WII.

Colombia’s approach to financial education on insurance provides a good example. In 2009 
the government made financial education on insurance mandatory for all microfinance institu-
tions (MFIs). As a result, MFIs embarked on massive program to educate their clients through 
workshops, radio and television programs, leaflet distribution and internet campaigns. Figure 
3 shows the steps involved in financial literacy campaign in Colombia starting with “raising 
awareness” of risk to the final goal being to “change people’s behaviour” towards risk, and 
allow they to make informed decision and ultimately reduce the impact of the risks.

7.7. Intensify the use of mobile phones and/or technology

The use of mobile phones adds an exciting dimension to WII as this has the potential 
to lower administrative costs. Mexico, Brazil and Kenya provide good examples of how 
to use technology to improve distribution channels and increase outreach of insurance. 
Kenya, for instance, mobile technology called M-PESA is widely used in performing all 
paperless transactions including registration, premium payment and indemnity pay-out 
and has brought great benefits to the insurance industry (Bankable Frontier [27]). The 
M-PESA system has improved insurance penetration especially in rural areas as it reaches 
even those clients in remote parts.
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Mobile technology is an important tool for WII as reduces the cost and increase the efficiency 
of the index insurance programs. One of the ways this is seen in practice is in distribution, 
where more efficient processes reduce the costs of distribution. Likewise, greater outreach may 
achieve a product scale that, in turn, drives down costs. But for technology to function effec-
tively, it must meet the needs of the user and be adaptable to the environment in which it works.

8. Conclusion

WII holds promise as a one of the disaster risk reduction strategies in Malawi important for 
mitigating the impact of extreme weather events - droughts and floods in particular. Despite its 
potential, weather index insurance has failed to develop roots and grow beyond the pilot phase. 

Figure 3. Continuum of financial education on insurance in Colombia. Source: Vercla and Carlos, 2013.
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Based on field visits and discussions with key organizations involved in implementation of WII, 
this study has discussed some of the hardships that hampered successful development of WII in 
Malawi. The study also draw on a few illustrations (e.g. Mexico, India, Colombia and Kenya) to 
demonstrate successful experience and immense potential of WII as a risk protection strategy. 
Drawing from this review, the study identified some key lessons and best practice that could help 
the government of Malawi to re-visit, re-think and revise WII program as disaster risk reduction 
strategy against extreme weather events imposed by climate change and climate variability.
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