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Preface

Gene expression is a complex process that is controlled at multiple cellular layers including
the chromatin level through chromatin modification and remodeling, the mRNA level (tran‐
scriptional and post-transcriptional regulation) and protein level (translational regulation
and post-translational degradation). It constitutes a fundamental process to diverse biologi‐
cal processes that occur within the cell including cell development and differentiation, the
response and the adaptation to environmental stresses and others. Transcriptional and post-
transcriptional regulations have been extensively studied and are the most investigated lay‐
ers apart from gene regulation. This is explained by the fact that regulations at the
transcriptional and post-transcriptional levels are the fundamental and the most important
steps for gene regulation because biological techniques allowing for the study of transcrip‐
tion control are well established, accessible, and highly used by the scientific community.
Transcriptional regulation involves the interaction and the specific binding of proteins
called transcription factors (TFs) to regulatory elements within DNA called transcription
factor binding sites (TFBSs) to control the expression of downstream genes, while the post-
transcriptional regulation involves the interaction of non-coding RNAs (miRNAs) by hy‐
bridizing to target mRNAs and thereby regulating their translation and/or stability.

The book “Transcriptional and Post Transcriptional Regulation” contains six chapters.

The first chapter is an Introductory Chapter, where the editor introduces transcriptional
and post-transcriptional regulations and gives a general overview of the contents of the
book.

The second chapter “Function of the Stem Cell Transcription Factor SALL4 in Hematopoiesis”
was written by Jianchang Yang. This chapter summarizes recent advances in the knowledge of
SALL4 biology with a focus on its regulatory functions in normal and leukemic hematopoiesis.

The third chapter entitled “The Glucocorticoid Receptor and Certain Krüppel-Like Tran‐
scription Factors Have the Potential to Synergistically Stimulate Bovine Herpesvirus 1 Tran‐
scription and Reactivation from Latency” by Fouad S. El-mayet et al. emphasizes the effects
of Krüppel-like transcription factors and glucocorticoid receptors on the reactivation of the
bovine herpesvirus 1 transcription and its reactivation from latency.

The fourth chapter by Sudhakar Baluchamy, and co-workers entitled “Roles of Non-Coding
RNAs in Transcriptional Regulation” provides an interesting depiction of non-coding RNAs
(ncRNAs) and focuses mainly on their role(s) in transcriptional and post-transcriptional reg‐
ulations and their relevance in cancers.
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The fifth chapter by Lai Kok-Song and colleagues entitled “MicroRNAs in Bone Diseases:
Progress and Prospects” focuses on the role of miRNAs in normal osteoblast and osteosarco‐
ma cells. It also discusses the great potential of miRNA as a new therapeutic approach to
treat human bone diseases.

The book concludes with the sixth chapter “Transcription Factors and MicroRNA Interplay:
A New Strategy for Crop Improvement”, which provides a new tip based on the relation‐
ship and the interplay between transcription factors and miRNA in different plant species.
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tience until the publication of this book.
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Provisional chapter

Introductory Chapter: A Brief Overview of
Transcriptional and Post-transcriptional Regulation

Kais Ghedira

Additional information is available at the end of the chapter

1. Prologue

The regulation of gene expression is the process by which expression of genes is controlled
(induced or repressed) at the cell level in a particular time under a particular condition. It is a
fundamental process to diverse other biological processes that occur within the cell including
cell development and differentiation, the response and the adaptation to environmental
stresses. Gene regulation has classically been viewed as the interaction between proteins to
regulatory elements located at the vicinity of the transcription start site within promoters.
However, gene regulation is a more complex process that involves additional layers of control
including chromatin remodeling, nucleosome positioning, histone modifications, DNA-
binding regulatory proteins such as transcription factors and noncoding RNA [1–3]. Such
process requires structural and chemical changes to the genetic material, binding of proteins
to specific DNA elements to regulate transcription, or mechanisms that modulate translation of
mRNA.

Indeed, gene expression is controlled at multiple cellular levels consisting in the chromatin
level through chromatin modification and remodeling, the mRNA level (transcriptional and
posttranscriptional regulation) and protein level (translation regulation and posttranslational
degradation).

This introductory chapter will give a brief overview on the transcriptional and posttranscrip-
tional regulation, list the main database resources that can be used for transcriptional and/or
posttranscriptional regulation data and finally list the main tools allowing to predict TF and
miRNA gene targets.

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.79753

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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2. Transcriptional regulation

Regulation at the transcriptional level involves proteins called transcription factors (TFs) that
recognize and bind specifically to regulatory elements within the promoter regions to control the
expressionof adownstreamgene. TheseTFs regulate target genes—by turning themonandoff—in
order to make sure that they are transcribed into mRNAwithin the cell at the right time and in the
right amount. TFs are classified into three large families of DNA-binding domains that include:

1. Basic helix-loop-helix (bHLH) proteins found in organisms from yeast to humans and
function in critical developmental processes controlling embryonic development, particu-
larly in neurogenesis, myogenesis, heart development, and hematopoiesis [4, 5].

2. The TFs with basic leucine zipper domains [6].

3. TFs with the helix-turn-helix (HTH) domains that are involved in a wide range of functions
beyond transcription regulation, including DNA repair and replication, RNA metabolism,
and protein-protein interactions in diverse signaling contexts [7, 8]. This group also includes
homeobox (zinc finger, HOX-like, TALE, POU, etc.) and homeodomain protein products.

High-throughput techniques including ChIP-on-chip/ChIP-seq and enhanced yeast one-
hybrid have been widely employed to uncover protein-DNA interactions [9, 10] and represent
convenient methods to identify and characterize the repertoire of regulatory elements that can
be targeted by a protein of interest or transcription factors that can bind a DNA sequence of
interest [11], respectively. Thanks to the ENCODE (Encyclopedia of DNA Elements) project
aiming to build a comprehensive parts list of functional elements in the human genome
including regulatory elements that control cells, such regulatory data were made available for
the scientific community (https://www.encodeproject.org/; http://genome.ucsc.edu/encode/
downloads.html) [12] and led to largely improve our understanding of gene regulation.

In addition to the ENCODE project, several regulatory databases have been developed for
including multiple animals/plants/microorganisms regulation data. Table 1 lists the most widely
used transcriptional regulation database with a brief description, reference to original publica-
tion and current accessible website URL.

Database Acronym Website link Description References

TRANSFAC TRANSFAC http://genexplain.
com/transfac/

TRANSFAC® is a maintained and
curated database of eukaryotic
transcription factors, their genomic
binding sites, and DNA-binding
profiles.

[13]

Transcription Regulatory
Regions database

TRRD http://wwwmgs.
bionet.nsc.ru/mgs/
gnw/trrd/

TRRD is a unique information
resource, accumulating information
on the structural and functional
organization of transcription
regulatory regions of eukaryotic
genes.

[14]

Ensembl Regulation Ensembl
Regulation

https://www.
ensembl.org/info/

Ensembl Regulation provides
resources used for studying gene

[15]

Transcriptional and Post-transcriptional Regulation4

3. Post-transcriptional regulation

A very large part of the human genome constitutes noncoding elements classified as small
noncoding RNAs (sncRNAs) and long noncoding RNAs (lncRNAs). These noncoding compo-
nents are receiving increased attention from researchers due to their predicted important role
in posttranscriptional regulation. Small ncRNAs class includes small interfering RNAs
(siRNAs), microRNAs (miRNAs), PIWI-interacting RNAs (piRNAs), endogenous small inter-
fering RNAs (endo-siRNAs or esiRNAs), promoter associate RNAs (pRNAs), small nucleolar
RNAs (snoRNAs), and sno-derived RNAs, while lncRNAs includes linc RNA, NAT, eRNA,

Database Acronym Website link Description References

genome/funcgen/
index.html

expression and its regulation in
human and mouse, with a focus on
the transcriptional and
posttranscriptional mechanisms.

Regulatory Network
Repository of Transcription
Factor and microRNA
Mediated Gene Regulations

RegNetwork http://www.
regnetworkweb.
org/source.jsp

RegNetwork is developed based on
25 databases that provide the
regulatory relationship information,
annotation, and other necessary
information in order to derive the
regulatory relationships.

[16]

Transcriptional Regulatory
Element Database

TRED http://rulai.cshl.
edu/TRED/

TRED provides good training
datasets for further genome-wide cis-
regulatory element prediction, assist
detailed functional studies, and
facilitate to decipher the gene
regulatory networks.

[17]

Transcriptional Regulatory
Relationships Unraveled by
Sentence Based Text mining

TRRUST http://www.
grnpedia.org/
trrust/

TRRUST database provides
information of mode of regulation
(activation or repression).

[18]

Open Regulatory Annotation
database

ORegAnno http://www.
oreganno.org/

The Open Regulatory Annotation
database (ORegAnno) is a resource
for curated regulatory annotation.

[19]

PRODORIC PRODORIC2 http://www.
prodoric2.de

The PRODORIC2 database hosts one
of the largest collections of DNA-
binding sites for prokaryotic
transcription factors.

[20]

Gene Transcription Regulation
Database

GTRD http://gtrd.biouml.
org/

The most complete collection of
uniformly processed ChIP-seq data to
identify transcription factor binding
sites for human and mouse.

[21]

Transcription factor prediction
database

DBD http://www.
transcriptionfactor.
org/index.cgi?
Home

DBD is a database of predicted
transcription factors in completely
sequenced genomes.

[22]

Acronyms in bold letters denote curated databases.

Table 1. Eukaryotic and prokaryotic regulation databases.

Introductory Chapter: A Brief Overview of Transcriptional and Post-transcriptional Regulation
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circ RNA, ceRNAs, PROMPTS. Both lncRNAs and sncRNAs have been identified at regulatory
elements [23, 24]. Among these noncoding elements, microRNAs have been the most widely
investigated since their discovery in the early 1990s, underscoring their importance in post-
transcriptional gene regulation [25]. These later act as posttranscriptional regulators of their
messenger RNA (mRNA) targets via mRNA degradation and/or translational repression [26].
It has been widely evidenced that miRNA-mediated downregulation is a one-way process
leading to the repression of translation and/or target mRNA degradation [27–30]; however,
recent studies have shown that miRNAs are able to upregulate gene expression in specific cell
types and conditions with distinct transcripts and proteins [31].

Pulling down microRNA-induced silencing complexes (miRISCs) immunoprecipitation method
allows researchers to collect information on microRNAs and their mRNA targets in vivo. Such
information has been collected and stored in several public databases. Table 2 contains the most
widely used posttranscriptional regulation database with a brief description, reference to origi-
nal publication and current functional website URL.

Database Acronym Website link Description References

The microRNA database miRBase http://www.
mirbase.org/

The miRBase database is a searchable
database of published miRNA sequences
and annotation.

[32]

The experimentally
validated microRNA-
target interactions
database

miRTarBase http://mirtarbase.
mbc.nctu.edu.tw/
php/index.php

miRTarBase has accumulated miRNA-
target interactions (MTIs), which are
collected by manually surveying pertinent
literature.

[33]

miRDB miRDB http://mirdb.org/
miRDB/

miRDB is an online database for miRNA
target prediction and functional
annotations

[34]

miRNAMap miRNAMap http://mirnamap.
mbc.nctu.edu.tw/

An online resource that stores information
related to the known miRNAs in metazoan.

[35]

Vir-Mir Vir-Mir http://alk.ibms.
sinica.edu.tw/cgi-
bin/miRNA/
miRNA.cgi

Contains predicted viral miRNA candidate
hairpins

[36]

Virus miRNA Target ViTA http://vita.mbc.nctu.
edu.tw/

ViTa collects virus data from miRBase and
ICTV, VirGne, VBRC, etc. and provide
effective annotations, including human
miRNA expression, virus-infected tissues,
annotation of virus, and comparisons.

[37]

miRecords miRecords http://c1.
accurascience.com/
miRecords/

miRecords is a resource for animal miRNA-
target interactions.

[38]

microRNA Data
Integration Portal

mirDIP http://ophid.
utoronto.ca/mirDIP/

Provides several million human
microRNA-target predictions, which were
collected across 30 different resources.

[39]

Acronyms in bold letters denote curated databases.

Table 2. Eukaryotic and prokaryotic posttranscriptional regulation databases.
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4. The interplay between TFs and miRNAs

Transcription factors (TFs) and microRNAs (miRNAs) are key regulators of gene expression.
Several studies have shown that abnormal miRNA and/or TF expression can be critical for cell
survival and development through targeting critical genes in the cellular system. In the last
decade, several bioinformatic studies have been performed to elucidate transcriptional and
posttranscriptional (mostly miRNA-mediated) regulatory interactions. Besides experimental
techniques (ChIP-Seq, ChIP-ChIP, yeast two-hybrid, miRISCs), computational tools have been
developed to predict the TF-gene target and/or miRNA-target interactions. Table 3 lists some
bioinformatic tools used to predict transcriptional and posttranscriptional regulation. Using
such tools and/or through the integration of data collected from public databases (Tables 1 and 2),
researchers were able to generate regulatory networks aiming to understand mechanisms
involved in some phenotypes and/or diseases. Recent studies focused on the study of mixed
miRNA/TF feed-forward regulatory loops (FFLs) through genome-wide transcriptional and
posttranscriptional regulatory network integration to decipher the complex and interlinked
cascade of events related to several diseases [46–48]. Such approaches provide the scientific
community with the ability to investigate the interplay between TFs and miRNAs in a given
system.

Tool/Web tool Website link Description References

TF-target prediction

TargetFinder http://targetfinder.org/ Provides a web-based resource for finding genes that
show a similar expression pattern to a group of user-
selected genes.

[40]

BART: Binding analysis
for regulation of
transcription

http://faculty.virginia.
edu/zanglab/bart/

A novel computational method and software package
for predicting functional transcription factors that
regulate a query gene set or associate with a query
genomic profile, based on more than 6000 existing
ChIP-seq datasets for over 400 factors in human or
mouse.

[41]

MATCH http://gene-regulation.
com/pub/programs.
html#match

Match is a weight matrix-based program for
predicting transcription factor binding sites (TFBS) in
DNA sequences.

[42]

MiRNA-target prediction

RNAhybrid https://bibiserv.
cebitec.uni-bielefeld.de/
rnahybrid/

RNAhybrid is a tool for finding the minimum free
energy hybridization of a long and a short RNA.

[43]

TargetScan http://www.targetscan.
org/vert_72/

TargetScan predicts biological targets of miRNAs by
searching for the presence of conserved 8mer, 7mer,
and 6mer sites that match the seed region of each
miRNA.

[44]

miRWalk http://zmf.umm.uni-
heidelberg.de/apps/zmf/
mirwalk2/

Supplying the biggest available collection of predicted
and experimentally verified miRNA-target
interactions with various novel and unique features.

[45]

Table 3. TF and miRNA target prediction tools.
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5. Conclusion

During these last years, transcriptional and posttranscriptional regulation constituted the most
important layers of gene regulation. However, a recent study by Barna group [49] has upset
our understanding of gene regulation. Indeed, while researchers have believed for decades
that ribosomes are identical showing no preference for translating RNA molecules into pro-
teins, it appears that these later exhibit a preference for translating certain types of genes. One
type of ribosome, for example, prefers to translate genes involved in cellular differentiation,
while another specializes in genes that carry out essential metabolic duties. This study is
uncovering a new layer of gene expression regulation that will have broad implications for
basic science and human disease.
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Abstract

SALL4 is a zinc finger DNA-binding protein that has been well characterized in devel-
opment and in embryonic stem cell (ESC) maintenance. Notably, SALL4 may be one of 
the few genes that are also involved in tissue stem cells in adults, and SALL4 protein 
expression has been correlated with the presence of stem and progenitor cell popula-
tions in various organ systems and also in human cancers. In normal hematopoiesis, 
SALL4 expression is restricted to the rare hematopoietic stem/progenitor cell (HSC/
HPC) fractions but is rapidly silenced following lineage differentiation. In hematopoi-
etic malignancies, however, SALL4 is persistently expressed and its expression levels are 
linked with deteriorated disease status. Furthermore, SALL4 activation participates in 
the pathogenesis of tumor initiation and disease progression. This chapter summarizes 
recent advances in our knowledge of SALL4 biology with a focus on its regulatory func-
tions in normal and leukemic hematopoiesis. A better understanding of SALL4’s biologic 
functions and mechanisms is needed to facilitate the development of advanced therapies 
in future.

Keywords: pluripotency, leukemogenesis, hematopoietic stem/progenitor cell,  
MLL-rearrangement, epigenetic, histone methylation, DNA methylation, differentiation, 
zinc finger domain

1. Introduction

SALL4 is one of four human homologs (SALL-1, -2, -3, -4) of the Drosophila region-specific 
gene Spalt (sal). In Drosophila, sal is a homeotic gene essential for development of posterior 
head and anterior tail segments. As a DNA-binding transcription factor, the SALL4 protein is 
characterized by multiple Cys2His2 zinc finger (C2H2-ZF) domain distributed over the entire 
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protein [1–3]. In mammals, the expression of SALL4 has been primarily detected in ESCs and 
in adult tissue “stem-like” cells, where it mainly activates pluripotency and/or multipotency 
genes and suppresses differentiation-related genes, thereby modulating the cell “stemness” 
in development and in tissue generation [4–8]. In humans, heterozygous SALL4 mutation has 
been linked to Okihiro syndrome, Holt-Oram syndrome, acro-renal-ocular syndrome, and 
IVIC syndrome, all characterized by multiple organ malformations [9–11]. While normally 
downregulated or no longer expressed in fully differentiated somatic cells, abnormal reacti-
vation of SALL4 in adult cells may lead to malignancy. To date, aberrant SALL4 expression 
has been detected in over 10 types of human solid tumors and in several common types of 
leukemias, and SALL4 has been considered a useful biomarker for these diseases [7, 8, 12, 
13]. In addition, studies suggest that SALL4 may be a therapeutic target in treating human 
leukemias [12, 13]. For these reasons, it will be important to understand how SALL4, a criti-
cal pluripotency factor, exerts its effects in different cell contexts, and how we can effectively 
translate our knowledge gains into treatment breakthroughs in future.

2. SALL4 roles in stem cells and development

2.1. The roles of SALL4 in ESC property maintenance and embryonic development

SALL4 has been one of the most studied transcriptional regulators in ESC self-renewal and 
pluripotency maintenance. It has been reported that in human ESCs, a well-controlled SALL4/
OCT4 transcription regulatory loop balances proper expression dosage of SALL4 and OCT4; 
and reduction of SALL4, like OCT4, results in re-specification of ESCs to the trophoblast lineage 
[14–17]. In mouse ESC studies, chromatin immunoprecipitation coupled to microarray hybrid-
ization (ChIP-on-chip) revealed that SALL4 binds to about twice as many gene promoters as 
NANOG and binds about four times more genes than OCT4; and the three factors were found 
to form heteromeric protein complex in regulating stem cell pluripotency. Further, SALL4 
binds many genes that are regulated by chromatin-based epigenetic events mediated by cohe-
sin complex, polycomb-repressive complexes 1 and 2 (PRC1 and PRC2), and bivalent domains 
[18, 19]. Thus, SALL4 plays a diverse role in regulating stem cell pluripotency (see Figure 1).

In early embryonic development, SALL4 expression in mouse is detected at as early as the 
two cell stage. At the blastocyst stage, SALL4 expression becomes enriched in the inner cell 
mass (ICM) and the trophectoderm [17, 20–22]. Reduction of SALL4 in oocytes and ESCs 
results in early embryo defects, and disruption of both Sall4 alleles causes embryonic lethal-
ity during peri-implantation [23–25]. SALL4 is also expressed in extraembryonic endoderm 
(XEN) cells, where it participates in cell fate decision by simultaneously activating pluripo-
tency-maintaining factors and silencing endoderm lineage-associated factors such as GATA6, 
GATA4, and SOX17 [26, 27]. During subsequent stages, heterozygous disruption of Sall4 allele 
leads to multi-organ malformations including limb and heart defects, which model human 
disease [25]. It has been reported that TBX5, a gene encoding a T-box transcription factor, 
regulates SALL4 expression in the developing forelimb and heart, and interacts with SALL4 
to synergistically regulate downstream gene expression [24, 25, 28].

Transcriptional and Post-transcriptional Regulation14

2.2. SALL4 is a potent regulator in reprogramming somatic cells to pluripotency

Decreased SALL4 expression in ESCs has been shown to downregulate the expression levels 
of Oct4, Sox2, Klf4, and c-Myc (OSKM), the four proteins capable of reprogramming murine 
somatic cells to an induced pluripotent state [18, 29]. Consistently, knockdown of SALL4 in 
fibroblasts decreased the efficiency of induced pluripotent stem cell (iPSC) generation, while 
overexpression of SALL4 significantly increased iPSC generation [30, 31]. In a recent study 
by Shu et al., the GATA family members GATA4 and GATA6 have been found to substi-
tute for OCT4 in mouse somatic reprogramming, and SALL4 is identified as a major target 
gene of the GATA members [32]. In another study by Buganim et al., ectopic expression of 
SALL4, NANOG, ESRRB, and LIN28 in mouse fibroblasts generated high-quality iPSCs more 

Figure 1. SALL4 plays a variety of regulatory functions in maintaining and/or reprogramming cells to pluripotency. 
PRC: polycomb-repressive complexes.
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efficiently than the combination of OSKM [33]. Similarly, Mansour et al., showed that the 
combined overexpression of SALL4 with stem cell factors SALL1, UTF1, NANOG and MYC 
also replaced exogenous OSK expression and generated chimaera formation- competent iPSC 
clones [34]. Together, these studies suggest that SALL4 not only plays a role in ESC property 
maintenance, but its overexpression also drives reprogramming of somatic cells toward a 
stem cell-like fate (see Figure 1).

2.3. SALL4 regulates distinct transcriptional networks in ESCs and XEN cells

SALL4 appears to be unique among the core ESC pluripotency regulators because it is also 
expressed in non-ESC stem cell fractions where Oct4 and/or Nanog are silenced. These include 
XEN cells, mesodermal progenitor cells [35], embryonic cardiac progenitor cells [36], fetal 
liver stem/progenitor cells [27], and adult stem cells such as bone marrow HSCs/HPCs [37]. 
In these cells, SALL4 regulates downstream networks in a cell type-specific manner. Genome-
wide promoter binding assays in murine ESCs and XEN cells revealed that SALL4 regulates 
disparate gene sets in these cells, and down-regulation of SALL4 targets in the respective cell 
types induced differentiation [26]. Also consistent with the previous report [18], Sall4, Oct4, 
Sox2, and Nanog in murine ESCs formed a crucial interconnected autoregulatory network. 
In XEN cells however, SALL4 regulates the key XEN lineage-associated genes Gata4, Gata6, 
Sox7, and Sox17 (see Figure 2). Moreover, transcription assays revealed that SALL4 regulates 

Figure 2. SALL4 binds and regulates distinct target genes in ESCs and XEN cells. Shown are examples of such genes in 
each cell types. Figure modified from Ref. [26].
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the expression of more than half of its binding genes in ESCs, but downregulation of SALL4 
did not result in similar expression changes in the majority of these genes in XEN cells [26].

3. Functions of SALL4 and its regulated networks in normal 
hematopoiesis

3.1. The SALL4 isoforms are robust simulators for HSC/HPC ex vivo expansion

In humans and mice, the SALL4 proteins exist in at least three isoforms termed A, B and C, 
with SALL4A (full length) and SALL4B (lacks a portion of exon2 sequence) being the most 
studied [38–40]. To date, the function of SALL4C isoform (exon2 sequence spliced out) has 
not been well characterized. In the human blood system, the cellular expressions of SALL4 
isoforms have been originally investigated by immunofluorescence staining and qRT-PCR 
assays, which revealed that both A and B isoforms are highly expressed in bone marrow 
CD34+CD38− HSCs, downregulated in CD34+CD38+ HPCs, and absent in CD34− differenti-
ated lineage cells. Similarly, the SALL4 -A and -B isoforms in mouse bone marrows were 
found selectively expressed in the nuclei of Lin-Sca1+cKit+ (LSK) HSCs. The functions of 
SALL4 in the self-renewal of HSCs/HPCs have been explored. We and others reported that 
the SALL4 isoforms are robust stimulators for CD34+ (or CD133+) HSCs/HPCs ex vivo expan-
sion, and the SALL4-mediated cell expansion was associated with enhanced cell engraftment 
and long-term repopulation capacity in transplanted mice [40–44]. In mouse model studies, 
forced overexpression of the SALL4 isoforms in bone marrow LSK cells likewise leads to 
sustained cell proliferation, as well as enhanced marrow-repopulating potential in vivo [39]. 
By transcripts assays, the increased HSC/HPC growth was found associated with upregula-
tion of important HSC regulatory genes including HOXB4, NOTCH1, BMI1, RUNX1, CMYC, 
MEIS1 and NF-YA [39]. Further, in a myeloid progenitor cell line (32D cell) study, overexpres-
sion of the SALL4 isoforms blocked granulocyte-colony stimulating factor (G-CSF)-induced 
granulocytic differentiation, and permitted expansion of undifferentiated cells in the presence 
of defined cytokines [39, 40]. Thus, the SALL4 isoforms stimulate HSC/HPC proliferation 
by activating important self-renewal regulators and simultaneously inhibiting cellular dif-
ferentiation. These studies provide a new avenue for investigating mechanisms of SALL4-
regulated HSC/HPC self-renewal and potentially achieving clinically significant expansion of 
transplantable human HSCs.

3.2. ChIP-on-chip and gene expression assays identified important target genes that 
are regulated by SALL4

In their study of SALL4 regulated networks in normal hematopoiesis, Gao et al. have sorted 
human bone marrow and cord blood CD34+ cells, and performed ChIP-on-chip together 
with gene expression assays . This investigation identified that CD34, RUNX1, HOXA9, and 
PTEN are SALL4-directed target genes in these cells. In particular, HOXA9 was characterized 
as a major SALL4 target in normal hematopoiesis . In another study, the polycomb complex 
protein BMI-1 as a critical SALL4 downstream target has been documented [45]. Chromatin 
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Figure 2. SALL4 binds and regulates distinct target genes in ESCs and XEN cells. Shown are examples of such genes in 
each cell types. Figure modified from Ref. [26].

Transcriptional and Post-transcriptional Regulation16

the expression of more than half of its binding genes in ESCs, but downregulation of SALL4 
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PTEN are SALL4-directed target genes in these cells. In particular, HOXA9 was characterized 
as a major SALL4 target in normal hematopoiesis . In another study, the polycomb complex 
protein BMI-1 as a critical SALL4 downstream target has been documented [45]. Chromatin 

Function of the Stem Cell Transcription Factor SALL4 in Hematopoiesis
http://dx.doi.org/10.5772/intechopen.76454

17



 immunoprecipitation coupled with quantitative PCR (ChIP-qPCR) in the 32D myeloid pro-
genitor cells reveals that SALL4 binds to a specific region of Bmi-1 gene promoter, and hetero-
zygous disruption of Sall4 allele significantly reduced BMI-1 expression in bone marrow cells. 
Further, in transgenic mice that constitutively overexpress human SALL4B, there is upregu-
lated expression of BMI-1, whose levels increase in the progression from normal to preleukemic 
(myelodysplastic syndrome [MDS]) and leukemic (acute myeloid leukemia [AML]) stages [45].

3.3. SALL4 roles in normal HSC/HPC capacity maintenance

In human CD34+ cell studies, a shRNA-mediated SALL4 knockdown resulted in decreased in 
vitro myeloid-colony-forming ability and impaired in vivo engraftment. Further, loss of either 
SALL4 or its downstream target HOXA9 expression in CD34+ cells shared a similar pheno-
type. These findings indicate that the role of SALL4 and HOXA9 in normal hematopoiesis is to 
maintain the HSPCs in an undifferentiated stage with self-renewal capacity [37]. Very recently, 
the roles of SALL4 in normal hematopoiesis have been further explored using conditional gene 
targeting approaches in mice [46]. Unexpectedly, wild type Sall4f/f/CreERT2 mice treated with 
tamoxifen or vav-Cre-mediated (hematopoietic-specific) Sall4−/− mice were all healthy and dis-
played no significant hematopoietic defects, which contrasts to previous findings from human 
CD34+ cell studies. Reasons for this discrepancy have not been fully addressed. However, it 
has been speculated that SALL4 may have a redundant role during homeostasis, which can 
be compensated by other Sall gene family members, or pretreatment of gene knockdown may 
not truly reflect the actual performance of gene functions in vitro or in vivo. On the other hand, 
some genes may exert aberrant functions only when cells encounter transplantation or replica-
tive stress (see review [47]), and some vav/Cre knockout models may demonstrate hematopoi-
etic defects at late stages [48]. Therefore, it might be necessary to perform serial transplantation 
and/or stress induction (such as 5-fluorouracil injury) assays with SALL4-deficient cells to fully 
clarify SALL4 effect and mechanisms in normal HSC capacity maintenance.

4. Functions of SALL4 and its regulated networks in leukemia

4.1. SALL4 is aberrantly expressed in human leukemias

SALL4 is absent in most adult tissues and SALL4 expression in bone marrow is restricted 
to the rare CD34+ HSCs/HPCs. However, aberrant expression of SALL4 has been detected 
in various human solid tumors as well as different types of leukemias [49–57]. In patients 
with MDS, a group of preleukemic hematologic disorders, a high level of SALL4 expression 
is detected and correlated with high-risk patients with poor survival [58, 59]. In AML cases, 
our group and others have reported that SALL4 mRNA or proteins are aberrantly expressed 
in various AML subtypes (ranging from M1 to M5, the French-American-British [FAB] clas-
sification), and SALL4 expression is involved in chromosomal instability and associated with 
disease status and drug treatments [59–65]. SALL4 expression is found significantly higher in 
AML patients with complex karyotype (equal to or more than three aberrant karyotypes) than 
that in MDS patients with normal karyotype [63]. In chemotherapy cases, it has been reported 
that SALL4 has the highest expression level in de novo AML patients which then decreases 
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in partial remission (PR), and then even lower in complete remission (CR) [61, 62]. Further, 
SALL4 was found to decrease throughout the treatment process in the drug responsive group 
but increase in drug resistant group [62]. In other leukemia cases, aberrant SALL4 expression 
has been reported in ALK positive anaplastic large cell lymphoma (ALK+ ALCL) [66], B cell 
acute lymphocytic leukemia (B-ALL), most prominently in B-ALL patients with TEL-AML1 
translocation, which is the most common genetic abnormality in pediatric B-ALL [67, 68]. 
SALL4 expression is also detected in precursor B-cell (but not T-cell) lymphoblastic leukemia/
lymphomas [61]. In addition, SALL4 expression has been detected in patient samples from 
blastic stage of chronic myeloid leukemia (CML), as opposed to the chronic phase, and in 
samples from CML patients who have achieved complete remission or those who have tyro-
sine kinase inhibitor resistance [61, 69, 70].

4.2. Role of SALL4 in transgenic model and in MLL-rearranged leukemia

Given the detection of aberrant SALL4 expression in leukemia patients, our research group 
has previously investigated transgenic mice that overexpress either human SALL4A or 
SALL4B. Interestingly, all the SALL4B mice developed MDS-like features at 2 months of age, 
and nine of them (53%) progressed to AML. In contrast, the SALL4A mice did not exhibit 
leukemia formation during the test period [59]. These studies suggest that SALL4B, but 
not SALL4A, has oncogenic activity in inducing leukemogenesis. In mechanism studies, 
the SALL4 isoforms were found to bind β-catenin protein, and these factors synergistically 
enhanced the Wnt/β-catenin signaling pathway. As expected, the expression levels of cyclin-
D1 and c-Myc, the two known targets of the Wnt/β-catenin pathway, were both increased in 
the SALL4B mice bone marrow cells. Interestingly, in a recent study, transgenic activation of 
the SALL4 target β-catenin in osteoblasts, the HSC/HPC niche, also induced MDS and AML 
development. Notably, these β-catenin mutated mice were anemic at as early as 2 weeks and 
died before 6 weeks of age, indicating a severe driving event in leukemogenesis [71]. Further 
in-depth studies are therefore needed to elucidate whether SALL4B in transgenic mice poten-
tially induces leukemogenesis via activating β-catenin in the osteoblastic niche.

Recently, our group explored SALL4 functions in leukemia pathogenesis induced by MLL-AF9, 
one of the most common mixed lineage leukemia (MLL)-rearranged (MLL-r) oncoproteins found 
in leukemia patients which is associated with very poor prognosis [72–76]. A previous study 
showed that SALL4 physically interacts with the MLL wild type protein in regulating HOXA9 
expression [77]. In this study, our data revealed that loss of SALL4 in MLL-AF9-transformed 
bone marrow cells largely disrupted their clonogenic ability in methylcellulose-based medium 
and in liquid culture, induced markable apoptosis and cell cycle arrest at G1. Consistently, 
conditional disruption of both Sall4 alleles in transplanted mice completely blocked leukemia 
initiation and significantly attenuated pre-existing disease progression [46]. Therefore, these 
studies suggest that SALL4 is an essential transcriptional regulator in MLL-r leukemogenesis.

4.3. SALL4 regulated pathways in leukemia

Our research group has previously conducted ChIP-on-chip assays with a promyelocytic leu-
kemic cell line NB4 [78]. Analysis of the SALL4-bound genes revealed the most prominent 
pathways involving WNT/β-catenin, apoptosis, NOTCH signaling, the polycomb complex 
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some genes may exert aberrant functions only when cells encounter transplantation or replica-
tive stress (see review [47]), and some vav/Cre knockout models may demonstrate hematopoi-
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and/or stress induction (such as 5-fluorouracil injury) assays with SALL4-deficient cells to fully 
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SALL4 is absent in most adult tissues and SALL4 expression in bone marrow is restricted 
to the rare CD34+ HSCs/HPCs. However, aberrant expression of SALL4 has been detected 
in various human solid tumors as well as different types of leukemias [49–57]. In patients 
with MDS, a group of preleukemic hematologic disorders, a high level of SALL4 expression 
is detected and correlated with high-risk patients with poor survival [58, 59]. In AML cases, 
our group and others have reported that SALL4 mRNA or proteins are aberrantly expressed 
in various AML subtypes (ranging from M1 to M5, the French-American-British [FAB] clas-
sification), and SALL4 expression is involved in chromosomal instability and associated with 
disease status and drug treatments [59–65]. SALL4 expression is found significantly higher in 
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that in MDS patients with normal karyotype [63]. In chemotherapy cases, it has been reported 
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in partial remission (PR), and then even lower in complete remission (CR) [61, 62]. Further, 
SALL4 was found to decrease throughout the treatment process in the drug responsive group 
but increase in drug resistant group [62]. In other leukemia cases, aberrant SALL4 expression 
has been reported in ALK positive anaplastic large cell lymphoma (ALK+ ALCL) [66], B cell 
acute lymphocytic leukemia (B-ALL), most prominently in B-ALL patients with TEL-AML1 
translocation, which is the most common genetic abnormality in pediatric B-ALL [67, 68]. 
SALL4 expression is also detected in precursor B-cell (but not T-cell) lymphoblastic leukemia/
lymphomas [61]. In addition, SALL4 expression has been detected in patient samples from 
blastic stage of chronic myeloid leukemia (CML), as opposed to the chronic phase, and in 
samples from CML patients who have achieved complete remission or those who have tyro-
sine kinase inhibitor resistance [61, 69, 70].

4.2. Role of SALL4 in transgenic model and in MLL-rearranged leukemia

Given the detection of aberrant SALL4 expression in leukemia patients, our research group 
has previously investigated transgenic mice that overexpress either human SALL4A or 
SALL4B. Interestingly, all the SALL4B mice developed MDS-like features at 2 months of age, 
and nine of them (53%) progressed to AML. In contrast, the SALL4A mice did not exhibit 
leukemia formation during the test period [59]. These studies suggest that SALL4B, but 
not SALL4A, has oncogenic activity in inducing leukemogenesis. In mechanism studies, 
the SALL4 isoforms were found to bind β-catenin protein, and these factors synergistically 
enhanced the Wnt/β-catenin signaling pathway. As expected, the expression levels of cyclin-
D1 and c-Myc, the two known targets of the Wnt/β-catenin pathway, were both increased in 
the SALL4B mice bone marrow cells. Interestingly, in a recent study, transgenic activation of 
the SALL4 target β-catenin in osteoblasts, the HSC/HPC niche, also induced MDS and AML 
development. Notably, these β-catenin mutated mice were anemic at as early as 2 weeks and 
died before 6 weeks of age, indicating a severe driving event in leukemogenesis [71]. Further 
in-depth studies are therefore needed to elucidate whether SALL4B in transgenic mice poten-
tially induces leukemogenesis via activating β-catenin in the osteoblastic niche.

Recently, our group explored SALL4 functions in leukemia pathogenesis induced by MLL-AF9, 
one of the most common mixed lineage leukemia (MLL)-rearranged (MLL-r) oncoproteins found 
in leukemia patients which is associated with very poor prognosis [72–76]. A previous study 
showed that SALL4 physically interacts with the MLL wild type protein in regulating HOXA9 
expression [77]. In this study, our data revealed that loss of SALL4 in MLL-AF9-transformed 
bone marrow cells largely disrupted their clonogenic ability in methylcellulose-based medium 
and in liquid culture, induced markable apoptosis and cell cycle arrest at G1. Consistently, 
conditional disruption of both Sall4 alleles in transplanted mice completely blocked leukemia 
initiation and significantly attenuated pre-existing disease progression [46]. Therefore, these 
studies suggest that SALL4 is an essential transcriptional regulator in MLL-r leukemogenesis.

4.3. SALL4 regulated pathways in leukemia

Our research group has previously conducted ChIP-on-chip assays with a promyelocytic leu-
kemic cell line NB4 [78]. Analysis of the SALL4-bound genes revealed the most prominent 
pathways involving WNT/β-catenin, apoptosis, NOTCH signaling, the polycomb complex 
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Figure 3. Key signaling pathways bound by SALL4 in NB4 acute promyelocytic and MLL-AF9 transformed leukemic 
cells.

protein BMI-1, PTEN, and nuclear factor-kB (see Figure 3). When the cells were treated with a 
SALL4-specific shRNA vector, the expression levels of proapoptotic genes TNF, TP53, PTEN, 
CARD9, CARD11, ATF3, and LTA were upregulated. In contrast, the expression levels of anti-
apoptotic genes such as BCL2, BMI-1, DAD1, TEGT, BIRC7, and BIRC4 (XIAP) are downregu-
lated. In line with the expression studies, reduction of SALL4 also diminished tumorigenicity 
of leukemic cells in immunodeficient mice. Further, the SALL4 knockdown-induced apopto-
sis was reversed by ectopic expression BMI-1. In a separate study, SALL4 knockdown in com-
bination with a BCL-2 inhibitor also synergistically increased apoptosis in AML cells. Other 
studies have reported that SALL4 recruits the nucleosome remodeling and histone deacety-
lation (NuRD/HDAC) repressive complex to the promoter of PTEN and decrease its gene 
expression [79], while conversely, a SALL4-derived peptide blocking this protein-protein 
interaction resulted in notable leukemic cell death, and this effect was reversed by treatment 
of a PTEN inhibitor [80]. In AML differentiation studies, SALL4 expression has also been 
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reported to block all-trans retinoic acid (ATRA)-induced myeloid differentiation in ATRA-
sensitive and -resistant AML cells. Further, inhibition of SALL4 and its interacting epigenetic 
factor LSD1 synergistically promoted ATRA-induced cell differentiation and growth arrest. 
In mechanistic studies, SALL4 and LSD1 have been found to co-occupy on the ATRA targets 
RARβ, ID2, and CYP26 gene promoters, and cooperatively regulate their expression [81–82].

Recently, our research group also conducted ChIP assays with sequencing (ChIP-Seq) assays 
with MLL-AF9 transformed murine leukemic cells. This study revealed that SALL4 binds to 
the key MLL-AF9 target genes Meis1, Hoxa9; MLL-r leukemia related genes Cebpα, Id2, Elf1, Evl, 
Flt3, Nf1, Tal1, Tcf7l1, Nkx2–3; the Hox factors Hoxa-9, −10, −11, −13; the Notch ligand Jag2, and 
Wnt/β-catenin regulator Wnt7b (see Figure 3 and [46]). mRNA microarrays assays following 
early Sall4 deletion identified multiple upregulated genes including cell cycle inhibitors Cdkn1a 
(p21), Trp53inp1; HSC/HPC colony-forming repressor Slfn2; and hematopoietic differentiation 
markers Col5a1, Fyb, Irf8 and Pira6. In contrast, the TGFβ family genes, Tgfβ2, Tgfβ3, Tgfβr3, and 
the genes related to chemo-resistance or leukemia aggressiveness, such as Thbs1, Tgm2, and 
Ambp were downregulated [46, 83]. In comparison with the mRNA expression data, not many 
of the ChIP-Seq-identified SALL4 targets were associated with early expression changes. This 
limited overlap has been considered to be related to the length of time of SALL4 inactivation, 
the presence of other co-regulators in play, and/or the relatively lower number of genes identi-
fied in relevant assays. More detailed studies would help to address these issues.

4.4. SALL4 regulates different downstream networks in normal and leukemic cells

In the SALL4-binding genes identified in NB4 leukemia and those in normal CD34+ cells, 
less than 20% of the targets were found commonly bound by SALL4. This limited overlap 
mirrors the findings from ESC and XEN cell promoter binding studies, and further indi-
cates that SALL4 functions in a manner specific to cell type or cell context (see Figure 4). 
Particularly, downregulation of SALL4 expression seems to have an opposite effect on 
genes involved apoptosis. For example, in leukemic cells, when SALL4 was downregu-
lated along with the apoptotic phenotype, the expression levels of proapoptosis genes TRO 

Figure 4. SALL4 functions in a manner specific to cell type or cell context. Shown are main effects following SALL4 
knockdown in indicated cell types.
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Figure 5. The SALL4-associated epigenetic factors. DNMTs: DNA methyltransferases. HDACs: histone deacetylases. 
HDMs: histone demethylases. HMTs: histone methyltransferases.

and ABL1 increased, and the expression of anti-apoptosis gene BCL2 decreased. While in 
CD34+ cells, there was no notable apoptosis with SALL4 knockdown, and the expression 
of BCL2 increased whereas the expression of TRO and ABL1 decreased. This differential 
regulatory effect by SALL4 should be helpful in developing SALL4-targeted anti-leukemia 
strategies to spare normal blood cells.

5. Epigenetic mechanisms involved in SALL4’s regulatory functions

5.1. SALL4 interacts with a variety of epigenetic factors to regulate downstream 
gene expression

So far the reported SALL4-interacting epigenetic factors (see Figure 5) include: DNA methyl-
transferases DNMT-1, -3A, -3B, -3 L, methyl-CpG-binding domain 2 protein (MBD2) [84]; NuRD 
complex that contains histone deacetylases HDAC1/2 [79]; H3K4 methyltransferase MLL1 [77]; 
H3K79 methyltransferase DOT1L [46]; H3K36 methyltransferase Wolf-Hirschhorn syndrome 
candidate 1 (WHSC1) [85, 86]; and lysine-specific histone demethylase LSD1/KDM1A [46, 81, 
87]. All of these are critical regulators in normal blood development and are frequent targets for 
dysregulation in hematological malignancies [88–90], and clinical epigenetic remedies inhibit-
ing such epigenetic factors have been shown effective in treating leukemia [91–93]. In fact, in 
MLL-AF9-mediated mouse AML studies, genetic disruption of either SALL4, DNMT1, LSD1, 
or DOT1L likewise blocked leukemia initiation and delayed disease progression in vivo [94–96].

By interacting with specific epigenetic factors, SALL4 expression can affect DNA methylation 
and histone methylation/acetylation status at genes that control hematopoietic differentiation, 
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apoptosis, tumor induction or suppression. For example, in NB4 AML cells that were transduced 
with a lentiviral SALL4 vector, there was an overall increased percentage of DNA methylation 
at various CpG sites of tumor suppression gene PTEN, which co-relates with a downregulated 
gene transcription [84]. In mouse bone marrow LSK cells, overexpression of SALL4 also induced 
increased percentage of methylation at the CpG sites of early B-cell factor 1 (Ebf1) promoter, as 
well as the Sall4 gene promoter itself, which facilitates an undifferentiated cellular status [84]. 
Similarly, the SALL4 overexpression levels significantly affected LSD1 binding and altered 
H3K4me2 levels at the promoter regions of tumor necrosis factor (Tnf) and differentiation-related 
genes EBF1, GATA1, RARβ, ID2, and CYP26, which are associated with relevantly altered gene 
transcription levels [81, 87]. Also, while SALL4 interacts with the NuRD/HDAC1/2 complex to 
silence PTEN promoter via reduced acetylation of histone H3 at its binding sites, the SALL4-
derived peptide blocks this interaction and leads to reactivated PTEN expression. Additionally, 
in the 32D myeloid progenitor cells following lentiviral SALL4 transduction, the H3K4me3 and 
H3K79me2/3 levels at Bmi1 promoter regions were increased [45]. In MLL-AF9 leukemia studies, 
the expression levels of SALL4 also affected LSD1 and Dot1l binding and relevant H3K4me3 and 
H3K79me3 amounts at the promoter regions of Meis1 and multiple HOX family genes in bone 
marrow cells [46, 77, 79].

5.2. SALL4 regulated epigenetic modification programs are cell type-dependent

Consistent with the findings from SALL4 genome-wide promoter binding and relevant expres-
sion assays, SALL4-regulated epigenetic modification programs are also strictly dependent 
on the cellular context. As reported, SALL4-bound genomic loci in murine ESCs are largely 
enriched for the activating marker H3K4me3, which indicates an association of SALL4 with 
non-repressed genes. In XEN cells, however, SALL4-binding loci displayed significantly less 
H3K4me3 enrichment. Instead, most of these regions are either accompanied with H3K27me3 
or lacking both H3K4me3 and H3K27me3, the “epi-markers” frequently associated with gene 
repression [26]. In our MLL-AF9 leukemia model studies, SALL4 has been shown to recruit 
DOT1L and LSD1 to Meis1 and HOX family gene promoters and modulate their H3K79me2/3 
and H3K4me3 levels [46]. The previously demonstrated SALL4-MLL interaction may con-
tribute to the observed HEK4me3 changes. However, in some non-MLL-r human AMLs, 
the DOT1L-regulated H3K79 methylation may not play a role, and it has been reported that 
administration of DOT1l inhibitors sensitized chemotherapy in MLL-r but not in non-MLL-r 
AML cells [97]. Further, the DOT1L recruitment to MLL-AF9 has been associated with the 
level of leukemic transformation [98–100]. Therefore, one may anticipate that SALL4 differ-
entially interacts with individual epigenetic factors to exerting a disease/subtype–dependent 
regulatory effect. This concept, if proven true, should further facilitate the development of 
SALL4-based disease subtype–specific anti-leukemia strategies.

6. Conclusions

Abnormal expression of SALL4 has been frequently detected in different types of human 
leukemias and associated with disease status and drug treatments. On the other hand, 
proper manipulation of SALL4 expression might be useful in achieving clinically significant 
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Figure 5. The SALL4-associated epigenetic factors. DNMTs: DNA methyltransferases. HDACs: histone deacetylases. 
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 expansion of transplantable human HSCs. Therefore, understanding how SALL4 mecha-
nisms maintain normal HSCs/HPCs vs. leukemic cells will facilitate development of newer, 
more efficient therapies in clinic.
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Abstract

Bovine herpesvirus 1 (BoHV-1), an important bovine pathogen, establishes life-long 
latency in sensory neurons within trigeminal ganglia (TG). Stress, as mimicked by the 
synthetic corticosteroid dexamethasone, consistently induces reactivation in calves 
latently infected with BoHV-1. Dexamethasone induces expression of several transcrip-
tion factors in TG neurons during early stages of reactivation, including Krüppel-like 
transcription factors (KLF): KLF4, KLF6, KLF15, and promyelocytic leukemia zinc fin-
ger. Furthermore, the glucocorticoid receptor (GR) is consistently detected in TG neu-
rons expressing viral regulatory proteins during reactivation from latency. The viral 
immediate early transcription unit 1 (IEtu1) promoter that drives expression of two viral 
transcription factors (bICP0 and bICP4) contains two GR response elements (GREs) and 
is stimulated by DEX. KLF15 and the GR form a feed forward transcription loop that 
synergistically stimulates productive infection and IEtu1 promoter activity. New studies 
demonstrate the GR and KLF6 synergistically stimulate productive infection and IEtu1 
promoter activity if the GREs are intact. Furthermore, the GR and KLF6 interact with 
wild-type GREs within the IEtu1 promoter, but not GRE mutants. These studies suggest 
that certain KLF family members and the GR can convert a silent viral genome in latently 
infected neurons into an actively transcribing genome during reactivation from latency.
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1. Introduction

Bovine herpesvirus 1 (BoHV-1), an alpha-herpesvirinae subfamily member, is an impor-
tant bovine pathogen that causes conjunctivitis and/or upper respiratory tract disease [1–3]. 
BoHV-1 is a significant cofactor in the polymicrobial disease referred to as bovine respira-
tory disease complex (BRDC), which is the most important disease of cattle. BoHV-1 infec-
tion impairs cell-mediated immunity, CD8+ T cell recognition of infected cells, and induces 
apoptosis in CD4+ T cells [4]. Viral proteins, VP8, bICP0 and bICP27, inhibit interferon 
dependent transcription [4–8]. Infection also erodes mucosal surfaces of the upper respira-
tory tract, which promotes establishment of the bacterial pathogen, Mannheimia haemolytica 
(MH) in the lower respiratory tract [9]. BoHV-1 productive infection increases neutrophil 
adhesion and activation [10], thus amplifying the pathogenic potential of MH. MH, a gram 
negative bacterium, exists as normal flora within the upper respiratory tract of healthy rumi-
nants [11]. Stress and/or co-infections disrupt this commensal relationship; consequently 
MH becomes the predominant organism that causes life-threatening bronchopneumonia in 
BRDC cases [9]. BRDC is the most important disease in cattle because it costs the US cattle 
industry more than one billion dollars in losses each year [9, 12, 13]. A BoHV-1 entry protein 
is a BRDC susceptibility gene for Holstein calves [14] confirming BoHV-1 is a significant 
BRDC cofactor.

Like most alpha-herpesvirinae subfamily members, including human herpes simplex virus 1 
(HSV-1) and HSV2, BoHV-1 initiates acute infection on mucosal surfaces [1–3]. High levels of 
infectious virus are produced; consequently BoHV-1, HSV-1, or HSV-2, spread to the periph-
eral nervous system via cell-to-cell spread. Latency is subsequently established in sensory neu-
rons, but periodically reactivates from latency, and thus is widespread in cattle throughout 
the world. Reactivation of the virus from the latent state is initiated by external stimuli (e.g. 
stress and immunosuppression). During reactivation, viral gene expression is stimulated and 
infectious virus is produced and transported back to mucosal surfaces. The ability of alpha-
herpesvirinae subfamily members to reactivate from the latent state is critical for virus trans-
mission. Regulation of the complex virus host interactions controlling the latency-reactivation 
cycle is not well understood, which hinders developing therapeutic strategies that prevent 
reactivation from latency.

BoHV-1 is an excellent model to study these events because the natural host can be used 
and the synthetic corticosteroid dexamethasone (DEX) consistently initiates reactivation from 
latency in infected calves [2]. We have used experimentally infected calves treated with DEX 
to initiate reactivation from latency in order to identify virus-host interactions important for 
the latency-reactivation cycle. These studies identified host cellular factors and pathways that 
may be crucial for latency maintenance [15] and reactivation [16]. The following discussion 
focuses on the mechanisms by which BoHV-1 “escapes” a latent infection following a stress-
ful stimulus and subsequently successfully reactivates from latency. Certain steps during 
BoHV-1 reactivation from latency are likely to be similar during reactivation of latency of 
other alpha-herpesvirinae subfamily members.
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2. Acute infection leads to a life-long latent infection in sensory 
neurons

Acute infection of calves induces programmed cell death, inflammation and high levels of 
virus production [1–3]. BoHV-1 genes are expressed in three distinct phases during acute infec-
tion or productive infection of cultured cells: immediate early (IE), early (E), or late (L) [1–3]. 
IE gene expression is specifically stimulated by viral protein 16 (VP16), a tegument protein. IE 
transcription unit 1 (IEtu1) encodes two transcriptional regulatory proteins, BoHV-1 infected 
cell protein 0 (bICP0) and bICP4, because a single IE transcript is differentially spliced and sub-
sequently translated into bICP0 or bICP4 (Figure 1). The bICP0 protein is also translated from 
an E mRNA (E2.6) because a separate E promoter drives expression of the bICP0 E transcript.

During acute infection of calves, infectious virus particles enter the peripheral nervous system 
via cell–cell spread. If infection is initiated within the oral, nasal, or ocular cavity, the primary 
site for latency is sensory neurons located in trigeminal ganglia (TG) [1–3]. Viral gene expression 
and infectious virus are detected in TG from 2 to 6 days after infection. Lytic cycle viral gene 
expression is then extinguished, a significant number of infected neurons survive, and these 
neurons harbor viral genomes, which is operationally defined as the establishment of latency. 
Abundant expression of the BoHV-1 encoded latency related (LR) gene occurs in latently 
infected neurons, but infectious virus is not detected (maintenance of latency) [1–3]. LR-RNA is 
anti-sense to and overlaps the BoHV-1 infected cell protein 0 (bICP0) gene. The LR gene has two 
open reading frames (ORF1 and ORF2), and two reading frames lacking an initiating methio-
nine (RF-B and RF-C). In addition, the LR gene encodes two micro-RNAs that interfere with 
bICP0 expression in transfected cells [17]. A LR mutant virus strain with three stop codons at the 
N-terminus of ORF2 exhibits diminished clinical symptoms, and reduced virus  shedding from 

Figure 1. Location of IE transcripts and promoters actively expressed during productive infection. The mRNA IE/4.2 
encodes the bICP4 protein and IE/2.9 encodes the bICP0 protein [58, 59, 72]. A single IE promoter activates expression 
of IE/4.2 and IE/2.9 and is designated IEtu1 (black rectangle). E/2.6 is the early transcript that encodes bICP0 and an 
early promoter activates expression of this transcript (bICP0 E pro; gray rectangle). All bICP0 protein-coding sequences 
are contained in Exon 2 (e2). The origin of replication (ORI) separates IEtu1 from IEtu2. The IEtu2 promoter (IEtu2 pro) 
regulates expression of the IE1.7 mRNA that is translated into the bICP22 protein. Solid lines in the transcript position 
map represent exons (e1, e2, or e3) and dashed lines denote introns.
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tant bovine pathogen that causes conjunctivitis and/or upper respiratory tract disease [1–3]. 
BoHV-1 is a significant cofactor in the polymicrobial disease referred to as bovine respira-
tory disease complex (BRDC), which is the most important disease of cattle. BoHV-1 infec-
tion impairs cell-mediated immunity, CD8+ T cell recognition of infected cells, and induces 
apoptosis in CD4+ T cells [4]. Viral proteins, VP8, bICP0 and bICP27, inhibit interferon 
dependent transcription [4–8]. Infection also erodes mucosal surfaces of the upper respira-
tory tract, which promotes establishment of the bacterial pathogen, Mannheimia haemolytica 
(MH) in the lower respiratory tract [9]. BoHV-1 productive infection increases neutrophil 
adhesion and activation [10], thus amplifying the pathogenic potential of MH. MH, a gram 
negative bacterium, exists as normal flora within the upper respiratory tract of healthy rumi-
nants [11]. Stress and/or co-infections disrupt this commensal relationship; consequently 
MH becomes the predominant organism that causes life-threatening bronchopneumonia in 
BRDC cases [9]. BRDC is the most important disease in cattle because it costs the US cattle 
industry more than one billion dollars in losses each year [9, 12, 13]. A BoHV-1 entry protein 
is a BRDC susceptibility gene for Holstein calves [14] confirming BoHV-1 is a significant 
BRDC cofactor.

Like most alpha-herpesvirinae subfamily members, including human herpes simplex virus 1 
(HSV-1) and HSV2, BoHV-1 initiates acute infection on mucosal surfaces [1–3]. High levels of 
infectious virus are produced; consequently BoHV-1, HSV-1, or HSV-2, spread to the periph-
eral nervous system via cell-to-cell spread. Latency is subsequently established in sensory neu-
rons, but periodically reactivates from latency, and thus is widespread in cattle throughout 
the world. Reactivation of the virus from the latent state is initiated by external stimuli (e.g. 
stress and immunosuppression). During reactivation, viral gene expression is stimulated and 
infectious virus is produced and transported back to mucosal surfaces. The ability of alpha-
herpesvirinae subfamily members to reactivate from the latent state is critical for virus trans-
mission. Regulation of the complex virus host interactions controlling the latency-reactivation 
cycle is not well understood, which hinders developing therapeutic strategies that prevent 
reactivation from latency.

BoHV-1 is an excellent model to study these events because the natural host can be used 
and the synthetic corticosteroid dexamethasone (DEX) consistently initiates reactivation from 
latency in infected calves [2]. We have used experimentally infected calves treated with DEX 
to initiate reactivation from latency in order to identify virus-host interactions important for 
the latency-reactivation cycle. These studies identified host cellular factors and pathways that 
may be crucial for latency maintenance [15] and reactivation [16]. The following discussion 
focuses on the mechanisms by which BoHV-1 “escapes” a latent infection following a stress-
ful stimulus and subsequently successfully reactivates from latency. Certain steps during 
BoHV-1 reactivation from latency are likely to be similar during reactivation of latency of 
other alpha-herpesvirinae subfamily members.

Transcriptional and Post-transcriptional Regulation36

2. Acute infection leads to a life-long latent infection in sensory 
neurons

Acute infection of calves induces programmed cell death, inflammation and high levels of 
virus production [1–3]. BoHV-1 genes are expressed in three distinct phases during acute infec-
tion or productive infection of cultured cells: immediate early (IE), early (E), or late (L) [1–3]. 
IE gene expression is specifically stimulated by viral protein 16 (VP16), a tegument protein. IE 
transcription unit 1 (IEtu1) encodes two transcriptional regulatory proteins, BoHV-1 infected 
cell protein 0 (bICP0) and bICP4, because a single IE transcript is differentially spliced and sub-
sequently translated into bICP0 or bICP4 (Figure 1). The bICP0 protein is also translated from 
an E mRNA (E2.6) because a separate E promoter drives expression of the bICP0 E transcript.

During acute infection of calves, infectious virus particles enter the peripheral nervous system 
via cell–cell spread. If infection is initiated within the oral, nasal, or ocular cavity, the primary 
site for latency is sensory neurons located in trigeminal ganglia (TG) [1–3]. Viral gene expression 
and infectious virus are detected in TG from 2 to 6 days after infection. Lytic cycle viral gene 
expression is then extinguished, a significant number of infected neurons survive, and these 
neurons harbor viral genomes, which is operationally defined as the establishment of latency. 
Abundant expression of the BoHV-1 encoded latency related (LR) gene occurs in latently 
infected neurons, but infectious virus is not detected (maintenance of latency) [1–3]. LR-RNA is 
anti-sense to and overlaps the BoHV-1 infected cell protein 0 (bICP0) gene. The LR gene has two 
open reading frames (ORF1 and ORF2), and two reading frames lacking an initiating methio-
nine (RF-B and RF-C). In addition, the LR gene encodes two micro-RNAs that interfere with 
bICP0 expression in transfected cells [17]. A LR mutant virus strain with three stop codons at the 
N-terminus of ORF2 exhibits diminished clinical symptoms, and reduced virus  shedding from 

Figure 1. Location of IE transcripts and promoters actively expressed during productive infection. The mRNA IE/4.2 
encodes the bICP4 protein and IE/2.9 encodes the bICP0 protein [58, 59, 72]. A single IE promoter activates expression 
of IE/4.2 and IE/2.9 and is designated IEtu1 (black rectangle). E/2.6 is the early transcript that encodes bICP0 and an 
early promoter activates expression of this transcript (bICP0 E pro; gray rectangle). All bICP0 protein-coding sequences 
are contained in Exon 2 (e2). The origin of replication (ORI) separates IEtu1 from IEtu2. The IEtu2 promoter (IEtu2 pro) 
regulates expression of the IE1.7 mRNA that is translated into the bICP22 protein. Solid lines in the transcript position 
map represent exons (e1, e2, or e3) and dashed lines denote introns.
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the eye, TG, or tonsils of infected calves [1–3]. ORF1, ORF2, and RF-C are expressed when bovine 
cells are infected with wild-type or the LR-rescued virus, but these proteins have reduced or no 
expression following infection with the LR mutant virus [1–3]. Wild-type (wt) BoHV-1, but not 
the LR mutant virus, reactivates from latency after treatment with the synthetic corticosteroid 
DEX. The anti-apoptosis activity of ORF2 is predicted to increase the survival of infected neu-
rons and thus would be important for the latency-reactivation cycle [1–3].

Recent studies demonstrated that during latency, the canonical Wnt/β-catenin signaling is 
active and ORF2 appears to be important for maintaining this important signaling pathway 
[15, 18]. Although dysregulation of the Wnt/β-catenin signaling is frequently associated with 
many types of cancer [19, 20], this signaling pathway has the potential to promote the estab-
lishment and maintenance of latency in sensory neurons because it enhances cell survival, 
axonal growth, and directs axons to their proper synaptic targets [21–25].

3. Stress-induced reactivation from latency

Increased corticosteroid levels, due to increased stress, correlates with increasing the inci-
dence of BoHV-1 reactivation from latency [1–3]. DEX can also stimulate productive infection 
[26], and initiate reactivation from latency in calves or rabbits latently infected with BoHV-1 
[1–3]. Six hours after DEX treatment lytic cycle viral RNA expression is detected in neurons 
of latently infected calves [27, 28]. Certain lytic cycle viral proteins, bICP0 and VP16 for 
example, are readily detected in TG neurons within hours after DEX treatment [29, 30]. The 
glucocorticoid receptor (GR) and mineralocorticoid receptor (MR), which are present in sub-
populations of sensory neurons [31, 32], are activated by interacting with corticosteroids. The 
GR is frequently detected in TG neurons that express bICP0 or VP16 [31, 32]. IEtu1 promoter 
activity is stimulated by the GR and the synthetic corticosteroid DEX because there are two 
consensus GREs in the promoter [26] suggesting this promoter is activated by the GR and/or 
MR following stressful stimuli. Since the IEtu1 promoter drives expression of two viral tran-
scriptional regulatory proteins (bICP0 and bICP4; Figure 1), activation of this promoter may 
stimulate productive infection in certain latently infected neurons.

DEX treatment of latently infected calves induces apoptosis of T cells that persist in TG after 
infection [27]. T cells also persist in TG of humans or mice latently infected with HSV-1 and may 
promote maintenance of latency [33–37]. Within 3 h after DEX treatment, 11 cellular genes are 
induced more than ten fold in TG [16]. Pentraxin 3, a regulator of innate immunity and neuro-
degeneration, is stimulated 35–63 fold at 3 or 6 h after DEX treatment. Furthermore, expression 
of a soluble Wnt antagonist, Dickkopf-1 is induced more than 10 fold [15, 16]. Dickkopf-1 is 
responsible for stress-induced neuronal death [38, 39] indicating there is a correlation between 
disrupting the Wnt signaling pathway and activation of lytic cycle viral gene expression during 
reactivation. Two transcription factors, promyelocytic leukemia zinc finger (PLZF) and Slug are 
induced more than 15-fold 3 h after DEX treatment. PLZF or Slug stimulates BoHV-1 productive 
infection 20-fold or 5-fold respectively, and Slug stimulates the late glycoprotein C promoter 
more than 10-fold. Additional DEX induced transcription factors, SPDEF (Sam-pointed domain 
containing Ets transcription factor), Kruppel-like transcription factor 15 (KLF15), KLF4, KLF6, 
and GATA6, stimulate productive infection and certain key viral promoters.

Transcriptional and Post-transcriptional Regulation38

The finding that four KLF family members (KLF4, KLF6, KLF15, and PLZF) are stimulated dur-
ing DEX induced reactivation from latency is intriguing because KLF family members resemble 
the SP1 transcription factor family and both family of transcription factors interact with gua-
nine-cytosine (GC) rich motifs, reviewed in [40, 41]. Genomes of alpha-herpesvirinae subfam-
ily members, including BoHV-1, are GC rich and many viral promoters contain Sp1 consensus 
binding sites as well as other GC rich motifs [40]. In fact, HSV-1 gene expression is activated by 
Sp1 [42]. HSV-1 and probably BoHV-1 genomes exist as silent chromatin during latency, [43]: 
however, HSV-1 DNA is associated with unstable chromatin during productive infection [44–46]. 
Regardless of the stimulus that initiates reactivation from latency, silent viral heterochromatin 
must be converted into an actively transcribing template for reactivation from latency to be suc-
cessful suggesting cellular transcription factors initially stimulate lytic cycle viral gene expression.

To test whether the GR and certain stress-induced transcription factors can cooperate to stimu-
late viral transcription, the IEtu1 promoter and BoHV-1 DNA fragments (less than 400 bp) con-
taining potential GR and KLF binding sites were identified and examined for transcriptional 
activation by stress-induced transcription factors. The rational for testing intergenic regions of 
the BoHV-1 genome is the viral genome contains more than 100 putative GRE binding sites [26] 
and a subset of GREs in cellular chromatin can activate transcription from greater than 5 kb 
to the nearest promoter [47]. KLF15 cooperated with the GR to stimulate the IEtu1 promoter 
activity and productive infection [48]. Furthermore, intergenic regions within the unique long 
52 gene (UL-52; component of DNA primase/helicase complex), bICP4, IEtu2 that expresses the 
regulatory protein (bICP22), and unique short region were stimulated by KLF15 and the GR. In 
contrast to KLF15, the other stress-induced transcription factors only have a modest effect on 
IEtu1 promoter activity. The GR and KLF15 interact with sequences within wild-type IEtu1 
GREs and UL-52 fragment, but not GRE mutants. Co-immunoprecipitation studies indicated 
that KLF15 and the GR are stably associated with each other. Interestingly, the GR and KLF15 
can synergistically regulate gene expression by a feed-forward transcription loop [49–51]. 
Hallmarks of a feed-forward loop are a primary factor (GR in this example) induces expression 
of a second factor, KLF15 [16, 49–54], and the two factors synergistically activate expression of 
genes in a specific pathway. Adipogenesis [55] and amino acid metabolizing enzymes are also 
synergistically regulated by the GR and KLF15 [50, 51]. In summary, these studies suggest that 
activation of BoHV-1 gene expression during DEX induced reactivation from latency is, in part, 
regulated by a feed-forward transcription loop containing the GR and KLF15.

4. The GR and KLF6 cooperate to stimulate productive infection

To test whether KLF6 and the activated GR have a cooperative effect on productive infection, 
a mouse neuroblastoma cell line (Neuro-2A) was cotransfected with gCblue genomic DNA 
and KLF6 and/or the GR. The gCblue virus grows to similar titers as the wt parental virus and 
expresses the Lac Z gene from the gC locus during productive infection (Figure 2A). Neuro-2A 
cells were used for these studies because they have neuronal like properties [56], can be readily 
transfected, and are semi-permissive for BoHV-1 [57]. Neuro-2A cells were transfected with 
gCblue DNA instead of infecting cells because VP16 and other viral regulatory proteins in the 
virion particle can diminish the stimulatory effects of DEX on productive infection (data not 
shown). KLF6 and the GR plus DEX treatment increased the number of β-Gal+ Neuro-2A cells 

The Glucocorticoid Receptor and Certain KRÜPPEL-Like Transcription Factors have the Potential…
http://dx.doi.org/10.5772/intechopen.75451

39
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cells are infected with wild-type or the LR-rescued virus, but these proteins have reduced or no 
expression following infection with the LR mutant virus [1–3]. Wild-type (wt) BoHV-1, but not 
the LR mutant virus, reactivates from latency after treatment with the synthetic corticosteroid 
DEX. The anti-apoptosis activity of ORF2 is predicted to increase the survival of infected neu-
rons and thus would be important for the latency-reactivation cycle [1–3].

Recent studies demonstrated that during latency, the canonical Wnt/β-catenin signaling is 
active and ORF2 appears to be important for maintaining this important signaling pathway 
[15, 18]. Although dysregulation of the Wnt/β-catenin signaling is frequently associated with 
many types of cancer [19, 20], this signaling pathway has the potential to promote the estab-
lishment and maintenance of latency in sensory neurons because it enhances cell survival, 
axonal growth, and directs axons to their proper synaptic targets [21–25].

3. Stress-induced reactivation from latency

Increased corticosteroid levels, due to increased stress, correlates with increasing the inci-
dence of BoHV-1 reactivation from latency [1–3]. DEX can also stimulate productive infection 
[26], and initiate reactivation from latency in calves or rabbits latently infected with BoHV-1 
[1–3]. Six hours after DEX treatment lytic cycle viral RNA expression is detected in neurons 
of latently infected calves [27, 28]. Certain lytic cycle viral proteins, bICP0 and VP16 for 
example, are readily detected in TG neurons within hours after DEX treatment [29, 30]. The 
glucocorticoid receptor (GR) and mineralocorticoid receptor (MR), which are present in sub-
populations of sensory neurons [31, 32], are activated by interacting with corticosteroids. The 
GR is frequently detected in TG neurons that express bICP0 or VP16 [31, 32]. IEtu1 promoter 
activity is stimulated by the GR and the synthetic corticosteroid DEX because there are two 
consensus GREs in the promoter [26] suggesting this promoter is activated by the GR and/or 
MR following stressful stimuli. Since the IEtu1 promoter drives expression of two viral tran-
scriptional regulatory proteins (bICP0 and bICP4; Figure 1), activation of this promoter may 
stimulate productive infection in certain latently infected neurons.

DEX treatment of latently infected calves induces apoptosis of T cells that persist in TG after 
infection [27]. T cells also persist in TG of humans or mice latently infected with HSV-1 and may 
promote maintenance of latency [33–37]. Within 3 h after DEX treatment, 11 cellular genes are 
induced more than ten fold in TG [16]. Pentraxin 3, a regulator of innate immunity and neuro-
degeneration, is stimulated 35–63 fold at 3 or 6 h after DEX treatment. Furthermore, expression 
of a soluble Wnt antagonist, Dickkopf-1 is induced more than 10 fold [15, 16]. Dickkopf-1 is 
responsible for stress-induced neuronal death [38, 39] indicating there is a correlation between 
disrupting the Wnt signaling pathway and activation of lytic cycle viral gene expression during 
reactivation. Two transcription factors, promyelocytic leukemia zinc finger (PLZF) and Slug are 
induced more than 15-fold 3 h after DEX treatment. PLZF or Slug stimulates BoHV-1 productive 
infection 20-fold or 5-fold respectively, and Slug stimulates the late glycoprotein C promoter 
more than 10-fold. Additional DEX induced transcription factors, SPDEF (Sam-pointed domain 
containing Ets transcription factor), Kruppel-like transcription factor 15 (KLF15), KLF4, KLF6, 
and GATA6, stimulate productive infection and certain key viral promoters.
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The finding that four KLF family members (KLF4, KLF6, KLF15, and PLZF) are stimulated dur-
ing DEX induced reactivation from latency is intriguing because KLF family members resemble 
the SP1 transcription factor family and both family of transcription factors interact with gua-
nine-cytosine (GC) rich motifs, reviewed in [40, 41]. Genomes of alpha-herpesvirinae subfam-
ily members, including BoHV-1, are GC rich and many viral promoters contain Sp1 consensus 
binding sites as well as other GC rich motifs [40]. In fact, HSV-1 gene expression is activated by 
Sp1 [42]. HSV-1 and probably BoHV-1 genomes exist as silent chromatin during latency, [43]: 
however, HSV-1 DNA is associated with unstable chromatin during productive infection [44–46]. 
Regardless of the stimulus that initiates reactivation from latency, silent viral heterochromatin 
must be converted into an actively transcribing template for reactivation from latency to be suc-
cessful suggesting cellular transcription factors initially stimulate lytic cycle viral gene expression.

To test whether the GR and certain stress-induced transcription factors can cooperate to stimu-
late viral transcription, the IEtu1 promoter and BoHV-1 DNA fragments (less than 400 bp) con-
taining potential GR and KLF binding sites were identified and examined for transcriptional 
activation by stress-induced transcription factors. The rational for testing intergenic regions of 
the BoHV-1 genome is the viral genome contains more than 100 putative GRE binding sites [26] 
and a subset of GREs in cellular chromatin can activate transcription from greater than 5 kb 
to the nearest promoter [47]. KLF15 cooperated with the GR to stimulate the IEtu1 promoter 
activity and productive infection [48]. Furthermore, intergenic regions within the unique long 
52 gene (UL-52; component of DNA primase/helicase complex), bICP4, IEtu2 that expresses the 
regulatory protein (bICP22), and unique short region were stimulated by KLF15 and the GR. In 
contrast to KLF15, the other stress-induced transcription factors only have a modest effect on 
IEtu1 promoter activity. The GR and KLF15 interact with sequences within wild-type IEtu1 
GREs and UL-52 fragment, but not GRE mutants. Co-immunoprecipitation studies indicated 
that KLF15 and the GR are stably associated with each other. Interestingly, the GR and KLF15 
can synergistically regulate gene expression by a feed-forward transcription loop [49–51]. 
Hallmarks of a feed-forward loop are a primary factor (GR in this example) induces expression 
of a second factor, KLF15 [16, 49–54], and the two factors synergistically activate expression of 
genes in a specific pathway. Adipogenesis [55] and amino acid metabolizing enzymes are also 
synergistically regulated by the GR and KLF15 [50, 51]. In summary, these studies suggest that 
activation of BoHV-1 gene expression during DEX induced reactivation from latency is, in part, 
regulated by a feed-forward transcription loop containing the GR and KLF15.

4. The GR and KLF6 cooperate to stimulate productive infection

To test whether KLF6 and the activated GR have a cooperative effect on productive infection, 
a mouse neuroblastoma cell line (Neuro-2A) was cotransfected with gCblue genomic DNA 
and KLF6 and/or the GR. The gCblue virus grows to similar titers as the wt parental virus and 
expresses the Lac Z gene from the gC locus during productive infection (Figure 2A). Neuro-2A 
cells were used for these studies because they have neuronal like properties [56], can be readily 
transfected, and are semi-permissive for BoHV-1 [57]. Neuro-2A cells were transfected with 
gCblue DNA instead of infecting cells because VP16 and other viral regulatory proteins in the 
virion particle can diminish the stimulatory effects of DEX on productive infection (data not 
shown). KLF6 and the GR plus DEX treatment increased the number of β-Gal+ Neuro-2A cells 
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Figure 2. KLF6 and the GR cooperate to stimulate productive infection. Neuro-2A cells were transfected with 2 ug 
BoHV-1 gCblue genomic DNA and where indicated a plasmid that expresses the mouse GR protein (1.0 ug DNA) and/
or KLF6 (0.5 ug DNA) using Lipofectamine 3000 (catalog no. L3000075; Invitrogen). A mouse GR expression vector was 
obtained from Dr. Joseph Cidlowski, NIH and the KLF6 expression vector was obtained from Bin Guo (North Dakota 
State University). Neuro-2A cells were grown in Eagle’s minimal essential medium (EMEM) supplemented with 10% 
FCS, penicillin (10 U/ml), and streptomycin (100 μg/ml). The BoHV-1 mutant containing the β-Gal gene in place of 
the viral gC gene was obtained from S. Chowdury (LSU School of Veterinary Medicine) (gCblue virus) and stocks of 
this virus grown in bovine kidney cells (CRIB). The gCblue virus grows to similar titers as the wt parental virus and 
expresses the Lac Z gene. Procedures for preparing genomic DNA were described previously [73]. To maintain the same 
amount of DNA in each sample, empty vector was included in samples. Cells were incubated with stripped fetal calf 
serum 24 h after transfection and then treated with water soluble DEX (10 μM; Sigma, D2915). At 40 h after transfection, 
cells were fixed and stained for counting the number of β-Gal+ cells as previously described [48]. Representative cultures 
stained for Lac Z expression are shown in (Panel A). The value for the control (gCblue virus DNA treated with PBS after 
transfection) was set at 1. The results from DEX treated cultures were compared to the control and are an average of three 
independent studies (Panel B). The asterisk denotes a significant difference between the control and samples transfected 
with the GR or KLF6 and treated with DEX (P < 0.05) using the student’s T test.

more than 4-fold, which was significantly higher than GR + DEX and the GR or KLF6 alone 
(Figure 2A and B). Cotransfection of gCblue and the GR + KLF6 stimulated productive infec-
tion 2-fold even when cultures were not treated with DEX, which was similar to the effects 
observed when gCblue genomic DNA was cotransfected with the GR and DEX treatment.

Transcriptional and Post-transcriptional Regulation40

5. KLF6 and GR synergistically trans-activates the IEtu1 promoter

Transient transfection studies were performed in Neuro-2A cells to test whether KLF6 and 
the GR synergistically trans-activate the IEtu1 promoter because this promoter contains two 
consensus GR binding sites (Figure 3A) required for DEX mediated transactivation [26]. The 

Figure 3. KLF6 and the GR cooperatively transactivate the IEtu1 promoter. Panel A: The full length IEtu1 promoter was 
cloned as an XhoI-SphI restriction site. Start site of transcription (arrow), TATA box, binding site for VP16/Oct1 complex 
is denoted as TAATGARAT [74], and location of GRE#1 and GRE#2 (black and grey rectangles) are shown. Numbers are 
genomic coordinates of the first nucleotide of each respective motif or restriction enzyme site. GenScript synthesized 
the IEtu1 collapsed promoter construct and genomic coordinates are included: this fragment is inserted at KpnI and 
HindIII restriction sites of pGL3-Basic Vector. A 280 bp fragment (IEtu1 GREs) was cloned into the pGL3-Promoter Vector 
at unique KpnI and XhoI restriction sites [48]. Panel B: Neuro-2A cells were transfected with 0.5 ug DNA of the IEtu1 
collapsed promoter (Collapsed) or IEtu1 GREs plasmid (GREs) and where indicated a plasmid that expresses the mouse 
GR protein (1.0 ug DNA) and/or KLF6 (0.5 ug DNA). To maintain equal plasmid amounts in the transfection mixtures, 
the empty expression vector was added as needed. Designated cultures were treated with water-soluble DEX (10 uM; 
Sigma) or DEX + RU486 (10 uM; Sigma) at 24 h after transfection. At 48 h after transfection, cells were harvested, and 
protein lysate subjected to dual-luciferase assay using a commercially available kit (E1910; Promega). Luminescence was 
measured by using a GloMax 20/20 luminometer (E5331; Promega). All transfections contained a plasmid encoding Renilla 
luciferase under the control of a minimal herpesvirus thymidine kinase (TK) promoter (0.050 ug DNA) as an internal 
control. Promoter activity in the empty luciferase vector (pGL3-Promoter Vector) was normalized to a value of 1 and 
fold activation for other samples presented. The results are the average of three independent experiments and error bars 
denote the standard error. A single asterisk denotes a significant difference (P < 0.05) between the IEtu1 collapsed or IEtu1 
GREs when cotransfected with GR and KLF6 plus DEX treatment when compared to promoter activity of the respective 
promoter construct cotransfected with GR plus DEX treatment. Two asterisks denote a significant difference (P < 0.05) 
between the IEtu1 collapsed or IEtu1 GREs when cotransfected with GR and KLF6 and DEX treatment versus the same 
study conducted but treated with DEX+ RU486 or no DEX. A (#) denotes a significant difference between IEtu1 collapsed or 
IEtu1 GREs cotransfected with the GR and treated with DEX when compared to the same luciferase reporter cotransfected 
with GR and treated with DEX+ RU486 or no DEX. Statistical analysis was performed using the Student t test.
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Figure 2. KLF6 and the GR cooperate to stimulate productive infection. Neuro-2A cells were transfected with 2 ug 
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amount of DNA in each sample, empty vector was included in samples. Cells were incubated with stripped fetal calf 
serum 24 h after transfection and then treated with water soluble DEX (10 μM; Sigma, D2915). At 40 h after transfection, 
cells were fixed and stained for counting the number of β-Gal+ cells as previously described [48]. Representative cultures 
stained for Lac Z expression are shown in (Panel A). The value for the control (gCblue virus DNA treated with PBS after 
transfection) was set at 1. The results from DEX treated cultures were compared to the control and are an average of three 
independent studies (Panel B). The asterisk denotes a significant difference between the control and samples transfected 
with the GR or KLF6 and treated with DEX (P < 0.05) using the student’s T test.

more than 4-fold, which was significantly higher than GR + DEX and the GR or KLF6 alone 
(Figure 2A and B). Cotransfection of gCblue and the GR + KLF6 stimulated productive infec-
tion 2-fold even when cultures were not treated with DEX, which was similar to the effects 
observed when gCblue genomic DNA was cotransfected with the GR and DEX treatment.
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Transient transfection studies were performed in Neuro-2A cells to test whether KLF6 and 
the GR synergistically trans-activate the IEtu1 promoter because this promoter contains two 
consensus GR binding sites (Figure 3A) required for DEX mediated transactivation [26]. The 
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cloned as an XhoI-SphI restriction site. Start site of transcription (arrow), TATA box, binding site for VP16/Oct1 complex 
is denoted as TAATGARAT [74], and location of GRE#1 and GRE#2 (black and grey rectangles) are shown. Numbers are 
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collapsed promoter (Collapsed) or IEtu1 GREs plasmid (GREs) and where indicated a plasmid that expresses the mouse 
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protein lysate subjected to dual-luciferase assay using a commercially available kit (E1910; Promega). Luminescence was 
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denote the standard error. A single asterisk denotes a significant difference (P < 0.05) between the IEtu1 collapsed or IEtu1 
GREs when cotransfected with GR and KLF6 plus DEX treatment when compared to promoter activity of the respective 
promoter construct cotransfected with GR plus DEX treatment. Two asterisks denote a significant difference (P < 0.05) 
between the IEtu1 collapsed or IEtu1 GREs when cotransfected with GR and KLF6 and DEX treatment versus the same 
study conducted but treated with DEX+ RU486 or no DEX. A (#) denotes a significant difference between IEtu1 collapsed or 
IEtu1 GREs cotransfected with the GR and treated with DEX when compared to the same luciferase reporter cotransfected 
with GR and treated with DEX+ RU486 or no DEX. Statistical analysis was performed using the Student t test.
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IEtu1 promoter drives IE expression of bICP0 and bICP4, the most important viral transcrip-
tional regulatory proteins encoded by BoHV-1 [58–60] (Figure 1). The IEtu1 collapsed pro-
moter construct (Figure 3A) was initially used to test whether sequences adjacent to the GREs 
were trans-activated by KLF6 and the GR. The full-length IEtu1 promoter construct con-
tains extensive sequences downstream from the start site of transcription and has sequences 
between the TATA box and the GREs that are important for KLF trans-activation [16]: con-
sequently the collapsed IEtu1 collapsed promoter construct was used for these studies. We 
have consistently found that the GR+ DEX stimulated promoter activity more than 15 fold 
and GR + KLF6 + DEX stimulated promoter activity more than 50 fold (Figure 3B). RU486 
antagonizes corticosteroid/GR signaling [61, 62] and as expected RU486 significantly reduced 
the ability of KLF6 and GR to transactivate the IEtu1 collapsed construct.

A 280 bp fragment containing both GREs within the IEtu1 promoter and flanking sequences 
was cloned upstream of the minimal SV40 early promoter and designated IEtu1 GREs [48] 
(Figure 3A). This construct was examined for its ability to be activated by KLF6 and the GRE 
as a comparison to the IEtu1 collapsed promoter construct. KLF6 and the GR consistently 
stimulated the IEtu1 GREs construct approximately 16-fold whereas the GR + DEX stimulated 
this construct only 6-fold (Figure 3B). RU486 also significantly reduced the ability of KLF6 
and GR to transactivate the IEtu1 GREs construct. Although the IEtu1 collapsed construct was 
trans-activated more by the GR + KLF6+ DEX relative to the IEtu1 GREs construct, the overall 
trends were similar.

6. The GREs are necessary for transactivation by the GR and KLF6

To identify sequences in the IEtu1 GREs that mediate transactivation by KLF6 and the GR, 
constructs containing site-specific mutations in GRE#1, GRE#2, and KLF like binding sites 
were compared to the wt IEtu1 GREs (Figure 4A–C) [48]. Mutagenesis of GRE1 (∆GRE1) or 
both GREs and the KLF binding sites (∆2xGRE∆KLF) significantly reduced cooperative acti-
vation by KLF6 and the GR when DEX was added to the cultures (Figure 4D). Mutagenesis of 
the 2 putative KLF sites (∆KLF) had no effect on trans-activation by KLF6 and the GR when 
cultures were treated with DEX. As previously reported [48] and shown in Figure 4D, the 
effect of DEX and the GR was significantly reduced when GRE#1 (∆GRE1) was mutated and 
abolished when both GREs and putative KLF sites (∆2xGRE∆KLF) were mutated. In sum-
mary, mutagenesis of the GRE#1 significantly reduced synergistic transactivation by KLF6 
and the GR when cultures were treated with DEX.

7. KLF6 and the GR interact with sequences located in the IEtu1 
GREs

To test whether KLF6 and the GR interact with sequences located in the IEtu1 GREs, chromatin 
immuno-precipitation (ChIP) studies were performed in Neuro-2A cells. Cells were transfected 
with the promoter construct containing the IEtu1 GREs followed by treatment with Vehicle 
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or DEX. As shown in Figure 5A, ChIP studies demonstrated that the GR and KLF6 occupied 
the GRE region of the IEtu1 GREs (lanes 2–4). No specific PCR product was amplified from 
ChIPs of cells transfected with the IEtu1 GREs from IPs using the control IgG (IgG C Panel) or 
cells transfected with the ∆2XGRE∆KLF construct (Figure 5C and D). Treatment with DEX had 
little effect on the levels of GR bound to IEtu1 GRE sequences (Figure 5A and B); however, we 
detected an increase in KLF6 bound to the IEtu1 GREs when cotransfected with KLF6 and GR 
in the absence of DEX when compared to DEX treatment. At least three reasons may have led to 
this unexpected result. First, we suggest that low levels of corticosteroids in media  containing 

Figure 4. Identification of sequences in the IEtu1 GREs that are responsive to KLF6 and the GR. Panel A: Schematic 
of IEtu1 promoter and location of TATA box, TAATGARAT motif, and the two GREs. Numbers denote the genomic 
location of the first nucleotide of each motif. Panel B: Schematic of 280 bp fragment that contains the IEtu1 GREs 
and putative KLF-binding sites. Panel C: Nucleotide sequence of motifs in the IEtu1 GREs and mutations that were 
prepared. Mutations in GRE#1 and GRE#2 were previously described and were shown to disrupt trans-activation by 
the GR in transient transfection studies [26, 48]. Panel D: Neuro-2A cells were transfected with the designated luciferase 
plasmid (0.5 ug DNA) and where indicated a plasmid that expresses the mouse GR protein (1.0 ug DNA) and/or KLF6 
(0.5 ug DNA). To maintain the same amount of DNA in each sample, empty vector was included in certain samples. 
Cultures were then treated with 2% “stripped” fetal calf serum and then water soluble DEX (10 uM; Sigma) at 24 h after 
transfection. At 48 h after transfection, cells were harvested, and protein lysate was subjected to dual-luciferase assay 
as described in Figure 3B. The level of promoter activity in the empty luciferase vector (pGL3-Promoter Vector) was 
normalized to a value of 1 and the fold activation values for other samples are presented. The results are the average of 
three independent experiments and error bars denote the standard error. The asterisks denote a significant difference 
(P < 0.05) between IEtu1 GREs (wt) and the ∆KLF mutant when compared to the other mutants (∆GRE1, ∆GRE1∆KLF 
and ∆2XGRE∆KLF) after cotransfection with GR + KLF6 and treated with DEX, as determined by the Student t test.
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moter construct (Figure 3A) was initially used to test whether sequences adjacent to the GREs 
were trans-activated by KLF6 and the GR. The full-length IEtu1 promoter construct con-
tains extensive sequences downstream from the start site of transcription and has sequences 
between the TATA box and the GREs that are important for KLF trans-activation [16]: con-
sequently the collapsed IEtu1 collapsed promoter construct was used for these studies. We 
have consistently found that the GR+ DEX stimulated promoter activity more than 15 fold 
and GR + KLF6 + DEX stimulated promoter activity more than 50 fold (Figure 3B). RU486 
antagonizes corticosteroid/GR signaling [61, 62] and as expected RU486 significantly reduced 
the ability of KLF6 and GR to transactivate the IEtu1 collapsed construct.

A 280 bp fragment containing both GREs within the IEtu1 promoter and flanking sequences 
was cloned upstream of the minimal SV40 early promoter and designated IEtu1 GREs [48] 
(Figure 3A). This construct was examined for its ability to be activated by KLF6 and the GRE 
as a comparison to the IEtu1 collapsed promoter construct. KLF6 and the GR consistently 
stimulated the IEtu1 GREs construct approximately 16-fold whereas the GR + DEX stimulated 
this construct only 6-fold (Figure 3B). RU486 also significantly reduced the ability of KLF6 
and GR to transactivate the IEtu1 GREs construct. Although the IEtu1 collapsed construct was 
trans-activated more by the GR + KLF6+ DEX relative to the IEtu1 GREs construct, the overall 
trends were similar.

6. The GREs are necessary for transactivation by the GR and KLF6

To identify sequences in the IEtu1 GREs that mediate transactivation by KLF6 and the GR, 
constructs containing site-specific mutations in GRE#1, GRE#2, and KLF like binding sites 
were compared to the wt IEtu1 GREs (Figure 4A–C) [48]. Mutagenesis of GRE1 (∆GRE1) or 
both GREs and the KLF binding sites (∆2xGRE∆KLF) significantly reduced cooperative acti-
vation by KLF6 and the GR when DEX was added to the cultures (Figure 4D). Mutagenesis of 
the 2 putative KLF sites (∆KLF) had no effect on trans-activation by KLF6 and the GR when 
cultures were treated with DEX. As previously reported [48] and shown in Figure 4D, the 
effect of DEX and the GR was significantly reduced when GRE#1 (∆GRE1) was mutated and 
abolished when both GREs and putative KLF sites (∆2xGRE∆KLF) were mutated. In sum-
mary, mutagenesis of the GRE#1 significantly reduced synergistic transactivation by KLF6 
and the GR when cultures were treated with DEX.

7. KLF6 and the GR interact with sequences located in the IEtu1 
GREs

To test whether KLF6 and the GR interact with sequences located in the IEtu1 GREs, chromatin 
immuno-precipitation (ChIP) studies were performed in Neuro-2A cells. Cells were transfected 
with the promoter construct containing the IEtu1 GREs followed by treatment with Vehicle 
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or DEX. As shown in Figure 5A, ChIP studies demonstrated that the GR and KLF6 occupied 
the GRE region of the IEtu1 GREs (lanes 2–4). No specific PCR product was amplified from 
ChIPs of cells transfected with the IEtu1 GREs from IPs using the control IgG (IgG C Panel) or 
cells transfected with the ∆2XGRE∆KLF construct (Figure 5C and D). Treatment with DEX had 
little effect on the levels of GR bound to IEtu1 GRE sequences (Figure 5A and B); however, we 
detected an increase in KLF6 bound to the IEtu1 GREs when cotransfected with KLF6 and GR 
in the absence of DEX when compared to DEX treatment. At least three reasons may have led to 
this unexpected result. First, we suggest that low levels of corticosteroids in media  containing 

Figure 4. Identification of sequences in the IEtu1 GREs that are responsive to KLF6 and the GR. Panel A: Schematic 
of IEtu1 promoter and location of TATA box, TAATGARAT motif, and the two GREs. Numbers denote the genomic 
location of the first nucleotide of each motif. Panel B: Schematic of 280 bp fragment that contains the IEtu1 GREs 
and putative KLF-binding sites. Panel C: Nucleotide sequence of motifs in the IEtu1 GREs and mutations that were 
prepared. Mutations in GRE#1 and GRE#2 were previously described and were shown to disrupt trans-activation by 
the GR in transient transfection studies [26, 48]. Panel D: Neuro-2A cells were transfected with the designated luciferase 
plasmid (0.5 ug DNA) and where indicated a plasmid that expresses the mouse GR protein (1.0 ug DNA) and/or KLF6 
(0.5 ug DNA). To maintain the same amount of DNA in each sample, empty vector was included in certain samples. 
Cultures were then treated with 2% “stripped” fetal calf serum and then water soluble DEX (10 uM; Sigma) at 24 h after 
transfection. At 48 h after transfection, cells were harvested, and protein lysate was subjected to dual-luciferase assay 
as described in Figure 3B. The level of promoter activity in the empty luciferase vector (pGL3-Promoter Vector) was 
normalized to a value of 1 and the fold activation values for other samples are presented. The results are the average of 
three independent experiments and error bars denote the standard error. The asterisks denote a significant difference 
(P < 0.05) between IEtu1 GREs (wt) and the ∆KLF mutant when compared to the other mutants (∆GRE1, ∆GRE1∆KLF 
and ∆2XGRE∆KLF) after cotransfection with GR + KLF6 and treated with DEX, as determined by the Student t test.
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Figure 5. Interaction between GR and KLF6 with IEtu1 GREs. Neuro-2A cells were cotransfected with the IEtu1 GREs 
construct (Panel A; 4 ug DNA) or ∆2XGRE∆KLF fragment (Panel C; 4 ug DNA), KLF6 expression plasmid (1.5 ug DNA) 
and/or the GR plasmid (2 ug DNA). Empty vector was added to maintain the same concentration of DNA in each 
transfection assay. Designated cultures were treated with DEX (10 uM; Sigma) 4 h before cells were harvested. ChIP 
studies were performed as previously described in Neuro-2A cells [48]. Polymerase chain reaction (PCR) was performed 
using primers that amplify the IEtu1 GREs and ∆2XGRE∆KLF: forward primer is 5′- CCCACTTTTGCCTGTGTG-3′ and 
reverse primer is 5’-TTTTCCTCCTCCTTCCCC-3′. These primers yield a product of 107 base pairs. Input was 10% of the 
total DNA: protein complexes that used for IP and then PCR performed using PCR primers described in the materials 
and methods. Arrows denote the specific PCR product, 107 bp for IEtu1 GREs or for ∆2XGRE∆KLF, and the circle 
denotes the position of primer dimers. Estimation of the level of binding to wild-type IEtu1 GREs sequences (Panel B) or 
∆2XGRE∆KLF (Panel D) is shown. The results are representative of three independent studies.
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2% stripped fetal bovine serum may be a reason why the GR was associated with the IEtu1 
GREs in the absence of DEX. Secondly, independent studies concluded that the GR can be 
associated with GREs in the absence of corticosteroids [61, 63]. Thirdly, treatment of cells with 
DEX reduces GR levels and the availability of GR to bind to DNA [26, 64]. All input samples 
(whole lysate prior to IP) yielded the specific 107 bp PCR product except Neuro-2A cells not 
transfected with the IEtu1 GREs construct (Figure 5A, Input panel, lane 1). In summary, the 
GR and KLF6 were specifically recruited to IEtu1 GRE sequences when the GREs were intact.

8. The GR does not stably interact with KLF6

Co-immunoprecipitation (co-IP) studies were used to test whether GR and KLF6 physi-
cally interact. Neuro-2A cells were cotransfected with plasmids that express KLF6 and the 
GR. Following IP with the GR antibody, we were unable to detect KLF6 in the immunopre-
cipitate regardless of DEX treatment (Figure 6). As expected, both proteins were detected in 
whole cell lysate (input). Furthermore, the GR was detected in the immunoprecipitate after IP 
was performed with the GR antibody. When KLF6 was used to IP whole cell lysate, the GR was 
not detected in the immunoprecipitate (data not shown). The same experimental conditions 
revealed that KLF15 and the GR were stably associated in transfected Neuro-2A cells [48]. In 
summary, co-IP studies suggested KLF6 and the GR were not stably associated with each other.

Figure 6. The GR does not physically interact with KLF6. Neuro-2A cells were grown to confluence on 100 mm dishes. 
Cells were cotransfected with plasmids that express KLF6 (1.5 μg) and the GR (2 μg). Cultures were treated with DEX 
(10 μM) in 2% stripped serum medium for 4 h before harvesting of transfected cells and other cultures were not treated 
DEX. Whole cell lysate was prepared with RIPA lysis buffer with 1× Protease Inhibitor cocktail (Thermo-scientific, cat. No: 
78430) and protein concentration quantified. Protein extracts (500 μg) were combined with anti-GR (Cell Signaling; 3660) 
and /or anti-KLF6 (5 μg) antibodies (Thermo Fisher Scientific, 39–6900) and reactions were incubated for overnight at 4°C 
on rotator. Co-IP and Western blot studies were performed as described previously [48]. The secondary donkey anti-rabbit 
antibody (NA9340V) was purchased from GE Healthcare and secondary sheep anti-mouse antibody was purchased from 
GE Healthcare. Following immunoprecipitation with the GR antibody, KLF6 was not detected in the immune-precipitate 
by western blotting in samples treated with or without DEX. Input lanes are (whole cell lysate) used as positive controls 
for expression of the both proteins. Molecular weight markers (lane M) are shown to the left of the panels.
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studies were performed as previously described in Neuro-2A cells [48]. Polymerase chain reaction (PCR) was performed 
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total DNA: protein complexes that used for IP and then PCR performed using PCR primers described in the materials 
and methods. Arrows denote the specific PCR product, 107 bp for IEtu1 GREs or for ∆2XGRE∆KLF, and the circle 
denotes the position of primer dimers. Estimation of the level of binding to wild-type IEtu1 GREs sequences (Panel B) or 
∆2XGRE∆KLF (Panel D) is shown. The results are representative of three independent studies.
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associated with GREs in the absence of corticosteroids [61, 63]. Thirdly, treatment of cells with 
DEX reduces GR levels and the availability of GR to bind to DNA [26, 64]. All input samples 
(whole lysate prior to IP) yielded the specific 107 bp PCR product except Neuro-2A cells not 
transfected with the IEtu1 GREs construct (Figure 5A, Input panel, lane 1). In summary, the 
GR and KLF6 were specifically recruited to IEtu1 GRE sequences when the GREs were intact.

8. The GR does not stably interact with KLF6

Co-immunoprecipitation (co-IP) studies were used to test whether GR and KLF6 physi-
cally interact. Neuro-2A cells were cotransfected with plasmids that express KLF6 and the 
GR. Following IP with the GR antibody, we were unable to detect KLF6 in the immunopre-
cipitate regardless of DEX treatment (Figure 6). As expected, both proteins were detected in 
whole cell lysate (input). Furthermore, the GR was detected in the immunoprecipitate after IP 
was performed with the GR antibody. When KLF6 was used to IP whole cell lysate, the GR was 
not detected in the immunoprecipitate (data not shown). The same experimental conditions 
revealed that KLF15 and the GR were stably associated in transfected Neuro-2A cells [48]. In 
summary, co-IP studies suggested KLF6 and the GR were not stably associated with each other.

Figure 6. The GR does not physically interact with KLF6. Neuro-2A cells were grown to confluence on 100 mm dishes. 
Cells were cotransfected with plasmids that express KLF6 (1.5 μg) and the GR (2 μg). Cultures were treated with DEX 
(10 μM) in 2% stripped serum medium for 4 h before harvesting of transfected cells and other cultures were not treated 
DEX. Whole cell lysate was prepared with RIPA lysis buffer with 1× Protease Inhibitor cocktail (Thermo-scientific, cat. No: 
78430) and protein concentration quantified. Protein extracts (500 μg) were combined with anti-GR (Cell Signaling; 3660) 
and /or anti-KLF6 (5 μg) antibodies (Thermo Fisher Scientific, 39–6900) and reactions were incubated for overnight at 4°C 
on rotator. Co-IP and Western blot studies were performed as described previously [48]. The secondary donkey anti-rabbit 
antibody (NA9340V) was purchased from GE Healthcare and secondary sheep anti-mouse antibody was purchased from 
GE Healthcare. Following immunoprecipitation with the GR antibody, KLF6 was not detected in the immune-precipitate 
by western blotting in samples treated with or without DEX. Input lanes are (whole cell lysate) used as positive controls 
for expression of the both proteins. Molecular weight markers (lane M) are shown to the left of the panels.
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Figure 7. The GR and certain KLF family members stimulate BoHV-1 replication and IEtu1 promoter activity. Panel A: 
Stress activates the GR, which in turn stimulates expression of four stress-induced KLF family members in TG neurons 
[16]. Recent studies demonstrated that stress, as mimicked by DEX plus the GR, activates IEtu1 promoter activity because 
two GREs are located in the promoter [26]. KLF6 and KLF15 cooperate with the GR to activate IEtu1 promoter activity. 
Stress mediated activation of the IEtu1 promoter is crucial for productive infection because this promoter drives expression 
of two viral regulatory proteins (bIC0 and bICP4). Panel B: KLF15 stably interacts with the GR: consequently, this complex 
synergistically stimulates IEtu1 promoter activity by binding to the GREs [48]. Panel C: KLF6 and the GR cooperate to 
stimulate expression of IEtu1 promoter activity and productive infection. In contrast, to KLF15, KLF6 did not stably interact 
with the GR. Consequently, we propose that a KLF6 indirectly interacts with the GR via an unknown GR coactivator (X) or 
binding of the GR to a GRE promotes KLF6 interactions with sequences between GRE#1 and GRE#2. This schematic does 
not suggest that the interactions occur at independent GREs within the IEtu1 promoter; it merely suggests that these are 
the two likely mechanisms by which KLF6 cooperates with the GR to stimulate IEtu1 promoter activity.

9. Discussion and summary

In this study, we provided evidence that KLF6 and the GR synergistically stimulate productive 
infection and IEtu1 promoter activity. The IEtu1 promoter must be activated for productive 
infection because it encodes two viral transcriptional regulators, bICP0 and bICP4 (Figure 7A) 
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[2]. During reactivation from latency, stress, as mimicked by the synthetic corticosteroid DEX, 
activates the GR and induces expression of several KLF family members (KLF4, KLF6, KLF15, 
and PLZF) [16]. A previous study demonstrated that KLF15, but not KLF4, and the GR syner-
gistically stimulate IEtu1 promoter activity [48]. In contrast to KLF6, KLF15 stably interacts with 
the GR to establish a feed-forward transcriptional loop [48, 51, 53, 65, 66] (Figure 7B). Although 
KLF6 and KLF15 can both positively regulate promoter activity, they also can repress transcrip-
tion in a promoter-specific manner [67, 68]. One study concluded there is a synergistic effect 
between the GR and transcriptional factors that recognize CACCC motifs [69], a known KLF6 
binding site [70, 71]. There are no CACCC motifs on the positive strand of the IEtu1 GREs frag-
ment; however, there are 2 CACCC motifs on the negative strand (KLF-1 like; Figure 7B). When 
these motifs were mutated (∆KLF mutant), there was no difference in KLF6 and GR mediated 
trans-activation suggesting there may be KLF binding sites located between GRE#2 and GRE#1.

Relative to GRE#2, mutating GRE#1 was more important for GR mediated trans-activation 
[26, 48]. To ablate DEX induction of the IEtu1 promoter or the IEtu1 GREs, both GREs must 
be mutated [26, 48]. This is consistent with the results demonstrating there are cooperative 
effects between KLF15 [48] or KLF6 and the GR. ChIP results demonstrated that mutagenesis 
of both GREs interfered with KLF6 binding to sequences spanning the IEtu1 GREs, suggest-
ing: 1) an unknown GR or KLF6 coactivator functions as a bridge between the GR and KLF6, 
which allows interactions between these two transcription factors (Figure 7C; left scenario at 
GRE#2), or 2) GR interactions with GRE#1 and/or GRE#2 influence adjacent sequences that 
are necessary for KLF6 to bind DNA Figure 7B; right scenario at GRE#1). Since KLF family 
members can bind to several GC or CA rich motifs, it is difficult to predict which sequences 
adjacent to GRE#1 or GRE#2 are important for interacting with KLF6 and/or KLF15.

The BoHV-1 genome contains approximately 100 putative GREs [26]. We identified 13 intergenic 
regions in the viral genome that contain at least 2 putative GREs and potential KLF binding sites 
within 400 base pairs. KLF15 and the GR significantly transactivate fragments present in unique 
long (UL)-52, bICP4, IEtu2, and Us fragments when DEX was added to cultures [48]. In contrast, 
KLF6 and the GR were unable to transactivate these intergenic fragments in the presence or 
absence of DEX (data not shown) confirming KLF15 has novel properties relative to KLF6.

KLF4, KLF6, and KLF15 expression are induced in TG neurons of calves that are latently 
infected with BoHV-1 during early stages of DEX induced reactivation from latency [16]. 
Cellular, not viral encoded, transcription factors are predicted to be crucial for initiating viral 
transcription during initial stages of reactivation from latency because lytic cycle viral gene 
expression is not readily detected in TG of latently infected calves [29, 30]. Thus, activation of 
the IEtu1 promoter by the GR and DEX-induced transcription factors, KLF6 and KLF15 for 
example, may be sufficient to trigger lytic cycle viral gene expression in a subset of latently 
infected neurons following a stressful stimulus, as shown in Figure 7B and C.
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Figure 7. The GR and certain KLF family members stimulate BoHV-1 replication and IEtu1 promoter activity. Panel A: 
Stress activates the GR, which in turn stimulates expression of four stress-induced KLF family members in TG neurons 
[16]. Recent studies demonstrated that stress, as mimicked by DEX plus the GR, activates IEtu1 promoter activity because 
two GREs are located in the promoter [26]. KLF6 and KLF15 cooperate with the GR to activate IEtu1 promoter activity. 
Stress mediated activation of the IEtu1 promoter is crucial for productive infection because this promoter drives expression 
of two viral regulatory proteins (bIC0 and bICP4). Panel B: KLF15 stably interacts with the GR: consequently, this complex 
synergistically stimulates IEtu1 promoter activity by binding to the GREs [48]. Panel C: KLF6 and the GR cooperate to 
stimulate expression of IEtu1 promoter activity and productive infection. In contrast, to KLF15, KLF6 did not stably interact 
with the GR. Consequently, we propose that a KLF6 indirectly interacts with the GR via an unknown GR coactivator (X) or 
binding of the GR to a GRE promotes KLF6 interactions with sequences between GRE#1 and GRE#2. This schematic does 
not suggest that the interactions occur at independent GREs within the IEtu1 promoter; it merely suggests that these are 
the two likely mechanisms by which KLF6 cooperates with the GR to stimulate IEtu1 promoter activity.

9. Discussion and summary

In this study, we provided evidence that KLF6 and the GR synergistically stimulate productive 
infection and IEtu1 promoter activity. The IEtu1 promoter must be activated for productive 
infection because it encodes two viral transcriptional regulators, bICP0 and bICP4 (Figure 7A) 
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[2]. During reactivation from latency, stress, as mimicked by the synthetic corticosteroid DEX, 
activates the GR and induces expression of several KLF family members (KLF4, KLF6, KLF15, 
and PLZF) [16]. A previous study demonstrated that KLF15, but not KLF4, and the GR syner-
gistically stimulate IEtu1 promoter activity [48]. In contrast to KLF6, KLF15 stably interacts with 
the GR to establish a feed-forward transcriptional loop [48, 51, 53, 65, 66] (Figure 7B). Although 
KLF6 and KLF15 can both positively regulate promoter activity, they also can repress transcrip-
tion in a promoter-specific manner [67, 68]. One study concluded there is a synergistic effect 
between the GR and transcriptional factors that recognize CACCC motifs [69], a known KLF6 
binding site [70, 71]. There are no CACCC motifs on the positive strand of the IEtu1 GREs frag-
ment; however, there are 2 CACCC motifs on the negative strand (KLF-1 like; Figure 7B). When 
these motifs were mutated (∆KLF mutant), there was no difference in KLF6 and GR mediated 
trans-activation suggesting there may be KLF binding sites located between GRE#2 and GRE#1.

Relative to GRE#2, mutating GRE#1 was more important for GR mediated trans-activation 
[26, 48]. To ablate DEX induction of the IEtu1 promoter or the IEtu1 GREs, both GREs must 
be mutated [26, 48]. This is consistent with the results demonstrating there are cooperative 
effects between KLF15 [48] or KLF6 and the GR. ChIP results demonstrated that mutagenesis 
of both GREs interfered with KLF6 binding to sequences spanning the IEtu1 GREs, suggest-
ing: 1) an unknown GR or KLF6 coactivator functions as a bridge between the GR and KLF6, 
which allows interactions between these two transcription factors (Figure 7C; left scenario at 
GRE#2), or 2) GR interactions with GRE#1 and/or GRE#2 influence adjacent sequences that 
are necessary for KLF6 to bind DNA Figure 7B; right scenario at GRE#1). Since KLF family 
members can bind to several GC or CA rich motifs, it is difficult to predict which sequences 
adjacent to GRE#1 or GRE#2 are important for interacting with KLF6 and/or KLF15.

The BoHV-1 genome contains approximately 100 putative GREs [26]. We identified 13 intergenic 
regions in the viral genome that contain at least 2 putative GREs and potential KLF binding sites 
within 400 base pairs. KLF15 and the GR significantly transactivate fragments present in unique 
long (UL)-52, bICP4, IEtu2, and Us fragments when DEX was added to cultures [48]. In contrast, 
KLF6 and the GR were unable to transactivate these intergenic fragments in the presence or 
absence of DEX (data not shown) confirming KLF15 has novel properties relative to KLF6.

KLF4, KLF6, and KLF15 expression are induced in TG neurons of calves that are latently 
infected with BoHV-1 during early stages of DEX induced reactivation from latency [16]. 
Cellular, not viral encoded, transcription factors are predicted to be crucial for initiating viral 
transcription during initial stages of reactivation from latency because lytic cycle viral gene 
expression is not readily detected in TG of latently infected calves [29, 30]. Thus, activation of 
the IEtu1 promoter by the GR and DEX-induced transcription factors, KLF6 and KLF15 for 
example, may be sufficient to trigger lytic cycle viral gene expression in a subset of latently 
infected neurons following a stressful stimulus, as shown in Figure 7B and C.
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messenger of stored information thereby completing the central dogma of life. Though 80% of 
the human genome is transcribed into RNA, majority of RNA lacks protein coding potential 
and referred as “non-coding RNA” (ncRNA). Further, genome sequencing technologies have 
revealed that the mammalian transcriptome is much more complex and their transcription is 
regulated by developmental stages [1]. The continuing discovery of new classes of regulatory 
ncRNAs suggests that RNA has continued to evolve along with proteins and DNA.

ncRNAs are divided into two major groups based on an arbitrary threshold of 200 nucleo-
tides (nt) namely short ncRNAs (sncRNA) and long ncRNAs (lncRNAs) (Figure 1). sncRNAs 
include functional RNAs such as t-RNAs, r-RNAs and snRNAs which are involved in tran-
scriptional and translational regulation. In addition to these conventional RNAs, short ncRNAs 
also include different regulatory RNAs such as microRNAs (miRNAs) [2, 3], small interfer-
ing RNAs (siRNAs) and P-element-induced wimpy testis (PIWI) interacting RNAs (piRNAs) 
[4], all of which regulate gene expression. In contrast to sncRNAs, the lncRNAs are a group 
of large, heterogeneous ncRNAs of unknown function. Similar to coding RNA transcripts, 
lncRNAs contains epigenetic marks indicating their ability to express differentially [5] and the 
presence of introns in lncRNAs emphasizes the existence of splice variants. These lncRNAs 
exist in both polyadenylated and non-polyadenylated forms and hence are termed “bimor-
phic” [6]. LncRNAs include many different types of RNA and exhibit a wide range of second-
ary and tertiary structures compared to the coding transcriptome. Some pseudogenes and 

Figure 1. Classification of non-coding RNA (ncRNA).
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copies of coding genes harboring mutations render lncRNAs non-coding [7]. Many lncRNAs 
are known to overlap coding genes [8]. A lncRNA might encompass either the entire gene or 
only a part of it and these lncRNA may originate from either the sense or antisense strand [9, 
10]. The lncRNAs were termed based on their mechanism of action, such as intergenic (lin-
cRNA), natural antisense transcripts (NATs), enhancer RNA (eRNA), circular RNA (circRNA), 
promoter associated long RNA (pRNA), etc. LncRNAs act at different levels of gene expression 
to exhibit diverse cellular functions. This functional diversity reflects the versatility of ncRNA 
and its interaction with a large number of substrates in a highly specific manner. Moreover, 
the expression of ncRNA is dynamic and can be rapidly up-regulated or down-regulated dur-
ing developmental stages or differentiation without being translated [11]. Henceforth, in this 
chapter, we will discuss mainly on the gene regulatory roles of lncRNAs and miRNAs in dis-
tinct cellular functions and developmental regulation.

2. The small non-coding RNAs (sncRNAs)

The sncRNAs are extensively studied in the last decade and have been associated with RNA 
interference (RNAi) pathways, which lead to silencing of specific genes and protection of the 
cell or genome against viruses, mobile repetitive DNA sequences, retro-elements and trans-
posons [12].

2.1. miRNAs and siRNAs

Both the siRNAs and miRNAs are 20–30 nucleotides long and generated from sense and anti-
sense DNA strands, pseudogenes and inverted repeats. These molecules induce mRNA deg-
radation or translational repression, which in turn result in the alteration of gene expression. 
About 60% of translated protein coding genes are negatively regulated by miRNAs [13]. Some 
transcripts are regulated by a single miRNA, while others are regulated by more than one 
miRNAs [14]. In addition to the transcriptional gene regulation, miRNAs play important roles 
in pivotal biological processes such as cell proliferation, cell differentiation, development, and 
cell death [15–18].

2.2. miRNA and siRNA biogenesis and mechanism of action

The process of miRNA biogenesis is quite characteristic for the ncRNAs subclass. Based on cellu-
lar requirement, the primary miRNA transcript (pri-miRNA) is first transcribed from the DNA 
by RNA polymerase II and characterized by one or many stem-loop hairpins which encom-
pass the functional mature miRNA in their stem. In animals, the first step occurs in nucleus, 
in which the pri-miRNA upon recognition by two nuclear enzymes, Drosha and DGCR8 is 
processed into dsRNA molecule containing one or more hairpins of approximately 70 nucleo-
tides long, which are called as precursor miRNAs (pre-miRNAs). Then they are exported to 
the cytoplasm by the nuclear export protein exportin-5 [19]. In cytoplasm, the pre-miRNA is 
recognized and processed by the RNase III enzyme, Dicer which removes the hairpin loop 
resulting in 20–23 nt dsRNA (miRNA-miRNA*) molecule. In case of siRNAs, the small RNA 
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tinct cellular functions and developmental regulation.
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2.2. miRNA and siRNA biogenesis and mechanism of action

The process of miRNA biogenesis is quite characteristic for the ncRNAs subclass. Based on cellu-
lar requirement, the primary miRNA transcript (pri-miRNA) is first transcribed from the DNA 
by RNA polymerase II and characterized by one or many stem-loop hairpins which encom-
pass the functional mature miRNA in their stem. In animals, the first step occurs in nucleus, 
in which the pri-miRNA upon recognition by two nuclear enzymes, Drosha and DGCR8 is 
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recognized and processed by the RNase III enzyme, Dicer which removes the hairpin loop 
resulting in 20–23 nt dsRNA (miRNA-miRNA*) molecule. In case of siRNAs, the small RNA 
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duplex molecules produced by the action of Dicer, creates a RNA duplexes with 2-nt over-
hangs at their 3′ ends and phosphate groups at their 5′ ends [19]. Only one of the two strands 
of dsRNA acts as a guide strand and directs gene-silencing while, the other strand incorpo-
rates into the RNA-induced silencing complex (RISC) containing the Argonaute proteins 
(Ago1/2) and the GW182, where the anti-guide or passenger strand is degraded resulting in 
20–23 nt mature miRNA (Figure 2). The siRNAs are recognized by Argonaute protein 2 (Ago2)  
[18, 20], and the selection of the different Ago proteins are based on the small interfering 
RNA duplex structure. Generally, siRNAs that are perfect duplexes in terms of base pairing 
are loaded into Ago2, whereas duplexes presenting mismatches as in the case of miRNAs, 
are driven by Argonaute 1 (Ago1) [21, 22]. When the complementarity between the miRNA 
bound to Ago1 and the target m-RNA is high, miRNA tailing and 3′–5′ trimming occurs. The 
discrimination between Ago1 and Ago2 depends on the action of Hen1; an enzyme that adds 
the 2′-O-methyl group at the 3′ ends of small RNAs bound to Ago2, but not those bound to 
Ago1 [23]. This methyl group is known to block tailing and trimming of the miRNA. The RISC 
complex then targets the mRNA transcript based on sequence complementarity between the 

Figure 2. Biogenesis of miRNA and its mechanism of action (modified from Hrdlickova B et al. [18]).
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miRNA sequence and nucleotides in the 3′ untranslated regions (3′ UTR) of the target mRNAs 
[24]. The binding of the RISC complex to its target leads to direct Ago-mediated cleavage of the 
target and causes mRNA degradation if the homology between miRNA and its target mRNA 
is extensive or to deadenylation followed by translation prevention if the homology between 
the miRNA and its target is less extensive [20, 25]. Efficient targeting requires continuous base 
pairing of the miRNA seed region (which is a stretch of 6–8 nucleotides of the mature miRNA) 
with its target mRNA [25, 26]. Unlike miRNA, siRNA base pairs perfectly and induce mRNA 
cleavage only in a single specific target. Initially, it has been showed that miRNAs mainly tar-
get the 3′ UTRs of mRNAs [20], but recently, it was found that miRNA target sites also been 
located in the 5′ UTRs and even in coding regions of some of the target mRNAs [20, 27]. For 
example, mir-148 targets on the coding regions of DNMT3B.

2.3. Role of miRNA in cancer and diseases

miRNAs have been shown to be involved in several human diseases including cancer, neu-
rodegenerative, cardiovascular and autoimmune diseases [14]. Differential expression of spe-
cific miRNA will result in the up-regulation or down-regulation of their targets leading to the 
deregulation of cellular pathways.

In human diseases, expression of miRNAs could be differentially regulated by:

i. Altered functions of the enzymes involved in the miRNA biogenesis pathway. For exam-
ple, DiGeorge syndrome results due to haploinsufficiency of DGCR8 [18].

ii. Transcriptional repression of miRNAs by promoter hypermethylation [28]. For example, 
the miR-200 family is involved in the control of the epithelial-mesenchymal transition 
(EMT) [18].

iii. Genetic alterations in miRNA genes or in their regulatory motifs which can have del-
eterious consequences [29]. The deletion of chromosome 13q14 in chronic lymphocytic 
leukemia (CLL) patients is the best studied example in which the deleted area contains 
the miR-15a and miR-16-1 genes that target the anti-apoptotic/pro-survival gene BCL-2 
(B-cell lymphoma 2) and thus deletion of this region contributes to the greater survival 
of cancerous cells [18].

3. The long non-coding RNAs (lncRNAs)

LncRNAs are defined as a heterogeneous group of transcripts that are >200 nucleotides (nt) 
in length. These lncRNAs do not exhibit coding potential [30–32] and are transcribed from 
DNA. These lncRNAs can be intergenic, exonic, in enhancer regions or in the regions distal 
to protein-coding genes [11, 33]. Like mRNAs, lncRNAs are transcribed by RNA polymerase 
II (RNA PolII) and undergo post-transcriptional processing such as alternative splicing, 5′ 
capping, polyadenylation and RNA editing and also carry single nucleotide polymorphisms 
(SNPs) [31, 34].
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Ago1 [23]. This methyl group is known to block tailing and trimming of the miRNA. The RISC 
complex then targets the mRNA transcript based on sequence complementarity between the 
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miRNA sequence and nucleotides in the 3′ untranslated regions (3′ UTR) of the target mRNAs 
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pairing of the miRNA seed region (which is a stretch of 6–8 nucleotides of the mature miRNA) 
with its target mRNA [25, 26]. Unlike miRNA, siRNA base pairs perfectly and induce mRNA 
cleavage only in a single specific target. Initially, it has been showed that miRNAs mainly tar-
get the 3′ UTRs of mRNAs [20], but recently, it was found that miRNA target sites also been 
located in the 5′ UTRs and even in coding regions of some of the target mRNAs [20, 27]. For 
example, mir-148 targets on the coding regions of DNMT3B.

2.3. Role of miRNA in cancer and diseases

miRNAs have been shown to be involved in several human diseases including cancer, neu-
rodegenerative, cardiovascular and autoimmune diseases [14]. Differential expression of spe-
cific miRNA will result in the up-regulation or down-regulation of their targets leading to the 
deregulation of cellular pathways.

In human diseases, expression of miRNAs could be differentially regulated by:

i. Altered functions of the enzymes involved in the miRNA biogenesis pathway. For exam-
ple, DiGeorge syndrome results due to haploinsufficiency of DGCR8 [18].

ii. Transcriptional repression of miRNAs by promoter hypermethylation [28]. For example, 
the miR-200 family is involved in the control of the epithelial-mesenchymal transition 
(EMT) [18].

iii. Genetic alterations in miRNA genes or in their regulatory motifs which can have del-
eterious consequences [29]. The deletion of chromosome 13q14 in chronic lymphocytic 
leukemia (CLL) patients is the best studied example in which the deleted area contains 
the miR-15a and miR-16-1 genes that target the anti-apoptotic/pro-survival gene BCL-2 
(B-cell lymphoma 2) and thus deletion of this region contributes to the greater survival 
of cancerous cells [18].

3. The long non-coding RNAs (lncRNAs)

LncRNAs are defined as a heterogeneous group of transcripts that are >200 nucleotides (nt) 
in length. These lncRNAs do not exhibit coding potential [30–32] and are transcribed from 
DNA. These lncRNAs can be intergenic, exonic, in enhancer regions or in the regions distal 
to protein-coding genes [11, 33]. Like mRNAs, lncRNAs are transcribed by RNA polymerase 
II (RNA PolII) and undergo post-transcriptional processing such as alternative splicing, 5′ 
capping, polyadenylation and RNA editing and also carry single nucleotide polymorphisms 
(SNPs) [31, 34].
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In comparison to protein coding RNAs, lncRNAs have few, but longer exons [30, 35]. 
Other characteristics of lncRNAs include: (i) well conserved lncRNA promoter regions 
between vertebrates; (ii) unique promoters, DNA-binding motifs and preferred transcrip-
tion factors (TFs), (iii) less conserved lncRNA exons between species and (iv) tissue spe-
cific expression profiles [5, 31, 36–38]. Compared with protein coding genes, only 11–29% 
of lncRNAs are ubiquitously expressed in all tissues and they are expressed at very mini-
mum levels [31, 39]. Computational analysis of RNA-Seq data has suggested that lncRNA 
transcription is independent and influence the transcription of neighboring protein cod-
ing genes [31, 38]. The origin of lncRNAs is still under debate. A recent study [40], has 
reported that more than two-thirds of mature lncRNA transcripts contain transposable 
elements (TEs). This observation has led to the postulation that the majority of lncRNAs 
might have arisen via insertion of TEs [41].

3.1. Classification of lncRNAs

LncRNAs have been classified based on their: (i) genomic location, (ii) mechanism of action, 
and (iii) effects on DNA sequences.

3.1.1. Classification of lncRNAs based on genomic location

LncRNAs could be classified into four broad categories based on their relative position to 
the nearest protein coding genes (Figure 3). The first class is the “long intergenic non-coding 
RNAs” (lincRNAs) which is the largest group of lncRNAs and these genes do not overlap 
or lie in close proximity to protein coding genes [5, 42]. The second most prevalent class of 
lncRNA is the “antisense lncRNA” that is transcribed from the antisense strand and are over-
lapping. Based on their overlap, the antisense lncRNAs are subdivided into two:(i) “intronic 
antisense lncRNAs” where the lncRNA transcript falls completely within the boundaries of 
an opposing intron, and (ii) “natural antisense transcripts” (NATs) which partially overlaps 
around the promoter or at the terminator site of the coding gene [43, 44]. The third class of 
lncRNAs comprises the “sense lncRNA” transcripts which can be “sense intronic or “sense 
overlapping.” Such transcripts are located on the same strand and transcribed in the same 
direction as a protein coding gene. The fourth class of lncRNAs is the “bidirectional lncRNAs” 
or “divergent lncRNAs.” These transcripts are located on the antisense strand and have their 
transcription start site (TSS) close to the TSS of the protein-coding gene, but are transcribed in 
the opposite direction [45–47].

3.1.2. Classification of lncRNAs based on their mechanism of action

LncRNAs can interact with DNA, RNA as well as proteins. LncRNAs have been implicated 
mainly in post-transcriptional gene regulation by controlling processes like protein synthe-
sis, RNA sequestration, RNA transport and have been shown to control transcriptional gene 
silencing via epigenetic regulation and chromatin remodeling [48, 49]. LncRNAs are divided 
into four archetypes based on their molecular mechanism (Figure 4) [18]. LncRNAs that 
belongs to the “signaling archetype” acts as a molecular signal for a particular biological 
condition and may activate or silence the genes depending on the stimulus (Figure 4A). 
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Some of the examples of lncRNAs displaying the signaling archetype are lncRNAs involved 
in embryonic development (HOTAIR and HOTTIP), DNA damage response (lincRNA-p21 
and PANDA), stress responses (COLDAIR and COOLAIR), etc. [18]. The second category is 
the “decoy archetype” where the lncRNAs act as decoys that bind to and interfere with the 
function of other RNAs or proteins. They act by competing with their sequences or structures 
for binding and are considered to be negative regulators (Figure 4B). For example, PANDA 
binds to the transcription factor NF-YA and prevents the activation of NF-YA induced pro-
apoptotic targets [18]. The “guide archetype” is the third class, in which the lncRNAs binds 
to specific proteins and transport them to the specific targets. The interaction may be direct 
(between lncRNA-protein complex and the DNA) or indirect (between lncRNA-protein and 
protein-DNA complexes) (Figure 4C). These lncRNAs may interact as activators or repres-
sors with neighboring (cis-acting) or distant (trans-acting) genes. Examples of lncRNAs 
employing this mechanism are HOTAIR, lincRNAp21, Xist, COLDAIR and Jpx (just proxi-
mal to XIST). The fourth archetype is “scaffold archetype” (Figure 4D), where the lncRNAs 
act by bringing the bound proteins into a complex or in spatial proximity. Examples of this 
lncRNAs are ANRIL (antisense ncRNA in the INK4 locus) which functions as a scaffold for 
the chromatin remodeling complexes PRC1 and PRC2, HOTAIR (scaffold for PRC2 binding 
it to the LSD1 complex) and TERC (telomerase RNA component) that scaffolds the telomer-
ase complex [18].

Figure 3. Classification of lncRNAs based on position relative to the nearest protein coding gene (modified from 
Hrdlickova B et al. [18]).
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3.1.3. Classification of lncRNAs based on their effects on DNA sequence

LncRNAs could be divided into “cis-acting” and “trans-acting” based on the effects exerted 
on DNA sequences. The effects of cis-acting lncRNAs are restricted to genes in close genomic 
proximity (usually the genes in the chromosome from which they are transcribed from), 
whereas trans-acting lncRNAs affect distant genes (the genes on other chromosomes) [50]. 
The action of both cis and trans lncRNAs is locus specific and in both cases, the lncRNA binds 
epigenetic modifiers through a specific sequence or structure and targets them to promoter 
regions to regulate the expression of respective genes. For example, HOTTIP and HOTAIR 
lncRNAs [51]. The major example of general cis-regulation is induction of X inactivation by 
the Xist lncRNA in female mammals. Xist is expressed from one of the two X chromosomes 
and induces silencing of the whole chromosome [50]. Example of trans-regulation is the B2 
lncRNA that binds to RNA PolII and inhibits phosphorylation of its carboxy-terminal domain 
(CTD), thus affecting RNA polymerase reaction [50].

4. Gene regulation by lncRNAs

LncRNAs have diverse regulatory functions and might regulate gene expression by modulating 
chromatin remodeling, cis and trans gene expression, gene transcription, post-transcriptional 

Figure 4. Classification of lncRNAs based on the mechanism of action.
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regulation, translation, protein trafficking and cellular signaling [33, 34]. Growing number of 
evidences implicate lncRNAs in transcriptional gene regulation, thereby suggesting a signifi-
cant role(s) for lncRNAs in such tightly regulated process [52, 53]. The mechanisms of transcrip-
tional and post-transcriptional regulation by lncRNAs is discussed below.

4.1. Transcriptional regulation

Regulation of transcription is considered to be an interplay of transcription factors (TFs) and 
chromatin modifying factors at the gene promoters. LncRNAs modulate gene expression by 
specifically associating with other molecules; DNA, RNA and protein, either at the promoters 
or at the enhancers of their target genes. LncRNAs regulate transcription by various mecha-
nisms and some are shown below.

4.1.1. Enhancer RNAs

Enhancer RNAs (eRNAs) are a category of lncRNAs derived from enhancer regions of genes, 
which interact with DNA to upregulate gene transcription through two possible mechanisms 
such as enhancer-promoter looping and tracking of transcriptional machinery [54]. While 
studying the enhancers activated by calcium signaling in mouse neurons, Kim et al. for the 
first time, identified a eRNA of about 2 kb transcribed bidirectionally from active enhanc-
ers. The expression of this eRNA correlated with the activity of the enhancer region [55, 56], 
which suggests that eRNAs contribute to enhancer function and influence the transcription 
of genes.

4.1.2. Activating ncRNAs

Activating ncRNAs are a class of lncRNAs which are transcribed from independent loci, but 
not from enhancers and have a transcriptional activation function [57, 58]. Activating ncRNAs 
specifically activate the transcription of neighboring coding genes in an RNA-dependent fash-
ion, and require the activity of the coding gene promoter [58]. These activating ncRNAs are 
functionally similar to eRNAs. However, in contrast to eRNAs, activating ncRNAs are spliced, 
polyadenylated stable transcripts. Gene activation mediated by the activating ncRNAs requires 
a change in chromosomal conformation to bring the activating ncRNAs locus close to the pro-
moter of its target gene [59]. A number of activating ncRNAs have been shown to be associ-
ated with the mediator complex which is involved in bridging promoters with enhancers;  
and depletion of this complex inhibits looping between the activating ncRNAs locus and its 
target gene. Thus, eRNA and activating ncRNAs function by interacting with the same set of 
molecules, forming a scaffold for a protein complex that bridges the enhancer-like element 
and the promoter of a coding gene (Figure 5) [60].

4.1.3. Transcriptional regulation by recruitment of chromatin modifiers

As discussed earlier in this chapter, lncRNAs mediate epigenetic changes by DNA methylation, 
histone modification and by recruiting chromatin remodeling complexes to specific genomic 
loci mainly to the promoter regions and causes repression or activation of the target genes. It 
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regulation, translation, protein trafficking and cellular signaling [33, 34]. Growing number of 
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tional and post-transcriptional regulation by lncRNAs is discussed below.
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chromatin modifying factors at the gene promoters. LncRNAs modulate gene expression by 
specifically associating with other molecules; DNA, RNA and protein, either at the promoters 
or at the enhancers of their target genes. LncRNAs regulate transcription by various mecha-
nisms and some are shown below.

4.1.1. Enhancer RNAs

Enhancer RNAs (eRNAs) are a category of lncRNAs derived from enhancer regions of genes, 
which interact with DNA to upregulate gene transcription through two possible mechanisms 
such as enhancer-promoter looping and tracking of transcriptional machinery [54]. While 
studying the enhancers activated by calcium signaling in mouse neurons, Kim et al. for the 
first time, identified a eRNA of about 2 kb transcribed bidirectionally from active enhanc-
ers. The expression of this eRNA correlated with the activity of the enhancer region [55, 56], 
which suggests that eRNAs contribute to enhancer function and influence the transcription 
of genes.

4.1.2. Activating ncRNAs

Activating ncRNAs are a class of lncRNAs which are transcribed from independent loci, but 
not from enhancers and have a transcriptional activation function [57, 58]. Activating ncRNAs 
specifically activate the transcription of neighboring coding genes in an RNA-dependent fash-
ion, and require the activity of the coding gene promoter [58]. These activating ncRNAs are 
functionally similar to eRNAs. However, in contrast to eRNAs, activating ncRNAs are spliced, 
polyadenylated stable transcripts. Gene activation mediated by the activating ncRNAs requires 
a change in chromosomal conformation to bring the activating ncRNAs locus close to the pro-
moter of its target gene [59]. A number of activating ncRNAs have been shown to be associ-
ated with the mediator complex which is involved in bridging promoters with enhancers;  
and depletion of this complex inhibits looping between the activating ncRNAs locus and its 
target gene. Thus, eRNA and activating ncRNAs function by interacting with the same set of 
molecules, forming a scaffold for a protein complex that bridges the enhancer-like element 
and the promoter of a coding gene (Figure 5) [60].

4.1.3. Transcriptional regulation by recruitment of chromatin modifiers

As discussed earlier in this chapter, lncRNAs mediate epigenetic changes by DNA methylation, 
histone modification and by recruiting chromatin remodeling complexes to specific genomic 
loci mainly to the promoter regions and causes repression or activation of the target genes. It 
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was found that the lncRNA might serve two functions. (i) lncRNAs act as a bridging scaffold 
and binds to a protein or protein complex to facilitate chromatin conformational changes [61]. 
(ii) lncRNAs act as tethered scaffold that targets chromatin modifying enzymes to specific DNA 
motifs (Figure 5). For example, the lncRNA HOTAIR (Hox transcript antisense RNA) acts as an 
epigenetic-protein scaffold and possess multiple binding domains for distinct proteins. At the 
3′ end, HOTAIR contributes to the demethylation of H3K4 by interacting with lysine-specific 
histone demethylase 1A (LSD1), restrictive element 1-silencing transcription factor (REST), and 
REST corepressor1. At the 5′ end, HOTAIR originated from the HOXC locus and causes tran-
scriptional gene silencing across 40 kb of the HOXD locus in trans by inducing a repressive 
chromatin state, by recruitment of the Polycomb chromatin remodeling complex PRC2 and 
reinforcing H3K27 methylation [34, 62].

4.1.4. Genomic imprinting and X-chromosome inactivation

Genomic imprinting is the phenomenon of epigenetic silencing of an allele inherited from 
either of the parents [63]. Imprinting Control Regions (ICRs) are short stretches of DNA that 
play a critical role in imprinting of multiple genes [64]. Interestingly, it has been observed 
that the imprinted regions show significant association with ncRNAs, which mediate the 
silencing by diverse mechanisms like chromatin remodeling and enhancer competition 
[65]. X chromosome inactivation is a process mediated by the long ncRNA- Xist, in which 
one copy of the X chromosome in females is inactivated. From the Xist locus, a small inter-
nal non-coding transcript RepA recruits PRC2 to silence one X chromosome [61]; whereas 
PRC2 is formed from the remaining active X chromosome by the antisense transcript Tsix. 
However, an alternative mechanism is described by another study in which Xist and Tsix 
anneal to form an RNA duplex that is processed by Dicer to generate small interfering RNAs 
(siRNAs) which are required for the repressive chromatin modifications on the inactive X 
chromosome [1].

4.2. Post-transcriptional regulation

At post-transcriptional level, lncRNAs regulate by acting as competing endogenous RNAs 
that regulate microRNA levels which in turn modulate mRNA levels by altering mRNA sta-
bility, mRNA decay, and translation [66].

Figure 5. Models of transcriptional regulation. (A) Bridging scaffold model: lncRNAs (red line) transcribed from 
enhancer-like non-coding genes are required to recruit the mediator complex. (B) Tethered scaffold model: lncRNA (red 
line) recognizes specific DNA motifs and recruits histone modifying enzymes.
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4.2.1. LncRNA as a source of miRNA

Most pri-miRNAs are generally greater than 1 kb in length [67]; and therefore may be regarded 
as a form of lncRNA. There are two major sources of pri-miRNAs in the genome: (i) pri-miR-
NAs that are embedded within another gene and whose expression is usually but not always 
linked to the expression of the parent transcript, and (ii) pri-miRNAs that are transcribed inde-
pendently from miRNA genes which contain promoters that regulate their transcription mainly 
by RNA polymerase II (RNA PolII) in a manner similar to mRNA [66]. Approximately 50% of 
miRNAs are produced from non-coding transcripts [68]; however, with miRNAs embedded in 
coding genes many miRNAs are also located within introns of non-coding genes (Figure 6) [66]. 
Such a genomic organization suggests that the host lncRNA does not simply act as a pri-miRNA 
but may have other additional roles encoded by the exons. For example, DLEU2 is the host gene 
of the tumor suppressor miRNA, miR-15a/16.1 cluster located within its third intron [66].

4.2.2. LncRNA as a negative regulator of miRNA

miRNAs are known to act as negative regulators of gene expression. Transcripts are targeted 
through binding of a short 6–8 nt seed sequence within the miRNA to a miRNA response ele-
ment (MRE) in the 3′ UTR regions of targets. Computational predictions based on miRNA seed 
sequences found that many lncRNAs contain miRNA binding sites. This raises an interesting 
possibility that many lncRNAs function to regulate gene expression by sequestering miRNAs, 
thus limiting their concentration within the cell and thereby reducing the pool of available 
miRNA in the cell. In this way, the lncRNA acts as a negative regulator of miRNA function 
and thereby a positive regulator of gene expression. This is known as the “competing endoge-
nous RNA (ceRNA)” hypothesis (Figure 7) [69, 70]. For example, the intergenic lincRNA-ROR, 
which inhibits miR-145 in pluripotent embryonic stem cells [66]. Competitive endogenous 
RNAs (ceRNAs) are lncRNAs that sequester miRNAs and inhibit miRNA functions and have 
two structurally distinct forms such as linear and circular. Non-circular or linear lncRNAs are 
single-stranded molecules that bind to miRNAs and regulate gene expression by promoting it 
to degradation [71]. Circular RNAs (circRNAs) are a type of ring-forming lncRNA that form 

Figure 6. LncRNA as a source of miRNA. LncRNA genes contain embedded miRNA sequences (red hexagonal boxes) 
which may be located within an exon (orange box) or an intron (line) or occur in clusters within the genome. Though 
the sources are different, the pathways converge at the level of pre-miRNA structure which produce miRNA (modified 
from Dykes IM et al. [66]).
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was found that the lncRNA might serve two functions. (i) lncRNAs act as a bridging scaffold 
and binds to a protein or protein complex to facilitate chromatin conformational changes [61]. 
(ii) lncRNAs act as tethered scaffold that targets chromatin modifying enzymes to specific DNA 
motifs (Figure 5). For example, the lncRNA HOTAIR (Hox transcript antisense RNA) acts as an 
epigenetic-protein scaffold and possess multiple binding domains for distinct proteins. At the 
3′ end, HOTAIR contributes to the demethylation of H3K4 by interacting with lysine-specific 
histone demethylase 1A (LSD1), restrictive element 1-silencing transcription factor (REST), and 
REST corepressor1. At the 5′ end, HOTAIR originated from the HOXC locus and causes tran-
scriptional gene silencing across 40 kb of the HOXD locus in trans by inducing a repressive 
chromatin state, by recruitment of the Polycomb chromatin remodeling complex PRC2 and 
reinforcing H3K27 methylation [34, 62].

4.1.4. Genomic imprinting and X-chromosome inactivation

Genomic imprinting is the phenomenon of epigenetic silencing of an allele inherited from 
either of the parents [63]. Imprinting Control Regions (ICRs) are short stretches of DNA that 
play a critical role in imprinting of multiple genes [64]. Interestingly, it has been observed 
that the imprinted regions show significant association with ncRNAs, which mediate the 
silencing by diverse mechanisms like chromatin remodeling and enhancer competition 
[65]. X chromosome inactivation is a process mediated by the long ncRNA- Xist, in which 
one copy of the X chromosome in females is inactivated. From the Xist locus, a small inter-
nal non-coding transcript RepA recruits PRC2 to silence one X chromosome [61]; whereas 
PRC2 is formed from the remaining active X chromosome by the antisense transcript Tsix. 
However, an alternative mechanism is described by another study in which Xist and Tsix 
anneal to form an RNA duplex that is processed by Dicer to generate small interfering RNAs 
(siRNAs) which are required for the repressive chromatin modifications on the inactive X 
chromosome [1].

4.2. Post-transcriptional regulation

At post-transcriptional level, lncRNAs regulate by acting as competing endogenous RNAs 
that regulate microRNA levels which in turn modulate mRNA levels by altering mRNA sta-
bility, mRNA decay, and translation [66].

Figure 5. Models of transcriptional regulation. (A) Bridging scaffold model: lncRNAs (red line) transcribed from 
enhancer-like non-coding genes are required to recruit the mediator complex. (B) Tethered scaffold model: lncRNA (red 
line) recognizes specific DNA motifs and recruits histone modifying enzymes.
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4.2.1. LncRNA as a source of miRNA

Most pri-miRNAs are generally greater than 1 kb in length [67]; and therefore may be regarded 
as a form of lncRNA. There are two major sources of pri-miRNAs in the genome: (i) pri-miR-
NAs that are embedded within another gene and whose expression is usually but not always 
linked to the expression of the parent transcript, and (ii) pri-miRNAs that are transcribed inde-
pendently from miRNA genes which contain promoters that regulate their transcription mainly 
by RNA polymerase II (RNA PolII) in a manner similar to mRNA [66]. Approximately 50% of 
miRNAs are produced from non-coding transcripts [68]; however, with miRNAs embedded in 
coding genes many miRNAs are also located within introns of non-coding genes (Figure 6) [66]. 
Such a genomic organization suggests that the host lncRNA does not simply act as a pri-miRNA 
but may have other additional roles encoded by the exons. For example, DLEU2 is the host gene 
of the tumor suppressor miRNA, miR-15a/16.1 cluster located within its third intron [66].

4.2.2. LncRNA as a negative regulator of miRNA

miRNAs are known to act as negative regulators of gene expression. Transcripts are targeted 
through binding of a short 6–8 nt seed sequence within the miRNA to a miRNA response ele-
ment (MRE) in the 3′ UTR regions of targets. Computational predictions based on miRNA seed 
sequences found that many lncRNAs contain miRNA binding sites. This raises an interesting 
possibility that many lncRNAs function to regulate gene expression by sequestering miRNAs, 
thus limiting their concentration within the cell and thereby reducing the pool of available 
miRNA in the cell. In this way, the lncRNA acts as a negative regulator of miRNA function 
and thereby a positive regulator of gene expression. This is known as the “competing endoge-
nous RNA (ceRNA)” hypothesis (Figure 7) [69, 70]. For example, the intergenic lincRNA-ROR, 
which inhibits miR-145 in pluripotent embryonic stem cells [66]. Competitive endogenous 
RNAs (ceRNAs) are lncRNAs that sequester miRNAs and inhibit miRNA functions and have 
two structurally distinct forms such as linear and circular. Non-circular or linear lncRNAs are 
single-stranded molecules that bind to miRNAs and regulate gene expression by promoting it 
to degradation [71]. Circular RNAs (circRNAs) are a type of ring-forming lncRNA that form 

Figure 6. LncRNA as a source of miRNA. LncRNA genes contain embedded miRNA sequences (red hexagonal boxes) 
which may be located within an exon (orange box) or an intron (line) or occur in clusters within the genome. Though 
the sources are different, the pathways converge at the level of pre-miRNA structure which produce miRNA (modified 
from Dykes IM et al. [66]).
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by linking the 3′ and 5′ ends with a back splicing covalent bond [72, 73]. In addition, lncRNAs 
can facilitate the inhibition of mRNA translation or decay by partial base pairing with the 3′ 
UTR sequences through their Alu elements in Staufen-mediated manner [74]. A non-coding 
transcript that shares a high degree of homology with a coding gene is likely to share many 
of its MREs and therefore pseudogenes are considered as good candidates to act as ceRNAs 
[7, 75, 76]. Example of such lncRNA include a pseudogene homologous to the gene encoding 
tumor suppressor phosphatase and tensin homolog (PTEN), which contains multiple MREs 
with in the 3′ UTR shared with the coding gene [76].

4.2.3. LncRNA-mediated and miRNA-independent mRNA degradation

In addition to regulating gene expression through interaction with miRNAs, some lncRNAs 
directly targets mRNA for degradation. For example, Staufen 1 (STAU1) is a protein that rec-
ognizes a specific motif in the 3′ UTR of mRNAs and mediates their degradation by nonsense 
mediated mRNA decay (NMD) [77]. STAU1 binds to a double-stranded RNA motif within 
the 3′ UTR of the mRNA encoding ADP-ribosylation factor 1 (ARF1), where it forms a stem 
loop structure. However, some mRNAs targeted by Staufen-mediated decay, lacks the stem 
loop structure and contains only a single stranded binding site within the 3′ UTR, e.g., serpin 
peptidase inhibitor-clade E member1 (SERPINE1). Interestingly, such mRNAs are targeted by 
a lncRNA carrying a complementary single stranded binding site and imperfect binding of 
lncRNA to the mRNA create a double-stranded RNA binding motif for STAU1. This class of 
lncRNAs are called as half STAU1 binding site RNAs [74].

Figure 7. The ceRNA hypothesis. miRNA binds to identical MREs (hexagonal) which are usually present in a number 
of ncRNA species such as pseudogenes, circRNAs and other forms of lncRNAs and independently transcribed mRNA 
3’UTRs. All of these RNAs compete for a limited pool of miRNA, thus positively regulating gene expression.
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5. Roles of LncRNA in diseases

5.1. LncRNAs and aging

Aging is a complex physiological phenomenon with a progressive decline in functional capaci-
ties and environmental adaptations. The expression of lncRNAs is known to be affected during 
aging process and in turn, many lncRNAs govern major senescent pathways and senescence-
associated secretory phenotype [78–80]. In human fibroblasts, senescence-associated lncRNA-
SAL-RNA1 delays senescence and reduced levels of this lncRNA enhances senescence traits 
such as enlarged morphology, increased p53 levels and positive β-galactosidase activity [81]. 
Another example is the lncRNA MIR31HG, which is upregulated in oncogene-induced senes-
cence, and its knockdown promotes a strong tumor-suppressor p16-dependent senescence 
phenotype [82].

5.2. LncRNAs in cancer and other diseases

Altered lncRNA function is identified as one of the causes for the dysregulation of gene 
expression which leads to several human diseases including cancer. One such lncRNA is 
MALAT1 also known as NEAT2, (nuclear-enriched abundant transcript2) which was identi-
fied as a predictive biomarker for metastasis development in lung cancer [83, 84]. It acts by 
inducing the expression of metastasis-associated genes [85]; and recently it was shown that 
in vitro metastasis of EBC-1 cells (human lung cancer cells) can be inhibited by antisense 
oligonucleotides directed to MALAT1 [85, 86]. Another example is lncRNA HOTAIR that 
interacts with PRC2 and alters chromatin to a metastasis-promoting state [87]; and causes 
cancers such as breast, colon, colorectal, gastrointestinal, pancreatic and liver cancer [88–91]. 
The lncRNAs αHIF (antisense to hypoxia inducible factor α (HIFα)) and tie-1AS (tyrosine 
kinase containing immunoglobulin and epidermal growth factor homology domain-1 anti-
sense) are known to induce angiogenesis [42, 92]. PCGEM1 (prostate-specific transcript 1), 
UCA1 (urothelial cancer associated 1), SPRY4-IT1 (SPRY4 intronic transcript 1) and PANDA 
are involved in suppressing apoptosis [93–95]. LncRNAs also have roles in other diseases 
like neurogenetic Angelman syndrome and Beckwith-Wiedemann syndrome (BWS) [96]. 
LncRNAs have also been associated with cardiovascular diseases and other neurological dis-
orders such as BACE1-AS or BC200 in Alzheimer disease, HAR1 (human accelerated region 
1 lncRNA) in Huntington disease and ATXN8OS (Ataxin8 opposite strand lncRNA) in spino-
cerebellar ataxia type 8 [96–98].

6. Conclusion

The highly diverse biological functions of lncRNAs reflect the versatility of RNA molecules 
in the cell. Studies on different classes of ncRNAs, their biogenesis and functional overlaps 
suggest their complexity and their ability to operate as an integrated and regulated network. 
In this chapter, we have highlighted different mechanisms of regulation of gene expression 
by lncRNAs at transcriptional and post-transcriptional level by their ability to interact with 
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In this chapter, we have highlighted different mechanisms of regulation of gene expression 
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enhancers, promoters, chromatin-modifying complexes and miRNAs. Due to environmental 
exposures, genetic mutations and other causes, deregulation of lncRNAs are associated with 
various human diseases such as cancer, neurological disorders like Alzheimer’s disease, car-
diovascular diseases, and autoimmune diseases. This chapter along with recent evidences 
emphasizes the significance of lncRNA as novel therapeutic targets in aging and aging-related 
human diseases.

7. Future perspectives

Mounting evidences suggest significant roles of ncRNAs in physiological and pathological 
processes, which have expanded our basic understanding of gene expression. However, on 
the other hand, we have also realized the increasing complexity in the structure and organi-
zation of genome and gene networks. Recently, our laboratory identified a novel non-coding 
RNA of DNMT3B variant (DNMT3B9) from leukemic cell lines and the exact roles in hemato-
poiesis study is underway. This chapter recommends future research on the structural motifs 
and gene regulatory network of ncRNAs and their stability and degradation process, which 
we believe will expand the horizons of ncRNAs biology to establish potential diagnostic and 
therapeutic strategies in this field. Another challenging avenue is to explore the mechanisms 
underlying the functions of ncRNAs, which still remain elusive. Also, studies on the interplay 
between various ncRNAs might shed light on the usage of ncRNAs as potential biomark-
ers for early detection and improve the treatment of various diseases including cancer. With 
increasing discovery of ncRNAs and advancing technologies, ncRNA based therapies would 
be an effective health-care strategy.
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Abstract

With 19–25 nucleotides long, microRNAs (miRNAs) are small noncoding RNA molecules 
which play crucial roles in major cellular functions such as cell cycle control, apoptosis, 
metabolism, cell proliferation, and cell differentiation. Changes in the expression of 
miRNAs can cause significant effects to normal and aberrant cells. The dysregulation 
of miRNAs has been implicated in various human diseases such as brain tumor, osteo-
arthritis, schizophrenia, and breast cancer. Generally, miRNAs negatively regulate gene 
expression by binding to their specific mRNAs, thereby blocking their translation of the 
mRNAs. However, a few studies have reported that miRNAs could also upregulate the 
translation of certain proteins. This shows the important roles of miRNAs in various cell 
functions. This chapter will focus on the role of miRNAs in normal osteoblast and osteo-
sarcoma cells. In addition, the great potential of miRNA as a new therapeutic approach 
to treat human bone diseases will also be discussed.

Keywords: microRNAs, bone diseases, osteoblasts, osteoclasts, bone homeostasis, gene 
regulation

1. Introduction

MicroRNAs (miRNAs) are short (19–25 nucleotides) single-stranded noncoding RNA mol-
ecules that regulate protein expression by complementary binding to mRNA targets with 
the aid of RNA-induced silencing complex (RISC) [1]. When miRNAs pair perfectly with 
mRNA targets, mRNAs degradation will occur. Translational repression of gene will happen 
when miRNAs bind partially complementary to mRNA targets [2]. Since the discovery of the 
first miRNA, lin-4 in Caenorhabditis elegans in 1993, thousands of miRNAs have been identi-
fied in animals and plants [3]. These miRNAs play crucial roles in biological processes such 
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as cell growth, cell formation and differentiation, apoptosis, and cell metabolism. MiRNAs 
also regulate bone cells such as osteoblasts, osteoclasts, and osteocytes, which function in 
the mechanism of bone modeling and bone remodeling [4]. Osteoblasts play important roles 
in bone formation and osteoclasts function in bone resorption, whereas osteocytes regu-
late osteoblasts and osteoclasts activities by controlling signaling pathways [4] (Figure 1). 
Expression of many miRNAs has been found to be upregulated or downregulated in bone 
cancer cells compared to normal bone cells. Some of these miRNAs act as oncogenes such 
as miR-27, which promote the migration and invasion ability in the osteosarcoma [5]. Some 
other miRNAs act as tumor repressor genes such as miR-192 and miR-215, which play major 
roles in cell cycle arrest in cancer cells [6]. Dysregulation of miRNA expression by specific 
translation regulation such as DNA methylation, which leads to miRNA silencing, has been 
associated with bone diseases such as osteoporosis, osteogenesis imperfecta, and osteoarthri-
tis [4, 7]. Therefore, understanding the roles of miRNAs in bone cells will provide the oppor-
tunity to develop miRNA-based therapy for bone diseases. In this chapter, we highlight the 
roles of various miRNAs that involve in the formation, resorption, and maintenance of bone 
in various bone diseases.

2. Regulatory role of microRNAs in normal bone growth and 
maintenance

Bone is a dynamic tissue that undergoes constant processes of modeling and remodeling 
throughout life. Bone modeling is the process where bones resculpture or rechange its overall 
size and shape as an adaptive mechanism against physiological processes or biomechanical 
influences, customizing or adjusting the skeleton toward the actions in which it encounters 
[8]. Bones may widen, change axis, or alter curvature by an independent action of osteoblasts 
and osteoclasts in response to biomechanical forces [9]. Bone modeling aids in the preven-
tion of damage or injury to the bone [10] and regulates growth phase such as facilitating the 
increase in a child’s skull size to accommodate the bigger brain as a child grows and under-
goes marked change in the facial features of a child to that as an adult [11].

Meanwhile, bone remodeling is a sequential process, which involves the removal of the old 
bone (bone resorption) and the deposition of new bone (bone formation) [10, 12]. This process 
is ultimately important for the maintenance of the bone’s strength and integrity by modulat-
ing the reshaping or replacement of bone during growth, preventing the accumulation of 
bone microdamage and regulating mineral homeostasis [8]. Bone remodeling is a lifelong, 
bone turnover [13] that is tightly regulated by two main population of bone cells: the bone-
resorbing osteoclasts of hematopoietic lineage and the bone-forming osteoblasts of mesenchy-
mal lineage [14, 15]. This tightly coupled process requires synchronized activities, balanced 
by both of these effector cells [8].

MicroRNAs serve as positive and/or negative regulators for various musculoskeletal signal-
ing pathways or mechanisms by regulating bone biology such as in osteoblastic or osteoclas-
tic differentiation, in accordance with the orchestrated balance between bone resorption and 
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bone formation. MiRNAs are known to be involved in the osteoclast-mediated bone resorp-
tion by regulating macrophage colony-stimulating factor (M-CSF) and receptor activator of 
NF-κB ligand (RANKL)-induced signaling pathways, which involved in the commitment of 
osteoclasts from osteoclast progenitors [16].

2.1. MicroRNA roles in normal bone resorption

The receptor activator of NF-κB ligand (RANKL) and macrophage colony-stimulating fac-
tor (M-CSF) signaling pathway are the principle operating pathways that regulate osteoclast 
differentiation and activation in bone remodeling [16]. These signaling pathways are tightly 
regulated by microRNAs. Hence, the involvement of miRNAs in the process of osteoclasts 
differentiation is crucial for normal bone resorption.

MiR-31 has been identified to be significantly upregulated in mice bone marrow cells under 
RANKL-induced osteoclast formation. The suppression of miR-31 by specific antagomirs 
under receptor activator of NF-κB ligand (RANKL) treatment decreased the number of tar-
trate-resistant acid phosphatase (TRAP)-positive multinucleated osteoblastic cells and ring-
shaped mature osteoclastic cells. Additionally, less efficient resorption of synthetic calcium 
phosphate matrix and impaired actin ring formation for the development bone resorption 
sealing zone were also reported following the miR-31 antagomir transfection. In this situation 
of impaired osteoclastogenesis, the Ras homolog gene family member A (RhoA), which is the 
target of miR-31, was upregulated. Interestingly, treatment with RhoA inhibitor, coenzyme C3 
was able to rescue the decrease in number of ring-shaped TRAP-positive multinucleated cells 
and potentially revert the osteoclastogenesis impairment [17].

During the late stage of osteoclastogenesis, the osteoclasts undergo apoptosis to allow the 
reversal phase of bone remodeling, which allows the transition of bone resorption to bone for-
mation [8]. At this stage, there is a significant upregulation of miR-26a under RANKL stimula-
tion. Treatment with an miR-26a mimic in preosteoclast cells (pre-OCs) significantly inhibited 
the formation of osteoclast, peripheral actin ring, and resorption pit, whereas treatment with 
miR-26a inhibitor dramatically reversed these observations. The study proposed that miR-26a 
suppressed osteoclasts formation in the late stage of bone remodeling by targeting connective 
tissue growth factor/CCN family 2 (CTGF/CCN2), which plays an important role in promot-
ing osteoclast formation via upregulation of dendritic cell-specific transmembrane protein 
(DC-STAMP) [18].

Another miRNA, miR-21 has been shown to be upregulated by RANKL-induced osteoclas-
togenesis in mouse osteoclast precursor cells’ bone marrow-derived macrophages (BMMs). 
MiR-21 downregulates the expression of programmed cell death 4 (PDCD4), which is a 
repressor for c-Fos. The activated c-Fos, an important transcription factor for osteoclasto-
genesis, allows RANKL to induce nuclear factor of activated T-cells cytoplasmic 1 (NFATc1) 
mRNA expression and stimulates osteoclast-specific markers such as tartrate-resistant acid 
phosphatase (TRAP) and cathepsin K. The silencing of miR-21 by transduction of BMMs with 
antisense oligonucleotides of miR-21 inserted in a lentiviral vector increased the expression of 
PDCD4 and impaired the RANKL-induced osteoclastogenesis [19].
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In another study, the overexpression of miR-148a was observed during M-CSF and RANKL-
stimulated osteoclast differentiation in CD14+ peripheral blood mononuclear cell (PBMCs). 
The overexpression of miR-148a induced the formation of osteoclast, whereas suppression of 
miR-148a showed an opposite outcome. In vivo study using ovariectomized (OVX) mice that 
undergoes intravenous injection with specific miR-148a silencing antagomir showed reduction 
in bone resorption and increase in bone mass density (BMD). Furthermore, osteoclasts number 
and the levels of osteoclast activity markers such as tryptophan-regulated attenuation protein 
(TRAP) and nuclear factor of activated T-cells, cytoplasmic 1 (NFATc1) mRNA in bone tissue 
were also decreased following antagomiR-148a treatment. This finding shows that decreased 
miR-148a levels impaired bone resorption through suppression of osteoclast activity. MiR-148a 
performs its regulatory role by targeting 3′UTR of V-maf musculoaponeurotic fibrosarcoma 
oncogene homolog B (MAFB), a negative regulator of osteoclastogenesis and resulted in an 
inhibited expression of MAFB protein [20]. Additionally, MAFB serves as a negative regulator 
in RANKL-induced osteoclastogenesis by interfering the DNA binding capability of the three 
major transcription factors; NFATc1, c-Fos, and MITF in osteoclast differentiation [21].

The relative expression of miR-340 was downregulated upon M-CSF and RANKL-induced 
osteoblast differentiation in BMMs. It has been reported that the overexpression of miR-340 
inhibits osteoclast differentiation and reduced the number of osteoclasts cells by target-
ing 3′UTR of microphthalmia-associated transcription factor (MITF), a transcription factor 
involved in osteoclast differentiation, leading to the reduced level of MITF mRNA and pro-
tein. MITF knockdown will inhibit TRAP, calcitonin receptor, V-ATPase d2, and cathepsin 
K expression, and thus, suggested that miR-340 may suppress osteoclast differentiation by 
targeting MITF [22].

2.2. MicroRNAs in normal bone formation

Canonical wnt/β-catenin signaling pathway is a major pathway required for the commit-
ment of mesenchymal stem cells into osteoblast lineage [15]. The stabilization of β-catenin 
is important for the expression of wnt-responsive gene [16]. The miR-29 family is one of the 
well-known miRNA families that regulate osteoblast function, which plays a key role in the 
positive regulation of osteoblast differentiation by targeting several wnt-signaling pathway 
inhibitors. The expression of miR-29a is induced by canonical wnt signaling during osteoblast 
differentiation and has been shown to target dikkopf-1 (Dkk1), Kringle domain-containing 
transmembrane protein (Kremen2), and secreted frizzled related protein 2 (sFRP2), which 
acts as inhibitors of wnt receptor complex [23]. Moreover, miR-29b was also found to target 
several other inhibitors of bone formation such as histone deacetylase 4 (HDAC4), transform-
ing growth factor beta 3 (TGFβ3), activin receptor type-2A (AcvR2A), beta-catenin-interacting 
protein 1 (CTNNBIP1), and dual specific phosphatase 2 (DUSP2) by binding to their mRNA 
3’UTR [24]. Furthermore, the expression level of miR-29 is low during the early phase of osteo-
blastogenesis and increases at late phase, as miR-29 targets α1 and α2(I)collagen, α1(III)colla-
gen, fibrillin 1, and osteonectin, which are important for the formation of collagen fibril matrix 
secreted by osteoblasts, and thus allowed for collagen matrix deposition before subsequent 
mineralization in bone formation process [25]. Therefore, miR-29 family is important in the 
promotion of osteoblastogenesis by repressing the inhibitors of osteogenesis and in the mean-
while plays crucial regulatory role in the attenuation of collagen synthesis in mineralized bone.
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On the other hand, bone morphogenetic protein (BMP)-signaling pathway is crucial for 
the differentiation of myoblastic cell lines into osteoblast lineage and bone formation [16]. 
MiR-133 and miR-135 are downregulated in BMP-2-induced osteoblastic differentiation of 
C2C12 pluripotent mesenchymal cell line. MiR-133 is a negative regulator of Runt-related 
transcription factor 2 (Runx2), a transcription factor required for osteoblast differentiation, 
while miR-135 represses the osteoblastic differentiation of C2C12 cells by acting toward 
mothers against decapentaplegic homolog 5 (Smad5), an intracellular Runx2 co-receptor. 
Hence, downregulation of miR-133 and miR-135 will increase the expression of Runx2 and 
Smad5, promoting the BMP-2-induced osteoblast differentiation. Moreover, the overexpres-
sion of these miRNAs will suppress the expression of BMP-induced osteoblast-specific pro-
tein markers such as alkaline phosphatase (ALP), osteocalcin, and homeobox A10 (HOXA10) 
[26]. Another miRNA, miR-20 has been shown to involve in the transformation of osteoblast 
from human MSCs by downregulating the expression of silencing peroxisome proliferator-
activated receptor γ (PPARγ), bone morphogenetic protein and activin membrane-bound 
inhibitor (Bambi), and cysteine-rich transmembrane BMP regulator 1 (Crim1) and therefore, 
activated the BMP-2/Runx2 signaling [27].

Another report showed that miR-2861 expression was elevated in primary mice osteoblasts. 
Overexpression of miR-2861 in mice bone marrow stromal cells (BMSCs) has been reported 
to promote BMP2-induced osteoblast differentiation. Conversely, the inhibition of miR-2861 
expression results in the decrease in osteoblast differentiation. In vivo knockdown of miR-
2861 in OVX mice resulted in enhanced decrement of bone volume and bone formation rate. 
Furthermore, histone deacetylase 5 (HDAC5) has been identified as the direct target of miR-
2861. HDAC5 deacetylates Runx2 and allow the deacetylated Runx2 to undergo SMAD specific 
E3 ubiquitin protein ligase 1 (Smurf1)-mediated degradation, decreasing the rate of osteoblast 
differentiation. Therefore, the abundance of acetylated Runx2 will increase upon HDAC5 
suppression by miR-2861 and promote osteoblast differentiation [28]. MiR-3960 is generated 

Figure 1. The process of bone remodeling begins with the recruitment of osteoclast progenitor cells to the site of bone 
remodeling, followed by osteoclast progenitor cells differentiation into mature osteoclasts. Reversal phase allows the 
transition from bone resorption phase to bone formation phase. In bone formation phase, mesenchymal stem cells 
differentiate into mature osteoblast and secrete collagenous components for bone formation. Bone remodeling process is 
completed after the mineralization of collagen fibril matrix and subsequent transformation of osteoblasts into osteocytes.
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On the other hand, bone morphogenetic protein (BMP)-signaling pathway is crucial for 
the differentiation of myoblastic cell lines into osteoblast lineage and bone formation [16]. 
MiR-133 and miR-135 are downregulated in BMP-2-induced osteoblastic differentiation of 
C2C12 pluripotent mesenchymal cell line. MiR-133 is a negative regulator of Runt-related 
transcription factor 2 (Runx2), a transcription factor required for osteoblast differentiation, 
while miR-135 represses the osteoblastic differentiation of C2C12 cells by acting toward 
mothers against decapentaplegic homolog 5 (Smad5), an intracellular Runx2 co-receptor. 
Hence, downregulation of miR-133 and miR-135 will increase the expression of Runx2 and 
Smad5, promoting the BMP-2-induced osteoblast differentiation. Moreover, the overexpres-
sion of these miRNAs will suppress the expression of BMP-induced osteoblast-specific pro-
tein markers such as alkaline phosphatase (ALP), osteocalcin, and homeobox A10 (HOXA10) 
[26]. Another miRNA, miR-20 has been shown to involve in the transformation of osteoblast 
from human MSCs by downregulating the expression of silencing peroxisome proliferator-
activated receptor γ (PPARγ), bone morphogenetic protein and activin membrane-bound 
inhibitor (Bambi), and cysteine-rich transmembrane BMP regulator 1 (Crim1) and therefore, 
activated the BMP-2/Runx2 signaling [27].
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expression results in the decrease in osteoblast differentiation. In vivo knockdown of miR-
2861 in OVX mice resulted in enhanced decrement of bone volume and bone formation rate. 
Furthermore, histone deacetylase 5 (HDAC5) has been identified as the direct target of miR-
2861. HDAC5 deacetylates Runx2 and allow the deacetylated Runx2 to undergo SMAD specific 
E3 ubiquitin protein ligase 1 (Smurf1)-mediated degradation, decreasing the rate of osteoblast 
differentiation. Therefore, the abundance of acetylated Runx2 will increase upon HDAC5 
suppression by miR-2861 and promote osteoblast differentiation [28]. MiR-3960 is generated 

Figure 1. The process of bone remodeling begins with the recruitment of osteoclast progenitor cells to the site of bone 
remodeling, followed by osteoclast progenitor cells differentiation into mature osteoclasts. Reversal phase allows the 
transition from bone resorption phase to bone formation phase. In bone formation phase, mesenchymal stem cells 
differentiate into mature osteoblast and secrete collagenous components for bone formation. Bone remodeling process is 
completed after the mineralization of collagen fibril matrix and subsequent transformation of osteoblasts into osteocytes.
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from the same genetic locus as the miR-2861 due to the transcription from the same primary 
microRNA (pri-miRNA). MiR-3960 was found to directly target homeobox A2 (HOXA2), a 
negative regulator of Runx2. Hence, the miR-3960-mediated suppression of HOXA2 by miR-
3960 will increase Runx2 expression and osteoblast differentiation [29]. The summary of the 
MicroRNAs involved in the regulation of normal bone development is shown in Table 1.

MicroRNAs Target gene or protein 
encoded

Associated event Reference

MicroRNAs associated with bone resorption

MiR-31 RhoA Promotes osteoclast differentiation by targeting 
RhoA

[17]

MiR-26a CTGF/CCN2 Inhibits osteoclast differentiation by targeting CTGF/
CCN2

[18]

MiR-21 PDCD4 Promotes osteoclast differentiation by targeting 
PDCD4

[19]

MiR-148a MAFB Promotes osteoclast differentiation by targeting 
MAFB

[20]

MiR-340 MITF Inhibits osteoclast differentiation by targeting MITF [22]

MicroRNAs associated with bone formation

MiR-29 COL1A1, COL3A1, 
fibrillin 1, osteonectin

Downregulated during the early phase of bone 
formation and upregulated during the late phase 
by targets COL1A1, COL3A1, fibrillin 1, and 
osteonectin to allow the formation of collagen fibril 
matrix

[25]

MiR-29a Dkk1, Kremen2, sFRP2 Promotes osteoblasts differentiation by targeting 
Dkk1, Kremen2, sFRP2 inhibitors of wnt signaling 
pathway

[23]

MiR-29b HDAC4, TGFβ3, 
AcvR2A, CTNNBIP1, 
DUSP2

Promotes osteoblasts differentiation by inhibitors of 
bone formation such as HDAC4, TGFβ3, AcvR2A, 
CTNNBIP1, and DUSP2

[24]

MiR-133 Runx2 Inhibits osteoblast differentiation by targeting Runx2 [26]

MiR-135 Smad5 Inhibits osteoblast differentiation by targeting 
Smad5

[26]

MiR-20 PPARγ, Bambi, Crim1 Promotes osteoblast differentiation by targeting 
PPARγ, Bambi and Crim1

[27]

MiR-2861 HDAC5 Promotes osteoblasts differentiation by targeting 
HDAC5, which represses Runx2

[28]

MiR-3960 Hoxa5 Promotes osteoblasts differentiation by targeting 
Hoxa5, which represses Runx2

[29]

Table 1. MicroRNAs involved in the regulation of normal bone development.
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3. MicroRNAs’ expression in various bone diseases

Dysregulation of miRNAs affects critical pathways and biological processes, which lead to 
various bone diseases. MiRNA profiling studies have revealed that miRNA expression pat-
terns are specific to various types of bone diseases, and it reflects the developmental lineage 
and pathway that lead to the diseases.

3.1. Benign bone tumor: giant cell tumor

Giant cell tumor of bone (GCTB) is an aggressive benign tumor that is able to metastasize, and 
up to 6% of GCTB patients grow pulmonary metastases (metastatic spread via blood or lym-
phatics) [30]. GCTBs are characterized by the presence of numerous multinucleated osteoclast-
like giant cells distributed among mononuclear stromal cells [31]. GCTBs are also characterized 
by extensive bone resorption, which results in regional pain and bone destruction, mostly 
occurring in distal femur, proximal tibia, distal radius, and sacrum [32, 33]. Histologically, 
GCTBs can be classified into three main types, which are osteoclast-like multinucleated giant 
cells, monocytic round cells, and spindle-like stromal cells [34]. Current treatments of GCTBs 
are ranging from intralesional curettage to wide resection [33]. Since the cause of GCTBs is 
extensive bone resorption by aggressive lytic process, the repression of osteoclastogenesis 
becomes a potential approach to cure GCTBs [30].

A study reveals that treatments with miR-16-5p mimic repressed RANKL-induced osteoclasto-
genesis in GCTBs. However, the formation of RANKL-induced osteoclast was enhanced with 
miR-16-5p inhibitor. Furthermore, the osteoclastogenesis-related genes like cathepsin K (CK), 
tartrate-resistant acidic phosphatase (TRAP), and matrix metallopeptidase 9 (MMP9) were also 
upregulated by miR-16-5p inhibitor. This finding shows that miR-16-5p inhibits osteoclasto-
genesis; hence, it has the potential to be used as a therapeutic target to control the excessive 
bone resorption in GCTBs [30]. Another study by Wang et al. found that miR-106b is another 
microRNA that target RANKL to inhibit osteoclastogenesis and osteolysis in GCTBs [32].

Parathyroid hormone 1 receptor (PTH1R) is a transmembrane receptor that binds to G pro-
teins. The activation of pathways that promote osteoclastogenesis in osteoblasts is induced 
when PTH binds to parathyroid hormone 1 receptor (PTH1R). Wu et al. reported that miR-
125b directly targets the 3′UTR of PTH1R. Overexpression of tumor suppressor miR-125b 
inhibits the osteoclastogenesis and also PTH1R downstream target such as RANKL and IL-8 
[35]. The downregulation of miR-125b in GCTBs revealed that it suppressed the cell growth 
and proliferation in GCTBs.

3.2. Bone remodeling abnormality: osteoporosis

Osteoporosis is a multifactorial bone disorder characterized by low bone mass, impaired 
bone quality, and a more susceptibility to fracture [36]. The recent global statistics from the 
International Osteoporosis Foundation reported that 1 in 3 women and 1 in 5 men above the 
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genesis; hence, it has the potential to be used as a therapeutic target to control the excessive 
bone resorption in GCTBs [30]. Another study by Wang et al. found that miR-106b is another 
microRNA that target RANKL to inhibit osteoclastogenesis and osteolysis in GCTBs [32].

Parathyroid hormone 1 receptor (PTH1R) is a transmembrane receptor that binds to G pro-
teins. The activation of pathways that promote osteoclastogenesis in osteoblasts is induced 
when PTH binds to parathyroid hormone 1 receptor (PTH1R). Wu et al. reported that miR-
125b directly targets the 3′UTR of PTH1R. Overexpression of tumor suppressor miR-125b 
inhibits the osteoclastogenesis and also PTH1R downstream target such as RANKL and IL-8 
[35]. The downregulation of miR-125b in GCTBs revealed that it suppressed the cell growth 
and proliferation in GCTBs.
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Osteoporosis is a multifactorial bone disorder characterized by low bone mass, impaired 
bone quality, and a more susceptibility to fracture [36]. The recent global statistics from the 
International Osteoporosis Foundation reported that 1 in 3 women and 1 in 5 men above the 
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age of 50 will suffer from osteoporotic fractures in their lifetime [37]. The primary osteopo-
rosis is generally arising due to the postmenopausal deficiency or loss of sex hormones such 
as estrogen, while the secondary osteoporosis is due to the presence of underlying diseases 
and medication of treatments with glucocorticoids, hyperthyroidism, diabetes mellitus, and 
gastrointestinal disorders [37, 38]. The bone mineral density peaks during adolescence stage 
of puberty, which then maintained throughout an individual middle age for some decades 
and subsequently begins to loss upon aging. Bone tissue undergoes continuous process of 
resorption and formation throughout in an individual lifetime. Osteoporosis occurs when 
bone resorption rate exceeds the bone formation rate, resulting in a net loss of bone [39]. 
Studies revealed that osteoporosis incidences may be linked to bone mass-related genetic 
determinants including low-density lipoprotein receptor-related protein 5 (LRP5), osteopro-
tegerin (OPG), sclerostin (SOST), estrogen receptor 1, and the receptor activator of RANK/
NF-κB signaling pathway [40].

Receptor activator of nuclear factor kappa-Β ligand (RANKL) binds to the receptor activator 
of nuclear factor κB (RANK) that is present on the surface of the osteoclast mononuclear 
precursor cells and facilitates the formation of fully differentiated osteoclasts [41]. The expres-
sion of mirR-503 is significantly reduced in progenitors of osteoclasts-CD14+ peripheral blood 
mononuclear cells (PBMCs) of postmenopausal osteoporosis patients compared to healthy 
postmenopausal controls. The overexpression of miR-503 in human PBMCs had dramatically 
inhibited RANKL-induced osteoclast differentiation in PBMCs of postmenopausal osteopo-
rosis samples. In vivo transfection of miR-503 silencing antagomir into a postmenopausal-
stimulated ovariectomized (OVX) mice resulted in the increase in RANK protein expression, 
an increase of bone resorption rate, a decrease in bone mass, and an aggravation of bone loss. 
Contrastingly, the transfection of the OVX mice with miR-503 overexpressing pre-miR-503 
leads to the decrease in RANK protein expression and thus a decrease in bone resorption 
and an increase in bone mass. Therefore, it is suggested that the low miR-503 expression in 
postmenopausal osteoporosis patients will promote RANKL-induced osteoclastogenesis, and 
consequently, bone resorption rate will increase leading to net bone loss [42].

MiR-221 expression is downregulated in postmenopausal osteoporotic bone samples com-
pared to nonosteoporotic bones. In BMP-2-induced osteoblastogenesis, the overexpression 
of miR-221 resulted in reduced expression of key osteoblast markers, including osteocalcin 
(OC), alkaline phosphatase (ALP), and collagen type Iα 1 (COL1A1), whereas knockdown 
of miR-221 promoted the activity of OC, ALP, and COL1A1 [43]. The later study identified 
Runx2 as a potential target of miR-221. Therefore, this provided an evidence that miR-221 
serves as the negative regulator of osteoblast differentiation and contributes to the osteoporo-
sis pathogenesis through the regulation of Runx2 action [44].

Tumor necrosis factor α (TNF-α) inhibits MSC osteogenic differentiation and bone formation 
in estrogen deficiency-induced osteoporosis with a poorly understood mechanism. A study 
conducted by Yang et al. showed that the expression of miR-21 is dramatically downregulated 
in mesenchymal stem cells (MSCs), and this downregulation is due to the suppression by 
TNF-α during the osteogenesis of MSCs. Moreover, miR-21 has been proved to stimulate the 
osteoblast differentiation of MSCs by targeting protein sprouty homolog 1 (Spry1), a negative 
regulator of osteoblast differentiation from MSCs. The later study also demonstrated that the 
overexpression of miR-21 is able to partially rescue the osteogenic impairment induced by 

Transcriptional and Post-transcriptional Regulation84

TNF-α in MSCs. Furthermore, in vivo treatment with anti-TNF-α in OVX mice has increased 
bone formation by upregulating miR-21 expression, suppressing Spry1 expression and reme-
diating the inflammatory conditions. Thus, this study indicated that TNF-α impairs osteo-
blastic bone formation by suppressing miR-21 expression in estrogen deficiency-induced 
osteoporosis [45].

A study conducted by Wang et al. showed that glucocorticoid-treated mice experienced low 
bone mass density (BMD) and bone mass content (BMC). Glucocorticoid treatment also signif-
icantly resulted in the decrease of bone matrix COL1A1 expression, an increase in dickkopf-1 
(Dkk-1) expression and a reduction in miR-29a expression [46]. MiR-29a plays important role 
in osteoblast differentiation and bone homeostasis by regulating the expression of Wnt inhibi-
tor Dkk-1 [23]. In vivo miR-29a precursor treatment was able to reduce the glucocorticoid-
stimulated BMD and BMC, attenuate glucocorticoid-induced loss of trabecular bone volume 
fraction, decrease the porosity of cortical bone, and rescue the adverse effect of glucocorti-
coid on peak load of bone tissue. The treatment with miR-29a inhibitor, however, provided 
opposite effects [46]. Thus, miR-29a is important in protection against glucocorticoid-induced 
osteopenia, which may lead to osteoporosis by regulating the activity of Wnt signaling and 
Dkk-1 in osteoblast differentiation and bone mineralization [23, 47].

3.3. Bone collagen matrix retardation: osteogenesis imperfecta

Osteogenesis imperfecta (OI) is a heterogeneous group of inherited connective tissue disorder 
that occurs in about 1 in 10,000 to 20,000 live births [47]. OI is characterized with clinical 
features such as susceptibility to bone fractures due to low bone mass, reduced bone strength, 
or quality and bone deformity [48]. In addition, blue sclerae, short stature, dentinogenesis 
imperfecta (DI), and hearing loss are other clinical manifestations of OI [49]. The pathogenesis 
of OI involves the most prevalent autosomal dominant mutation of COL1A1 and COL1A2 
genes encoding the alpha1 and alpha2 chains of type I procollagen [50]. Type I procollagen 
is the major bone structural protein, and therefore, the mutation of COL1A1 and COL1A2 
genes may have direct link with serious defects or abnormalities including deformities of col-
lagen primary structure, insufficient bone collagen quantity, deviated posttranslational modi-
fication, folding, intracellular transport or matrix incorporation, and bone mineralization. 
Recessive OI is caused by defects in genes that encode for protein products, which interact 
with type I collagen [51]. There are four well characterized types (I, II, III, and IV) of COL1A1/
COL1A2-linked OI based on different clinical and genetic presentations [52].

Wang et al. performed the preliminary screening of more than 100 bone-related miRNAs in 
serum of 22 OI patients. The results showed that three miRNAs (miR-26a, miR-30e, and miR-
21) were upregulated and eight miRNAs (miR-34c, miR-29a, miR-29b, miR-489, miR-133a, 
miR-145, miR-210, and miR-1297) were downregulated in OI patients compared to healthy 
controls. MiR-29a has a universal lower level in the patient group, whereas miR-26a had a 
universal upper level. This discovery of altered expression of bone-related miRNAs in OI 
patients’ serum profile may become promising miRNA biomarkers for the diagnosis of 
OI. Although this study did not verify on the relationships of these differentially expressed 
miRNAs and their potential target genes, the previous studies have showed that these miR-
NAs may target a range of gene involved in osteogenic signaling pathways such as BMP, Wnt, 
RANKL, and TGFβ/activin [53].
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universal upper level. This discovery of altered expression of bone-related miRNAs in OI 
patients’ serum profile may become promising miRNA biomarkers for the diagnosis of 
OI. Although this study did not verify on the relationships of these differentially expressed 
miRNAs and their potential target genes, the previous studies have showed that these miR-
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MiR-29b has been shown to modulate osteoblast differentiation by downregulating the activ-
ity of COL1A1, COL5A3, and COL4A2 and attenuate the collagen protein accumulation 
during the mineralization phase of bone formation [24]. Kaneto et al. performed a sequence 
analysis on the coding region and intron/exon junctions of COL1A1 and COL1A2 genes in 
five independent patients with type I and type III OI. The sequence analysis has identified 
eight novel mutations, which may contribute to OI phenotype. Interestingly, Kaneto et al. also 
determined that the expression levels of COL1A1 and miR-29b are reduced in both type I and 
type III OI patients. Therefore, it is speculated that miR-29b expression is not an essential for 
sustaining osteoblastogenesis [54].

3.4. Enlarged, weak bone deformation: Paget’s disease of bone

Paget’s disease of bone (PDB) is a localized disorder of highly exaggerated bone turnover 
characterized by excessive bone resorption action by osteoclasts within pagetic lesions, fol-
lowed by an increase in disorganized new bone formation by osteoblasts [55]. This action will 
eventually result in marrow fibrosis, highly vascular, weak, enlarged, and disorganized bone 
deformation [55, 56]. The highly fibrous woven bone with reduced mechanical strength and 
disorganized structural integrity tends to increase the risk of bone deformity and fracture [56]. 
Frequently, PDB patients are elderly aged more than 50 years and tend to slightly predomi-
nate in males [57]. Mutations in genes encoding for the components that modulate the RANK/
NF-κB signaling pathway are most likely to contribute to the development of PDB. These 
genes are sequestosome 1 gene (SQSTM1), tumor necrosis factor receptor superfamily mem-
ber IIA (TNFRSF11A), valosine-containing protein (VCP), and tumor necrosis factor receptor 
superfamily member IIB (TNFRSF11B) [55].

However, the regulatory roles of miRNAs in PDB remain unknown. Bianciardi et al. performed 
a serum miRNA expression profile in peripheral blood mononuclear cells (PBMCs) from 20 
PDB patients. The results showed that 22 miRNAs were significantly upregulated with a fold 
change above three (miR-31, miR-32, miR-124a, miR-132, miR-182, miR-221, miR-339, miR-
345, miR-410, miR-451, miR-485.3p) or between 2 and 3 (miR-19a, miR-30b, miR-30c, miR-27a, 
miR-125a, miR-146a, miR-148a, miR-200c, miR-223, miR-301, miR-365) when compared to non-
pagetic controls. Among the 22 miRNAs, these 14 miRNAs (miR-19a, miR-miR-27a, miR-30c, 
miR-32, miR-125a, miR-132, miR-200c, miR-221, miR-223, miR-301, miR-345, miR-365, miR-410, 
and miR-485-3p) showed significantly higher expression in patients that experienced Q16STM1 
mutation [58].

4. Current status and perspectives of microRNA in bone cancer 
diagnosis and therapy

In 2010, the first microRNA-targeting drug—miravirsen (SPC3649), a locked nucleic acid 
(LNAs) ribonucleotides antagomir that targets miR-122 had entered clinical trial and is cur-
rently in phase II clinical trial to treat chronic hepatitis C (HCV+) patients (ClinicalTrials.gov 
Identifier: NCT02508090) [59]. The occurrence of the first miRNA-based clinical trial had led 
to the insight that miRNAs can serve as promising therapeutic tools and perhaps as the next 
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magic bullet. The side effects arise from current conventional treatments of bone cancer that 
also lead to the path of translating the bone cancer miRNA-based therapeutic approaches 
from the benchworks to the clinical settings.

MRX34, a miRNA mimic encapsulated by liposomal nanoparticle developed by Mirna 
Therapeutics, appeared as the first miRNA mimic that had reached phase 1 clinical study 
in year 2013 for the treatment of primary liver cancer and other malignancies including 
multiple myeloma through functional restoration of endogenous miR-34a as an oncosup-
pressor (ClinicalTrials.gov Identifier: NCT01829971) [60]. MiR-34a is often suppressed or 
showed to reduce expression in various cancer types, coupled with the loss of p53 function 
that transcriptionally control its expression [61]. There are a wide varieties of oncogenes such 
as cyclin-dependent kinase (CDK) 4/6, Wnt 1/3, B-cell lymphoma 2 (BCL2), MYC, cyclin D1 
(CCND1), CD44, and histone deacetylase 1 (HDAC1) that are responsible for unregulated cell 
cycle progression and proliferation, anti-apoptosis, metastasis, chemoresistance, cancer cell 
self-renewal, and oncogenic transcription, which can be downregulated by miR-34a [62, 63]. 
In a phase I clinical trial, adult patients with advanced solid tumors refractory to standard 
conventional treatment were given a standard 3 + 3 dose escalation trial by which MRX34 was 
infused to the patients twice a week (BIW) for a period of 3 weeks in a four-week-cycle. The 
phase 1 results showed that MRX34 has a tolerable toxicity or safety profile and supportive 
evidence of anti-tumor activity in a subset of patients with refractory advanced solid tumors. 
The patients generally experienced mild adverse effects such as fever, fatigue, back pain, nau-
sea, anorexia, diarrhea, and vomiting after the treatment [64].

To date, there has been no available miRNA-based diagnostic tests or treatments for bone can-
cers’ management. However, miR-34 anti-tumor activity had been demonstrated in numer-
ous cancer types including bone cancer and multiple myeloma, and therefore, providing a 
fascinating insight into the introduction of miR-34a mimic for the treatment of bone cancers.

The expression of tumor suppressive mir-34 and miR-122 are downregulated in osteosarcoma 
cells contrasting to healthy normal cells. Xiao et al. has introduced miRNA response elements 
(MREs) of miR 34 and miR 122 in osteosarcoma cells through the employment of adenovirus 
to enable the selective expression of tumor necrosis factor-related apoptosis-inducing ligand 
(TRAIL). This study reported that the adenovirus (Ad) TRAIL-34-122 resulted in higher 
apoptotic and cytotoxicity levels in the osteosarcoma cells, compared to the normal cells by 
selectively expressing TRAIL in miR-34 and miR-122 modulated fashion. The following in 
vivo study in BALB/c nude mice further indicated that Ad-TRAIL-34-122 is able to reduce 
osteosarcoma xenografts’ growth without causing significant liver toxicity [65]. Additionally, 
Gaur et al. reported that chitosan nanoparticle-mediated delivery of miR-34a mimic preserves 
bone integrity and reduces tumor growth in a tumor established, intrafemoral nude mice 
model that represented prostate cancer bone metastasis [66].

Furthermore, Martino et al. has evaluated the activity of synthetic miR-34a in multiple 
myeloma cells. This study demonstrated that transfection with miR-34a mimic tends to inacti-
vate the early expression of prosurvival and proliferative kinases Erk-2 and Akt. The reduced 
expression of Erk-2 and Akt is followed by the downregulation of caspase-6/3 expression, 
which can next induce apoptosis in multiple myeloma cells. Martino et al. subsequently tested 
the efficiency of miR-34a mimic delivery by encapsulating the mimic in stable nucleic acid 
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lipid particles (SNALPs). SNALP-encapsulated miR-34a mimic is highly efficient with its anti-
tumor activity in both multiple myeloma cells and in in vivo SCID mice bearing human mul-
tiple myeloma xenografts by showing reduced expression of miR-34a target notch 1 homolog 
(NOTCH1) and the absence of cytotoxicity effect [67].

5. Future prospects of microRNAs in the treatment of bone disorders 
and its potential

Although the publication of research findings on microRNAs in bone disorders are still lim-
ited, the fast-growing list of literatures indicates the significance of miRNAs in the regulation 
of bone biology and bone disorders. This has led to the advancement of research to explore 
potential relevance of miRNAs as diagnostic biomarkers and therapeutics. In this section, 
the potential of miRNAs as the biomarkers and therapeutic agents will be focused on cancer-
related bone disorder (osteosarcoma) and noncancer-related bone disorder (osteoporosis).

5.1. MicroRNAs as diagnostic biomarkers

The comprehensive expression profile of key microRNAs in different bone disorders has the 
potential to increase the accuracy of the prognosis and diagnosis of bone disorders in combi-
nation with other conventional diagnostic approaches.

Hu et al. reported that a total of 268 miRNAs were dramatically dysregulated between human 
osteosarcoma cell line, MG-63, and human osteoblast HOB cell line. Five miRNAs (miR-9, 
miR-99, miR-195, miR-148a, and miR-181a) were validated to be overexpressed and four of 
these miRNAs (miR-143, miR-145, miR-335, and miR-539) were validated to be downregulated 
in the human OS MG-63 cell lines compared to osteoblast HOB cell lines. The bioinformatics 
analysis showed that the target genes of these nine miRNAs are associated with multiple 
cancer-related events including cell proliferation, differentiation, cell cycle, apoptosis, signal-
ing, migration, and invasion [68].

Another study by Jones et al. using pretreatment biopsy samples from conventional (osteo-
blastic/fibroblastic) osteosarcoma patients and control samples of healthy bone tissue showed 
that 34 miRNAs were significantly dysregulated with 11 having higher expression and 23 
having lower expression among the osteosarcoma group. MiR-181a and miR-181b were 
the most upregulated miRNAs in osteosarcoma group while miR-29b, miR-451, and miR-
16 were among the most downregulated. The miRNA signature profile in the sample of 
metastatic osteosarcoma group compared to nonmetastatic osteosarcoma group showed that 
higher expression of miR-27a and miR-181c* was found in patients with metastatic tumor. 
Additionally, higher expression of miR-451 and miR-15b was associated with chemosensitive 
patients compared to chemoresistant samples. In vitro and in vivo functional validation in 
osteosarcoma cell lines confirmed the tumor suppressive role of miR-16 and the pro-met-
astatic role of miR-27a. The analysis of target genes of these miRNAs indicated that these 
miRNAs may target several known osteosarcoma-related genes that regulate transcription, 
cell cycle control, and cancer signaling pathways [69].

Transcriptional and Post-transcriptional Regulation88

Li et al. identified potential miRNA biomarkers for the early diagnosis and relapse prediction 
of osteosarcoma by developing a serum-based miRNA profile. All the putative miRNAs were 
verified through RT-qPCR, and the expression of seven miRNAs (miR-106a-5p, miR-16-5p, 
miR-20a-5p, miR-425-5p, miR-451a, miR-25-3p, and miR-139-5p) was found to be downregu-
lated in the serum of OS patients compared to the healthy control. These miRNAs are also cor-
related with other type of cancer pathogeneses such as lung carcinoma, colorectal carcinoma, 
breast carcinoma, nasopharyngeal carcinoma, etc. [70].

Yuan et al. demonstrated that miR-21 expression was significantly higher in serum from 
osteosarcoma patients compared to healthy controls as measured by RT-qPCR. The high 
expression of miR-21 is associated with aggressive Enneking tumor staging, neoadjuvant che-
motherapeutic resistance, and reduced overall survival rate [71]. Previous studies indicated 
that miR-21 has influences on the cell proliferation, cell cycle progression, tumor metastatic 
behavior, and susceptibility to chemotherapeutic treatment [43, 72–74]. These tumor-promot-
ing behaviors of miR-21 was due to its targeting regulatory roles on a vast number of tumor 
suppressive genes such as phosphatase and tensin homolog protein (PTEN) [72], myris-
toylated alanine-rich protein kinase C substrate protein (MARCKS) [43], programmed cell 
death 4 protein (PDCD4) [73], and cell division cycle 25 homolog A protein (CDC25A) [74].

Dong et al. showed that expression of miR-223 was significantly reduced in the serum of 
osteosarcoma patients and osteosarcoma cell lines compared to healthy controls as measured 
by RT-qPCR. Osteosarcoma patients with lower expression of serum miR-223 tend to have 
distant metastasis, more advanced clinical stages, and shorter survival time [75]. Furthermore, 
it has been demonstrated that miR-223 may play an important role in the regulation of epi-
thelial cell transforming sequence 2 (Ect2) signaling, an important pathway for osteosarcoma 
pathogenesis in terms of cell cycle progression, proliferation, recurrence, and poor chemo-
therapeutic responses [76].

Lian et al. performed TaqMan low-density array (TLDA) and RT-qPCR on plasma samples 
derived from osteosarcoma patients before surgery, patients after 1 month of surgery and 
healthy individuals. The results showed that four plasma miRNAs (miR-195-5p, miR-199a-3p, 
miR-320a, and miR-374a-5p) were significantly upregulated in the presurgical osteosarcoma 
patients. The expression level of these four plasma miRNAs were decreased after surgical 
removal of the tumors, suggesting the potential of these miRNAs as the biomarkers for osteo-
sarcoma. Additionally, circulating miR-195-5p and miR-199a-3p were correlated with metas-
tasis status whereas miR-199a-3p and miR-320a were correlated with histological subtype [77]. 
Besides, it has been discovered that miR-195-5p involved in the inhibition of osteosarcoma 
cell migration and invasion by targeting fatty acid synthase (FASN) [78], while miR-199a-3p 
regulated the p53 signaling pathway and inhibits osteosarcoma cell growth, migration, and 
induce apoptosis [79, 80].

5.2. MicroRNAs as therapeutic agents or targets

Growing lists of in vitro and in vivo studies on the regulatory roles of microRNAs in bone dis-
orders, which conducted by various research teams, have supported miRNAs as the potential 
therapeutics candidates. However, specific, efficient, and safe delivery of miRNA to its target 
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sites is crucial for the translation of miRNA-based therapeutics strategies. Effective delivery 
systems in various bone disorder models had been observed by the application of biomaterial 
constructs, viral vectors, nanoparticles, and polymers with the potential to restore the normal 
functions of bone homeostasis and carcinogenesis.

The expression of miR-199a-3p, which may inhibit tumor cell growth, is reduced in osteosar-
coma cells. Zhang et al. developed a lipid-modified dextran-based polymeric nanoparticle 
platform for encapsulation of miR-199a-3p and another potent tumor suppressive miRNA, 
let-7a, and transfected into osteosarcoma cells lines, KHOS and U-2OS. Western blot analysis 
and 3-(4, 5-dimethylthiazolyl-2)-2, 5-diphenyltetrazolium bromide (MTT) assay showed that 
dextran nanoparticles loaded with miRNAs could efficiently downregulate the expression of 
mechanistic target of rapamycin (mTOR) and Met proteins and effectively inhibit the growth 
and proliferation of osteosarcoma cells [81].

MiR-143 expression is downregulated in 143B human osteosarcoma cell line, an osteosarcoma 
cell line with high metastatic tendency to the lung. Osaki et al. inoculated the 143B osteosar-
coma cells transfected with firefly luciferase gene (143B-luc) into athymic mice in order to 
develop a primary tumor and spontaneous lung metastasis. Then, systemic administration of 
miR-143 mimic and miR-negative control 1 (NC1) mixed with atelocollagen was performed on 
the osteosarcoma mice model to study the therapeutic potential of miR-143 against spontane-
ous lung metastasis of osteosarcoma. After 1 week, the luciferase signal was detected only at 
the right knee primary lesion where 143B-luc cells were inoculated. After 2 weeks, one out of 
four mice administered with miR-NC1 was detected with luciferase signal at the pulmonary 
area indicating lung metastasis, whereas no luciferase signal was observed in mice injected 
with miR-143 mimic. After days 19–20, two out of 10 mice injected with the miR-NC1 control 
died due to lung metastasis. At third week, six of the eight live mice administered with miR-
NC1 control were identified with lung metastasis, while contrastingly, only two out of 10 mice 
injected with miR-143 mimic displayed lung metastasis. Furthermore, the tumor weight and 
the expression of proliferative cell nuclear antigen in primary tumor showed no significant 
difference between both groups (miR-143 mimic and miR-NC1 control). Therefore, all these 
data showed that miR-143 mimic suppresses lung metastasis from a primary tumor but did 
not have effect on the primary tumor cell proliferation. Additionally, it is speculated that the 
downregulation of miR-143 may promote lung metastasis of human osteosarcoma cells by pro-
moting MMP-13 upregulation [82]. Shimbo et al. introduced synthetic miR-143 into MSC cells 
and increased the amount of exosome-formed miR-143 in the conditioned medium. The trans-
fection of 143B osteosarcoma cell lines with extracellular miR-143 in the conditioned medium 
from MSCs (exosome-formed miR-143) reduced the migration ability of osteosarcoma cells 
compared to the control. In addition, Shimbo et al. also showed that the transfection efficiency 
of exosome-formed miR-143 was less than that attained with the lipofection. Nevertheless, 
migration assay performed on the 143B osteosarcoma cells showed that the inhibitory effect on 
cell migration was similar between exosome and lipofection method [83].

Jiang et al. constructed lentiviral vectors overexpressing and silencing miR-126. Both of the miR 
126 overexpressing and silencing lentiviral vectors were then transfected into MG63 and U-2 OS 
osteosarcoma cell lines. This study aimed to determine the interlink between cisplatin (DDP) 
and methotrexate (MTX) osteosarcoma chemotherapeutic drugs and miR-126 on the effect to 
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inhibit osteosarcoma cell proliferation and apoptosis. The results showed that DDP and MTX 
induce apoptosis and inhibit the cell cycle of osteosarcoma cell lines at a greater efficiency in 
miR-126 overexpressing manner. Nonetheless, DDP and MTX did not significantly impact the 
apoptosis and cell proliferation in the miR-126 silenced group. On that account, it is suggested 
that miR-126 may strengthen the sensitivity of osteosarcoma cell to DDP and MTX. However, 
the regulatory mechanisms behind this process still remain to be discovered [84].

Cai et al. developed polyurethane (PU) nanomicelles drug carrier modified with Asp8 acidic 
peptide (Asp8-PU-anti-miR214) for targeted delivery of anti-miR-214. Polyurethane (PU) is a 
linear polymer composed of organic units molecularly linked by carbamate (urethane) group 
[85]. Besides, it is known that PU tends to have high compatibility in living system by not being 
toxic or reactive and have high mechanical flexibility [85–88]. The highly negatively charged 
peptide Asp8 has also been accounted as an excellent targeting tool of bone resorption area 
[89]. In this study, miR-214 was chosen due to its regulatory role in bone remodeling by which 
the elevated expression in vivo was associated with reduced bone formation in aged patients. 
This is due to the direct targeting action of miR-214 on activating transcription factor 4 (ATF4), 
which enable the inhibition of osteoblast activity [90]. Apart from that, miR-214 also modulates 
osteoclast differentiation by targeting the PTEN-PI3k-Akt pathway [91]. Asp8-PU-anti-miR214 
delivery system to osteoclasts at the bone resorption surface of ovariectomized (OVX) osteo-
porosis mice model was able to improve the bone microarchitecture, increased bone mass, and 
decreased osteoclast number. Above and beyond, a number of osteoclast-related genes includ-
ing tryptophan RNA-binding attenuation protein (TRAP) and cathepsin K (CTSK) were success-
fully downregulated by the anti-miR-214. Interestingly, Asp8-PU-anti-miR214 was also proven 
as a potential drug delivery candidate that does not overt toxicity or elicit an immune response. 
Therefore, Asp8-PU serves as a potential bone-resorption surface-targeting delivery system for 
the treatment of postmenopausal osteoporosis and osteoclast-stimulated bone disorders [85].

Zhang et al. designed a hyperbranched polymer (HP) and miR-26a (HP/miRNA) nanosized 
polyplexes, which were encapsulated in biodegradable microspheres to overcome problems 
with uncontrolled release and achieved the controllable two-stage delivery strategy (micro-
spheres and polyplexes). Microspheres attach to cell-free nanofibrous polymer 3D scaffolds 
to prevent off-target effects of the miRNA delivery. The 3D scaffolds were implanted into 
osteoporotic mice model, and the results showed that this technology was able to regenerate 
critical-sized bone with low cytotoxicity effect by targeting glycogen synthase kinase 3 beta 
(Gsk-3β) to activate the osteoblastic activity of endogenous stem cells [92].

Overexpression of miR-140* and miR-214 was detected in bone marrow-derived MSCs 
isolated from ovariectomized rats (OVX-BMSCs). Li et al. demonstrated that engineered 
OVX-BMSCs expressing the hybrid baculovirus-mediated miRNA sponges can continu-
ously antagonize cellular miR-140* and miR-214 levels in vitro. At the same time, the attenu-
ation of miR-140* and miR-214 expression can also efficiently support the osteogenesis of 
OVX-BMSCs and intensify the capability of OVX-BMSCs to suppress osteoclast maturation. 
Remarkably, the osteoinductive effect of suppressing miR-214 was more potent compared 
to miR-140* suppression. This study also discovered that the allotransplantation of miR-214 
sponges-expressing OVX-BMSCs in osteoporotic rat models with a femoral metaphysis found 
with critical-size bone defect was able to improve the likelihood of bone healing, remodeling, 
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sites is crucial for the translation of miRNA-based therapeutics strategies. Effective delivery 
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and bone quality at 4 weeks postimplantation. Moreover, co-expression of bone morphogenic 
protein 2 (BMP2) and miR-214 sponges in OVX-BMSCs can synergistically enhance the bone 
formation and healing in osteoporotic rats [93].

6. Challenges

Although recent studies reveal that microRNA has the potential to become diagnostic 
biomarker and effective therapeutic agents for bone diseases, there are still challenges for 
developing miRNA-based treatment. Since each miRNA may regulate many different mRNA 
targets and the expression of target genes might be controlled by different miRNAs, it became 
an obstacle to identify all targets and miRNAs involved in bone diseases [94]. Moreover, miR-
NAs are cancer type specific, they may perform as oncogene or tumor suppressor in different 
cell types, and thus result in off-target effects of miRNAs [95]. Garzon et al. reveals that miR-
29 mimics serve as anticancer agents and regulate in bone growth; meanwhile, they target 
several tumorigenesis pathways like proliferation (CDK6), methylation (DNMT1, DNMT3a 
and b), and apoptosis (MCL-1) [96].

Currently, one of the major challenges facing by the researches is the mechanism of in 
vivo delivery. There are lots of mechanical and biological barriers to cope with for success 
transferring of miRNA into the target genes. The first barrier is the abnormal tumor vessels 
in leaky structure, which cause the poor blood perfusion and affect the delivery of naked 
miRNA. In addition, the extracellular matrix is very complex, consisting of tumor-associated 
macrophages and monocytes, which can trap miRNA in capsule and have the ability to 
hinder the miRNA to target the cancer cells. MiRNA is also susceptible to nucleases such 
as serum RNase A-type nucleases, which break phosphodiester bonds between nucleotides 
[97]. Furthermore, the small-sized miRNA is easily filtered by kidney and cleared in the 
blood circulation [98]. Hence, the instability of miRNAs needs to be overcome in order for 
the miRNAs to reach the target genes. Even if miRNAs are successfully transferred into the 
target tissue, the uptake of miRNAs into the cells is not guaranteed. The miRNA oligonucle-
otides consist of negative charges, and it prevents them from passing through the plasma 
membranes of the target cells [96]. Strategy to improve endosomal escape should also be 
taken in consideration since the endocytosis mechanism that capsulated miRNA causing 
degradation might be happened [97].

Besides delivery considerations, the autoimmunological pathways are necessary to be empha-
sized. MiRNAs are recognized as foreign particles by immune system in the body, which 
will trigger the adaptive or innate immune responses causing unpredictable toxicities [99]. 
Chen et al. reported that miRNA duplexes can trigger toll-like receptors (TLRs) to secrete the 
inflammatory cytokines and type I interferons. Activation of TLRs 3, 7, and 8 by single- or 
double-stranded RNAs promotes innate and adaptive immune systems and also prepare the 
surrounding immune cells, for instance, natural killer cells, dendritic cells, monocytes, B cells, 
etc., to increase the sensitivity to RNA stimulation [97]. The immune responses toward the 
miRNA still required further studies.

Numerous findings of miRNA are based on in vitro studies using cell lines and are not fully 
validated in in vivo. In addition, the major methods used to measure miRNA levels are 
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quantitative real-time reverse transcription polymerase chain reaction (qRT-PCR) and micro-
array analysis, and there is no standardized techniques to measure the miRNA expression 
levels [38]. Further techniques need to be optimized for better miRNA detection and analysis.

Despite there are many challenges, the potentials of miRNA as a diagnostic tool and treat-
ment for bone diseases look promising. We believe that in the next few years, researches will 
be able to develop efficient delivery methods of the miRNA to its specific target site with 
minimum or no side effect.

7. Conclusions

As a conclusion, microRNA plays important roles in bone development and maintenance. 
MiRNA dysregulation leads to the pathogenesis of various bone diseases. Nowadays, miRNAs 
are being excavated as new directions for diagnostic biomarkers and drug targets to cure bone 
diseases. However, there are still many limitations and barriers for the development of miRNA-
based biomarkers and therapeutics. Further investigations are needed to understand the miRNA 
gene regulation in bone and to overcome the challenges faced in miRNA delivery systems. 
MiRNA studies not only provide new eras of basic bone biology researches, but also contribute 
to new diagnostic and therapeutic methods into clinical practice to various bone diseases.
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tem. Plant genomes contain thousands of protein-coding and non-coding RNA genes; 
which are differentially expressed in different tissues at different times during growth 
and development. Complex regulatory networks that are controlled by transcription fac-
tors and microRNAs, which coordinate gene expression. Transcription factors, the key 
regulators of plant growth and development, are the targets of the miRNAs families. The 
combinatorial regulation of transcription factors and miRNAs guides the appropriate 
implementation of biological events and developmental processes. The resources on the 
regulatory cascades of transcription factors and miRNAs are available in the context of 
human diseases, but these resources are meager in case of plant diseases. On the other 
hand, it is also important to understand the cellular and physiological events needed 
to operate the miRNAs networks. The relationship between transcription factors and 
miRNA in different plant species described in this chapter will be of great interest to 
plant scientists, providing better insights into the mechanism of action and interactions 
among transcription factors (TFs) and miRNA networks culminating in improving key 
agronomic traits for crop improvement to meet the future global food demands.
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transcriptional and post-transcriptional level. In this chapter, we will be emphasizing on 
interplay of TFs and miRNAs as a major regulatory mechanism during and after mRNA syn-
thesis. TFs interact with enhancers at transcriptional level to regulate gene expression and 
have been well recognized in the last decade [2]. This is also supported by the discovery of 
diverse family of TFs playing various roles in plants [3]. Post-transcriptional gene regulation 
involving small non-coding RNAs called miRNAs has also been discovered a few decades 
ago. These miRNAs are involved in the regulation of various genes in animal and plant sys-
tem by upregulating and downregulating mRNAs [4]. With the escalating gene regulating 
complexity, it is fascinating to monitor and recognize a vibrant connection among small non-
coding RNAs (miRNAs), transcription factors (TFs) and messenger RNAs (mRNAs).

MiRNAs are small non-coding (⁪22 nucleotides) RNA molecules present in viruses, plants 
and animals and are involved in post-transcriptional and post-translational regulation of 
gene expression. First miRNA molecule (lin-4) was discovered in C. elegans by Lee et al. [5]. 
Later on, second miRNA (let-7) was characterized by Reinhart et al. [6]. Both plants and 
animals undergo a similar biogenesis mechanism. A two-step procedure catalyzed by RNA 
pol III like enzyme is required in the miRNA processing of primary precursor. For further 
processing, these miRNAs are loaded into a protein complex known as RNA induced silenc-
ing complex (RISC) [4]. An open access miRNA database is managed by Griffiths-Jones Lab, 
University of Manchester (http://www.mirbase.org/index.shtml). This public database con-
tains a total of 28,685 miRNAs from viruses, animals and plants [7] and is involved in regu-
lation and modification of several biological pathways by controlling particular genes [8]. 
Therefore, identifying possible miRNA targets is an effective methodology to thoroughly 
study miRNA-mediated regulatory function at post-transcriptional level. Earlier studies car-
ried out in Arabidopsis to explore some experimental parameters and procedures inferred 
for known miRNA-target interaction using bioinformatics tools have been utilized to reveal 
miRNA target genes in other plants [9]. Wet lab experiments like PAGE, Northern Blot, 
RAPD and Degradome sequencing were carried out to further validate the computational 
predictions [10].

Presently, 320,370 TFs have been identified from 58 families of 165 plant species [11]. Various 
repositories for plant TFs are available, which identify and collect TF from various plant spe-
cies and are publically available for use (Table 1). MiRNAs and TFs are involved in upregula-
tion and downregulation of the target genes, ultimately determine the destiny of specific gene, 
by turning “on/off” [12]. Mainly, miRNAs are involved in targeting DNA-binding proteins 
(TFs) [13]. Since a great impact on plant genetic system is exhibited by both the regulators, 
the interplay of miRNA-TFs will help in understanding the organization of several biological 
pathways.

Recently, miRNA-based research is focused on biotic and abiotic stress tolerance in plants. 
These stresses have a significant effect on plant growth and development and cause a great 
loss to yield. This chapter will provide deeper insights into miRNA-mediated gene regulation 
and their crosstalk with TFs, which will provide better understanding of plant responses to 
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Database Acronym Public URL Description

Plant transcription factor 
database

PlantTFDB http://planttfdb.cbi.pku.
edu.cn/

PlantTFDB contains 320,370 TFs from 165 
plant species

Arabidopsis thaliana—
Plant transcription factor 
database

PlnTFDB http://plntfdb.bio.uni-
potsdam.de/v3.0/index.
php?sp_id=ATH

PlnTFDB contains 2657 protein models, 2451 
distinct protein sequences of A. thaliana

Database collection: 
Plant transcription factor 
database

PlantTFDB https://www.ebi.ac.uk/
miriam/main/datatypes/
MIR:00000579

Systematically identifies TFs for plant species

Plant TFDB| Transcription 
factor data: Sequence 
database

PlantTFDB http://planttfdb.cbi.pku.
edu.cn/

A database of functional and evolutionary 
study of TFs

Pigeon pea transcription 
factor database

PpTFDB http://14.139.229.199/
PpTFDB/Home.aspx

Provides a range of information about pigeon 
pea TFs, encompasses about 1829 TFs and 
classifies them into 55 TF families

Phaseolus vulgaris 
transcription factor 
database

PvTFDB http://www.multiomics.
in/PvTFDB/

Provides comprehensive information about 
each of the identified TF, encompasses 2370 
TFs and classifies them into 49 TF families

Chickpea transcription 
factor database

CicerTransDB http://www.cicertransdb.
esy.es/documents/about.
html

Facilitates uses with a platform for unified 
and comprehensive study of chickpea TFs

Arabidopsis gene 
regulatory information 
server

AGRIS http://agris-
knowledgebase.org/

Provides information about Arabidopsis 
promoter sequences, TFs and their target 
gene

Arabidopsis thaliana 
transcription factor 
database

AtTFDB http://agris-
knowledgebase.org/

Contains information about 1770 TFs and 
group them into 50 families on the basis of 
conserved domains

Database of rice 
transcription factors

DRTF http://planttfdb.cbi.pku.
edu.cn/

2048 TFs have been identified and are 
grouped into 56 families from subsp. 
japonica

Rice stress-responsive 
transcription factor 
database

RiceSRTFDB http://www.nipgr.res.in/
RiceSRTFDB.html

Provides most comprehensive information 
about the expression pattern of rice TFs 
during drought and salinity stress conditions

Database of populus 
transcription factors

DPTF http://planttfdb.cbi.pku.
edu.cn/

4287 TFs have been identified and are 
grouped into 58 families

Database of maize 
transcription factors

DMTF http://planttfdb.cbi.pku.
edu.cn/

3308 TFs have been identified and are 
grouped into 56 families

Database of tomato 
transcription factors

DTTF http://planttfdb.cbi.pku.
edu.cn/

1845 TFs have been identified and are 
grouped into 58 families

Database of wheat 
transcription factor

wDBTF http://wwwappli.nantes.
inra.fr:8180/wDBFT/

It contains about 1127 predicted TFs from 
bread wheat

Stress-responsive 
transcription factor 
database

STIFDB http://caps.ncbs.res.in/
stifdb2/

It is a comprehensive collection of biotic 
and abiotic stress-responsive genes in 
Arabidopsis and rice
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transcriptional and post-transcriptional level. In this chapter, we will be emphasizing on 
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and animals and are involved in post-transcriptional and post-translational regulation of 
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ried out in Arabidopsis to explore some experimental parameters and procedures inferred 
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by turning “on/off” [12]. Mainly, miRNAs are involved in targeting DNA-binding proteins 
(TFs) [13]. Since a great impact on plant genetic system is exhibited by both the regulators, 
the interplay of miRNA-TFs will help in understanding the organization of several biological 
pathways.
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various biotic and abiotic stresses and will help in developing high yielding and stress toler-
ant varieties, which is the ultimate aim of the agricultural scientists.

2. Regulatory roles of transcription factors in plants

TFs genes are regulated at both transcriptional and post-transcriptional level in plants [14]. 
Therefore, to build regulatory networks, understanding the expression of TFs is of great 
importance. Mainly, TFs act by binding the cis element present inside the transcription initia-
tion (promoter) region of their target gene [15]. Recent studies have shown that changes in 
gene expression are closely related with changes in expression of TFs [16] affecting growth 
and development in plants [17]. Manipulation of desired traits in plants by engineering TF 
genes is considered as a major future outlook [18].

Nuclear factor Y (NF-Y) is a class of transcription factor that has three subunits and all 
are vital for DNA-binding ability (NF-YA, NF-YB and NF-YC) [19]. The function of these 
TFs varies with the type of subunit. For example, NF-YA and NF-YB are involved in plant 
responses to drought stress, whereas NF-YC is involved in the regulation of flower develop-
ment and light-mediated plant growth and development (photomorphogenesis) [20]. NF-Y 
transcription factors are also involved in plant-microbe interaction, root development and 
responses to stress [21]. Dark-grown phenotype was exhibited by NF-Y mutant plants even 
in the presence of light; this indicates that NFY TF is a positive regulator of photomorpho-
genesis [20]. In combination with NF-YB/NF-YC, NF-YA was found to be involved in flow-
ering by triggering FLOWERING LOCUS T (FT) gene [22]. Overexpression of NF-YA5 in 
Arabidopsis resulted in tolerance to drought stress [23]. ABA disruptive phenotype was 
exhibited by NF-YC mutant Arabidopsis plants [24]. Nuclear factor Y complex binds with a 
unique cis-element within the SOC1 promoter region of Arabidopsis and regulates flower-
ing time [25]. In Arabidopsis, leaf development is regulated by NF-YA2 and NF-YA10 via 
auxin signaling [26]. Arabidopsis nuclear transcription factor genes NF-YA1, 5, 6 and 9 play 
an important role in the regulation of male gametogenesis, embryogenesis and seed germi-
nation [27]. NF-YB confers drought tolerance and leads to improved yield in maize under 
water-limited conditions [28]. In Arabidopsis, NF-YC3, 4 and 9 are required for regulation 
of CONSTANTS (CO)-mediated photoperiod-independent flowering [29]. During the early 
seedling stage in Arabidopsis, under photomorphogenesis, hypocotyl elongation is sup-
pressed by NF-YC1, 3, 4 and 9 [30]. Wheat TaNF-YB3 gene imparts drought tolerance by 
regulating ABA-associated signaling pathway [31]. Overexpression of NF-YC9 confers ABA 
hypersensitivity in Arabidopsis [32].

Database Acronym Public URL Description

Transcription factor 
prediction database

DBD http://www.
transcriptionfactor.org/
index.cgi?Home

DBD is a database of predicted TFs in 
completely sequenced genomes

Interspecies TF function 
finder for plants

IT3F http://jicbio.nbi.ac.uk/
IT3F/

Provides information about function of TFs

Table 1. Plant transcription factors database.
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MYB (myeloblastosis), a huge family protein, is characteristic of all eukaryotes and plays a 
diverse role in gene networking. Generally, MYB functions as transcription factor and their 
DNA-binding ability varies with the number of MYB domains [33]. In plants, MYB proteins 
are classified in four different classes depending upon the number of DNA-binding MYB 
domains: MYB-related, R2R3-MYBs, R1R2R3-MYBs and atypical MYBs [34]. The first plant 
MYB gene C1 was identified from maize [35]. Since their identification, they have been found 
to be extensively dispersed in plants and communicate with additional transcription factors 
[36]. MYB transcription factors are involved in the regulation of plant growth and develop-
ment in various species like in soybean, they are involved in regulation of flower color [37] and 
regulation of signal transduction pathways in Arabidopsis, rice and cassava [38]. Biosynthesis 
of secondary metabolites is regulated in Arabidopsis and Medicago [36]. In Arabidopsis, sug-
arcane, potato, cotton, wheat, rice and Camelina sativa, they are involved in drought tolerance 
[39]. Chilling tolerance is imparted in Arabidopsis, wheat and rice [40]. MYB transcription 
factor genes are also involved in combating salt stress [41].

Arabidopsis transcription factor APETALA2 (AP2) is involved in the regulation of compli-
cated processes of plant growth and development, which includes seed development, main-
tenance of stem cells and flower development [42]. APETALA2 family, also known as “A” 
class, acts together with B and C class to determine the final floral organ development, and 
this interaction of transcription factors forms the well-known ABC model of flower devel-
opment [43]. Pandey et al. identified an APETALA2 (AP2) domain TF in Arabidopsis that 
suppresses ABA response during seed germination and ABA and stress-induced gene expres-
sion. They also observed that abr1 mutant plants were hypersensitive to osmotic stress and 
higher level of ABA was found in mutant plants; this supports that ABA-mediated gene regu-
lation is suppressed by AP2 [44]. Overexpression of Nicotiana tabacum Tsi1 gene encoding an 
EREBP/AP2 TF in tobacco enhances resistance against osmotic stress and pathogen attack 
[45]. Overexpression of WXP1, an AP2 domain-containing TF gene of Medicago truncatula, 
enhances wax accumulation and drought tolerance in transgenic alfalfa [46]. Overexpression 
of ORA59, an AP2/ERF transcription factor domain, results in enhanced resistance against fun-
gus Botrytis cinerea [47]. WIND1 and AP2/ERF TFs regulate cell differentiation in Arabidopsis 
[48]. WRINKLED1 (WRI1), an AP2-type transcription factor, was found to be associated with 
triacylglycerol (TAGs) accumulation in Arabidopsis [49].

TCF transcription factors comprise a domain, called TCP domain, which shares a motif that 
forms a basic helix-loop-helix (bHLH) structure that has DNA-binding properties [50]. The 
name TCP came from TEOSINTE BRANCHED1, CYCLOIDEA (CYC) and PROLIFERATING 
CELL NUCLEAR ANTIGEN FACTOR1 (PCF1) and PCF2, first four members of the TCP fam-
ily derived from maize, snapdragon and rice, respectively [51]. Earlier studies have shown 
that TCP has been involved in the regulation of leaf formation by regulating cell cycle [52]. 
TCP transcription factors are also involved in flower development [53], leaf senescence [54], 
shoot development [55], jasmonic acid and auxin signaling [56], cell proliferation [57], leaf 
shape regulation [58], development of macro and micro [50], mitochondrial biogenesis [59] 
and regulating circadian cycle [60].

One of the largest and diverse families of plant regulators is WRKY transcription factors, with 
nearly 74 members in Arabidopsis, over 100 in rice, soybean and poplar [61]. There is at least one 
conserved DNA-binding domain called WRKY domain, which comprises a preserved protein 
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various biotic and abiotic stresses and will help in developing high yielding and stress toler-
ant varieties, which is the ultimate aim of the agricultural scientists.

2. Regulatory roles of transcription factors in plants

TFs genes are regulated at both transcriptional and post-transcriptional level in plants [14]. 
Therefore, to build regulatory networks, understanding the expression of TFs is of great 
importance. Mainly, TFs act by binding the cis element present inside the transcription initia-
tion (promoter) region of their target gene [15]. Recent studies have shown that changes in 
gene expression are closely related with changes in expression of TFs [16] affecting growth 
and development in plants [17]. Manipulation of desired traits in plants by engineering TF 
genes is considered as a major future outlook [18].

Nuclear factor Y (NF-Y) is a class of transcription factor that has three subunits and all 
are vital for DNA-binding ability (NF-YA, NF-YB and NF-YC) [19]. The function of these 
TFs varies with the type of subunit. For example, NF-YA and NF-YB are involved in plant 
responses to drought stress, whereas NF-YC is involved in the regulation of flower develop-
ment and light-mediated plant growth and development (photomorphogenesis) [20]. NF-Y 
transcription factors are also involved in plant-microbe interaction, root development and 
responses to stress [21]. Dark-grown phenotype was exhibited by NF-Y mutant plants even 
in the presence of light; this indicates that NFY TF is a positive regulator of photomorpho-
genesis [20]. In combination with NF-YB/NF-YC, NF-YA was found to be involved in flow-
ering by triggering FLOWERING LOCUS T (FT) gene [22]. Overexpression of NF-YA5 in 
Arabidopsis resulted in tolerance to drought stress [23]. ABA disruptive phenotype was 
exhibited by NF-YC mutant Arabidopsis plants [24]. Nuclear factor Y complex binds with a 
unique cis-element within the SOC1 promoter region of Arabidopsis and regulates flower-
ing time [25]. In Arabidopsis, leaf development is regulated by NF-YA2 and NF-YA10 via 
auxin signaling [26]. Arabidopsis nuclear transcription factor genes NF-YA1, 5, 6 and 9 play 
an important role in the regulation of male gametogenesis, embryogenesis and seed germi-
nation [27]. NF-YB confers drought tolerance and leads to improved yield in maize under 
water-limited conditions [28]. In Arabidopsis, NF-YC3, 4 and 9 are required for regulation 
of CONSTANTS (CO)-mediated photoperiod-independent flowering [29]. During the early 
seedling stage in Arabidopsis, under photomorphogenesis, hypocotyl elongation is sup-
pressed by NF-YC1, 3, 4 and 9 [30]. Wheat TaNF-YB3 gene imparts drought tolerance by 
regulating ABA-associated signaling pathway [31]. Overexpression of NF-YC9 confers ABA 
hypersensitivity in Arabidopsis [32].

Database Acronym Public URL Description

Transcription factor 
prediction database

DBD http://www.
transcriptionfactor.org/
index.cgi?Home

DBD is a database of predicted TFs in 
completely sequenced genomes

Interspecies TF function 
finder for plants

IT3F http://jicbio.nbi.ac.uk/
IT3F/

Provides information about function of TFs

Table 1. Plant transcription factors database.
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MYB (myeloblastosis), a huge family protein, is characteristic of all eukaryotes and plays a 
diverse role in gene networking. Generally, MYB functions as transcription factor and their 
DNA-binding ability varies with the number of MYB domains [33]. In plants, MYB proteins 
are classified in four different classes depending upon the number of DNA-binding MYB 
domains: MYB-related, R2R3-MYBs, R1R2R3-MYBs and atypical MYBs [34]. The first plant 
MYB gene C1 was identified from maize [35]. Since their identification, they have been found 
to be extensively dispersed in plants and communicate with additional transcription factors 
[36]. MYB transcription factors are involved in the regulation of plant growth and develop-
ment in various species like in soybean, they are involved in regulation of flower color [37] and 
regulation of signal transduction pathways in Arabidopsis, rice and cassava [38]. Biosynthesis 
of secondary metabolites is regulated in Arabidopsis and Medicago [36]. In Arabidopsis, sug-
arcane, potato, cotton, wheat, rice and Camelina sativa, they are involved in drought tolerance 
[39]. Chilling tolerance is imparted in Arabidopsis, wheat and rice [40]. MYB transcription 
factor genes are also involved in combating salt stress [41].

Arabidopsis transcription factor APETALA2 (AP2) is involved in the regulation of compli-
cated processes of plant growth and development, which includes seed development, main-
tenance of stem cells and flower development [42]. APETALA2 family, also known as “A” 
class, acts together with B and C class to determine the final floral organ development, and 
this interaction of transcription factors forms the well-known ABC model of flower devel-
opment [43]. Pandey et al. identified an APETALA2 (AP2) domain TF in Arabidopsis that 
suppresses ABA response during seed germination and ABA and stress-induced gene expres-
sion. They also observed that abr1 mutant plants were hypersensitive to osmotic stress and 
higher level of ABA was found in mutant plants; this supports that ABA-mediated gene regu-
lation is suppressed by AP2 [44]. Overexpression of Nicotiana tabacum Tsi1 gene encoding an 
EREBP/AP2 TF in tobacco enhances resistance against osmotic stress and pathogen attack 
[45]. Overexpression of WXP1, an AP2 domain-containing TF gene of Medicago truncatula, 
enhances wax accumulation and drought tolerance in transgenic alfalfa [46]. Overexpression 
of ORA59, an AP2/ERF transcription factor domain, results in enhanced resistance against fun-
gus Botrytis cinerea [47]. WIND1 and AP2/ERF TFs regulate cell differentiation in Arabidopsis 
[48]. WRINKLED1 (WRI1), an AP2-type transcription factor, was found to be associated with 
triacylglycerol (TAGs) accumulation in Arabidopsis [49].

TCF transcription factors comprise a domain, called TCP domain, which shares a motif that 
forms a basic helix-loop-helix (bHLH) structure that has DNA-binding properties [50]. The 
name TCP came from TEOSINTE BRANCHED1, CYCLOIDEA (CYC) and PROLIFERATING 
CELL NUCLEAR ANTIGEN FACTOR1 (PCF1) and PCF2, first four members of the TCP fam-
ily derived from maize, snapdragon and rice, respectively [51]. Earlier studies have shown 
that TCP has been involved in the regulation of leaf formation by regulating cell cycle [52]. 
TCP transcription factors are also involved in flower development [53], leaf senescence [54], 
shoot development [55], jasmonic acid and auxin signaling [56], cell proliferation [57], leaf 
shape regulation [58], development of macro and micro [50], mitochondrial biogenesis [59] 
and regulating circadian cycle [60].

One of the largest and diverse families of plant regulators is WRKY transcription factors, with 
nearly 74 members in Arabidopsis, over 100 in rice, soybean and poplar [61]. There is at least one 
conserved DNA-binding domain called WRKY domain, which comprises a preserved protein 
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sequence (WRKYGQK) and a zinc-finger domain. Both of these sequences (hexapeptide and 
zinc finger domain) are required for binding to cis element known as W box (TTGACT/C) [62]. 
WRKY transcription factors are involved in several molecular and genetic pathways to regulate 
multiple responses simultaneously, whether it is abiotic or biotic stress [63]. Production of few 
secondary metabolites like lignin, flavanols and tannins is also regulated by WRKY TFs [64].

NAC transcription factors are one of the major class of plant regulators, engaged in stress 
responses. The name NAC is derived from three genes initially having the NAC domain; no 
apical meristem (NAM), Arabidopsis transcription activation factor (ATAF1/2) and cup-shaped 
cotyledon (CUC2) [65]. The availability of genome sequencing technology has led to the iden-
tification of several NAC TFs genes in various species like 117 in Arabidopsis, 151 in rice, 79 in 
grape, 26 in citrus, 163 in poplar, 152 each in soybean and tobacco, 145 in cotton, 45 in tea 
plant, 172 in radish, 152 in maize and 110 in potato [66]. In Arabidopsis, of 10 NAC domains 
9 domains bind to a conserved DNA target with a GGT[GA] core [67]. NAC TFs are mainly 
involved in the regulation of plant growth and development under biotic and abiotic stress [68].

Another important class of TFs that belong to plant kingdom is homeodomain-leucine zippers 
(HD-Zip). In Arabidopsis, there are more than 25 genes that encode these TFs. The HD-Zip 
protein is characterized by the presence of two important domains: a homeodomain (HD) 
involved in DNA binding and leucine zipper domain (Zip) responsible for protein-protein 
interactions [69]. On the basis of earlier sequence similarity findings, HD-Zip class of TFs has 
been grouped into four different classes (HD-Zip I, II, III and IV). Class I TFs (HD-Zip I) are 
engaged in ABA (abscisic acid) signaling, embryo development and responses to abiotic stress. 
Class II (HD-Zip II) TFs are involved hormone signaling (auxin), responses to light and shade. 
Likewise, class III (HD-Zip III) regulate embryo development, initiation of lateral organs, leaf 
polarity and meristem functioning, whereas class IV (HD-Zip IV) governs trichome develop-
ment, root development, epidermal cell differentiation and accumulation of anthocyanin [69].

3. Interplay between transcription factors and miRNA

Plant miRNAs are involved in regulatory networks, which control differential gene expres-
sion at tissue and developmental levels. MiRNAs and TFs provide combinatorial gene reg-
ulation involving diverse functions which can further be exploited in crop improvement. 
Combination of microRNA and their targets, which are mainly transcription factors that 
depict an integrated image for designing regulatory relationship but it could be very difficult 
at times to develop a clear cut relationship as interaction could take place with each other 
leading to some novel regulatory pathway. With the advancement in bioinformatic softwares 
and use of advanced techniques, it is comparatively easy to develop an interaction. MiRNA 
and TFs are among the primary regulators of gene expression, thus affect plant phenotype in 
relation to growth and development (Table 2).

3.1. Root architecture

MiRNAs and TFs together govern the regulatory network involved in the development of root 
architecture in various species. In A. thaliana, miR160 is known to play key role in root growth 
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by negatively regulating AUXIN RESPONSE FACTORs (ARF 10, 16 and 17) and resulted into 
shorter roots with tumor like puffed-up apex, if overexpression of miRNA160 occurs [70]. Apart 
from this, another miR164 targets transcription factors of the NAC (NAMATAF-CUC) family 
and regulates lateral root initiation by limiting NAC1expression [71]. Similarly, in legumes 
such as M. truncatula, miR166 and HD-Zip regulate cell-to-cell communication in root vascular 
and meristematic tissues [72]. In A. thaliana, miR169 isoforms are engaged in targeting NF-YA 
TF and control primary root growth. The prevention of miR169 expression affects lateral root 
initiation led to altered dimensions in root meristem [73]. The cross talk between miR166/165 
and their target HD-Zip III ensures root development in Arabidopsis thaliana as well as in Maize.

3.2. Phosphate content

Phosphorus is essential nutrient for plants and can be acquired by plants only as inor-
ganic phosphate. Certain transcription factors, such as AtPHR1, AtWRKY75, AtZAT6 and 

miRNA TF family Plant Role

169 NY-FA A. thaliana Root architecture, nodule formation, drought and salinity stress, 
abscisic acid response

159 MYB A. thaliana

O. sativa

Seed germination, senescence, ABA hypersensitivity

828 and 858 MYB G. hirsutum Fiber development, response to high temperature

164 NAC1 A. thaliana

Z. mays

Lateral root development

T. aestivum Contribute resistance against P. striiformis f. sp. Tritici (Pst)

396 GRF A. thaliana

Z. mays

Leaf and grain development

O. sativa Response to arsenic treatment

WRKY H. annuus L. Response to high temperature

319 TCP A. thaliana Leaf and floral development, jasmonic acid biosynthesis

164 NAC

NAC1

A. thaliana

Z. mays

Lateral root development

Drought tolerance

166 HD-Zip III A. thaliana Shoot apical meristem, organ polarity and vascular development

156 SPL A. thaliana

Z. mays

O. sativa

S. lycopersicum

Floral development

172 AP2 Glycine max,

P. vulgaris

Nodule formation

447 and 5255 MYB G. hirsutum Root and fiber development

Table 2. Differential role of TF-MiRNA interaction in plants.
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sequence (WRKYGQK) and a zinc-finger domain. Both of these sequences (hexapeptide and 
zinc finger domain) are required for binding to cis element known as W box (TTGACT/C) [62]. 
WRKY transcription factors are involved in several molecular and genetic pathways to regulate 
multiple responses simultaneously, whether it is abiotic or biotic stress [63]. Production of few 
secondary metabolites like lignin, flavanols and tannins is also regulated by WRKY TFs [64].

NAC transcription factors are one of the major class of plant regulators, engaged in stress 
responses. The name NAC is derived from three genes initially having the NAC domain; no 
apical meristem (NAM), Arabidopsis transcription activation factor (ATAF1/2) and cup-shaped 
cotyledon (CUC2) [65]. The availability of genome sequencing technology has led to the iden-
tification of several NAC TFs genes in various species like 117 in Arabidopsis, 151 in rice, 79 in 
grape, 26 in citrus, 163 in poplar, 152 each in soybean and tobacco, 145 in cotton, 45 in tea 
plant, 172 in radish, 152 in maize and 110 in potato [66]. In Arabidopsis, of 10 NAC domains 
9 domains bind to a conserved DNA target with a GGT[GA] core [67]. NAC TFs are mainly 
involved in the regulation of plant growth and development under biotic and abiotic stress [68].

Another important class of TFs that belong to plant kingdom is homeodomain-leucine zippers 
(HD-Zip). In Arabidopsis, there are more than 25 genes that encode these TFs. The HD-Zip 
protein is characterized by the presence of two important domains: a homeodomain (HD) 
involved in DNA binding and leucine zipper domain (Zip) responsible for protein-protein 
interactions [69]. On the basis of earlier sequence similarity findings, HD-Zip class of TFs has 
been grouped into four different classes (HD-Zip I, II, III and IV). Class I TFs (HD-Zip I) are 
engaged in ABA (abscisic acid) signaling, embryo development and responses to abiotic stress. 
Class II (HD-Zip II) TFs are involved hormone signaling (auxin), responses to light and shade. 
Likewise, class III (HD-Zip III) regulate embryo development, initiation of lateral organs, leaf 
polarity and meristem functioning, whereas class IV (HD-Zip IV) governs trichome develop-
ment, root development, epidermal cell differentiation and accumulation of anthocyanin [69].

3. Interplay between transcription factors and miRNA

Plant miRNAs are involved in regulatory networks, which control differential gene expres-
sion at tissue and developmental levels. MiRNAs and TFs provide combinatorial gene reg-
ulation involving diverse functions which can further be exploited in crop improvement. 
Combination of microRNA and their targets, which are mainly transcription factors that 
depict an integrated image for designing regulatory relationship but it could be very difficult 
at times to develop a clear cut relationship as interaction could take place with each other 
leading to some novel regulatory pathway. With the advancement in bioinformatic softwares 
and use of advanced techniques, it is comparatively easy to develop an interaction. MiRNA 
and TFs are among the primary regulators of gene expression, thus affect plant phenotype in 
relation to growth and development (Table 2).

3.1. Root architecture

MiRNAs and TFs together govern the regulatory network involved in the development of root 
architecture in various species. In A. thaliana, miR160 is known to play key role in root growth 
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by negatively regulating AUXIN RESPONSE FACTORs (ARF 10, 16 and 17) and resulted into 
shorter roots with tumor like puffed-up apex, if overexpression of miRNA160 occurs [70]. Apart 
from this, another miR164 targets transcription factors of the NAC (NAMATAF-CUC) family 
and regulates lateral root initiation by limiting NAC1expression [71]. Similarly, in legumes 
such as M. truncatula, miR166 and HD-Zip regulate cell-to-cell communication in root vascular 
and meristematic tissues [72]. In A. thaliana, miR169 isoforms are engaged in targeting NF-YA 
TF and control primary root growth. The prevention of miR169 expression affects lateral root 
initiation led to altered dimensions in root meristem [73]. The cross talk between miR166/165 
and their target HD-Zip III ensures root development in Arabidopsis thaliana as well as in Maize.

3.2. Phosphate content

Phosphorus is essential nutrient for plants and can be acquired by plants only as inor-
ganic phosphate. Certain transcription factors, such as AtPHR1, AtWRKY75, AtZAT6 and 

miRNA TF family Plant Role

169 NY-FA A. thaliana Root architecture, nodule formation, drought and salinity stress, 
abscisic acid response

159 MYB A. thaliana

O. sativa

Seed germination, senescence, ABA hypersensitivity

828 and 858 MYB G. hirsutum Fiber development, response to high temperature

164 NAC1 A. thaliana

Z. mays

Lateral root development

T. aestivum Contribute resistance against P. striiformis f. sp. Tritici (Pst)

396 GRF A. thaliana

Z. mays

Leaf and grain development

O. sativa Response to arsenic treatment

WRKY H. annuus L. Response to high temperature

319 TCP A. thaliana Leaf and floral development, jasmonic acid biosynthesis

164 NAC

NAC1

A. thaliana

Z. mays

Lateral root development

Drought tolerance

166 HD-Zip III A. thaliana Shoot apical meristem, organ polarity and vascular development

156 SPL A. thaliana

Z. mays

O. sativa

S. lycopersicum

Floral development

172 AP2 Glycine max,

P. vulgaris

Nodule formation

447 and 5255 MYB G. hirsutum Root and fiber development

Table 2. Differential role of TF-MiRNA interaction in plants.
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AtBHLH32, regulate phosphate starvation responsive genes in plants. The interplay between 
miR399 and transcription factor AtMYB2 is known to function in abiotic stress signaling in 
Arabidopsis, and overexpression of AtMYB2 results into increased phosphorous uptake and 
changes in root architecture [39].

3.3. Leaf senescence

Leaf senescence is a physiological process, which affects vegetative and productive develop-
mental processes in plants. Increased seed yield and prolonged life span are observed dur-
ing delayed. The conversion, which occurs from leaf maturation to senescence, is complex 
and is associated with several genes and transcription factors such as MYB, SQUAMOSA 
PRMOTER BINDING-LIKE (SPL), WRKY, etc. [74]. Transcription factor MYB was targeted by 
zms-miR 159d and was downregulated in maize inbred line ELS-1, whereas in Yu87-1inbreed 
line, zms-miR 159d was found to be upregulated [75].

3.4. Fiber development

Various studies have reported that different transcription factors play an important role 
in fiber initiation. For example, MYB transcription factors are involved in fiber trichome 
development in cotton. TFs are predicted to be targeted by certain miRNAs such as MYB3 
and MYB88 are targeted by miR447, which is significantly expressed during different fiber 
initiation, elongation and secondary wall synthesis and play important role in fiber develop-
ment under salinity and drought stress [76]. In a recent study, MYB genes, including MYB2, 
MYB3 and MYB12, are targeted by miR828 and are known to play negative role in fiber 
elongation [77].

3.5. Floral development

Different microRNAs function and play role throughout flower development from early 
stages to late stages. These microRNAs target various transcription factors by targeting and 
downregulation and affect floral timing [78]. There are around 11 different miRNA fami-
lies (miR156, miR159, miR160, miR164, miR165/miR166, miR167, miR169, miR172, miR319, 
miR390 and miR399) that regulate flower development at several stages. MiR156, miR172 
and miR399 mediate plant changes from juvenile to adult, whereas mR159, miR169, miR172 
and miR399 mediate transition from vegetative to adult. MiR156 controls flower development 
in rice, tomato and maize, and its role is found to be conserved [78]. The targets of miR156 
are SPL (SQUAMOSA PROMOTER BINDING-LIKE) TFs, which are being downregulated in 
Arabidopsis, and miR172 targets expression of APETELA2, which resulted in delayed flower-
ing by inhibiting translation [79].

3.6. Nodule formation

Nodule formation and establishment of symbiotic relationship are complex processes. Various 
miRNA and transcription factors are associated with nodule development. It was suggested 
that miR169-mediated repression of MtHAP2, a transcription factor, was required for nodule 
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development in M. truncatula [76]. In legumes, such as soybean and common beans, miR172 
interacts with AP2 TFs to regulate nodule organogenesis [80].

3.7. Leaf morphogenesis and grain filling

MicroRNA and TFs play a vital role in leaf morphogenesis such as miR319 and TCP are 
involved in regulation of leaf size. Increase in leaf size was observed with loss of function of 
miR319 [81]. Similarly, miR319 overexpression resulted in enlarged leaf formation in tomato 
[82]. Another miRNA family (miR396) targets GRF (GROWTH-REGULATING FACTOR) TF 
family and regulates leaf morphogenesis [83]. Cell division in leaves is enhanced by sup-
pression of six GRF genes and GIF1 by overexpression of miR396 [83]. MiR396 and GRF TFs 
are found to be associated with effective grain filling in maize [84]. Similar findings were 
observed in rice where LOC_Os02g47280 was downregulated by miR396 and was found 
to be responsible for grain shape [85]. These studies approved the networking between 
miR396 and GRF transcription factor and suggested the strong role in leaf development and 
grain filling.

3.8. Shoot apical meristem and vascular patterning

Plants exhibit a long period of organogenesis and give rise to new leaves throughout their life 
cycle depending upon the activity of shoot meristems. The transcripts of miR165 and miR166 
are detected in shoot apical meristem, leaf primordial and vascular tissues in Arabidopsis. 
The interaction of HD-Zip III with miR165 and miR166 is well known [86]. It regulates diverse 
functions including plant development, apical and lateral meristem formation, vascular 
growth and leaf polarity. Downregulation of three HD-Zip genes (ATHB-9/PHV, ATHB-14/
PHB and ATHB-15) resulted into recapitulate phenotype upon overexpression of miR166. 
Similarly, downregulation of five HD-Zip genes by overexpression of miR165 resulted in loss 
of SAM (shoot apical meristem), changed organ polarity and defected vascular development 
[87]. MiR165 and miR166 are involved in the regulation of leaf asymmetry patterning in maize 
and Arabidopsis. The suppression of HD-Zip by miRNA is responsible for vascular pattern-
ing in leaves and stem in both monocots and dicots [86].

3.9. Flavonoid biosynthesis pathway

In Arabidopsis, miR858a is supposed to target R2R3-MYB transcription factor. Genomic anal-
ysis suggested that miR858a targets various regulatory factors involved in plant growth and 
development. Overexpression of miR858a led to downregulation of several MYB transcrip-
tion factors, which in turn regulates and redirects the metabolic flux towards flavonoid bio-
synthesis [88].

3.10. Jasmonic acid biosynthesis

Jasmonic acid (JA) acts as systemic signaling molecule, which is effective against tomato 
root knot disease (RKN). This can reduce the number of root knots from nematode invasion 
resulting into JA-mediated RKN resistance in roots. Several miRNAs are found responsive 
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AtBHLH32, regulate phosphate starvation responsive genes in plants. The interplay between 
miR399 and transcription factor AtMYB2 is known to function in abiotic stress signaling in 
Arabidopsis, and overexpression of AtMYB2 results into increased phosphorous uptake and 
changes in root architecture [39].

3.3. Leaf senescence

Leaf senescence is a physiological process, which affects vegetative and productive develop-
mental processes in plants. Increased seed yield and prolonged life span are observed dur-
ing delayed. The conversion, which occurs from leaf maturation to senescence, is complex 
and is associated with several genes and transcription factors such as MYB, SQUAMOSA 
PRMOTER BINDING-LIKE (SPL), WRKY, etc. [74]. Transcription factor MYB was targeted by 
zms-miR 159d and was downregulated in maize inbred line ELS-1, whereas in Yu87-1inbreed 
line, zms-miR 159d was found to be upregulated [75].

3.4. Fiber development

Various studies have reported that different transcription factors play an important role 
in fiber initiation. For example, MYB transcription factors are involved in fiber trichome 
development in cotton. TFs are predicted to be targeted by certain miRNAs such as MYB3 
and MYB88 are targeted by miR447, which is significantly expressed during different fiber 
initiation, elongation and secondary wall synthesis and play important role in fiber develop-
ment under salinity and drought stress [76]. In a recent study, MYB genes, including MYB2, 
MYB3 and MYB12, are targeted by miR828 and are known to play negative role in fiber 
elongation [77].

3.5. Floral development

Different microRNAs function and play role throughout flower development from early 
stages to late stages. These microRNAs target various transcription factors by targeting and 
downregulation and affect floral timing [78]. There are around 11 different miRNA fami-
lies (miR156, miR159, miR160, miR164, miR165/miR166, miR167, miR169, miR172, miR319, 
miR390 and miR399) that regulate flower development at several stages. MiR156, miR172 
and miR399 mediate plant changes from juvenile to adult, whereas mR159, miR169, miR172 
and miR399 mediate transition from vegetative to adult. MiR156 controls flower development 
in rice, tomato and maize, and its role is found to be conserved [78]. The targets of miR156 
are SPL (SQUAMOSA PROMOTER BINDING-LIKE) TFs, which are being downregulated in 
Arabidopsis, and miR172 targets expression of APETELA2, which resulted in delayed flower-
ing by inhibiting translation [79].

3.6. Nodule formation

Nodule formation and establishment of symbiotic relationship are complex processes. Various 
miRNA and transcription factors are associated with nodule development. It was suggested 
that miR169-mediated repression of MtHAP2, a transcription factor, was required for nodule 
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development in M. truncatula [76]. In legumes, such as soybean and common beans, miR172 
interacts with AP2 TFs to regulate nodule organogenesis [80].

3.7. Leaf morphogenesis and grain filling

MicroRNA and TFs play a vital role in leaf morphogenesis such as miR319 and TCP are 
involved in regulation of leaf size. Increase in leaf size was observed with loss of function of 
miR319 [81]. Similarly, miR319 overexpression resulted in enlarged leaf formation in tomato 
[82]. Another miRNA family (miR396) targets GRF (GROWTH-REGULATING FACTOR) TF 
family and regulates leaf morphogenesis [83]. Cell division in leaves is enhanced by sup-
pression of six GRF genes and GIF1 by overexpression of miR396 [83]. MiR396 and GRF TFs 
are found to be associated with effective grain filling in maize [84]. Similar findings were 
observed in rice where LOC_Os02g47280 was downregulated by miR396 and was found 
to be responsible for grain shape [85]. These studies approved the networking between 
miR396 and GRF transcription factor and suggested the strong role in leaf development and 
grain filling.

3.8. Shoot apical meristem and vascular patterning

Plants exhibit a long period of organogenesis and give rise to new leaves throughout their life 
cycle depending upon the activity of shoot meristems. The transcripts of miR165 and miR166 
are detected in shoot apical meristem, leaf primordial and vascular tissues in Arabidopsis. 
The interaction of HD-Zip III with miR165 and miR166 is well known [86]. It regulates diverse 
functions including plant development, apical and lateral meristem formation, vascular 
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PHB and ATHB-15) resulted into recapitulate phenotype upon overexpression of miR166. 
Similarly, downregulation of five HD-Zip genes by overexpression of miR165 resulted in loss 
of SAM (shoot apical meristem), changed organ polarity and defected vascular development 
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In Arabidopsis, miR858a is supposed to target R2R3-MYB transcription factor. Genomic anal-
ysis suggested that miR858a targets various regulatory factors involved in plant growth and 
development. Overexpression of miR858a led to downregulation of several MYB transcrip-
tion factors, which in turn regulates and redirects the metabolic flux towards flavonoid bio-
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3.10. Jasmonic acid biosynthesis

Jasmonic acid (JA) acts as systemic signaling molecule, which is effective against tomato 
root knot disease (RKN). This can reduce the number of root knots from nematode invasion 
resulting into JA-mediated RKN resistance in roots. Several miRNAs are found responsive 
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to jasmonic acid against pathogen infection. Recent study demonstrated negative correlation 
between miR319 and its target TCP4 in tomato using reverse genetic approaches. This inter-
action leads to change in levels of jasmonic acid in leaves. The potential cross talk between 
miR319 and TCP4 modulates systemic defensive response [89].

3.11. High temperature tolerance

An environmental fluctuation such as high temperature imparts detrimental effect on plants. 
Some plants show tolerance to these stresses than others and are regulated by a wide network 
of transcriptional cross talk between transcription factors such as WRKY, ERF, NAC, MADS 
and miRNA. WRKY TFs found most exclusively in plants and are involved in various devel-
opmental and physiological processes. When plants are exposed to high temperature or sali-
cylic acid in case of sunflower, opposite expression of HaWRKY6 and miR396 was observed 
[90]. In case of cotton, MYB transcription factor is known to be upregulated against high 
temperature and was targeted by miR828a and miR858 [91].

Figure 1. Interaction between miRNAs and TFs for gene regulation in plants.
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3.12. Drought tolerance

Communication between miR164 and NAC TF genes confer negative regulatory role in 
drought resistance in rice in addition to developmental roles. In transgenic Arabidopsis 
plants, overexpression of miR169a in NF-YA5 mutants resulted in increased susceptibility 
towards water stress in comparison to wild-type plants. Enhanced drought tolerance was 
observed in plants overexpressing NF-YA5. In addition to drought tolerance, miR169 is also 
related with salt stress [92]. This phenomenon was also observed with miR393 [93].

3.13. Fungal pathogen resistance

The molecular crosstalk between miRNA and transcription factor is necessary to better under-
stand the disease development. In wheat, stripe rust caused by Puccinia is a serious disease 
occurring during growing season. Crosstalk between miR164 and NAC21/22 TF resulted into 
reduced stripe rust resistance. These results conclude that mir164 and novel transcription fac-
tor are imperative in the development of stripe rust resistance in wheat [94].

3.14. Juvenile to adult plant development

The conversion from juvenile to adult is accompanied by changes in vegetative morphology 
and increase in reproductive potential. The regulatory mechanism of this transition involves 
miR156, miR172 and SPL gene family in case of Arabidopsis. SQUAMOSA PROMOTER 
BINDING-LIKE (SPL) TF family is a major target of miR156, and 11 SPL genes are repressed 
through translational inhibition and mRNA cleavage [95]. MiR156 and miR172 are positively 
regulated by transcription factors they target, and negative feedback loops contribute to sta-
bility of juvenile and adult phases (Figure 1) [79].

4. Conclusion

Regulatory network involving TFs and miRNA provides deep insight in understanding the 
complexity of gene regulation in plants. Till date, the computationally and experimentally 
mapped networks portray considerable information on gene regulation. The complete spec-
trum of miRNA and their interactions with transcription factors need to be considered in 
order to study regulatory interactions at particular developmental times or in a tissue specific 
manner. However, it will be imperative to incorporate all accessible miRNA, TF and target 
expression blueprint to confine the network to just those communications that can happen and 
to extend the studies in different set of conditions. For the computational researchers, the par-
ticular issues will be to gather and analyze the accessible information, make predictions and 
to approve the speculations in view of literature or wet lab experiments for set up of regula-
tory network. In near future, better understanding of regulatory networks is expected, which 
will enable us for manipulating gene expression for crop improvement and industrial appli-
cations. At present, it is, by all accounts, a difficult work to build complete real-time networks  
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for more experimental information. Still, it is a long way to establish complete miRNA-medi-
ated regulatory network in plants.
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