
eHealth 
Making Health Care Smarter

Edited by Thomas F. Heston

Edited by Thomas F. Heston

eHealth has revolutionized health care and the practice of medicine. Internet 
technologies have given the most rural communities access to healthcare services, 

and automated computer algorithms are improving medical diagnoses and speeding 
up the delivery of care. Handheld apps, wearable devices, and artificial intelligence 

lead the way, creating a global healthcare solution that is smarter and more accessible. 
Read what leaders in the field are doing to advance the use of electronic technology to 

improve global health.

Published in London, UK 

©  2018 IntechOpen 
©  ClaudioVentrella / iStock

ISBN 978-1-78923-522-7

eH
ealth - M

aking H
ealth C

are Sm
arter



EHEALTH - MAKING
HEALTH CARE SMARTER

Edited by Thomas F. Heston



EHEALTH - MAKING
HEALTH CARE SMARTER

Edited by Thomas F. Heston



eHealth - Making Health Care Smarter
http://dx.doi.org/10.5772/intechopen.71820
Edited by Thomas F. Heston

Contributors

Feras M Ghazawi, Ivan V. Litvinov, Steven Glassman, Denis Sasseville, Sandeep Reddy, Geletaw Sahle Tegenaw, Loc 
Nguyen, Thu-Hang Ho, Truong-Duyet Phan, Catherine Demers, Sahr Wali, Karim Keshavejee, Sinchai Kamolphiwong, 
Thossaporn Kamolphiwong, Verapol Chandeeying, Soontorn Saech, Alexandre Serra Barreto, Dominik Alscher, Daniel 
Luna, Laura Gambarte, Carlos Otero, Julia Frangella, Thomas F. Heston

© The Editor(s) and the Author(s) 2018
The rights of the editor(s) and the author(s) have been asserted in accordance with the Copyright, Designs and 
Patents Act 1988. All rights to the book as a whole are reserved by INTECHOPEN LIMITED. The book as a whole 
(compilation) cannot be reproduced, distributed or used for commercial or non-commercial purposes without 
INTECHOPEN LIMITED’s written permission. Enquiries concerning the use of the book should be directed to 
INTECHOPEN LIMITED rights and permissions department (permissions@intechopen.com).
Violations are liable to prosecution under the governing Copyright Law.

Individual chapters of this publication are distributed under the terms of the Creative Commons Attribution 3.0 
Unported License which permits commercial use, distribution and reproduction of the individual chapters, provided 
the original author(s) and source publication are appropriately acknowledged. If so indicated, certain images may not 
be included under the Creative Commons license. In such cases users will need to obtain permission from the license 
holder to reproduce the material. More details and guidelines concerning content reuse and adaptation can be 
foundat http://www.intechopen.com/copyright-policy.html.

Notice

Statements and opinions expressed in the chapters are these of the individual contributors and not necessarily those 
of the editors or publisher. No responsibility is accepted for the accuracy of information contained in the published 
chapters. The publisher assumes no responsibility for any damage or injury to persons or property arising out of the 
use of any materials, instructions, methods or ideas contained in the book.

First published in London, United Kingdom, 2018 by IntechOpen
eBook (PDF) Published by IntechOpen, 2019
IntechOpen is the global imprint of INTECHOPEN LIMITED, registered in England and Wales, registration number: 
11086078, The Shard, 25th floor, 32 London Bridge Street  
London, SE19SG – United Kingdom
Printed in Croatia

British Library Cataloguing-in-Publication Data
A catalogue record for this book is available from the British Library

Additional hard and PDF copies can be obtained from orders@intechopen.com

eHealth - Making Health Care Smarter
Edited by Thomas F. Heston

p. cm.

Print ISBN 978-1-78923-522-7

Online ISBN 978-1-78923-523-4

eBook (PDF) ISBN 978-1-83881-621-6



Selection of our books indexed in the Book Citation Index 
in Web of Science™ Core Collection (BKCI)

Interested in publishing with us? 
Contact book.department@intechopen.com

Numbers displayed above are based on latest data collected. 
For more information visit www.intechopen.com

3,650+ 
Open access books available

151
Countries delivered to

12.2%
Contributors from top 500 universities

Our authors are among the

Top 1%
most cited scientists

114,000+
International  authors and editors

118M+ 
Downloads

We are IntechOpen,
the world’s leading publisher of 

Open Access books
Built by scientists, for scientists

 





Meet the editor

Dr. Thomas F. Heston is a practicing physician and 
clinical associate professor at the Elson S. Floyd College 
of Medicine in Spokane, Washington, USA. As a nuclear 
medicine resident in the early 1990s, he researched the 
application of neural networks in transplant medicine. 
He subsequently started the first nuclear medicine 
teleradiology network to rural northern Idaho and in the 

process single handedly developed the picture archiving and communica-
tion system for the network. He then went on to study positron emission 
tomography at Johns Hopkins University. He became an assistant profes-
sor (adjunct) in their Department of Radiology and a medical director for 
Johns Hopkins International. His current research focus is on the applica-
tion of blockchain technology to health care.



Contents

Preface VII

Section 1 Introduction    1

Chapter 1 Introductory Chapter: Making Health Care Smart   3
Thomas F. Heston

Section 2 Fundamentals    7

Chapter 2 Terminology Services: Standard Terminologies to Control
Medical Vocabulary. “Words are Not What they Say but What
they Mean”   9
Daniel Luna, Carlos Otero, María L. Gambarte and Julia Frangella

Chapter 3 Multivariate-Stepwise Gaussian Classifier (MSGC): A New
Classification Algorithm Tested Over Real Disease
Data Sets   37
Alexandre Serra Barreto

Chapter 4 Moving towards Sustainable Electronic Health
Applications   51
Sahr Wali, Karim Keshavjee and Catherine Demers

Chapter 5 The Practice of Medicine in the Age of Information
Technology   71
Mark Dominik Alscher and Nico Schmidt

Section 3 Applications    79

Chapter 6 Use of Artificial Intelligence in Healthcare Delivery   81
Sandeep Reddy



Contents

Preface XI

Section 1 Introduction    1

Chapter 1 Introductory Chapter: Making Health Care Smart   3
Thomas F. Heston

Section 2 Fundamentals    7

Chapter 2 Terminology Services: Standard Terminologies to Control
Medical Vocabulary. “Words are Not What they Say but What
they Mean”   9
Daniel Luna, Carlos Otero, María L. Gambarte and Julia Frangella

Chapter 3 Multivariate-Stepwise Gaussian Classifier (MSGC): A New
Classification Algorithm Tested Over Real Disease
Data Sets   37
Alexandre Serra Barreto

Chapter 4 Moving towards Sustainable Electronic Health
Applications   51
Sahr Wali, Karim Keshavjee and Catherine Demers

Chapter 5 The Practice of Medicine in the Age of Information
Technology   71
Mark Dominik Alscher and Nico Schmidt

Section 3 Applications    79

Chapter 6 Use of Artificial Intelligence in Healthcare Delivery   81
Sandeep Reddy



Chapter 7 Phoebe Framework and Experimental Results for Estimating
Fetal Age and Weight   99
Loc Nguyen, Truong-Duyet Phan and Thu-Hang T. Ho

Chapter 8 Using Patient Registries to Identify Triggers of Rare
Diseases   125
Feras M. Ghazawi, Steven J. Glassman, Denis Sasseville and Ivan V.
Litvinov

Chapter 9 Real-Time Tele-Auscultation Consultation Services over the
Internet: Effects of the Internet Quality of Service   139
Sinchai Kamolphiwong, Thossapon Kamolphiwong, Soontorn
Saechow and Verapol Chandeeying

Chapter 10 Exploring the Interrelationship of Risk Factors for Supporting
eHealth Knowledge-Based System   159
Geletaw Sahle Tegenaw

X Contents

Preface

This first edition of eHealth: Making Health Care Smarter provides readers with an introduc‐
tion to the wide-ranging, important applications of mathematical algorithms and electronic
technology to the improvement of health and the prevention of disease. The field of eHealth
is so large that any textbook, no matter how comprehensive, will exclude important areas of
this revolution in medicine. The chapters contained within this book provide the reader
with insights into the focus of leading world scientists in the field of eHealth. As a practicing
physician for over 25 years, I have witnessed medicine as it existed before the widespread
growth of the Internet and smartphones. The improvements brought forward by eHealth
are truly revolutionary.

Thomas F. Heston, MD, FAAFP, FASNC, FACNM
Clinical Associate Professor

Elson S. Floyd College of Medicine
Washington State University
Spokane, Washington, USA



Chapter 7 Phoebe Framework and Experimental Results for Estimating
Fetal Age and Weight   99
Loc Nguyen, Truong-Duyet Phan and Thu-Hang T. Ho

Chapter 8 Using Patient Registries to Identify Triggers of Rare
Diseases   125
Feras M. Ghazawi, Steven J. Glassman, Denis Sasseville and Ivan V.
Litvinov

Chapter 9 Real-Time Tele-Auscultation Consultation Services over the
Internet: Effects of the Internet Quality of Service   139
Sinchai Kamolphiwong, Thossapon Kamolphiwong, Soontorn
Saechow and Verapol Chandeeying

Chapter 10 Exploring the Interrelationship of Risk Factors for Supporting
eHealth Knowledge-Based System   159
Geletaw Sahle Tegenaw

ContentsVI

Preface

This first edition of eHealth: Making Health Care Smarter provides readers with an introduc‐
tion to the wide-ranging, important applications of mathematical algorithms and electronic
technology to the improvement of health and the prevention of disease. The field of eHealth
is so large that any textbook, no matter how comprehensive, will exclude important areas of
this revolution in medicine. The chapters contained within this book provide the reader
with insights into the focus of leading world scientists in the field of eHealth. As a practicing
physician for over 25 years, I have witnessed medicine as it existed before the widespread
growth of the Internet and smartphones. The improvements brought forward by eHealth
are truly revolutionary.

Thomas F. Heston, MD, FAAFP, FASNC, FACNM
Clinical Associate Professor

Elson S. Floyd College of Medicine
Washington State University
Spokane, Washington, USA



Section 1

Introduction



Section 1

Introduction



Chapter 1

Introductory Chapter: Making Health Care Smart

Thomas F. Heston

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.78993

Provisional chapter

DOI: 10.5772/intechopen.78993

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Introductory Chapter: Making Health Care Smart

Thomas F. Heston

Additional information is available at the end of the chapter

1. Introduction

The age of eHealth and Smart Medicine is upon us, but what exactly does this mean? As 
technology advances, we are able to create electronic devices that collect and analyze data, 
electronic communication methods that alert health care providers immediately when 
adverse events arise, and electronic algorithms that help automate and speed up clinical 
decision-making.

A primary leader in smart medicine is the use of wearable technology. These electronic 
devices enable the collection of important medical data. Combining wearable devices such as 
heart rate monitors, pulse oximeters, and sleep monitors with blockchain technology allows 
this important patient information to be recorded accurately, remain immutable over time, 
and interact with algorithms designed to improve medical diagnosis and treatment. Wearable 
technology is already well developed. Making this technology interoperable with electronic 
medical records in a manner allowing smart execution of health care protocols becomes pos-
sible with the use of blockchain technology.

Satoshi Nakamoto set forth the initial implementation of blockchain technology in the white 
paper “Bitcoin: a peer-to-peer electronic cash system” in 2008 [1]. This white paper presented 
a method to create an Internet-based currency that did not require a trusted third-party 
intermediary such as a bank, government, or Federal Reserve. Instead of using a third-party 
intermediary, the blockchain method utilized computers hooked up to the Internet to confirm 
transactions in a manner that would prevent malicious hacking, cheating, or double-spend-
ing. Bitcoin was subsequently created, with the first transaction occurring in January, 2009. 
Nakamoto’s blockchain method serving as the foundation for bitcoin has proven to be widely 
successful, with the market capitalization of bitcoin as of early 2018 equal to approximately 
$150 billion USD.

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.
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The backbone for bitcoin is a simple blockchain of transactions that is immutable and secure 
due to a global distributed network of computer nodes (also known as miners) that confirms 
new transactions and secures old transactions. This distributed ledger technology works 
well, powering about $2 billion USD in transactions per day, with a total number of financial 
transactions to date of over 300 million [2, 3]. The success of bitcoin has created a wide 
expansion of blockchain technology, to the point where distributed computers around the 
world now confirm smart contracts [4], provide cloud storage [5], and facilitate communica-
tions between small devices (e.g., wearable wrist health bands) that make up the Internet of 
Things [6].

Through the integration of electronic devices with blockchain technology, the utility of wear-
able monitors increases tremendously [7]. By creating an immutable, trusted ledger of patient 
data, blockchain technology not only allows monitors to trigger human responses but also 
collects important physiologic information that can be analyzed later by both human doctors 
and also by “digital doctors,” i.e., smart algorithms that would trigger actions based upon the 
input. In the blockchain world, these smart algorithms that trigger actions are called smart 
contracts [8].

Digital doctors can serve multiple purposes. First of all, alarms set off by existing monitors in 
most hospitals can be missed for example when the medical ward is busy making hearing the 
alarm more difficult. Monitors displaying bells or popups are only effective when a human is 
actively monitoring the screen in a focused, non-distracted way. Digital doctors, however, act 
according to algorithms, which execute instantaneously. Digital doctors do not get distracted, 
they do not require sleep, and they have an infinite attention span.

What can these digital doctors do, and why do they require blockchain technology? First of 
all, digital doctors can instantly initiate codes. For example, a “code sepsis” can instantly be 
initiated whenever a patient’s vital signs become unstable; a “rapid response code” could be 
instantly initiated whenever the cardiac monitor displayed a malignant arrhythmia. In some 
cases, these digital doctors could act spontaneously without human intervention (e.g., this is 
done with wearable insulin pumps and implanted cardiac defibrillators), and in other cases 
they could trigger initiation of a medical treatment protocol that would require physician 
review before implemented.

The key to digital doctors becoming useful and effective is trustworthy, accurate, immutable, 
and private data. Medical care requires accurate collection of patient health data. Scans must 
be done properly, blood tests must be processed appropriately, and real-time monitors must 
be calibrated. This is where blockchain technology can really help, because it allows the col-
lection of data in a prompt manner that can be trusted and immutable. Recording data for 
digital doctors in a centralized database would result in a system that was vulnerable to a 
single point attack, whether it be an electricity failure or human hacker. Blockchain technol-
ogy, on the other hand, would make the data more interoperable by ensuring it is readily 
accessible to digital doctors. It would make the data more reliable through blockchain con-
sensus mechanisms that would be strongly resistant against hacking. It would also make the 
data easier to audit for quality improvement purposes. Finally, using cryptography inherent 
in blockchain technology, patient confidentiality is prioritized [9].

eHealth - Making Health Care Smarter4

Blockchain technology creates trustworthy data that is reliably stored, easily accessed, and 
resistant to corruption. Wearable technology such as heart rate monitors, bed monitors, and 
pulse oximeters collect important information that when entered into a blockchain ledger can 
be processed by digital doctors that not only can be programmed by expert physicians, but 
can ultimately learn and improve through artificial intelligence. As we have seen in the home, 
the Internet of Things (IOT) has led to considerable advances in the creation of smart homes. 
Now, this technology is being applied to monitoring health with wrist monitors, blood glu-
cose monitors, temperature monitors, and more. The time is right for not only having smart 
homes, but having smart hospitals. IOT along with blockchain technology is leading the way.
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Abstract

Data entry is an obstacle for the usability of electronic health records (EHR) applications 
and the acceptance of physicians, who prefer to document using “free text”. Natural 
language is huge and very rich in details but at the same time is ambiguous; it has great 
dependence on context and uses jargon and acronyms. Healthcare Information Systems 
should capture clinical data in a structured and preferably coded format. This is crucial 
for data exchange between health information systems, epidemiological analysis, quality 
and research, clinical decision support systems, administrative functions, etc. In order 
to address this point, numerous terminological systems for the systematic recording of 
clinical data have been developed. These systems interrelate concepts of a particular 
domain and provide reference to related terms and possible definitions and codes. The 
purpose of terminology services consists of representing facts that happen in the real 
world through database management. This process is named Semantic Interoperability. 
It implies that different systems understand the information they are processing through 
the use of codes of clinical terminologies. Standard terminologies allow controlling medi-
cal vocabulary. But how do we do this? What do we need? Terminology services are a 
fundamental piece for health data management in health environment.

Keywords: terminology server, interface vocabulary, controlled vocabularies, 
semantic interoperability, standard terminology
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Abstract

Data entry is an obstacle for the usability of electronic health records (EHR) applications 
and the acceptance of physicians, who prefer to document using “free text”. Natural 
language is huge and very rich in details but at the same time is ambiguous; it has great 
dependence on context and uses jargon and acronyms. Healthcare Information Systems 
should capture clinical data in a structured and preferably coded format. This is crucial 
for data exchange between health information systems, epidemiological analysis, quality 
and research, clinical decision support systems, administrative functions, etc. In order 
to address this point, numerous terminological systems for the systematic recording of 
clinical data have been developed. These systems interrelate concepts of a particular 
domain and provide reference to related terms and possible definitions and codes. The 
purpose of terminology services consists of representing facts that happen in the real 
world through database management. This process is named Semantic Interoperability. 
It implies that different systems understand the information they are processing through 
the use of codes of clinical terminologies. Standard terminologies allow controlling medi-
cal vocabulary. But how do we do this? What do we need? Terminology services are a 
fundamental piece for health data management in health environment.
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1. Introduction

Recently, major healthcare stakeholders around the world have emphasized on the impor-
tance of establishing electronic health records (EHR) for all health care institutions. Their 
goals for doing so include increasing patient safety, reducing medical errors, improving effi-
ciency and reducing costs [1, 2]. Everyday practical data entry, presentation and document 
retrieval for clinical tasks must be taken into account, so that the differences between the 
needs of users and the needs of available software’s are addressed. Data entry is an obstacle 
for the adoption of EHR with structured data method and the acceptance of healthcare pro-
viders, who prefer to document healthcare findings, processes and outcomes using unfettered 
“free text” or narrative text in natural language [3]. Natural language is huge and very rich in 
details but at the same time ambiguous, having great dependence on context, it uses jargon 
and acronyms and it lacks of rigorous definitions.

1.1. The importance of narrative

Free text narrative formats allow physicians to share complex ideas in an efficient and effort-
less manner. It use in electronic health records allows them to synthesize facts and to point 
a full picture rich with meaning that it might be easily interpreted by other health care pro-
viders [3]. Between physicians` register motivation, the main one is their own use of the 
information. Many current systems that provide EHRs use template-based system in order 
to capture structured data elements in databases. Structure data entry does not support the 
expressiveness and flexibility to which clinicians are accustomed, and it can be difficult to 
interpret and reconstruct meaning from structure data due to loss of contextual information 
[4]. To represent medical knowledge, it is necessary to represent patient’s data from different 
sources including: problem list and sometimes progress notes, procedures, medication list, 
labs and complementary tests results, social determinants of health environmental informa-
tion, people’s decisions about health and medical treatments, genomics and proteomics, etc. 
As a result, ambiguities must be resolved and vocabulary standardized.

1.2. The need of a standard codification system

To accomplish these, EHR should capture the clinical data in a structured and preferably 
coded format. Looking at the definition of codifying, we found “To reduce to a code” [5]. 
Codes are usually numeric or alphanumeric. In order to represent facts that happen in the real 
world to be managed in a database, the need of a standard codification system (SCS) arise. 
Evans et al. stated that the medical community required a “common, uniform, and compre-
hensive approach to the representation of medical information” [6].

This SCS should be able to capture clinical findings, index medical records, index medical lit-
erature and represent medical knowledge, etc. Provided that possible, the codification should 
be one-to-one: one term should only exist for a given object. Each term should describe only 
one object. The aim is to avoid ambiguity through polysemy or homonymy [5].

In fact, many SCS have been proposed but their adoption has been slow and incomplete. System 
developers generally indicate that, while they would like to make use of standards, they cannot 
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find one that meets all their needs. Each author who expresses a need for a controlled vocabu-
lary does so with a particular purpose in mind, so there are also multiple characteristics that it 
should accomplish [7, 8]. Because of all the reasons mentioned before, for a long time, there has 
been a discussion regarding the use of free text versus structured text for data entry in EHR that 
later must be codified. Free text has the advantage of allowing health care providers to express 
themselves freely, but as disadvantage it has the need for an arduous codification process to 
allow further analysis. Structured text allows a quick codification process but has the disadvan-
tage of being time consuming for the physician and contains expressions to the level of detail of 
the selected entry terminology [9]. It has been suggested that tension between clinical usability 
and meticulous knowledge representation may result from a fundamental conflict between the 
needs of humans and those of computer programs that use terminologies [3].

1.3. Primary coding versus secondary coding

Ideally, clinical data should be coded by the practitioner at the time of the consultation, which 
is known as primary coding, so they can utilize their knowledge of the patient situation while 
being aware of the limitations set down by the selected classification system [10]. However 
there are several practical difficulties in setting primary coding. It is time consuming for the 
practitioner and requires major efforts in their training, to ensure that the same code would 
be chosen in the same situation by different physicians [10]. It also limits the physician’s 
expression in the registry and creates high levels of resistance in its use. Enforcing mandatory 
as opposed to optional modifier codes results in lower rates of incomplete coding [11]. One 
answer to this problem is centralized secondary coding, where a reduced number of trained 
persons codify the narrative text recorded by the physicians taking care of the patients. 
Centralized secondary coding by non medical coders had proved to be reliable and can be 
used for coding medical problems from an electronic problem-oriented medical record [10]. 
As regards as the coding tool, manual coding versus computerized coding, it has been dem-
onstrated that the use of a computerized coding tool can save time and result in higher quality 
coding. A study that compares both of them had shown that manual coding takes 100% lon-
ger [11]. It is fundamental to contemplate that time spent on coding may be underestimated 
when we look at individual coding times instead of looking at the whole task of processing 
a clinical scenario [11]. The completeness of coding had also been demonstrated that can be 
improved using a computerized coding tool [11]. A step-forward option is to achieve text-
autocoding, allowing free or narrative text entry together with dynamic interaction of the 
information system at the time of entering data.

As a result, the challenge consists on finding the complex balance between the freedom of 
use of free text and the benefits of structured text for data entry in EHR. In order to answer 
to this need, interface terminology and a terminology server were developed. It is crucial to 
highlight that communication is successful only if the sender and the receiver know both, the 
language (code) and the context. Notice the importance of the context, which must be read in 
an identical manner for both parties involved [5].

1.4. But again, why do we need to codify in electronic health records?

Some of the aims to coding in EHR are:
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• to support health services research: this system can promote quality of care by provid-
ing a link to medical knowledge and current publications that can be used for outcome 
measurement.

• to enable decision support programs use at the point of clinical care: a computer-based 
EHR system might work with a diagnostic expert system to backing physicians´ decisions. 
In order to achieve optimal integration, the transference of patient information from EHR 
to the diagnostic expert system would need to be automated. The major barrier to do so, are 
the variance between the controlled vocabularies of the two systems [7, 8, 12].

• to exchange data between health information systems: the concept of Semantic Interoper-
ability arises. We defined it as the possibility of different systems to understand the infor-
mation they are processing through the use of codes of clinical terminologies.

• for epidemiological analysis: it can be used by patients, physicians, researchers, quality 
control and management personnel and other administrative functions like accounting, 
billing and coding personnel.

• for the process of codifying medical information systems actually count with vocabularies 
(artifacts that describe and systematize meanings of terms), with the common distinctions 
between terminologies (which provide standardized meanings), thesauri (which introduce 
semantic relations between groups of terms) and classifications (which introduce exhaus-
tive partitions for statistical purposes). Some of them are used in an international level, 
while others have been defined according to local needs. (for more information, see Table 1)

Terminology Collections of words or phrases, called terms, aggregated in a systematic fashion to 
represent the conceptual information that makes up a given knowledge domain.

Classification System Intended for classification of clinical conditions and procedures to support statistical data 
analysis across the healthcare system.

Thesaurus List of terms created from free text inputs extracted from the clinical data repository. 
The terms included in the thesaurus are divided into concepts (real clinical entities) 
and descriptions (different ways of naming these clinical entities). The thesaurus has 
capabilities to reject invalid terms already flagged as not appropriate for the intended  
use [9].

Clinical coding Designating descriptions of diseases, injuries and procedures into numeric or 
alphanumeric designations. It involves the use of a EHR as the source for determining code 
assignment [19].

Primary coding: clinical data are coded by the practitioner at the time of the consultation 
[10]. Secondary coding: a reduced number of trained persons codify the narrative text 
recorded by the physicians [10].

Semantic 
Interoperability

It refers to human interpretation of the content. There is a common comprehension among 
people about the meaning of the information that is being exchanged (correct interpretation 
is guaranteed, for this reason formal definitions of each entity, attribute, relationship, 
restriction and exchanged term are needed [20].

Table 1. Introduction’s definition summary.
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While many terminologies have been developed, no single terminology has been accepted as 
a universal standard for the representation of clinical concepts. By contrast, individual ter-
minologies or components have been identified by standards organizations as candidates for 
specific uses [13]. The recommended terminologies include the Systematized Nomenclature 
of Medicine Clinical Terms (SNOMED CT); Logical Observation Identifiers Names and Codes 
(LOINC) and Unified Medical Language System (UMLS) [14], between many other. These 
will develop in the following sections [15, 16].

In the nineteenth century, the advancement of clinical pathology and technology changed the 
framework of classification, moving emphasis from the patient’s experience to phenomena 
determined by physician using diagnostic procedures [17].

The diagnostic entities in medicine are changing as a consequence of expanded and revised 
knowledge of the functions of the human body. Techniques for differential diagnostic strate-
gies contribute to new categories, while old labels are gradually abandoned. There is a need 
to acknowledge the potency of classification systems as dynamic tools for medical practice 
and research [17]. According to all these changes, during twentieth century, the importance 
of “concept orientation” in terminology construction arises. Concept orientation allows a 
terminology to be helpful in several situations, depicted in different languages and easily 
evaluated for quality [18]. This transition from the use of Classification Systems to Reference 
Terminology was not only a change in institution’s choices, but also both of them defined their 
purposes, potential functions, strength and limitations.

In the following sections, we will briefly present Classifications Systems, Reference Terminology 
and Interface Terminology. Finally, we will present our experience developing and imple-
menting our Terminology Server.

2. Classification systems

A classification is “a system that arranges or organizes like or related entities” [21] (for more 
information, see Table 1). Classifications provide a useful framework for a systematic rep-
resentation and codification of medical concepts. Monoaxial classifications form a hierarchy 
of terms based on a common root. The most commonly used example of monoaxial hierar-
chical classifications is the International Classification of Diseases, Tenth Revision, Clinical 
Modification and International Classification of Diseases, Procedure Coding System (ICD-
10-CM/PCS), published by the World Health Organization, represents an example of the clini-
cal classification systems. It has been designed for providing outputs in terms of reports and 
statistics [5, 22, 23]. Multi-axial or multifaceted classifications combine terms belonging to 
different classes that themselves may be organized in a hierarchy. SNOMED is an example of 
this type of classification [5]. Classification systems are intended for classification of clinical 
conditions and procedures to support statistical data analysis across the healthcare system. 
They are mutually exclusive and exhaustive and they can provide standards for comparisons 
of health statistics at national and international levels. They have been used:
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• to support other applications in healthcare including reimbursement,

• for public health reporting,

• to improve quality of care assessment,

• education,

• research,

• performance monitoring [21–23].

2.1. International classification of diseases background

Work on classification systems began in the middle of the seventeenth century with John 
Gaunt’s refinement of the late sixteenth-century classification scheme for the London Bills 
of Mortality [24, 25]. International Classification of Diseases (ICD) was first adopted in Paris 
in 1900 [24, 25]. Architecturally, the ICD has not fundamentally changed from the sixteenth 
century model of the London Bills, in that each new code is added as a new row in a single 
list. United States did not choose to adopt ICD-10 until the end of our 25-year window, in 
2015. Besides, at the time that ICD-10 was introduced, it stayed as paper book, ICD-10 was not 
published in electronic format [26].

In Australia, The National Center for Classifications in Health at the University of Sydney, 
was the first group to migrate ICD-10 into an electronic format [26].

By 2005, the WHO-FIC, an organization chartered by the World Health Organization (WHO) 
comprising national centers for classification around the world, created an international 
forum to advise on the content and evolution of WHO’s Family of International Classifications 
(WHO-FIC) which includes ICD and the International Classification of Functioning (ICF). 
Currently, the WHO manages an electronic revision and update platform with WHO-FIC as 
a web page [26]. ICD-10-CM/PCS is an output system that was designed for general reporting 
purposes, public health surveillance, administrative performance monitoring, and reimburse-
ment of healthcare services [22].

The ICD was developed to code death certificates but its use was extensive to include a 
large range of statistical reporting. ICD-10 has been used since the 1990s to collect mortality 
statistics around the world. The WHO defines coding as “the translation of diagnoses, pro-
cedures, co-morbidities and complications that occur over the course of a patient’s encoun-
ter from medical terminology to an internationally coded syntax” [21]. According to this 
definition, ICD system has capability of being used for clinical coding and classification to 
enable international comparisons as regard to mortality and morbidity statistics [27].

Professional coders, who used to manually assign codes to patients’ diagnoses and proce-
dures, performed ICD-10-CM/PCS coding. Nowadays, coders use computer-assisted coding 
applications. These applications can facilitate accurate and efficient coding by automatically 
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suggesting codes based on the clinical documentation in the EHR system. Thus, ICD-10-CM/
PCS coding is semi-automated at best and requires human intervention to either assign or 
validate selected codes [27].

2.2. Diagnosis-Related Groups (DRGs)

With the advent of capitated payments, the inevitable need of how to objectively determine 
severity of illness, in order to appropriately adjust capitated payments, or case mix. As out-
lined above, traditional disease classifications such as the ICD did not enjoy explicit sever-
ity of illness parameters; all that could be done was to infer disease severity on the basis of 
co-morbidity [26]. However, there may be no evidence demonstrating causality between the 
condition of interest and the co-morbidities. Case mix required some objective metrics and 
co-morbidity was it [26]. The set of measures for co-morbidity found everywhere has been 
the Diagnosis-Related Groups (DRGs) [28]. Since their beginning, multiple versions have con-
tinued to come out, changing architecturally combining demographic, diagnoses, and pro-
cedures into several hundred categories of care. These categories can in turn be considered 
to have, or not have, “complications” [26]. The 11th version, ICD-11, is now being devel-
oped through a continuous revision process, it will be finalized in 2018. For the first time, 
through advances in information technology, public health users, stakeholders and others 
interested can provide input to the beta version of ICD-11 using an online revision process. 
Peer-reviewed comments and input will be added through the revision period. When final-
ized, ICD-11 will be ready to use with EHR and information systems. WHO encourages broad 
participation in the 11th revision, so that the final classification meets the needs of health 
information users and is more comprehensive [27].

2.3. ICD: strengths and limitations

ICD’s strengths include non-redundancy, meaning by this that each concept should only 
be expressed in one way. If two terms refer to the same concept, the sensitivity of the 
replies to database queries will be reduced. The ability to manage synonyms, this is impor-
tant because allows the presence of authorized intermediate terms that refer to a unique 
term used to encode, index, and find the useful information. And finally, there are explicit 
relationships this refers to the types of relationships between terms in a nomenclature are 
clear [5].

As regard as SCS’s limitations, we can name the completeness and the non-ambiguity. A full 
description of the medical vocabulary is very hard to achieve. About non-ambiguity, if two 
different types of data are stored under the same term, the specificity would be affects [5].

2.4. Others standard classification systems

Currently, many classification systems exist and are maintained by responsible agencies. 
Next, in Table 2 we will briefly name and describe some of them.
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ment of healthcare services [22].
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statistics around the world. The WHO defines coding as “the translation of diagnoses, pro-
cedures, co-morbidities and complications that occur over the course of a patient’s encoun-
ter from medical terminology to an internationally coded syntax” [21]. According to this 
definition, ICD system has capability of being used for clinical coding and classification to 
enable international comparisons as regard to mortality and morbidity statistics [27].

Professional coders, who used to manually assign codes to patients’ diagnoses and proce-
dures, performed ICD-10-CM/PCS coding. Nowadays, coders use computer-assisted coding 
applications. These applications can facilitate accurate and efficient coding by automatically 
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suggesting codes based on the clinical documentation in the EHR system. Thus, ICD-10-CM/
PCS coding is semi-automated at best and requires human intervention to either assign or 
validate selected codes [27].

2.2. Diagnosis-Related Groups (DRGs)

With the advent of capitated payments, the inevitable need of how to objectively determine 
severity of illness, in order to appropriately adjust capitated payments, or case mix. As out-
lined above, traditional disease classifications such as the ICD did not enjoy explicit sever-
ity of illness parameters; all that could be done was to infer disease severity on the basis of 
co-morbidity [26]. However, there may be no evidence demonstrating causality between the 
condition of interest and the co-morbidities. Case mix required some objective metrics and 
co-morbidity was it [26]. The set of measures for co-morbidity found everywhere has been 
the Diagnosis-Related Groups (DRGs) [28]. Since their beginning, multiple versions have con-
tinued to come out, changing architecturally combining demographic, diagnoses, and pro-
cedures into several hundred categories of care. These categories can in turn be considered 
to have, or not have, “complications” [26]. The 11th version, ICD-11, is now being devel-
oped through a continuous revision process, it will be finalized in 2018. For the first time, 
through advances in information technology, public health users, stakeholders and others 
interested can provide input to the beta version of ICD-11 using an online revision process. 
Peer-reviewed comments and input will be added through the revision period. When final-
ized, ICD-11 will be ready to use with EHR and information systems. WHO encourages broad 
participation in the 11th revision, so that the final classification meets the needs of health 
information users and is more comprehensive [27].

2.3. ICD: strengths and limitations

ICD’s strengths include non-redundancy, meaning by this that each concept should only 
be expressed in one way. If two terms refer to the same concept, the sensitivity of the 
replies to database queries will be reduced. The ability to manage synonyms, this is impor-
tant because allows the presence of authorized intermediate terms that refer to a unique 
term used to encode, index, and find the useful information. And finally, there are explicit 
relationships this refers to the types of relationships between terms in a nomenclature are 
clear [5].

As regard as SCS’s limitations, we can name the completeness and the non-ambiguity. A full 
description of the medical vocabulary is very hard to achieve. About non-ambiguity, if two 
different types of data are stored under the same term, the specificity would be affects [5].

2.4. Others standard classification systems

Currently, many classification systems exist and are maintained by responsible agencies. 
Next, in Table 2 we will briefly name and describe some of them.
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3. Reference terminology

According to the International Standards Organization (ISO), terminologies should be formal 
aggregations of language-independent concepts, that concepts should be represented by one 
favored term and appropriate synonymous terms, and that relationships among concepts 
should be explicitly represented [33, 34]. The ISO specification also stated that terminolo-
gies must define their purpose and scope, quantify the extent of their domain coverage, and 
provide mappings to external terminologies designed for classification and to support admin-
istrative functions [33, 34]. The ISO also highlighted the value of mapping among separate 
terminologies designed to meet different needs. This would allow, for example, a physician 
to choose a concept from a clinically oriented terminology for constructing a patient’s prob-
lem list and a mapped concept in an administrative classification (like ICD-9-CM) could be 
selected in an automated fashion for billing purposes [33, 34].

3.1. Reference terminology: a new paradigm

In 1998, J. Cimino summarized several works groups’ toward defining the precise attributes of 
a multipurpose and shareable terminology [7, 8]. He stressed the value of “concept orientation” 
pending terminology construction. Concept orientation imply “…to use concepts as basic building 
blocks ahead words, terms, or phrases”. It allows a terminology to be useful in several situations, rep-
resented in different languages and easily assess for quality. For Cimino, the aim was to have a 
universal single clinical terminology that would cover a specialty domain’s concepts completely 
at multiple levels of detail. Nonspecific phrases such as “not elsewhere classified” must be avoid 
[7, 8]. It is important to point out the need for complete and comprehensive domain coverage 
using non-ambiguous, non-overlapping concepts. In the absence of complete domain coverage, 
terminologies should integrate with other terminologies. Terminologies need to support synon-
ymy and compositionality [35]. “High-quality vocabulary” has been defined as the vocabulary 
approaches completeness, is well organized and has terms whose meanings are clear [7, 8].

ICD The ICD is the global health information standard for mortality and morbidity statistics. ICD is 
increasingly used in clinical care and research to define diseases and study disease patterns, as well as 
manage health care, monitor outcomes and allocate resources [29].

DRG Statistical system for classify all inpatient stay into groups for the aim of payment. The DRG 
classification system divides possible diagnoses into more than 20 major body systems and subdivides 
them into almost 500 groups. It was born for the purpose of Medicare reimbursement. In order to 
determine the payment, factors consider include the diagnosis involved and the resources necessary for 
treating the condition [30].

LOINC Logical Observation Identifiers Names and Codes was developed to provide a definitive standard for 
identifying clinical information in electronic reports. Its database provides a set of universal names and 
ID codes for identifying laboratory and clinical test results [31]. It aims is providing a means of uniquely 
identifying the information elements in EHR. LOINC is remarkable for being the first completely open 
clinical terminology, making all content available without royalties or charges; this was driven by its 
creator Clem McDonald [26].

NANDA Prior to the year 2002, “NANDA” was an acronym for the North American Nursing Diagnosis 
Association. In 2002, they officially became NANDA International Nursing Diagnoses Classification. 
They are in charge of definitions and classification of the guide to nursing diagnoses [32].

Table 2. Examples of standard classification systems.
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After Cimino’s Desiderata, the difference between Terminology Systems like SNOMED CT and 
Classification Systems like ICD-10-CM/PCS became clearer. Both coding schemes provide the 
necessary data structure needed to support healthcare clinical and administrative processes. 
Clinical terminology systems as well as clinical classification systems were originally designed 
to serve different purposes and different users’ requirements [27]. ICD-10 is a classification sys-
tem and it was designed as an output general reporting purposes like public health surveillance, 
administrative monitoring, and repayments of healthcare services. For all of these reasons, a 
classification system can be less detailed than a clinical terminology. Contrary, SNOMED CT 
(Table 3) is a clinical terminology, it was developed to attend as a standard data infrastructure 
for clinical application, for these reason it requires a higher degree of specificity [36].

3.2. SNOMED CT: background

SNOMED has been used successfully on an international basis in areas such as anatomy-
pathology and radiology. It has been translated into several languages. The Systematized 
Nomenclature of Medicine (SNOMED) nomenclature is an example of a multi-axial clas-
sification, developed by North American pathologists and extended from the Systematic 
Nomenclature of Pathology (SNOP) [5].

In 1965, the Systematized Nomenclature of Pathology (SNOP) was published by the College 
of American Pathologists (CAP) to describe morphology and anatomy.

In 1975, CAP expanded SNOP to create the Systematized Nomenclature of Medicine 
(SNOMED). In 1979, the most extensively adopted version of SNOMED named as SNOMED 
II was published. In 2000, in collaboration with Kaiser Permanente, CAP developed a new 
logic-based version named SNOMED RT. In the UK during twentieth century, Dr. James Read 
developed the Read Codes. In the end, under the National Health Service, they evolved into 
Clinical Terms Version 3 (CTV3). The first version of SNOMED CT, was published in January 
2002, after a merge the CTV3 and SNOMED RT, performed by CAP. The merged prod-
uct was called SNOMED Clinical Terms, which was shortened to SNOMED CT. SNOMED 
International considers SNOMED CT to be a brand name, not an acronym [37].

“Complete coverage of domain specific content”

“Use of concepts rather than terms, phrases, and words” (concept orientation)

“Concepts do not change with time, view, or use” (concept consistency)

“Concepts must evolve with change in knowledge”

“Concepts identified through nonsense identifiers” (context free identifier)

“Representation if concept context consistently from multiple hierarchies”

“Concepts have single explicit formal definitions”

“Support for multiple levels of concept detail”

“Methods, or absence of, to identify duplication, ambiguity, and synonymy”

“Synonyms uniquely identified and appropriately mapped to relevant concepts”

“Support for compositionality to create concepts at multiple levels of detail”

From Cimino et al. [7].

Table 3. Desiderata for controlled medical vocabularies in the twenty-first century.
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3. Reference terminology
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lem list and a mapped concept in an administrative classification (like ICD-9-CM) could be 
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blocks ahead words, terms, or phrases”. It allows a terminology to be useful in several situations, rep-
resented in different languages and easily assess for quality. For Cimino, the aim was to have a 
universal single clinical terminology that would cover a specialty domain’s concepts completely 
at multiple levels of detail. Nonspecific phrases such as “not elsewhere classified” must be avoid 
[7, 8]. It is important to point out the need for complete and comprehensive domain coverage 
using non-ambiguous, non-overlapping concepts. In the absence of complete domain coverage, 
terminologies should integrate with other terminologies. Terminologies need to support synon-
ymy and compositionality [35]. “High-quality vocabulary” has been defined as the vocabulary 
approaches completeness, is well organized and has terms whose meanings are clear [7, 8].

ICD The ICD is the global health information standard for mortality and morbidity statistics. ICD is 
increasingly used in clinical care and research to define diseases and study disease patterns, as well as 
manage health care, monitor outcomes and allocate resources [29].

DRG Statistical system for classify all inpatient stay into groups for the aim of payment. The DRG 
classification system divides possible diagnoses into more than 20 major body systems and subdivides 
them into almost 500 groups. It was born for the purpose of Medicare reimbursement. In order to 
determine the payment, factors consider include the diagnosis involved and the resources necessary for 
treating the condition [30].

LOINC Logical Observation Identifiers Names and Codes was developed to provide a definitive standard for 
identifying clinical information in electronic reports. Its database provides a set of universal names and 
ID codes for identifying laboratory and clinical test results [31]. It aims is providing a means of uniquely 
identifying the information elements in EHR. LOINC is remarkable for being the first completely open 
clinical terminology, making all content available without royalties or charges; this was driven by its 
creator Clem McDonald [26].

NANDA Prior to the year 2002, “NANDA” was an acronym for the North American Nursing Diagnosis 
Association. In 2002, they officially became NANDA International Nursing Diagnoses Classification. 
They are in charge of definitions and classification of the guide to nursing diagnoses [32].

Table 2. Examples of standard classification systems.
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tem and it was designed as an output general reporting purposes like public health surveillance, 
administrative monitoring, and repayments of healthcare services. For all of these reasons, a 
classification system can be less detailed than a clinical terminology. Contrary, SNOMED CT 
(Table 3) is a clinical terminology, it was developed to attend as a standard data infrastructure 
for clinical application, for these reason it requires a higher degree of specificity [36].
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SNOMED has been used successfully on an international basis in areas such as anatomy-
pathology and radiology. It has been translated into several languages. The Systematized 
Nomenclature of Medicine (SNOMED) nomenclature is an example of a multi-axial clas-
sification, developed by North American pathologists and extended from the Systematic 
Nomenclature of Pathology (SNOP) [5].

In 1965, the Systematized Nomenclature of Pathology (SNOP) was published by the College 
of American Pathologists (CAP) to describe morphology and anatomy.

In 1975, CAP expanded SNOP to create the Systematized Nomenclature of Medicine 
(SNOMED). In 1979, the most extensively adopted version of SNOMED named as SNOMED 
II was published. In 2000, in collaboration with Kaiser Permanente, CAP developed a new 
logic-based version named SNOMED RT. In the UK during twentieth century, Dr. James Read 
developed the Read Codes. In the end, under the National Health Service, they evolved into 
Clinical Terms Version 3 (CTV3). The first version of SNOMED CT, was published in January 
2002, after a merge the CTV3 and SNOMED RT, performed by CAP. The merged prod-
uct was called SNOMED Clinical Terms, which was shortened to SNOMED CT. SNOMED 
International considers SNOMED CT to be a brand name, not an acronym [37].
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“Use of concepts rather than terms, phrases, and words” (concept orientation)

“Concepts do not change with time, view, or use” (concept consistency)

“Concepts must evolve with change in knowledge”

“Concepts identified through nonsense identifiers” (context free identifier)

“Representation if concept context consistently from multiple hierarchies”

“Concepts have single explicit formal definitions”
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SNOMED has been translated into several languages and successfully implemented around the 
world, in specialties such as anatomy-pathology and radiology. Novel development concerns 
the use of SNOMED as a reference terminology for health care. The next version nominated as 
SNOMED RT, will include data related to the causes and symptoms of diseases, treatment of 
patients, and the outcome of health care process [5]. SNOMED RT has the possibility to represent 
multiple types of hierarchies and to make the types fully explicit, after the proposed changes.

3.3. SNOMED CT as clinical reference terminology

Reference terminology was defined as a set of concepts and relationships that provide a com-
mon reference point for comparisons and aggregation of data about the entire health care 
process, recorded by multiple different individuals, systems, or institutions [38]. Cornet et al. 
defined it as “…a system of concepts with assigned identifiers and human language terms, typically 
involving some kind of semantic hierarchy. Some systems may support the assignment of multiple 
terms, or synonyms, to a given concept…” [26] SNOMED CT was developed to serve as a stan-
dard data infrastructure for clinical application, which requires a greater degree of specificity. 
A classification system can be less detailed than a clinical terminology [22]. In fact, the sys-
tems complement each other and contribute to providing quality data for different domains 
of the healthcare system [39]. Accordingly, both systems may be use depending on which 
degree of specificity is required: SNOMED is a better election to recognize unusual illness, 
mind while ICD-10 is consider more efficient for statistical reporting, such as collecting the 
top reasons of mortality and morbidity [40].

In order to accomplish “domain coverage”, terminology developers have created new concepts 
by the utilization of two methods: pre-coordination and post-coordination. With pre-coordina-
tion, also named enumeration, is possible to model suitable levels of detail with distinct con-
cepts, derived from real world, non-restricted usage by physicians. Generally, only clinically 
meaningful concepts are pre-coordinated [41]. By contrast post-coordination, also called com-
positionality, complex concepts can be composed from simple concepts [42]. Pre-coordination 
and post-coordination can complement each other, with pre-coordination providing logic and 
complexity and post-coordination, allowing expressivity and more complete domain coverage.

Existing terminologies that allow post-coordination are better capable to represent phrases 
and concepts extracted from clinical documents compare to pre-coordinated terminologies 
[43]. The reason is because users can both: access existing concepts and dynamically compose 
new concepts according to their needs, such terminologies may improve terminology domain 
coverage. However, even using post-coordination, it has not yet successfully modeled the 
entire scope of medical knowledge.

SNOMED CT provides a unified language, it may be used as a standard for communication 
among healthcare providers. It also highly promotes to semantic interoperability in health-
care information systems [44–46]. Its standardized logical structure and its wide acceptation 
make it more appropriate for high-level information exchange at national and also interna-
tional levels [44–46].

SNOMED CT also includes several descriptions that can be used as an entry terminology. 
Finally, SNOMED CT has a standard cross mapping model; the official distribution includes 
data for mapping to ICD-9 (ICD—International Classification of Diseases). Additional ICD-10 
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cross map data has also been developed. These mappings provide the aggregate terminology 
features to SNOMED CT [47]. However, coding in SNOMED CT is different from conven-
tional coding using ICD-10-CM/PCS. Coding using SNOMED CT is always automated: end 
users cannot view the codes assigned by the system. For this reason, software developers and 
EHR vendors are using SNOMED CT to help communication between different applications 
through a SCS. In fact, we can think of SNOMED CT as a programing language; users utilize 
applications that apply it without knowing what is at work in the backend [27].

3.4. SNOMED CT: strengths and limitations

SNOMED CT provides functionalities in three layers: entry terminology, reference termi-
nology and aggregate Terminology. Between SNOMED CT’s strengths, we can name the 
completeness, the non-ambiguity (terms must refer to only one concept), the ability to man-
age synonyms and finally the explicit relationships (this refers to the types of relationships 
between terms in a nomenclature are clear) [5].

About limitations, they include non-redundancy, meaning by this that each concept should 
only be expressed in one way. If two terms refer to the same concept, the sensitivity of the 
replies to database queries will be reduced [5]. It is also remarkable that for those cases when 
an institutional term cannot be represented with a standard SNOMED CT code, to create new 
concepts is not allow (for more information, see Table 4).

SNOMED Nomenclature created by the CAP and is evolving into an international Standards Development 
Organization and currently regarded as the most advanced initiative in knowledge-based 
representations with clinical application. Each of the 300,000 terms included are defined using 
relationships with other terms, creating a powerful semantic network. SNOMED CT data model 
allows continuous extension of the nomenclature, adding new terms, always following the same 
compositional concept representation model, called Description Logics [48]

Terms Collections of words or phrases, aggregated in a systematic fashion to represent the conceptual 
information that makes up a given knowledge domain. Terms in a terminology generally 
correspond to actual events or entities and to their cognitive representations in people’s minds 
(called concepts) [14, 43]

Concept Unit of symbolic processing in control vocabulary, a representation of a particular meaning. 
Concept orientation means that terms must correspond to at least one meaning and no more 
than one meaning. Meanings correspond to no more than one term [7, 8, 18]

Non-vagueness Terms must correspond to at least one meaning [7, 8, 18]

Non-ambiguity Terms must correspond to at least one unequivocal meaning and no more than one meaning, 
based on context. A distinction must be made between ambiguity of the meaning of a concept 
and ambiguity of its usage [7, 8, 18]

Non-redundancy Meanings correspond to no more than one term [7, 8, 18]

Explicit 
relationships

The kind of relationships between terms in a nomenclature is not clear. Is-a, is-part-of, causes, 
associated-with, equivalent-to, is-in are the most usual relationships [5]

Concept 
orientation

Each concept in the vocabulary has a single, coherent meaning, although its meaning might 
vary, depending on its appearance in a context (such as a medical record). Terminologies 
also typically contain hierarchical organizations and other representations of linkages among 
concepts, such as the “is-a-type-of” relationship between “high blood pressure” and “disorder of 
cardiovascular system” [33, 34, 49]

Table 4. Definition summary.
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cross map data has also been developed. These mappings provide the aggregate terminology 
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tional coding using ICD-10-CM/PCS. Coding using SNOMED CT is always automated: end 
users cannot view the codes assigned by the system. For this reason, software developers and 
EHR vendors are using SNOMED CT to help communication between different applications 
through a SCS. In fact, we can think of SNOMED CT as a programing language; users utilize 
applications that apply it without knowing what is at work in the backend [27].
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SNOMED CT provides functionalities in three layers: entry terminology, reference termi-
nology and aggregate Terminology. Between SNOMED CT’s strengths, we can name the 
completeness, the non-ambiguity (terms must refer to only one concept), the ability to man-
age synonyms and finally the explicit relationships (this refers to the types of relationships 
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representations with clinical application. Each of the 300,000 terms included are defined using 
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4. Interface terminology

Interface terminology (IT), which has also been called colloquial terminologies, applica-
tion terminologies and entry terminologies, has been defined as a systematic collection of 
healthcare-related phrases (terms) that supports clinicians’ entry of patient-related informa-
tion into computer programs [42]. But how does it happen? When health care providers type 
into EHR, IT links free text patient descriptors to structured, coded internal data elements 
used by specific clinical computer programs. Interface terminologies also facilitate display of 
computer stored patient information to clinician-users as simple human readable text [42]. 
These terminologies generally embody a rich set of flexible, user-friendly phrases displayed 
in the graphical or text interfaces of specific computer programs. The “entry” terminologies 
allow users to interact easily with concepts through common colloquial terms and synonyms. 
Entry terms can then map to explicitly defined concepts in a more formal terminology, 
such as a reference terminology, which can then define relationships among concepts [50]. 
EHR depend on interface terminologies for successful implementation in clinical settings 
because such terminologies provide the translation from clinicians’ own natural language 
expressions into the more structured representations required by application programs [42]. 
Interface terminologies are crucial to foment direct categorical data entry by physicians in 
EHR. Historically, the efforts performed by terminology developers and the standards com-
munity, have been orientate to other kind of terminologies, like reference and administrative, 
instead of interface terminologies.

Between the aims of interface terminology, we can mention: to provide an institutional vocab-
ulary for all user interfaces so they interact with known terms, including local jargon and 
preferences; to proportion concept lookup functions with loose lexical matches and options, 
to be employed for the time of data entry process of new items in a problems list or similar 
user interfaces. It is also important to provide short pick-lists definitions for more structured 
data entry in specific use templates, with a short list of valid entries and different preferred 
terms for the same concept in different settings. It should include the ability to accept new 
terms from the user, in case a concept or description is not represented and detect inappropri-
ate terms for being too general or not valid in a subset [47].

The “usability” of an interface terminology refers to the ease with which its users can accom-
plish their intended tasks using the terminology. In addition, it has been demonstrated that 
interface terminology usability correlates with the presence of attributes that enhance efficiency 
of term selection and composition [51, 52]. The usability of a clinical interface terminology 
designed correlates with the presence of relevant insertional medical knowledge; adequacy of 
synonymy; a balance between pre-coordination and post-coordination; and mapping to ter-
minologies having formal concept representations. IT enhances its usability by decreasing the 
number of steps required for users to find or compose the terms needed for a given task [41, 53].

Synonymy refers to the number of individual terms that can correctly represent a unique 
concept. Synonym types may include alternate phrases, acronyms, definitional phrases and 
eponyms [53]. Clinical interface terminologies are specifically designed to represent the variety  
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of common colloquial phrases in medical discourse; rich synonymy should improve the 
nuance with which users can express themselves when using the terminology [53].

A very frequently asked question is why to use TS instead of only SNOMED as interface ter-
minology? Between the reasons why we chose it, we can name:

• It is simpler for end users.

• When a single concept is not enough to define the information is possible to build a new 
one using post-coordination, understood as the representation of a clinical meaning using 
a combination of two or more SNOMED concept identifiers.

• Thesaurus allows to manage: synonyms (different descriptions related to a concept), list 
of valid and not recognized terms (error typing, etc), validated jargon and acronyms, list 
of “Not Valid” terms, thesaurus with local extension in a continuous learning process and 
drug composition information (commercial products) [47].

• SNOMED has pharmaceutical information as a single entity, not represented independent-
ly: Quantity of drug in the pharmaceutical presentation, measurement unit or pharmaceu-
tical form. ut for clinical use, we need to identify single data components.

According to all the limitations mentioned before, terminology services arise.

5. Terminology services

Many definitions for terminology service exist. In previous publications, we defined as com-
plex system of conceptual representation of medical knowledge, with relationships between 
concepts, with external representations of concepts in lists of standard terms (classifications) 
and with lexical tools that facilitate the search for terms [54].

A terminology server (TS) is a software that is composed of (Figure 1): a thesaurus or local 
interface vocabulary. This is a list of terms created from free text inputs extracted from the 
clinical data repository. The terms restrained in the thesaurus are split into concepts (real 
clinical entities) and descriptions (different ways of naming clinical entities). Thesaurus has 
been mapped to a reference a vocabulary, for example to SNOMED CT [9, 54]. The TS also 
is able to reject invalid terms before pointed out as not appropriate for the intended use [9]. 
The TS should also provide interactive information for refining concepts. This feature of the 
TS is achieved using semantic information included on SNOMED CT, navigating the sub-
types/super-types hierarchy [9]. On the desiderata for TS, Chute et al. [50] attempt to articu-
late the functional needs of a terminology server oriented toward the clinical needs of care 
providers using applications in an operational environment. Between the desirable charac-
teristics for a terminology server they included: Word Normalization, Word Completion, 
Target Terminology Specification, Spelling Correction, Lexical Matching, Term Completion, 
Semantic Locality, Term Composition, Term Decomposition (Figure 1).
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6. Italians’ hospital of Buenos Aires terminology services experience

6.1. Setting

The Hospital Italiano de Buenos Aires (HIBA) is a non-profit healthcare academic center 
founded in 1853, with over 2700 physicians, 2700 other health team members (including 1200 
nurses) and 1800 administrative and support employees. Since 2015, it is a Joint Commission 
International (JCI) accredited institution. The HIBA has a network of two hospitals with 750 
beds (200 for intensive care), 41 operating rooms, 800 home care beds, 25 outpatient clinics 
and 150 associated private practices located in Buenos Aires city and its suburban area. It has 
a Health Maintenance Organization (Plan de Salud) that covers more than 160,000 people 
and also provides health services to another 1,500,000 people who are covered by affiliated 
insurers. Annually, over 50,000 inpatients were admitted to its hospitals, there were 45,000 
surgical procedures (50% ambulatory) and 3,000,000 outpatient visits. In addition, the HIBA 
is a teaching hospital, with over 30 medical residency-training programs and 34 fellowship 
programs. There are currently 400 residents and fellows in training. Since 1995, the HIBA runs 
an in-house developed health information system, which includes clinical and administrative 
data. Its EHR system called Italica, is an integrated, modular, problem-oriented and patient-
centered system that works in different clinical settings (outpatient, inpatient, emergency and 
home care). Italica allows computer physician order entry for medications and medical tests, 
and storage and retrieval of tests results, including images through a picture archiving and 
communication system. In 2017, HIBA has been certified by the HIMSS as level 7 in the EHR 
Adoption Model, being the first hospital in Argentina and the second in Latin America reach-
ing this stage [55]. Several health informatics standards had been implemented, including 
HL7, CDA Version 2, ICD-9, DRG, ICD-10, and ICPC.

Figure 1. Schema of the functionality of the terminology server in reference to the pyramid of terminological systems.
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6.2. Terminology server of HIBA

The terminology server of HIBA is composed of a local interface terminology (thesaurus) 
mapped to a reference terminology, SNOMED CT. Our main objective was to design a new 
terminology system, whose objectives can be related to the functions of the terminology sys-
tem previously described (entry, reference and aggregate terminology) Figure 2.

The IT is updated every day by a team of experts, who audit, assign codes and link each 
new term to the SNOMED CT (reference terminology), and use the official mapping into 
SNOMED to another classification (like ICD 9). If SNOMED does not offer an official map-
ping, the team generates a manual cross-link through functionality on the terminology 
server [56].

6.3. Terminology server of HIBA: evolution

In 1998, the terminology work team started centralized secondary coding, where a reduced 
number of trained persons codify the narrative text recorded by the physicians taking care of 
the patients. The coding included problem list, diagnostics and procedures [10].

In 2004, we achieved 1 million of narrative text secondary coded. After this, we started an 
auto-codification process, through a thesaurus using interface terminology as a centralized 
service [56].

Figure 2. Schema of terminology server.
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In 2010, remote Terminology Services (RTS) provided by HIBA through a transnational and 
interinstitutional implementation [57].

In 2011, the Startup process take places with the aim to extract the greatest amount of clinical 
information possible from the existing system (mostly in free text), and add this information 
into the new clinical data repository by coding it. To this purpose, extracted data were pro-
cessed by the RTS and coded it when it was possible. This data included allergies, reason(s) for 
the consultation, habits, risk factors, symptoms and diagnosis entered by physicians in a free 
text form, and only coded diagnoses when they felt it particularly necessary. With the batch 
processing of these data, the RTS recognized and auto coded 11,118,760 (78.74%) texts (included 
valid and not valid text), and did not recognized 3,001,991 (21.26%) of the original data [57].

In 2012, we started creation of natural language processing tools and extension of termino-
logical services to the domain of drugs, practices and procedures.

In 2014, the Department of Health Informatics of HIBA, during an effort to achieve international 
standards of patient health care, in the context of an accreditation process by the JCI, the hospital 
implemented a software tool for synchronous disambiguation in the EHR, developed in-house. 
Studies have shown that while the use of abbreviations helps to save time and space during 
documentation, its use can bring some disadvantages such as unambiguous meanings that 
often can confuse other healthcare providers with the consequence of causing errors in patient 
health care. In this sense, the JCI requires that the use of abbreviations must be controlled and 
documented. To this end since November 2014, an Abbreviations Regulation Committee was 
established in our hospital with the aim of being in charge of the management and classification 
of abbreviations used in historical health records. As result of this implementation, 800 abbre-
viations were classified as doubtful or ambiguous with a total of 400 replacement variations.

The Synchronous Self-Expanding Abbreviation System (SSAS) that detects abbreviations in 
a free text field. This system was user-centered design and typical abbreviations and their 
meanings were collected from different areas of the hospital in its construction. The abbre-
viations can be “unequivocal” (one meaning), “ambiguous” (more than one meaning) and 
“undefined” (undefined terms). SSAS detected about 4000 abbreviations (1000 univocal, 5000 
Ambiguous and 2500 not defined), decreasing almost 40% in the use of abbreviations post 
implementation [58]. The interface vocabulary takes context parameters with terminology 
control such as user preferences, specialty or knowledge domain to make a decision that offers 
a single SNOMED CT concept. The concept-id retrieved is then used to automatically replace 
the abbreviation with the preferred term. The use of an interface vocabulary offers flexibility 
to use abbreviations with the added benefit that comes with a reference ontology [59].

6.4. The actual HIBA’s terminology web service description (Table 5)

We provide terminology services to several healthcare organizations in the countries of 
Argentina, Chile, and Uruguay. These include:

• a thesaurus tailored to the local needs and jargon of the professionals who interact with 
the EHR,

• SNOMED CT as reference standard for interoperability and to implement CDSS,
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• cross maps to ICD-9, ICD-10, LOINC, ICPC-2, ATC,

• creation of different types of refsets according to the needs of the organization,

• a drug composition service modeled after the UK’s dm + d model

The interface terminology is based in the use of SNOMED CT which is used as the reference 
terminology. In this sense SNOMED CT serves as a uniform backend representation allowing 
our interface terminology to adapt the local needs of the institutes we serve. SNOMED CT is 
the most comprehensive clinical terminology, provides a semantic network with formal struc-
tured meanings, has an extendable model, it is widely adopted as an international standard, 
and it was designed with EHR implementations in mind.

6.5. Our institutional entry terminology, how does it work?

The institutional entry terminology is composed of concepts and descriptions. We use 
SNOMED definition of these terms, where concepts represent distinct clinical meanings and 
descriptions are a phrase used to name a concept. Our institutional entry terminology can be 
divided in several subsets; examples of these are:

• Problems list terminology

• Procedures terminology

• Findings in chest radiography

• Administration routes for drugs

• State of consciousness description

• Physical examination subset

• Liver failure diagnosis

Service Description

Inteligente prompting Perform a preliminary search entering the first three characters.

Term recognition Search for the text entered in the interface vocabulary and offer the alternative to improve 
the medical record.

Creation of a new term Enter new term in the interface vocabulary and it is entered into the audit circuit.

List classification Return back available classification.

Assign classifier Valid term plus classification return back the corresponding code.

Assign DRG From a discharge summary encoded with ICD9-CM and other metadata, returns back 
DRG code.

List domains Return the domain available (problems, procedures, medications, etc.).

List domain elements Returns back terms contained in a domain.

Table 5. Functionalities included into terminological web services provided by HIBA.
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Some subsets are very large, including thousands of concepts (i.e. the problems list subset). 
Others are short lists (i.e. the liver failure subset). Each subset was designed in order to be 
used as the entry terminology in a specific scenario. Concepts are defined only once, regard-
less of its inclusion in more than one subset; therefore, accessing liver cirrhosis from the prob-
lems list or from the Liver failure subset brings the user to the same concept.

The process of adding concepts to the entry terminology and organizing them in subsets is 
manual. This is done by trained coders that were previously working with the same infor-
mation in secondary coding using classifications [10]. Construction of the problems list sub-
set was one of our biggest challenges. We decided to base our work on the historic database 
of our EHR with more than 2 million free text inputs since 1998. All problems list entries 
and discharge notes were processed to extract all different textual descriptions. We consid-
ered that these texts, entered by our own professionals in a completely unconstrained way, 
would be representative of the local natural language, including abbreviations and jargon. 
A manual depuration process, assisted by string normalization functions, led to the creation 
of the Problems List subset with 24,800 different concepts, with 110,000 descriptions in total.

Other subsets were created using arbitrary lists of concepts selected by the clinical terminol-
ogy team with user input. New concepts or descriptions were accepted from user interfaces 
and stored for manual evaluation. The data model for the entry terminology was the stan-
dard SNOMED CT data model for concepts, descriptions and subsets [60]. New concepts 
and descriptions were added to the standard SNOMED CT distribution following official 
SNOMED rules for creating institutional extensions.

Since 2000, physicians at the HIBA have used an inpatient EHR for creating the discharge sum-
mary using free text. The discharge summary is a structured abstract of the hospitalization 
episode where data are registered for caring and management purposes. We developed and 
implemented a modification of the discharge summary data entry user interface that allows the 
selection of already coded terms from a local terminology. To achieve this we had to introduce 
a more restrictive user interface that requires users to select terms from an existing list. The new 
system should have functions that can facilitate migration from the previous unconstrained text 
entry model. Information contained in discharge summary is structured in several domains. This 
structure has the purpose of collecting all the necessary information to group episodes using 
DRG. In each of these fields, the physician entered free text descriptions. The previous version of 
the discharge summary software tried to automatically code the entered text using the terminol-
ogy server. If the term did not match an existing entry in the local terminology, it was addressed 
to the terminology team for secondary manual codification. The terminology team reviewed all 
the discharge summaries, assigned ICD-9CM codes and manually grouped them into a DRG 
[61]. The availability of online consultation about the terminology and input terms created accep-
tance among users, and led us to maximize the benefits of free and structured texts [9].

6.6. Reference terminology: functions and system description

As regards as reference terminology functions, our TS allows the entry terminology should 
be represented in the reference terminology (SNOMED CT Spanish Language Version); new 
concepts can be created for institutional terms that cannot be represented with a standard 
SNOMED CT code. The system also provides tools to take advantage of the knowledge stored 
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in SNOMED CT relationships, like obtaining more refined or more general terms, and means 
of updating to new versions of SNOMED CT without losing information. We used SNOMED 
CT Spanish Language Version as the reference terminology, but it is important to note that all 
different language versions of SNOMED CT share the same concepts and relationships. During 
the translation process only, new descriptions are added. Both entry and reference terminolo-
gies were stored following the SNOMED data model, and using SNOMED tools to represent 
the concepts of the entry terminology. SNOMED CT defines concepts by its relationships with 
others, so we created new relationships as part of our SNOMED CT extension. SNOMED CT 
has around 300,000 concepts, but in a clinical setting, health professionals usually use very 
detailed expressions, adding modifiers to general concepts, like mild ankle sprain. To prevent 
the exponential growth of the nomenclature, SNOMED CT avoids including such level of com-
bination with modifiers, providing the general concepts (ankle sprain), the possible modifiers 
(mild) and the rules to correctly relate them (using the has severity relationship).

Any new concept can be represented using this post-coordination technique, creating more 
detailed subtypes of existing SNOMED CT concepts. Around 33% of the concepts included 
in the Problems List subset could be directly mapped with existing SNOMED CT concepts; 
the other 77% needed the addition of one or more modifiers (post-coordination) in order to 
fully represent the meaning of the entry terminology concept. This rate of post-coordination 
was dictated by a very permissive policy allowing the use of any term requested by the users, 
often very specific or personalized. The total of 24,800 concepts was represented with 45,000 
new relationships. In each subset, professionals usually try to enter terms that are not valid 
for later use. We would like the doctor to record the proper diagnosis or reason for encounter 
instead. In order to reject these terms and for the invalid terms administration, we tag them 
and add an information text so the professional understands the coding guidelines of the insti-
tution. This module provides the tools for tagging these terms and editing the information.

6.7. Aggregate terminology: functions and system description

Between the aggregate terminology functions, our TS provides output to several standard 
classifications: ICD-9CM (diagnosis and procedures); ICD-10 (diagnosis); ICPC-2 (diagnosis) 
(International Classification of Primary Care); ATC (drugs) (Anatomical Therapeutic Chemical 
Classification); Local billing nomenclatures; Aggregate data according to SNOMED CT hier-
archies. All these functions run on a centralized software and data structure. The Terminology 
Server provides these functions to all existing applications in the Health Information System 
in the form of Web Services. A terminology maintenance software application should also be 
developed to administrate the institutional terminology, its relationship with SNOMED CT 
and the mappings.

About Aggregate terminology, the official SNOMED CT cross maps model was implemented, 
a multi-classification interface was created as part of the Terminology Maintenance Software 
to visualize, test and modify mappings from SNOMED to different classifications. An SQL 
algorithm was designed (Oracle SQL) to aggregate concepts according to knowledge stored 
in SNOMED CT relationships, like all kinds of diabetes, including diabetes complications and 
excluding maternal and neonatal diseases. These queries are maintained from a module in the 
Terminology Maintenance Software.
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Some subsets are very large, including thousands of concepts (i.e. the problems list subset). 
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of our EHR with more than 2 million free text inputs since 1998. All problems list entries 
and discharge notes were processed to extract all different textual descriptions. We consid-
ered that these texts, entered by our own professionals in a completely unconstrained way, 
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the exponential growth of the nomenclature, SNOMED CT avoids including such level of com-
bination with modifiers, providing the general concepts (ankle sprain), the possible modifiers 
(mild) and the rules to correctly relate them (using the has severity relationship).

Any new concept can be represented using this post-coordination technique, creating more 
detailed subtypes of existing SNOMED CT concepts. Around 33% of the concepts included 
in the Problems List subset could be directly mapped with existing SNOMED CT concepts; 
the other 77% needed the addition of one or more modifiers (post-coordination) in order to 
fully represent the meaning of the entry terminology concept. This rate of post-coordination 
was dictated by a very permissive policy allowing the use of any term requested by the users, 
often very specific or personalized. The total of 24,800 concepts was represented with 45,000 
new relationships. In each subset, professionals usually try to enter terms that are not valid 
for later use. We would like the doctor to record the proper diagnosis or reason for encounter 
instead. In order to reject these terms and for the invalid terms administration, we tag them 
and add an information text so the professional understands the coding guidelines of the insti-
tution. This module provides the tools for tagging these terms and editing the information.

6.7. Aggregate terminology: functions and system description

Between the aggregate terminology functions, our TS provides output to several standard 
classifications: ICD-9CM (diagnosis and procedures); ICD-10 (diagnosis); ICPC-2 (diagnosis) 
(International Classification of Primary Care); ATC (drugs) (Anatomical Therapeutic Chemical 
Classification); Local billing nomenclatures; Aggregate data according to SNOMED CT hier-
archies. All these functions run on a centralized software and data structure. The Terminology 
Server provides these functions to all existing applications in the Health Information System 
in the form of Web Services. A terminology maintenance software application should also be 
developed to administrate the institutional terminology, its relationship with SNOMED CT 
and the mappings.

About Aggregate terminology, the official SNOMED CT cross maps model was implemented, 
a multi-classification interface was created as part of the Terminology Maintenance Software 
to visualize, test and modify mappings from SNOMED to different classifications. An SQL 
algorithm was designed (Oracle SQL) to aggregate concepts according to knowledge stored 
in SNOMED CT relationships, like all kinds of diabetes, including diabetes complications and 
excluding maternal and neonatal diseases. These queries are maintained from a module in the 
Terminology Maintenance Software.
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To code the terms in the EHR by a specific classification, the coding application requests, to select 
the appropriate classification. The system displays a list of classifications available and the opera-
tor must select one of them. The system then assigns the code for each term. Using this mecha-
nism, it is possible to select the classifier ICPC-2 for the epidemiological analysis from a problem 
list of the outpatient EHR, ICD-9 and ICD-10 for a discharge summary in the inpatient EHR. This 
mapping is possible because we used the official cross-match offer by our reference terminology 
(SNOMED) or creates our own mapping by the specific terminology team. From a discharge sum-
mary coded in ICD-9, it may apply an assigned DRG Service to obtain the corresponding code.

6.8. Terminology maintenance software

The Terminology Maintenance Software includes the following modules:

• Entry Terminology Administration: allows the creation of new concepts, description as-
signment and modeling of each concept with SNOMED CT.

• Subset Administration: creation of new subsets, addition and removal of concepts from the 
subsets, defining hierarchies for tree interfaces.

• Pending Concepts or descriptions: all proposed new concepts or descriptions are stored in 
a list, waiting to be evaluated and modeled, ordered by the number of proposals.

• Cross Maps Administration: existing cross maps can be visualized, edited and tested using 
this module.

• Data Extraction Rules Administration: a software interface to visualize and update 
SNOMED based data extraction queries.

6.9. Status report

Four trained modelers are maintaining the interface terminology, modeling pending concepts 
or descriptions, running routine quality control checks and maintaining subsets.

We created an ad-hoc automatic process to recode all historic data in our clinical repository, 
using string matching algorithms; more than 2,200,000 entries were processed.

Around 85% of the original texts received a concept code of the new entry terminology, 10% 
of them were recognized as invalid entries: therefore, 75% were finally mapped to SNOMED 
CT. The coding services are used online by our ambulatory and inpatient medical record, 
receiving around 55,000 requests each month. The task of creating an institutional entry ter-
minology demands a lot of work, but provides an excellent service to the users, and also iso-
lates the terminology system from SNOMED CT changes in newer versions. Local concepts 
will always be valid, and in the worst case a correction of modeling against SNOMED CT 
would be required. We found that SNOMED CT cross maps data to ICD-9 is still not adequate 
for clinical use in our setting, requiring additional manual work on the maps. This may be 
caused by a different use of the classification in Argentina and the United States.

Our clinical data extraction process, using rules based in SNOMED CT knowledge data, is 
very effective; however, these rules should be revised for each new SNOMED CT version, as 
changes in hierarchies and models may affect its effectiveness.
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Further reduction of manual classification coding will require adjustments of mapping specifica-
tions and user interface changes, aimed to reduce the number of new concepts proposals and 
enforcing the selection of existing terms. Due to acceptability issues, we have always tried to 
minimize user interface constraints, thus implementation of these changes will be a slow process.

By means of a much more detailed implementation, the milestone of our new terminology 
system is the centralization of knowledge representation. The health information system rep-
resents uniformly the clinical data entered at any level of care in the institution.

6.10. Terminology service: experience in other settings

One of the most integrated health network of Chile, Megasalud, was using for a decade an 
EHR named SiapWin. In 2007, they decided to develop their own HIS allowing longitudinal 
care of patients treated in the network with the mentoring of the medical informatics exper-
tise of HIBA. On behalf of this project, HIBA decided to modify the functionality of their 
terminology server to provide terminology services to other institutions.

In the layer of access to information, Web Services developed with JAVA, JDK 1.6 was used. 
The Web Services (WS) were deployed in a SUN’s Glassfish application server, and the data 
was stored in an Oracle 11 g database. The WS were published in the Internet for the remote 
access of the applications of other institutions.

First implementation in a Chilean provider in 2008: they had clinical data stored and processed in 
the historical system: about 14 million of unique text phrases. With the terminology services, more 
than 11 million (78.74%) of texts were automatically codified. In 8 month about 600,000 pieces of 
new text were entered. About 89.64% of these new texts were successfully recognized by terminol-
ogy services Nowadays, we are able to recognize above 90% in all regional implementations [57].

The clinical data stored in the legacy system of Megasalud were 14,120,751 single text phrases 
enabled to process by the RTS. With the batch processing of these data, the RTS recognized 
and auto coded 11,118,760 (78.74%) texts (included valid and not valid text), and did not rec-
ognized 3,001,991 (21.26%) of the original data. In the period between March 1 and October 
1, 2009, the physicians at Megasalud entered 592,249 pieces of text in the problem-oriented 
EHR, 530,897 (89.64%) of them were successfully recognized in the interface terminology of 
Megasalud by the utilization of RTS in real time. The remainder 61,352 (10.36%) went under 
the audit process and manual modeling [57].

We consider great value to provide services to other institutions by our RTS. Creating and 
maintaining a sharable Spanish interface vocabulary database between different countries is 
a big task as medical Spanish is a rich vocabulary and there are different ways of naming the 
same clinical entities (polysemy), and different acronyms and synonyms between countries.

Published WS allow the most of the progress achieved by HIBA in the management of termi-
nological domain. There are several services that can be used to process the text entered by a 
physician in their distance applications [57].

Some examples of others institutions currently consuming RTS are:

Argentina: Healthcare providers and in progress with the federal government

Chile: Healthcare providers and FONASA (National Agreement)
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nism, it is possible to select the classifier ICPC-2 for the epidemiological analysis from a problem 
list of the outpatient EHR, ICD-9 and ICD-10 for a discharge summary in the inpatient EHR. This 
mapping is possible because we used the official cross-match offer by our reference terminology 
(SNOMED) or creates our own mapping by the specific terminology team. From a discharge sum-
mary coded in ICD-9, it may apply an assigned DRG Service to obtain the corresponding code.

6.8. Terminology maintenance software

The Terminology Maintenance Software includes the following modules:

• Entry Terminology Administration: allows the creation of new concepts, description as-
signment and modeling of each concept with SNOMED CT.

• Subset Administration: creation of new subsets, addition and removal of concepts from the 
subsets, defining hierarchies for tree interfaces.

• Pending Concepts or descriptions: all proposed new concepts or descriptions are stored in 
a list, waiting to be evaluated and modeled, ordered by the number of proposals.

• Cross Maps Administration: existing cross maps can be visualized, edited and tested using 
this module.

• Data Extraction Rules Administration: a software interface to visualize and update 
SNOMED based data extraction queries.

6.9. Status report

Four trained modelers are maintaining the interface terminology, modeling pending concepts 
or descriptions, running routine quality control checks and maintaining subsets.

We created an ad-hoc automatic process to recode all historic data in our clinical repository, 
using string matching algorithms; more than 2,200,000 entries were processed.

Around 85% of the original texts received a concept code of the new entry terminology, 10% 
of them were recognized as invalid entries: therefore, 75% were finally mapped to SNOMED 
CT. The coding services are used online by our ambulatory and inpatient medical record, 
receiving around 55,000 requests each month. The task of creating an institutional entry ter-
minology demands a lot of work, but provides an excellent service to the users, and also iso-
lates the terminology system from SNOMED CT changes in newer versions. Local concepts 
will always be valid, and in the worst case a correction of modeling against SNOMED CT 
would be required. We found that SNOMED CT cross maps data to ICD-9 is still not adequate 
for clinical use in our setting, requiring additional manual work on the maps. This may be 
caused by a different use of the classification in Argentina and the United States.

Our clinical data extraction process, using rules based in SNOMED CT knowledge data, is 
very effective; however, these rules should be revised for each new SNOMED CT version, as 
changes in hierarchies and models may affect its effectiveness.
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Further reduction of manual classification coding will require adjustments of mapping specifica-
tions and user interface changes, aimed to reduce the number of new concepts proposals and 
enforcing the selection of existing terms. Due to acceptability issues, we have always tried to 
minimize user interface constraints, thus implementation of these changes will be a slow process.

By means of a much more detailed implementation, the milestone of our new terminology 
system is the centralization of knowledge representation. The health information system rep-
resents uniformly the clinical data entered at any level of care in the institution.

6.10. Terminology service: experience in other settings

One of the most integrated health network of Chile, Megasalud, was using for a decade an 
EHR named SiapWin. In 2007, they decided to develop their own HIS allowing longitudinal 
care of patients treated in the network with the mentoring of the medical informatics exper-
tise of HIBA. On behalf of this project, HIBA decided to modify the functionality of their 
terminology server to provide terminology services to other institutions.

In the layer of access to information, Web Services developed with JAVA, JDK 1.6 was used. 
The Web Services (WS) were deployed in a SUN’s Glassfish application server, and the data 
was stored in an Oracle 11 g database. The WS were published in the Internet for the remote 
access of the applications of other institutions.

First implementation in a Chilean provider in 2008: they had clinical data stored and processed in 
the historical system: about 14 million of unique text phrases. With the terminology services, more 
than 11 million (78.74%) of texts were automatically codified. In 8 month about 600,000 pieces of 
new text were entered. About 89.64% of these new texts were successfully recognized by terminol-
ogy services Nowadays, we are able to recognize above 90% in all regional implementations [57].

The clinical data stored in the legacy system of Megasalud were 14,120,751 single text phrases 
enabled to process by the RTS. With the batch processing of these data, the RTS recognized 
and auto coded 11,118,760 (78.74%) texts (included valid and not valid text), and did not rec-
ognized 3,001,991 (21.26%) of the original data. In the period between March 1 and October 
1, 2009, the physicians at Megasalud entered 592,249 pieces of text in the problem-oriented 
EHR, 530,897 (89.64%) of them were successfully recognized in the interface terminology of 
Megasalud by the utilization of RTS in real time. The remainder 61,352 (10.36%) went under 
the audit process and manual modeling [57].

We consider great value to provide services to other institutions by our RTS. Creating and 
maintaining a sharable Spanish interface vocabulary database between different countries is 
a big task as medical Spanish is a rich vocabulary and there are different ways of naming the 
same clinical entities (polysemy), and different acronyms and synonyms between countries.

Published WS allow the most of the progress achieved by HIBA in the management of termi-
nological domain. There are several services that can be used to process the text entered by a 
physician in their distance applications [57].

Some examples of others institutions currently consuming RTS are:

Argentina: Healthcare providers and in progress with the federal government
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Uruguay: Healthcare providers and AGESIC (National Agreement)

Colombia: Healthcare providers

Actually, we are translating the thesaurus to the Portuguese, for Brazilian institutions.
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Abstract

In data mining, classification is the process of assigning one amongst previously known
classes to a new observation. Mathematical algorithms are intensively used for classifica-
tion. In these, a generalization is inferred from the data, so as to classify new cases, or
individuals. The algorithm may misclassify an individual if the inference machine is not
able to sufficiently discriminate it. Therefore, it is necessary to go further into the analysis
of the information provided by the individual, until it can be sufficiently identified as
belonging to a class. This chapter developed this idea for the improvement of a certain
class of classifiers, using medical data sets to validate the new algorithm proposed here:
The Multivariate-Stepwise Gaussian Classifier (MSGC). The results showed that MSGC is
at least as competitive as the Gaussian Maximum Likelihood Classifier. MSGC attained
the greatest accuracy rate in two of the data sets, and obtained identical results in the two
remaining data sets. Concerning medical applications, once a classification method has
been successfully validated considering a particular scope of data, the recommendable
would be its use for the best diagnosis. Meanwhile, other algorithms could be tested until
they proved to be effective enough to be put into practice.

Keywords: data mining, classification, algorithm, medical diagnosis and prediction

1. Introduction

Mankind has performed classification since remote years, as a part of daily life and survival.
With human evolution, our motivation to classify has become more complex and wide,
comprehending classification in a wide variety of fields like engineering, management, bank-
ing, marketing, psychology and medical diagnosis and prediction.
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remaining data sets. Concerning medical applications, once a classification method has
been successfully validated considering a particular scope of data, the recommendable
would be its use for the best diagnosis. Meanwhile, other algorithms could be tested until
they proved to be effective enough to be put into practice.
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1. Introduction

Mankind has performed classification since remote years, as a part of daily life and survival.
With human evolution, our motivation to classify has become more complex and wide,
comprehending classification in a wide variety of fields like engineering, management, bank-
ing, marketing, psychology and medical diagnosis and prediction.
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In the context of data mining, classification can be understood as the process of assigning to a
new observation (sample) one among a set of previously known classes. In fact, the rapid
increase in computational processing capacity, coupled with the low cost of storage, has contrib-
uted to the greater use of supervised or nonsupervised mathematical algorithms for computa-
tional classification. In these, in the learning phase, certain kind of generalization is inferred from
the data, so that new cases, or individuals, can be classified by the inference machine.

It should be mentioned that in the medical field, there are several examples of researches
applying successfully computational classification as an aid to the medical diagnosis. It can
be referred, for instance, the research in [1], which apply a multivariate statistical analysis to
explore the Dermatology Data Set (available in the UCI data repository, [2]) and construct a
classifier, based only on the 12 clinical attributes, as an aid for the first medical consultation
and diagnosis of erythemato-squamous dermatological diseases. The research results provide
enhanced knowledge that can help to enrich dermatological diagnoses made by doctors. Also,
the classifier developed using the linear discriminant analysis (LDA) obtains a high mean
accuracy rate in relation to the six diseases (83.73% correct classifications). This rate means that
patients have a good chance of being treated adequately, while biopsies may also be solicited
to confirm diagnosis. A classification algorithm developed in [3] was tested over the Derma-
tology Data Set. This study reported mean accuracy rates (96.2 and 99.2% for a modified
version of the algorithm). Note that it utilized all 34 features in the data set (clinical + histolog-
ical attributes), which can certainly inform further the classifier, since it works knowing the
biopsy results. In [4], an analysis is outlined attempting to classify the Dermatology Data Set
by decision trees and employing all 34 features in the data set. The authors reported a 5.5 +/
�1.46 error rate. A modified decision tree based on a genetic algorithm for attribute selection
achieved a 4.2 +/�0.96 error rate. In [5], a classification algorithm is demonstrated, based on
genetic algorithms that discovered comprehensible IF-THEN rules. The algorithm was submit-
ted to all 34 features in the Dermatology Data Set and the result was 95% accuracy rate for
classifications. By visiting the UCI data repository website, many other studies focusing sev-
eral medical data sets are listed and can be accessed by the reader.

However, occasionally such generalization may not correctly classify an individual if the
inference machine is not able to sufficiently discriminate it among the possible classes. There-
fore, it is necessary to go more deeply into the analysis of the information provided by the
individual being classified, until it can be sufficiently identified as belonging to a class.

This pursuing, moreover, may be analogous to the efforts made by physicians while performing
their crucial diagnostics. In fact, medical theory and practice well acknowledge a basic founda-
tion in medicine, that no two individuals are alike, either in health or illness. For this reason,
more and more medical guidelines pursue this maxim, the individualities being considered in
the midst of large numbers, examples being the programs of family physicians, homeopathy,
psychoanalysis, encouragement of anamnesis rather than light and machine consultations and
recent considerations involving slow medicine. Not to lengthen this subject too much, reference
is made to the works ([6] p. 5–6, [7] p. 11–12], [8], and [9] p. 3). It could still be possible refer to a
series of other initiatives that denote the search for health in its individual fullness, but what is
important is that common sense says that such a foundation should also inform statistical
methods and artificial intelligence applied to the classification of individuals.
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In this context, this chapter seeks to develop this idea for the improvement of a certain class of
well-known classifiers; for this purpose, it uses real medical data sets for the validation of the
algorithm proposed here.

2. Classifiers based on the assumption that the form for the underlying
density function is known

In parametric classification techniques, we learn from data under the assumption that the
form for the underlying density function is known. The most common procedure is to consider
the normal distribution, as is the case of Gaussian Maximum Likelihood Classifier (GMLC).
Suppose there are c distinct classes, given a sample vector XT ¼ x1; x2;…; xp

� �
depicting p

measurements made on the sample from p attributes, GMLC will assign to X the class h (h =
1,…, c) having the highest likelihood among the classes. GMLC assumes that the data follows
the multivariate normal density function:

f Xjμh;Σh
� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2πð Þp∣Σh∣
p exp -1=2 X-μh

� �T
Σh

-1 X-μh

� �h i
: (1)

In this equation, μh is the mean vector of class h, Σh is the covariance matrix for class h and ∣Σh∣
is the determinant of Σh. Usually, these parameters are not known and must be estimated from
training samples. The sample mean is typically the estimate for the density mean, and the
covariance matrix is usually estimated via the sample covariance matrix or the maximum
likelihood covariance matrix estimate. The sample mean and the maximum likelihood covari-
ance matrix estimates maximize the joint likelihood of training samples, which are assumed to
be statistically independent [10].

The depicted above is mostly the case of some well-known classifiers like linear discriminant
analysis (LDA), quadratic discriminant analysis (QDA) and regularized discriminant analysis
(RDA), which are trustworthy classifiers based on GMLC computations that reach good
results in several data situations. A basic difference between these three classifiers is that in
the case of LDA, it is assumed that each class h comes from a normal distribution with a class-
specific mean vector and a common global covariance matrix. On the other hand, QDA pro-
vides a model that assumes as many covariance matrices (Σh) as there are classes (h). RDA
provides a kind of mix of them by means of tuning parameters λ;γð Þ, which provides an
optimal mix of sample covariance matrix, global covariance matrix and the identity matrix,
for instance, if (λ ¼ 0 and γ ¼ 0) RDA will represent QDA, and if (λ ¼ 1 and γ ¼ 0) RDA will
represent LDA. It is important to note that among them there is no method considered better.
For instance, in [11], it is possible to see that the performance of a classification method varies
according to the database considered. The reader could refer to [12], ([13] p. 331–335) and [14]
for the accessing of LDA, QDA and RDA foundations.

However, for sure, these aforementioned methods have their shortcomings. Barreto [11]
lists the more commonly identified shortcomings in the field literature, such as the fact that
the mean and covariance estimates are optimal only asymptotically and can produce lower
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classification accuracy when the training sample is small, actually, unless many more than
pþ 1 samples are available, the true covariance matrix is poorly estimated. Also, the assump-
tion of the knowledge about the form for the underlying density function may be suspicious in
most applications. Furthermore, the method involves the inversion of Σh estimate and in some
cases, this matrix can be ill-conditioned or even singular, making matrix inversion unfeasible.
In spite of the research proposing improvements, specifically concerning the covariance matrix
estimation, of which RDA is a legitimate representative, these approaches remain operating
under the key assumption that the form for the underlying density function is known.

Beyond these problems, this chapter wants to discuss that these methods maximize p Xjhð Þ� p hð Þ
to predict the class for the vector of data X, that is, p hjXð Þ. But p Xjhð Þ is calculated on the basis of
the density in Eq. (1), which involves the calculation of the well-known Mahalanobis distance

from the multivariate mean [ X-μh

� �T
Σ-1h X-μh

� �
], which is a positive measure. Formally, the

Mahalanobis distance represents a dimensionless multivariate measure of the distance between
the multivariate vector X, with p dimensions, and the class mean μh, that also has the same p
characters. The smaller the distance with respect to a specific class mean, say μc, the more the
probability that X belongs to class c. Therefore, by the inspection of Eq. (1), it is easy to see that
this mathematical density will have problems in classifying a sample that presents close values
for its distances of Mahalanobis considered in relation to the means of the involved classes, a
particular situation that induces misclassification errors.

The solution to fix this is to benefit both from the training set and from information propor-
tioned by the new sample itself to be classified. Doing this, the classifier can take into account
new information that will improve the overall generalization proportioned by these traditional
methods. Therefore, the proposal in this chapter is to make the classification algorithm able to
identify and provide treatment to the sample cases presenting close values for its Mahalanobis
distances until it can reveal more clearly its actual class for the Gaussian classifier.

3. The Multivariate-Stepwise Gaussian Classifier: A new classification
algorithm

What is proposed is a new classification method: The Multivariate-Stepwise Gaussian Classi-
fier (MSGC). MSGC theoretically works on the basis of the already depicted GMLCmethod. Its
contribution is to treat individually a sample to be classified if this sample presents close
values for its Mahalanobis distances with respect to the class means involved in the classifica-
tion, so that the discrimination made by the classifier is, in thesis, inconclusive. In this case, the
algorithm will work employing dimensionality reduction by disregarding, one by one, in a
stepwise process, the p dimensions involved in the calculation of the Mahalanobis distances
until the calculated distances are dissimilar enough to give greater accuracy (likelihood) to the
classification made by the method.

The key question is: what would be the best numerical dissimilarity between the distances of
Mahalanobis obtained from a sample and the class means so that its classification is optimal? It
can be anticipated that this response depends on the database to be focused, which will require
the previous calibration of the method proposed here.
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3.1. Description of the algorithm

Given c predefined classes and n sample vectors XT
i ¼ xi1; xi2;…; xip

� �
, i ¼ 1,…, n, j ¼ 1,…, p,

depicting p measurements (dimensions) made on the sample from p attributes, xij means the
jth measurement, j ¼ 1,…, p, for the ith sample. So, let X be a data matrix of type n; pð Þwith the
measurements of data (xij) as elements, j ¼ 1,…, p and i ¼ 1,…, n. The MSGC algorithm func-
tions as depicted below, considering X as a training set [with p attributes (variables), n
instances (training samples) and c classes], xhij as an element of X belonging to a class h,
h ¼ 1,…, c, μh, h ¼ 1,…, c, being the class mean vector for the training set, and the matrix U
of type ν; pð Þ as a new unknown set [with measurements of data (usj), s ¼ 1,…, ν, j ¼ 1,…, p, as
elements, with p attributes (variables), ν cases (unknown samples) and c classes, each line of

matrix U being a sample vector UT
s ¼ us1; us2;…; usp

� �
], these unknown sample vectors having

to be classified by the algorithm. Also, consider the density f Xjμh;Σh
� �

and its complete
description in Eq. (1). Besides, note below that MDhs refer to ‘the Mahalanobis distance for

UT
s ¼ us1; us2;…; usp

� �
in relation to the class mean vector μh ’, and Δ is the ‘the numerical

dissimilarity between the distances of Mahalanobis (MDhs, h ¼ 1,…, c) calculated from a sam-
ple and the class means μh.’ The Multivariate-Stepwise Gaussian Classifier (MSGC) algorithm
pseudocode is (considering c ¼ 2):

(0) begin algorithm (initialize variables and counters, s ¼ 1);

(1) while s < νþ 1 do:

(1.1) j ¼ p;

(1.2) while j > 0 do:

(1.2.1) calculate the mahalanobis distances MDhs for UT
s ¼ us1; us2;…; usj

� �
in

relation to each class mean vector μh of the training data, h ¼ 1, 2;

(1.2.2) calculate f Usjμh;Σh
� �

for each class h, h ¼ 1, 2;

(1.2.3) if j ¼ p then do:

f Usjμh;Σh
� �

= ff h for each class h, h ¼ 1, 2;

end if;

(1.2.4) if MD1s-MD2s < Δ then do:

j ¼ j-1;

else.

j ¼ 0;

end do (referring to step 1.2);

(1.3) if MD1s-MD2s < Δ.
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� �
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(1.3.1) if ff 1 > ff 2 then do:

assign to sample Us the class h ¼ 1;

end if;

(1.3.2) if ff 2 > ff 1 then do:

assign to sample Us the class h ¼ 2;

end if;

else.

(1.3.3) if f Us jμ1;Σ1
� �

> f Us jμ2;Σ2
� �

then do:

assign to sample Us the class h ¼ 1;

end if;

(1.3.4) if f Us jμ2;Σ2
� �

> f Us jμ1;Σ1
� �

then do:

assign to sample Us the class h ¼ 2;

end if;

(1.4) s ¼ sþ 1;

end do (referring to step 1);

end of the algorithm.

Note that for simplicity of exposition, the above pseudocode was written for c ¼ 2, but steps
(1.2.4) and (1.3) can be expanded for any value for c. Another important observation to be
made about the pseudocode is that if in steps (1.2.4) and (1.3) Δ is set to zero, then the new
algorithm will function strictly as a GMLC.

Finally in this section, it should be added that recent literature involving classifiers which are
in some way based on the GMLC method makes no mention of an algorithm that works like
MSGC. See [15–28].

The Multivariate-Stepwise Gaussian Classifier (MSGC) algorithm was implemented by means
of The R Program for Statistical Computing [29] (version 2.14.0).

4. Comparing MSGC with traditional GMLC method

4.1. Methodology

Some real data sets from the UCI repository [2] (available from: http://archive.ics.uci.edu/ml/
datasets/) are used to compare MSGC to GMLC method.
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A 10-fold cross validation is widely used in the related literature like [13, 30] to present a more
stable estimate of the performance of a classification method. Then, it was used here.

So to calibrate the MSGC algorithm and define the best value for Δ to be applied to each
validation bloc, a previous 10-fold cross-validation was performed for each of the 10 training
blocs. In the calibration process, the chosen criterion was the greatest accuracy rate reached
over the 10-fold cross-validation. In this process were considered Δs starting from 0 up to 1.1,
with increments of 0.1 at each iteration. If there was a tie during the process of calibration, the
chosen Δ was the lower one. Thereafter, MSGC was submitted to each validation bloc (once
adjusted with the best Δ regarding the corresponding training bloc and its proper process of
10-fold cross-validation).

For comparison GMLC was also implemented in the R program and applied to exactly the
same blocs generated by the depicted 10-fold cross-validation process.

4.2. Presentation of data sets and comparison of classification results

Pima Indians Diabetes Data Set comprises 768 entries (8 medical and demographical attributes
and a class variable), 550 of the entries classified as 0 and 268 classified as category 1. Attribute
information: (1) number of times pregnant, (2) plasma glucose concentration a 2 hours in an
oral glucose tolerance test, (3) diastolic blood pressure (mm Hg), (4) triceps skin fold thickness
(mm), (5) 2-hour serum insulin (mu U/ml), (6) body mass index (weight in kg/(height in m)^2),
(7) diabetes pedigree function, (8) age (years) and (9) class variable (0 or 1). Ten mutually
exclusive folds were randomly sampled from Pima Indians Diabetes Data Set (9 validation
folds including 77 entries and the tenth fold comprising 75). The key importance involved in
the classification of Pima Indians Diabetes Data Set lies in the possibility of diagnosing diabe-
tes disease, considering the numerical attributes, since class 1 is interpreted as tested positive
for diabetes.

Breast Cancer Winsconsin (Original) Data Set comprises 699 entries (9 attributes and a
class variable), 458 of them classified as category 2 “benign” and 241 classified as category 4
“malignant” (recoded as 0 and 1, respectively). Attribute information: (1) sample code
number (id number), (2) clump thickness: 1–10, (3) uniformity of cell size: 1–10, (4) unifor-
mity of cell shape: 1–10, (5) marginal adhesion: 1–10, (6) single epithelial cell size: 1–10, (7)
bare nuclei: 1–10, (8) bland chromatin: 1–10, (9) normal nucleoli: 1–10, (10) mitoses: 1–10 and
(11) class: (2 for benign and 4 for malignant). Ten mutually exclusive folds were randomly
sampled from the Breast Cancer Winsconsin (Original) Data Set (9 validation folds including
69 entries and the tenth fold comprising 62). Sixteen original entries with missing data were
removed. As for Breast Cancer Wisconsin (Original) Data Set, this data set can be used to
predict the severity (benign or malignant) of a clump of cells in relation to the nine numerical
attributes.

Haberman’s Survival Data Set comprises 306 entries (three attributes and a class variable), 81
of them classified as category 2 and the remaining 225 classified as category 1 (recoded as 1
and 0, respectively). Attribute information: (1) age of patient at time of operation (numerical),
(2) patient’s year of operation (year-1900, numerical), (3) number of positive axillary nodes
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(1.3.1) if ff 1 > ff 2 then do:

assign to sample Us the class h ¼ 1;

end if;

(1.3.2) if ff 2 > ff 1 then do:

assign to sample Us the class h ¼ 2;

end if;

else.

(1.3.3) if f Us jμ1;Σ1
� �

> f Us jμ2;Σ2
� �

then do:

assign to sample Us the class h ¼ 1;

end if;

(1.3.4) if f Us jμ2;Σ2
� �

> f Us jμ1;Σ1
� �

then do:
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Some real data sets from the UCI repository [2] (available from: http://archive.ics.uci.edu/ml/
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A 10-fold cross validation is widely used in the related literature like [13, 30] to present a more
stable estimate of the performance of a classification method. Then, it was used here.

So to calibrate the MSGC algorithm and define the best value for Δ to be applied to each
validation bloc, a previous 10-fold cross-validation was performed for each of the 10 training
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class variable), 458 of them classified as category 2 “benign” and 241 classified as category 4
“malignant” (recoded as 0 and 1, respectively). Attribute information: (1) sample code
number (id number), (2) clump thickness: 1–10, (3) uniformity of cell size: 1–10, (4) unifor-
mity of cell shape: 1–10, (5) marginal adhesion: 1–10, (6) single epithelial cell size: 1–10, (7)
bare nuclei: 1–10, (8) bland chromatin: 1–10, (9) normal nucleoli: 1–10, (10) mitoses: 1–10 and
(11) class: (2 for benign and 4 for malignant). Ten mutually exclusive folds were randomly
sampled from the Breast Cancer Winsconsin (Original) Data Set (9 validation folds including
69 entries and the tenth fold comprising 62). Sixteen original entries with missing data were
removed. As for Breast Cancer Wisconsin (Original) Data Set, this data set can be used to
predict the severity (benign or malignant) of a clump of cells in relation to the nine numerical
attributes.

Haberman’s Survival Data Set comprises 306 entries (three attributes and a class variable), 81
of them classified as category 2 and the remaining 225 classified as category 1 (recoded as 1
and 0, respectively). Attribute information: (1) age of patient at time of operation (numerical),
(2) patient’s year of operation (year-1900, numerical), (3) number of positive axillary nodes
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detected (numerical) and (4) survival status (class attribute), 1 = the patient survived 5 years or
longer, 2 = the patient died within 5 years. Ten mutually exclusive folds were randomly
sampled from the Haberman’s Survival Data Set (9 validation folds including 31 entries and
the tenth fold comprising 27). The main interest in the classification task involving the
Haberman’s Survival Data Set would be the attempt to predict the life expectancy of patients
undergoing breast cancer surgery, taking into account their age at the time of surgery and the
number of axillary nodes removed.

Mammographic Mass Data Set presents discrimination of benign and malignant mammo-
graphic masses based on BI-RADS attributes and the patient’s age. It comprises 961 entries of
data (five attributes and a class variable). The class associated with each record is the field
‘severity,’ 0 or 1. Attribute information: (1) BI-RADS assessment: 1–5 (ordinal), (2) age:
patient’s age in years (integer), (3) shape: mass shape: round = 1, oval = 2, lobular = 3, irregu-
lar = 4 (nominal), (4) Margin: mass margin: circumscribed = 1, microlobulated = 2, obscured = 3,
ill-defined = 4, spiculated = 5 (nominal), (5) Density: mass density: high = 1, iso = 2, low = 3, fat-
containing = 4 (ordinal) and (6) severity: benign = 0 or malignant = 1 (binominal). A total of 131
original entries with missing data were removed. Ten mutually exclusive folds were randomly
sampled from the Mammographic Mass Data Set (all of them with 83 entries). In relation to the
Mammographic Mass Data Set, [2] informs that “Mammography is the most effective method for
breast cancer screening available today. However, the low positive predictive value of breast biopsy
resulting from mammogram interpretation leads to approximately 70% unnecessary biopsies with
benign outcomes. (…) This data set can be used to predict the severity (benign or malignant) of a
mammographic mass lesion from BI-RADS attributes and the patient’s age.”

To illustrate the 10-fold cross-validation process for MSGC calibration, Table 1 summarizes the
values for Δ that gave the greatest accuracy rate (%) for all the 10 training blocs. Remembering
that there are two classes in all the data sets considered in the process. Afterward, these best
settings for Δ (in Table 1) were applied to steps (1.2.4) and (1.3) in MSGC algorithm in order to
classify the corresponding validation blocs.

From Table 1, it is possible to see that best values for Δ= 0.0 imply that MSGC optimally
will work as a traditional GMLC for the Breast Cancer Winsconsin (Original) Data Set and
Haberman’s Survival Data Set classification.

DATA Bloc 1 Bloc 2 Bloc 3 Bloc 4 Bloc 5 Bloc 6 Bloc 7 Bloc 8 Bloc 9 Bloc 10

PI 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.1

BR 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

HB 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

MA 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4

DATA SETS: PI = PIMA; BR = BREAST; HB = HABERMAN’S; MA = MAMMOGRAPHIC.

Table 1. Summary of the 10-fold cross-validation calibration process - The Δ settings giving best accuracy rate
concerning training blocs.
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Table 2 shows synoptically the accuracy rate mean and standard error for all data sets and
methods (the best results for each data sets are highlighted in bold). Both methods were profi-
cient in classifying data and obtained relatively similar results.

From Table 2,we can see that MSGC attained the greatest accuracy rate in two out of four data
sets (PIMA and MAMMOGRAPHIC). For HABERMAN’S and BREAST, both methods
achieved identical results since for these data sets MSGC was set with Δ = 0.0. It has been seen
that the Mammographic Mass Data Set source [2] reports that because of the low positive
predictive value of the exam, about 70% of the biopsies are actually unnecessary as they end
up showing benign lesions. With the practical use of classification algorithms such as MSGC
and GMLC, a favorable new situation is achieved, with levels of diagnostic accuracy above
80%. This rate means that patients can be treated adequately, while biopsies may be subsidi-
arily requested.

Note that accuracy rate was chosen as the criterion for comparison, but in medicine, sometimes
the physician needs to know other criteria like sensitivity, specificity or precision; in this case,
the data analyst should take care to also calculate them based on the algorithm results.

We also have to remark the positive aspect that these results for MSGC algorithm are transcen-
dent. Since GMLC is the basis on which other traditional classification methods (namely RDA,
QDA and LDA) are based, an improvement made in GMLC, such as this obtained through the
MSGC method, will probably imply improvements in performance also for RDA, QDA and
LDA. Future research shall prove this.

5. Conclusion

A new classification algorithm is presented in this chapter: The Multivariate-Stepwise Gauss-
ian Classifier (MSGC).

MSGC theoretically works on the basis of the Gaussian Maximum Likelihood Classifier
(GMLC) method. Its contribution is to treat individually a sample to be classified if this sample
presents close values for its Mahalanobis distances with respect to the class means involved in
the classification, so that the discrimination made by the classifier is, in thesis, inconclusive.

DATA MSGC GMLC

PIMA 73.67 (2.05) 73.41 (2.25)

BREAST 94.92 (0.75) 94.92 (0.75)

HABERMAN’S 75.10 (2.42) 75.10 (2.42)

MAMMOGRAPHIC 80.36 (1.27) 80.00 (1.11)

SE: Standard error for accuracy rate mean.

Table 2. Classification results for real data sets—accuracy rate mean % (SE).
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ill-defined = 4, spiculated = 5 (nominal), (5) Density: mass density: high = 1, iso = 2, low = 3, fat-
containing = 4 (ordinal) and (6) severity: benign = 0 or malignant = 1 (binominal). A total of 131
original entries with missing data were removed. Ten mutually exclusive folds were randomly
sampled from the Mammographic Mass Data Set (all of them with 83 entries). In relation to the
Mammographic Mass Data Set, [2] informs that “Mammography is the most effective method for
breast cancer screening available today. However, the low positive predictive value of breast biopsy
resulting from mammogram interpretation leads to approximately 70% unnecessary biopsies with
benign outcomes. (…) This data set can be used to predict the severity (benign or malignant) of a
mammographic mass lesion from BI-RADS attributes and the patient’s age.”

To illustrate the 10-fold cross-validation process for MSGC calibration, Table 1 summarizes the
values for Δ that gave the greatest accuracy rate (%) for all the 10 training blocs. Remembering
that there are two classes in all the data sets considered in the process. Afterward, these best
settings for Δ (in Table 1) were applied to steps (1.2.4) and (1.3) in MSGC algorithm in order to
classify the corresponding validation blocs.

From Table 1, it is possible to see that best values for Δ= 0.0 imply that MSGC optimally
will work as a traditional GMLC for the Breast Cancer Winsconsin (Original) Data Set and
Haberman’s Survival Data Set classification.
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DATA SETS: PI = PIMA; BR = BREAST; HB = HABERMAN’S; MA = MAMMOGRAPHIC.

Table 1. Summary of the 10-fold cross-validation calibration process - The Δ settings giving best accuracy rate
concerning training blocs.
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Table 2 shows synoptically the accuracy rate mean and standard error for all data sets and
methods (the best results for each data sets are highlighted in bold). Both methods were profi-
cient in classifying data and obtained relatively similar results.

From Table 2,we can see that MSGC attained the greatest accuracy rate in two out of four data
sets (PIMA and MAMMOGRAPHIC). For HABERMAN’S and BREAST, both methods
achieved identical results since for these data sets MSGC was set with Δ = 0.0. It has been seen
that the Mammographic Mass Data Set source [2] reports that because of the low positive
predictive value of the exam, about 70% of the biopsies are actually unnecessary as they end
up showing benign lesions. With the practical use of classification algorithms such as MSGC
and GMLC, a favorable new situation is achieved, with levels of diagnostic accuracy above
80%. This rate means that patients can be treated adequately, while biopsies may be subsidi-
arily requested.

Note that accuracy rate was chosen as the criterion for comparison, but in medicine, sometimes
the physician needs to know other criteria like sensitivity, specificity or precision; in this case,
the data analyst should take care to also calculate them based on the algorithm results.

We also have to remark the positive aspect that these results for MSGC algorithm are transcen-
dent. Since GMLC is the basis on which other traditional classification methods (namely RDA,
QDA and LDA) are based, an improvement made in GMLC, such as this obtained through the
MSGC method, will probably imply improvements in performance also for RDA, QDA and
LDA. Future research shall prove this.

5. Conclusion

A new classification algorithm is presented in this chapter: The Multivariate-Stepwise Gauss-
ian Classifier (MSGC).

MSGC theoretically works on the basis of the Gaussian Maximum Likelihood Classifier
(GMLC) method. Its contribution is to treat individually a sample to be classified if this sample
presents close values for its Mahalanobis distances with respect to the class means involved in
the classification, so that the discrimination made by the classifier is, in thesis, inconclusive.

DATA MSGC GMLC

PIMA 73.67 (2.05) 73.41 (2.25)

BREAST 94.92 (0.75) 94.92 (0.75)

HABERMAN’S 75.10 (2.42) 75.10 (2.42)

MAMMOGRAPHIC 80.36 (1.27) 80.00 (1.11)

SE: Standard error for accuracy rate mean.

Table 2. Classification results for real data sets—accuracy rate mean % (SE).
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In this case, MSGC will work employing dimensionality reduction by disregarding, one by
one, in a stepwise process, the p dimensions involved in the calculation of the Mahalanobis
distances until the calculated distances are dissimilar enough to give greater accuracy to the
classification made by the base method (GMLC).

For better performance, MSGC may be previously calibrated by means of a training set. A 10-
fold cross-validation process was used to calibrate the algorithm.

MSGC was applied for data classification and its performance was compared with the tradi-
tional GMLC method considering four real medical data sets available in the UCI data repos-
itory. These data represent a range of different types of data dependence structure and
dimensionality. The results showed that the performance of the MSGC algorithm is at least as
competitive as GMLC. MSGC attained the greatest accuracy rate in two of the data sets (PIMA
and MAMMOGRAPHIC). For HABERMAN’S and BREAST data sets, both methods achieved
identical results. It was concluded that MSGC can be used as an effective classification tool in a
wide range of data sets.

The presented results for the MSGC algorithm are transcendent. Since GMLC is the basis on
which other traditional classification methods (namely RDA, QDA and LDA) are based, an
improvement made in GMLC, such as this obtained through the MSGC algorithm, will prob-
ably imply improvements in performance also for RDA, QDA and LDA.

After reaching the conclusions, an additional discussion arises. With the emergence of the big
data, as a robust successor to data mining emerged from the exponential development of
computers and storage media since the 1990s, it has been a tendency to think of the intensive
use of multiple algorithms simultaneously, in supervised or nonsupervised approaches, to
analyze data and discover patterns. This certainly makes sense, as it has already been men-
tioned in this chapter that there is no one classification method or algorithm better than
another. Beyond to a greater robustness or scalability of some methods over others, what
concrete exists is a dependence of the results against the target database.

Therefore, in this context, and considering a matter as important as the medical clinic, once a
classification method has been tested and successfully validated considering a particular scope
of data, the most recommended would be its use for the best diagnosis. Meanwhile, if possible,
already known or new algorithms could be tested for various diseases and symptoms data
until they proved to be robust and effective enough to be put into medical practice.

Finally, it is important to remark that mathematical classifier serves as an aid to the crucial
medical diagnosis made by the physician.
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Abstract

Electronic healthcare applications, both web-based and mobile health (mHealth) provide 
new modalities for chronic disease. These tools allow patients to track their symptoms 
and help them manage their condition. The sustainability of these tools is often not con-
sidered during their development. To ensure these applications can be adopted and sus-
tainable, where policy differs amongst states and provinces, we must present the benefits 
of our findings to highlight the justification for its development. For technology to be 
sustainable it has to utilize infrastructure that is secure, stable and to be agile so that 
it can be deployed quickly with minimal interruption to patients, family members and 
healthcare professionals.

Keywords: sustainability, self-care, eHealth, mHealth, technology, co-design

1. Introduction

Within the healthcare industry, innovation remains to be the leading force in the quest to bal-
ance health care quality and costcontainment [1]. Mobile health (mHealth) applications are 
one of the fastest growing segments in drive for innovation in the health care sector. With the 
rising use of mobile phones, mHealth applications (apps) provide individuals with a simple 
and accessible way to manage their health at the tip of their fingers [1].

Unfortunately, many mHealth interventions continue to be developed without the consider-
ation of long term sustainability, which has left many apps with vast potential but nowhere to 
move forward. This is one of the growing problems with health app development, where in 
spite of the advances made with technology, apps fail to be used due to the methodological 
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challenges associated with designing for sustainability [2]. In this chapter, we focus on address-
ing the main issues app publishers face during the design process. We then outline the key 
components that should be included to assure the sustainability of an electronic health app.

We define the issues with innovation by three main components that include (1) end-user 
usability, (2) clinician and informal caregiver (spouse, children, friend) input and (3) impact of 
agencies outside development. Many electronic health apps fail to consider these major factors 
in its design, which in turn is often what limits the sustainability of its use. We believe that these 
three factors are essential as it evaluates the health apps design according to the user, their main 
members of care and finally the environment it is used. If the health app being designed does 
not simplify or improve the current model of care, there is no incentive for its use. Instead, the 
benefits associated with the app will be overshadowed by its complications or drawbacks.

This leads to our section in the chapter on designing for sustainability. We start by signify-
ing the importance of putting the end-user first and then introduce the information system 
research framework that help identify user needs, design preferences and potential barriers to 
increase health app adoption. This is followed by the next stage of designing for sustainabil-
ity, where we outline the steps to get all the potential players on board in support for the new 
innovation. We highlight the inevitable resistance to change that will occur, and explain the 
concept of ‘behavioral intention’ to use a technology and how this will help improve health 
app sustainability.

Finally, for the purpose of long-term sustainability, we expand on preparing for the expected 
and unexpected, by evaluating change management plans and regulations in place during 
health app design. Towards the end of the chapter, we develop a market and feasibility analy-
sis framework for the adoption and scalability of the health app on a national scale. This 
allows us to ensure all key factors have been addressed; leaving the app design and efficacy 
to become unquestionable.

2. Issues with innovation

Over the past decade, there have been a number of advancements within the healthcare 
industry, yet there is still a strong resistance present towards the implementation of health 
innovation [3]. The lack of certainty in the interventions independent sustainability is one of 
the leading factors responsible for this resistance [4]. Electronic health apps may hold great 
promise for better health tracking [5], providing education [6], changing and enforcing health 
behaviors [7], and monitoring treatment adherence [8], however despite these benefits, they 
are still not being used [9]. This can be attributed due to nine key design barriers that are out-
lined in Chindalo et al. literature review [9] (Table 1).

These barriers have created a stigma around stakeholders investing in health app develop-
ment. Currently, the perceived return on investment (ROI) with health apps remains low, 
as the issues with innovation remain high. The beneficial impact of health apps may seem 
promising, but from a sustainability standpoint, they fail to address the underlying question 
that is ‘will these benefits outweigh the cost of its development?’
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To ensure that resources being spent on an application are adequately being used and the above 
barriers are addressed, the needs, wants and expectations of the health apps primary stakehold-
ers should be evaluated [10]. However, it is this lack of stakeholder consideration within app 
design that builds the three prime issues with innovation, which we describe below [1, 9].

1. Poor end-user usability: who are you designing for?

The overall hype of innovation, and mHealth solutions, has led developers into a cycle 
where app ideas centered on addressing patient challenges seem to forget about the patient 
once in development [11]. Consequently, this lack of end-user engagement has led health 
app usage to fall to 2% amongst patients at hospitals in the US [11]. The low percentage for 
health app usage may seem surprising, but when a tool does not suit the needs or capa-
bilities of the end-user, the percentage becomes less surprising and more understandable.

Findings reveal that patients with chronic disease, such as heart failure and diabetes, have 
positive attitude towards using mobile technology if they are simple and effective [12]. 

Barrier Explanation

1. Apps provide information conflicting 
from what is received from clinicians

Patients/end-users are less likely to use an app when it conflicts with 
information from their clinician. They will not feel confident in the content 
provided or its functionality

2. Language used too complex for end-
user health literacy level

Patients/end-users often have lower levels of health literacy. They require 
technology to be adapted to their needs or the app will not be used 
sufficiently

3. Manual data input required Treatment regimens are already perceived as complex by patients/
end-users. Manual data input further complicates this process, as it is 
exhaustive and error-prone

4. Information provided has no value/
meaningless data

If the app information has no beneficiary tie to the patient (e.g. cannot 
order diagnostic testing or prescribe medications) then the content 
becomes useless

5. Daily app use not required Health apps aiming to help patients/end-users with their treatment 
regimen should be used daily and in accordance with their prescribed 
treatment. It the health app does not require daily use, this can reduce 
treatment adherence as the patient will not get into the habit of using it

6. Lack of incentives to use Any source of change is viewed as burdensome, thus, if no incentive (cost 
savings or social approval) for a patient/end-user to utilize the tool is 
present, they are less likely to use it

7. Data collected not valued by clinician If the data collected brings forward information important for the patient/
end-users care, the clinician would be more likely to promote its use. 
However, if there is no functional value for the data, both clinicians and 
end-users/patients will not use the tool

8. No way for physicians to use data 
collected

Health apps may collect large amounts of data, but if they cannot visualize 
or analyze the meaning behind the data, it comes useless

9. No way to integrate app data into 
electronic medical record (EMR) for 
analysis or follow-up

If the data collected cannot be combined with previous medical 
information the context required for analysis will be lost, leaving the data 
to be meaningless

Table 1. Design barriers associated with decreased health app usage (adapted from [9]).
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However, the key issue here is that app developers seem to show greater motivation by the 
cleverness of the technology rather than the improvements in health outcomes, which often 
results in complicating the apps functionality [13]. Thus, in the eyes of the developer the app 
may seem effective, but they do not consider that the individual they are designing it for 
will not have the same understanding. As a result, apps will not meet user needs or capabili-
ties, which in turn leads to the development of the first six barriers highlighted in Table 1.  
This poor product usability can be attributed due to the lack of end-user involvement or 
input during the development process [11]. Some would argue the most successful health 
apps are those that address real-life challenges in the context that the patient lives. There-
fore, to assure the sustainability of a health application the question the developer must ask 
is not ‘does it solve a problem’, but rather ‘does it help the patient directly’. If an application 
is in any way a burden, or adds more effort into their treatment, it will not be used.

2. Lack of clinician and informal caregiver input: What are you designing it for and how 
will it improve clinical outcomes?

The primary objective for a health application is to improve clinical outcomes and reduce 
the level of work required, clinicians and informal caregivers (spouse, children, friend) 
play a pivotal role in establishing the criteria for these improvements [14]. Clinicians pro-
vide the complete medical background surrounding patient care as well as clinical work-
flow operations, while informal caregivers allow developers to have a magnified look into 
the day-to day challenges that prevent adherence and worsen symptoms [3, 14]. Both key 
members of care contribute substantively in increasing adherence, improving self-care, 
quality of life and outcomes for patients [14]. However, the reality is, numerous apps are/
have been developed with either none or some clinician and/or caregiver feedback, but the 
inclusion of both are pivotal to assure sustainability.

As every tool must have an objective for its development, the use of clinician and caregiver 
input provides developers with the necessary content to build their objective around. The 
lack of clinician and caregiver feedback in current health apps limits app efficacy and is re-
sponsible for design barriers seven and eight in Table 1. Without the consideration of both 
the physiological and social factors provided by clinicians and caregivers, health apps will 
continue to be designed around the question ‘does it a solve a problem’, and developers 
will inevitably fall short in the effectiveness of their app design [10].

3. Fail to consider impact of agencies outside development: does it effect current operations?

Aside from the lack of usability considerations, other factors including, government regu-
lations and organization operations, are also commonly neglected. The development and 
implementation of healthcare innovations is bounded by a set of regulations that must be 
followed [15]. These regulations are set in place as a standard to prevent public health risk 
and improve patient safety. In the United States, the Food and Drug Administration (FDA) 
issued a draft for the regulation of mobile medical applications [16]. However, as many 
of the standards currently in place are set to regulate medical devices, a large group of 
apps still do not fall within the categories for regulation. This leaves them to be generated 
without regulatory precaution or guidance, which in turn promotes the development of 
less effective and integrative health apps [17]. For example, one key element that would 
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increase app use and sustainability would the use of data integration amongst EMRs and 
the respective health app. This would allow the data collected to be combined with current 
medical information, which would potentially improve clinical outcomes and future diag-
nosis [9]. However, as this is not a required component within health app development, it 
has become a barrier, instead of a benefit, for health app usage (Table 1).

Nevertheless, one area of regulation all health apps must adhere to involves privacy and 
security of personal health information. Ensuring that the introduction of a health app 
does not threaten the privacy of the data obtained is one of the pillars for a sustainable 
health intervention. However, as many health apps are very development-focused these 
pivotal components are not acknowledged early on. This results in complicating the de-
sign process and restraining development in the later stage [10]. Similarly, as many work-
flow operations may be changed with the introduction of an electronic health app, failing 
to consider the necessary requirements early in design process leads implementation to 
become more disruptive than beneficial [18]. An effective health app design would identify 
the key organizational barriers and resistance points that may occur prior to actual imple-
mentation. Thus, the problems associated with security and workflow operations are built 
upon the underlying issue that they are not considered until the start of implementation.

Furthermore, electronic health apps may have undeniable potential to improve health out-
comes in a cost-effective manner, but the underlying issues with innovation are prevent-
ing their potential from being fully utilized [15]. Stakeholders may have different objectives 
for the outcome of a health app, but regardless, the app designer must still address their 
needs regarding usability, content, safety, clinical and cost-effectiveness accordingly. There 
is already a resistance for innovation in healthcare; therefore, to build a model for health app 
sustainability, we outline a series of frameworks to minimize the occurrence of these issues.

3. Designing for sustainability

Prior to designing an electronic health application or any innovative health tool, we must 
consider the who, what, where, when and how of the intervention. Who will be using it? 
What will it do? Where and when will it be used? Lastly, how will it work? These questions 
allow the designer of the tool to recognize its primary stakeholders, the risks and costs of 
innovation and whether it will work with current operations in place [10]. When design-
ing for sustainability the goal should be to bridge a practical solution for a prominent issue. 
Therefore, addressing these common questions has framed our guideline for moving towards 
sustainable electronic health applications. In this section, we start by identifying the end-user 
and their needs, followed by an outline to creating a user-centered health app, and finally end 
with the steps required to gain support for app implementation.

3.1. Putting the end-user first

Whether older adults with heart failure or adolescents with diabetes will use a health applica-
tion, identifying the end-user and their needs at the start of the design process is pivotal for 
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However, the key issue here is that app developers seem to show greater motivation by the 
cleverness of the technology rather than the improvements in health outcomes, which often 
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the next steps towards development [19, 20]. Nevertheless, although the importance behind 
end-user evaluation has been signified, various studies confirm the lack of health apps avail-
able suiting their needs and capabilities [1, 21–23]. In the Delphi study, a literature review 
was conducted overviewing the determinants of innovation in health care organizations [24]. 
Their results indicated that many innovation studies failed to adjust their strategies according 
to feedback obtained, or that the data on the determinants was insignificant as it came from 
non-users [24]. In this case, the study highlights that it is not enough to simply obtain random 
feedback, but we must obtain useful input and apply it into the design [24].

Often times, the benefits of the end product overshadow the content required for adequate 
usability, leaving both the app developer and the end-user at a disadvantage. For example, by 
simplifying intervention processes and health education it is estimated that this will improve 
clinical outcomes. However, what is not considered is that the sustainability of these benefits 
will only be seen when the app is user-friendly and end-users can independently utilize it 
with confidence [25, 26]. To get to this stage, developers must recognize what components 
intended users need, so it becomes both easy to use and useful. Thus, to accomplish this, a 
user-centered framework has been developed which we summarize below.

3.1.1. Information system research (ISR) framework

As many electronic health interventions are designed according to the current healthcare 
system processes, this limits their impact potential compared to those that involve end-user 
input [27]. The ISR framework uses three research cycles, (1) relevance cycle, (2) design cycle 
and (3) rigor cycle, to identify user needs, design preferences as well as any barriers that will 
prevent the uptake or sustained use of the app [27, 28].

In the Relevance Cycle, developers or researchers seek out to understand the end-user in the 
context of their environment [19]. It is the environment that shapes the specificities behind the 
arising problems, the purpose of this cycle is to provide the requirements for the health app, 
as well as set of criteria for users to evaluate its functionality [28, 29]. Thus, to meet the goals of 
this cycle focus group style sessions with intended stakeholders and end-users are commonly 
used [27, 29]. By the end of this cycle, we should be able to answer the question, ‘Does this app 
improve the user’s environment, and how?’ [28].

The heart of development occurs during the Design Cycle, as the content from the relevance 
cycle is used to build the health app and evaluate it accordingly [28]. This cycle continues in 
an iterative manner, where a series of designs will be generated and evaluated against the 
respective user requirements, until all key components are addressed. The design of the app 
can move relatively quickly, however, it is the continual evaluation and feedback for refine-
ments that challenges developers [29]. Nevertheless, end-users often stop using apps that do 
not immediately engage them, so by repeatedly conducting prototype testing with key stake-
holders, this increases the expected usability and sustainability of the end product.

Finally, the Rigor Cycle is the background check of the ISR framework [29]. It reviews and 
evaluates the current knowledge base present within the desired applications domain [27, 28]. 
This enhances the degree of innovation for the health apps design. In many cases, this cycle 
is conducted after the relevance cycle to increase the overall effectiveness of the apps design 
[27] (Figure 1).
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3.1.2. Creating a user-centered design: ISR and end-user co-design

The foundation of a user-centered design is centralized on three major components, (1) under-
standing how the device will be used, (2) curating information relevant to the end-user and 
(3) framing the tool in the user’s environmental context and lifestyle [4]. The ISR framework 
allows developers to assess the needs of the end-user while evaluating current interventions 
in place [28]. However, the co-design method moves one step further by using a participa-
tory approach where end-users and primary stakeholders work together on all aspects of the 
health apps development [30, 31]. By using the ISR framework in parallel with the co-design 
method, we believe this iterative process will lead towards a more effective user-centered end 
product over the long-term [29, 31].

Many electronic health app interventions fail to engage users in the design and usability 
stages [31]. In a systematic review of co-designed mHealth interventions, studies included 
patients in the development stages, but none assessed the intervention’s effectiveness after-
wards [31]. Conversely, in another study, users evaluated the interventions usability, but 
were not involved in its design [32]. The lack of fluidity between mHealth development and 
user input reduces end-user empowerment and overall app usability. The healthcare system 
is already burdened with various pre-mature innovation investments that have fallen short in 
its beneficial return. Therefore, from a sustainability standpoint, by using the ISR framework, 
this will allow all factors surrounding the end-user and the current knowledge base to be 
covered, whereas the co-design aspect will be pivotal to assure its usability.

3.2. How to get everyone on board

One of the greatest obstacles towards developing sustainable electronic health interventions 
involves getting primary stakeholders in support for its development and implementation 
[3]. This challenge has been shaped due to the three paradoxes of innovation [33]. First, the 
uptake of the dubious and rejection of the good. The explosion of electronic health apps cre-
ated a consumer fad where a number ‘breakthrough’ apps left individuals in regret and stake-
holders reluctant to invest again. Second, the wisdom and failings of democracy. Working 
with professional groups can be effective to ensure implementation of a new technology, 

Figure 1. The ISR framework divided into three design science research cycles, (1) relevance cycle, (2) design cycle and 
(3) rigor cycle [28].
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however, solely relying on their cooperation results in killing the product before it is even 
complete. Third, health systems are not able to keep up. Innovation results in causing change 
in an organization, but this creates challenges that innovators are often not prepared for and 
results in causing more disruption than improvement [33].

In order to move past these challenges we must be address the following questions:

1. What evidence is there that it will improve outcomes and how will it effect current operations?

2. Will any additional support be needed before it can be introduced?

3. How should it be monitored during introduction?

The first question allows us to determine whether the electronic health app will be worth 
the investment. The second and third questions are key for its sustainability, as it recognizes 
components pivotal for a smooth implementation procedure [33]. Breaking down the barri-
ers built by failed innovative interventions may be difficult, but it is beyond worthwhile to 
develop an effective health app. Answering these questions will be essential when developing 
a plan to obtain stakeholder support, thus we further discuss the specific steps to break down 
the resistance and prepare for the change below.

3.2.1. Battling the resistance to change

With any type of change there is an inevitable build-up of resistance that is formed. This resis-
tance is derived from the fear of failure, similar to the first paradox of innovation; executives 
and end-users do not want to waste their time with another unbeneficial intervention [3, 33]. 
With this in mind, assimilating the idea of putting a new intervention into practice will be 
uphill road to climb. Nevertheless, two models described below help shape the key factors 
and steps involved towards achieving this goal.

3.2.1.1. Technology acceptance model (TAM)

The TAM was developed to drive the use of new technology and increase its acceptance by 
assessing the end-users perceived ease of use (PEOU) and perceived usefulness (PU) [33, 34]. This 
model suggests that by clarifying that a new source of innovation will reduce the amount 
of effort required (PEOU) and enhance performance it will be more likely to be accepted 
amongst end-users and other key stakeholders [35]. Thus, in the context of health care, execu-
tives, clinicians and patients will find an electronic health app more useful and user-friendly 
if they are familiar with the technology [3, 34].

With this in mind, when designing an electronic health app, developers must understand 
what the stakeholders needs, wants and expectations are. Once this is discovered, we can 
adequately highlight how the health app will benefit each of them specifically. Finally, when 
a foundation of acceptance for the app has been established, appropriate training protocols 
should be instilled to prevent any former resistance from re-establishing (Figure 2).
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3.2.1.2. Diffusion of innovation (DOI) theory

The DOI theory is used to increase the adoption of technology [3]. This is one of the old-
est theories, yet it remains to be continually used during innovative design. The DOI theory 
states that an organization will consider a technology to be innovative if it is perceived as 
new and relevant. It proposes that four main elements contribute to the diffusion of an idea, 
(1) the idea itself, (2) communication channels, (3) time and (4) a social system [36]. Similar 
to the TAM, the DOI theory suggests highlighting the perceived advantage and relevance of 
the innovations development. Therefore, in the context of electronic health apps, the benefit 
the of the app should be communicated amongst various influencers, and then stakeholder 
support must be established before the app can be readily adopted. As health apps must be 
widely adopted amongst all stakeholders and end-users before it can become self-sustaining, 
tackling this challenge will be key for the apps long-term success.

3.2.1.3. Presenting the benefits: results to support longevity

In both the TAM and the DOI theory, the key message to help obtain stakeholder support was 
to simply present why the app is beneficial for them. Why should they care about what we are 
developing? The real question developers should ask is, ‘How will it help them?’ This leads 
into one of the key components towards breaking down the barrier of stakeholder resistance 
and moving towards designing a sustainable health app. To adequately present the benefits 
of an application we must have the appropriate evidence to support our claim.

In many cases, a health app may be the first of its kind or an idea may be an advancement of 
a previous intervention. Regardless of whether a pilot study has been conducted to support 
the benefits of its use or its benefits have yet to be evaluated, the success of the product can 
be supported by answering the same question mentioned above, ‘How will it help them’. We 
must outline what the problem currently is and why the development of this health app will 
help address it. It is not enough to state that a problem exists; it is the reasoning behind the 
solution that highlights the justification for its development.

Figure 2. The technology acceptance model assessing the end-users perceived ease of use and perceived usefulness of 
technology to determine their behavioral intention and actual usage potential [34].
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Moreover, it is important to present the evidence supporting the benefits of the health app, but 
we must also present this support in the context of each stakeholder. Depending on the type 
of app being designed the stakeholders will differ, but to increase each claims value, we must 
understand the factors that will influence health app acceptance and evaluate them accordingly.

3.2.1.4. Testing health app acceptance: unified theory of acceptance and use of technology 
(UTAUT)

After assessing stakeholder needs and presenting the advantages associated with the health 
app, one of the next steps towards sustainability is to evaluate whether the proposed solution 
will be accepted amongst various users [37]. The UTAUT is a technology acceptance model 
commonly used to predict a user’s behavioral intention to use a technology [37]. This model 
is based on four key components, [38].

1. Performance expectancy: providing an incentive to use a technology is key to ensure 
its acceptance. Performance expectancy is defined as the extent that the technology will 
benefit the end-user in completing a certain task. It is expected that increasing the health 
app’s beneficial value, this will increase users behavioral intention. Therefore, to present 
these benefits, performance expectancy is constructed by four main evaluative criteria: (1) 
perceived usefulness: how much they will believe the technology will improve their per-
formance, (2) extrinsic motivation: what other valued outcomes (money, fame) they will 
receive from its use, (3) job fit: how suitable technology is to increase performance and (4) 
relative advantage: benefit of new technology compared to what it will cost [39].

2. Effort expectancy: ease of use is a critical component of technology acceptance. Effort ex-
pectancy refers to how easy or difficult it is viewed to use the technology. Past technology 
acceptance models, such as TAM and DOI, have signified how applications that are sim-
pler to use are more often accepted [40]. Thus, to reduce effort expectancy and increase 
acceptance rates, health apps should be less complex and instead easier to use [39].

3. Social influence: in many cases, the decision making process is influenced by specific indi-
viduals or the social norm. Social influence is the degree a user perceives that key individu-
als (family, friends) believe the use of the technology is important. This can be caused by 
informational influence where information from other people impact a decision or it can 
be normative influence where a user conforms their decision according to what is defined 
as ‘acceptable’ according to a certain group or situation. Regardless, social influence can be 
an ultimate determinate regarding the overall acceptance and usage of a health app [39].

4. Facilitating conditions: to ensure technology acceptance, users must feel its implemen-
tation is both feasible and realistic. Facilitating conditions is the degree individuals be-
lieve that existing organization and technical infrastructure is present to support its usage. 
These conditions can vary depending on a health app’s objective, but regardless, they have 
a significant impact on its adoption and usage [40].

These four concepts have a direct influence on the behavioral intention to use a health app. 
Age, gender, experience and voluntariness are also associated with indirectly influencing 
behavioral intention and technology usage, as they moderate the four UTAUT component 
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relationships. Thus, by incorporating the UTAUT within the health app design process, this 
will allow us to predict users’ intention to adopt the app in an organizational context [38]. 
Nevertheless, as majority of health apps are focused on the users setting and the challenges 
they face, we recommend the usage of the more updated UTAUT2.

Compared to the original UTAUT, the extended UTAUT2 has shown to improve the variance 
in behavioral intention and technology use [38]. The UTAUT2 builds on the core UTAUT 
principles around extrinsic motivation, and adds three other components to improve the pre-
diction of behavioral intention, which we describe below.

1. Hedonic motivation: hedonic motivation is defined as how enjoyable the technology is to 
use. It is used to analyze the emotional and psychological aspect of the technology, which 
is often overlooked by most evaluative models. The functionality of a health app will only 
go so far in influencing technology acceptance; it is the user experience that ultimately 
determines its long-term use and sustainability. Therefore, by evaluating the users internal 
satisfaction, this will result in improving technology usage [38, 39].

2. Price value: the price value determines whether the benefit of the technology is greater 
than its monetary cost. If the price value is high then individuals feel the benefit of use is 
greater than the cost of investment. However, this is not always the case and it is pivotal to 
assess this aspect of health app design to ensure its sustainability [38].

3. Habit: habit is the degree individuals automatically perform tasks due to learnt behaviors 
[38]. This construct was added to the UTAUT2 as it helps assess whether user-activity will 
be sustained. Often times, there is a fall out in health app usage due to the tasks becoming 
burdensome. Thus, if we were able to make these tasks more like a reflex than an extra 
step, this would reduce the effort required and improve technology acceptance (Figure 3).

With the addition of these factors to the UTAUT2, this helps tailor the health app evaluation 
to users in their context, which in turn helps improve its overall acceptance (Table 2). In many 
cases, it is these factors that prevent the sustainability of a health app. App publishers are 
focused on eliciting a behavior change or improving clinical outcomes, so they tend forget 
about the individual in their context. To reduce the resistance to change and move towards 
acceptance, it is the responsibility of the app publisher to ensure that the tool they are intro-
ducing is not only effective, but also it is ‘fun’, affordable, easy and relatable, or else it will 
simply not be used. Therefore, we believe by using the UTAUT2 principles during health app 
design, this will allow for the development of a more effective product, and will lead into a 
smoother transition phase during implementation.

3.2.2. Preparing for the expected and the unexpected

The implementation of any new source of innovation will come with many challenges that are 
both expected and unexpected, however, being prepared for both is what ensures optimal sus-
tainability. We highlight below two of the major areas that result in impeding health app imple-
mentation, which is (1) regulations and (2) change management. Both are essential to incorporate 
during the design plan of a health app, we describe the detailed steps we recommend to tackle 
both areas effectively.
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tation is both feasible and realistic. Facilitating conditions is the degree individuals be-
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These conditions can vary depending on a health app’s objective, but regardless, they have 
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These four concepts have a direct influence on the behavioral intention to use a health app. 
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behavioral intention and technology usage, as they moderate the four UTAUT component 
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go so far in influencing technology acceptance; it is the user experience that ultimately 
determines its long-term use and sustainability. Therefore, by evaluating the users internal 
satisfaction, this will result in improving technology usage [38, 39].

2. Price value: the price value determines whether the benefit of the technology is greater 
than its monetary cost. If the price value is high then individuals feel the benefit of use is 
greater than the cost of investment. However, this is not always the case and it is pivotal to 
assess this aspect of health app design to ensure its sustainability [38].

3. Habit: habit is the degree individuals automatically perform tasks due to learnt behaviors 
[38]. This construct was added to the UTAUT2 as it helps assess whether user-activity will 
be sustained. Often times, there is a fall out in health app usage due to the tasks becoming 
burdensome. Thus, if we were able to make these tasks more like a reflex than an extra 
step, this would reduce the effort required and improve technology acceptance (Figure 3).

With the addition of these factors to the UTAUT2, this helps tailor the health app evaluation 
to users in their context, which in turn helps improve its overall acceptance (Table 2). In many 
cases, it is these factors that prevent the sustainability of a health app. App publishers are 
focused on eliciting a behavior change or improving clinical outcomes, so they tend forget 
about the individual in their context. To reduce the resistance to change and move towards 
acceptance, it is the responsibility of the app publisher to ensure that the tool they are intro-
ducing is not only effective, but also it is ‘fun’, affordable, easy and relatable, or else it will 
simply not be used. Therefore, we believe by using the UTAUT2 principles during health app 
design, this will allow for the development of a more effective product, and will lead into a 
smoother transition phase during implementation.

3.2.2. Preparing for the expected and the unexpected

The implementation of any new source of innovation will come with many challenges that are 
both expected and unexpected, however, being prepared for both is what ensures optimal sus-
tainability. We highlight below two of the major areas that result in impeding health app imple-
mentation, which is (1) regulations and (2) change management. Both are essential to incorporate 
during the design plan of a health app, we describe the detailed steps we recommend to tackle 
both areas effectively.
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3.2.2.1. What regulations?

When implementing any new intervention into the health care industry there are a series 
of regulations that must be reviewed [15]. The FDA and Health Canada have issued a set of 
restrictions when developing an electronic application used as a medical device; however, 
most health apps do not fall under this category [17]. Nevertheless, one aspect of regula-
tion all health apps must oblige to involves privacy and security. As many health apps are 
mobile phone based, this creates a challenging situation where more data can be obtained 
but data privacy is not secure. Policymakers are still in the works of establishing specific 
criteria required for patient safety, however we have listed a series of components that 
should be included within the health apps design to protect data integrity and prevent any 
unexpected threats.

(1) Data Sharing and Consent Management—Who can share my data

All data shared must have consent, as well as meet the Health Insurance Portability and 
Accountability Act (HIPAA) standards for data sharing [17].

(2) Access Control and Authentication—Who can access data

Figure 3. The UTAUT2 model with addition of hedonic motivation motivation, price value and habit to determine 
behavioral intention and technology use. All factors contribute in influencing behavioral intention to use except for 
‘facilitating conditions’ and ‘habit’ which directing effect use behavior [38].
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To assure that only the approved individuals can access the data, an authentication pro-
cedure should be implemented. With most health data, data encryption and a respective 
login passcode are usually required.

(3) Confidentiality and Anonymity—Who knows it’s my data

Depending on the level of consent and the data obtained, most personal data should re-
main confidential and possibly anonymous if used for public-health purposes [17].

Higher degrees of data security protocols can be implemented into health app designs, 
however, we believe that by incorporating these three aspects of privacy and security, 
this will make the app more desirable for both its end-users and its respective stakehold-
ers during development. Ultimately, being prepared with the proper security measures 
gives stakeholders the confidence in the product, and will ease the process of change 
management.

1 2 3 4 5

Performance 
expectancy

PE1 I find the health app useful in my daily life

PE2 Using the health app increases my chances of 
achieving things that are important to me

PE3 Using the health app helps me accomplish things 
more quickly

PE4 Using the health app increases my productivity

Effort expectancy EE1 Learning how to use the health app is easy for me.

EE2 My interaction with the health app is clear and 
understandable

EE3 I find the health app easy to use

EE4 It is easy for me to become skillful at using the 
health app

Social influence SI1 People who are important to me think that I 
should use the health app

SI2 People who influence my behavior think that I 
should use the health app

SI3 People whose opinions that I value prefer that I 
use the game

Facilitating 
conditions

FC1 I have the resources necessary to use the health 
app

FC2 I have the knowledge necessary to use the health 
app

FC3 The health app is compatible with other 
technologies I use

FC4 I can get help from others when I have difficulties 
using the health app
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3.2.2.2. Change management is key for smooth sailing

With the introduction of any new intervention this will result in causing changes in work-
flow that in some cases may be disruptive. These challenges are expected, but to assure the 
implementation process runs smoothly, a set of change management plans can be pre-devel-
oped [41]. To develop a proper strategy, we must consider three primary levels of change 
management.

(1) Individual change management: how people experience the change and what their needs 
are to successfully make the transition.

(2) Organizational/initiative change management: what are the primary groups that will di-
rectly be impacted and what changes will need to be completed respectively.

(3) Enterprise change management capability: this is the overall organizational approach to 
managing change. It usually involves executive discussion, and reflects the organizations 
capability to allow and embrace change. This level is key as top-down support has a direct 
relationship on how a change will be perceived at the lower levels.

All three levels of change management can be addressed through the three-phase change man-
agement process (Figure 4) [41]. Phase 1, prepare for the change, we must determine who will 
be impacted by the change and what level of support we will need to smoothly move for-
ward. During this phase, it will be key to understand all the challenges that will be in play, as 

1 2 3 4 5

Hedonistic 
motivation

HM1 Using the health app is fun

HM2 Using the health app is enjoyable

HM3 Using the health app is very entertaining

Price value PV1 The health app is reasonably priced

PV2 The health app is a good value for the money

PV3 At the current price, the health app provides a 
good value

Habit HT1 The use of the health app has become a habit for 
me

HT2 I am addicted to using the health app

HT3 I must use the health app

HT4 Using the health app has become natural to me

Behavioral intention BI1 I intend to continue using the health app in the 
future

BI2 I will always try to use the health app in my daily 
life

BI3 I plan to continue to use the health app frequently

Table 2. UTAUT2 questionnaire used to evaluate health app acceptance amongst end-users.
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we will need instill that the perceived usefulness will remain to be stronger. Phase 2, manage 
the change, focuses on supporting the individuals impacted by the change. With respect to 
the implementation of health apps, this phase would be heavily focused on the end-users and 
what additional training that may be required to increase its perceived ease of use and prevent 
resistance from re-establishing. Phase 3, reinforcing change, evaluates the current status of the 
intervention to identify any issues and address them accordingly. This phase is key for the 
long-term sustainability of the health app as it ensures the change is maintained and provides 
evidence to support its benefits [41]. By following this three-phase change management plan, 
the health app design process will move more efficiently and will lead to a higher adoption rate.

4. Ensuring adoption and scalability

Moving from end-user usability and primary stakeholder needs, app publishers must also 
consider the underlying factors for national adoption. State or province specific regulations, 
needs, and resources available are likely to differ across a country. Thus, for optimal scal-
ability, technology should be agile enough to utilize the infrastructure that is in place without 
causing disruption.

For instance, in Canada, policies regarding home-care differ between provinces, leaving some 
provinces with funding and others with none. When introducing a health app with similar objec-
tives to home-care, developers must consider how the app can be used independently and con-
currently, without losing its value. To ensure long-term adoption and scalability, the ideal health 
app should be designed to seamlessly coincide with the current practices that are in place. We 
describe below what evaluative steps we recommend to maximize national health app potential.

4.1. Long-term sustainability: where will it work?

We have described components should be included to please various stakeholders and ensure a 
smooth transition process. However, true sustainability stems from its capability to be seamlessly 
used in multiple settings. To accomplish this, we must conduct a market analysis to understand 
what interventions and regulations are currently in place, followed by a feasibility assessment to 
determine if those factors will jeopardize its implementation on a national scale [2, 42].

Figure 4. The change management process indicated by three phases (1) preparing for change, (2) managing change and 
(3) reinforcing change [41].
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we will need instill that the perceived usefulness will remain to be stronger. Phase 2, manage 
the change, focuses on supporting the individuals impacted by the change. With respect to 
the implementation of health apps, this phase would be heavily focused on the end-users and 
what additional training that may be required to increase its perceived ease of use and prevent 
resistance from re-establishing. Phase 3, reinforcing change, evaluates the current status of the 
intervention to identify any issues and address them accordingly. This phase is key for the 
long-term sustainability of the health app as it ensures the change is maintained and provides 
evidence to support its benefits [41]. By following this three-phase change management plan, 
the health app design process will move more efficiently and will lead to a higher adoption rate.

4. Ensuring adoption and scalability

Moving from end-user usability and primary stakeholder needs, app publishers must also 
consider the underlying factors for national adoption. State or province specific regulations, 
needs, and resources available are likely to differ across a country. Thus, for optimal scal-
ability, technology should be agile enough to utilize the infrastructure that is in place without 
causing disruption.

For instance, in Canada, policies regarding home-care differ between provinces, leaving some 
provinces with funding and others with none. When introducing a health app with similar objec-
tives to home-care, developers must consider how the app can be used independently and con-
currently, without losing its value. To ensure long-term adoption and scalability, the ideal health 
app should be designed to seamlessly coincide with the current practices that are in place. We 
describe below what evaluative steps we recommend to maximize national health app potential.

4.1. Long-term sustainability: where will it work?

We have described components should be included to please various stakeholders and ensure a 
smooth transition process. However, true sustainability stems from its capability to be seamlessly 
used in multiple settings. To accomplish this, we must conduct a market analysis to understand 
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Depending on the health app being developed, different factors contributing to the market 
will be evaluated. However, before evaluating any components, the objective of the health 
app must be distinguished. This will narrow the scope of market factors that we will need to 
consider. We will then need to determine whether the health app will be an improvement of 
a current intervention or if it will stand alone in its functionality. Once this has been decided, 
we can readily evaluate what market factors are at play by answering a set of questions as 
outlined in Figure 5. Moving forward, depending on the con-current usage of the health app 
the steps may differ. Nonetheless, both ends of the evaluation will move in the same direc-
tion towards evaluating app feasibility, by determining what regulations/policies are in place, 
how cost-effective the app will be and most importantly if there is any funding available 
to support its implementation (Figure 5). This evaluative framework regarding the market 
forces and feasibility will determine whether the app will be sustainable across national regu-
lations, or if it requires substantial changes in its design construct.

In the health app industry, it is common for enthusiasm regarding innovation to overshadow 
the drive to tackle sustainability, let alone feasibility. In this chapter, we focused on the high-
lighting the importance beyond designing sustainable electronic health applications. We started 
by addressing what barriers regarding sustainability were present and outlined what steps 
were needed to avoid them. The importance of identifying the needs, wants and expectations 
of the health apps primary stakeholders were also signified, as we understand that it is not only 

Figure 5. Market evaluation and feasibility analysis framework to help determine national sustainability of the 
intervention. The analysis begins by highlighting the health apps objective and determining whether it will improve 
current processes or introduce a new one. This leads to evaluating how the health app will function with current 
practices in place and if it will be suitable moving forward. In this framework, each block represents a form of analysis 
that is conducted, which leads to the final block that assesses overall feasibility and/or potential health app re-design/
modifications needed.
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important from a usability standpoint, but it shapes whether it will be sustainable across the 
country. Designing for sustainability may be a tiresome process, but if executed properly, the 
end results will bring more value than anticipated.
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end results will bring more value than anticipated.
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Abstract

Regarding the practice of medicine, we have to face the chances and challenges of all 
aspects of e-Health; however, the term “digitalization” is broader and spanning all aspects. 
However, the digitalization of medicine offers solutions for pressing problem. We know 
the factors that lead to excellence in medicine. Without the right amount of experiences 
based on a solid ground of knowledge, no excellence is achievable. The problem, nowa-
days, is that due to restriction of working hours, to the goals of life (“life-work-balance”) 
and the restrictions of Generation Y, almost no education in medicine is spanning the 
needed 10,000 h experiences in practical medicine for excellence. Therefore, we will see 
the fading of medical excellence, if we could not establish other systems. A solution can 
be searched in decision-support systems. However, a requirement before is the need of a 
digitalization of all health data. We surely do not have enough evidences for all aspects 
of the practice of medicine, the intuition is fading away and therefore, we have to look 
around for other solutions. Big data generated by the digitalization of all health data could 
be the problem solver. In combination, IT will help to improve the quality of care.

Keywords: quality, practice of medicine, digitalization, health care, intuition, big data, 
randomized controlled trial (RCT)

1. Introduction

Nowadays we found a lot of changes of the frame works for all professions. The terms “digi-
talization,” “Internet of Things,” “disruption,” and “big data” cover some aspects of these 
changes on different hierarchical levels. Regarding the practice of medicine, we have to face 
the chances and challenges of all aspects of e-Health; however, the term “digitalization” is 
broader and spanning all aspects [1]. In the following chapter, I try to highlight some aspects 
especially in the face of practical medicine.
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2. Excellence in the practice of medicine

We know the factors that lead to excellence in medicine. Without the right amount of experiences 
based on a solid ground of knowledge, no excellence is achievable. However, without knowledge 
and without the ability for processing the experiences, excellence cannot be found [2]. Therefore, 
experiences alone are not the key to excellence [3]. It is the combination of genius, knowledge 
base, and experiences. Simon and Chase have found for master chess player that 10 years of 
practice are necessary [4]. In that time period, around 50,000 different patterns are stored that are 
essential for the intuitive part of the game. Ericsson was able to extend these findings to musi-
cians and physicians [2]. For excellence, you must be worked in practice for about 10,000 h.

However, let us have a closer look to excellence in the practice of medicine. Colleagues were asked 
what makes the difference regarding excellence in their colleagues [5]. They gave four factors:

1. Extensive practical experiences.

2. Master in taking the medical history from patients.

3. Precise and critical integration of all information into the process of diagnosis reasoning.

4. Continuous learning of clinical practice.

In internal medicine, the process of diagnostic reasoning is key to excellence [6]. This process 
can be divided into two parts:

System 1: Intuition

System 2: Analysis

Both have different properties (Table 1). For the doctor in the practice of health care, due 
to time pressure and the big number of patients and problems a typical doctor has to treat, 
handle, and solve in short time, the system 1 (intuition) is the only practical way, that is in 
most part confined to the amount of experiences made before. However, from time to time, 

System 1: Intuition System 2: Analysis

Experimental-induction Hypothesis-deduction

Rational limitations Rational unlimited

Heuristic Normative

Pattern recognition Robust decisions

Modular (“hard-wired”) decisions Critical-logical thinking

Guidance by pattern recognition Decision trees

Gut feeling Logical reasoning

Table 1. Medical decision-making after Croskerry [6].
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the doctor will face a problem, he cannot solve by intuition, then he has to go to system 2 
(analysis), that is time-consuming. Ideal would be an automatic adjustment of both systems 
in all decision-making during the process of diagnostic reasoning (Figure 1).

The problem nowadays is, that due to restriction of working hours, to the goals of life (“life-
work-balance”) and the restrictions of Generation Y, almost no education in medicine is span-
ning the mentioned 10,000 h experiences in practical medicine. Therefore, we will see the 
fading of medical excellence, if we could not establish other systems to replace system 1. The 
United States was leading in guarantee excellence in medicine by education since the days of 
Flexner [7]. The base of the excellence, however, was the precise and holistic learning of the 
medical knowledge base [8]. This is under pressure [9–11].

A solution can be searched in decision-support systems. However, before we need a digita-
lization of all health data. Electronic patient records are the key to accomplish that task [12]. 
Since we do not have the holistic solution, interfaces, and standards for that interfaces are 
highly needed [13, 14]. The analysis of data from the health system, often called “big data,” is 
confined on a solution to those issues. Algorithms should give help in a world of overwhelm-
ing information load for the doctor and should release him from the pain of long working 
hours. This is the promise of big data from the viewpoint of the practitioner.

3. Big data versus randomized controlled trials (RCT)

Measurement of quality in diagnostic reasoning and decision-making is the evidence-based 
decision, based on precise evidences generated, at best, in randomized controlled trial (RCTs) 
[15]. RCTs revolutionized medicine and yearly we get the evidences from 40,000 trials [16]. 
However, we surely do not have enough evidences for all aspects of the practice of medicine, 

Figure 1. Combination of System 1 and System 2 in diagnostic reasoning [6].
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[15]. RCTs revolutionized medicine and yearly we get the evidences from 40,000 trials [16]. 
However, we surely do not have enough evidences for all aspects of the practice of medicine, 

Figure 1. Combination of System 1 and System 2 in diagnostic reasoning [6].
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the intuition is fading away and therefore, we have to look around for other solutions. Big 
data could be the problem solver [16]. The combination of RCTs and big data could be key to 
assure the quality and excellence in medicine in the future (Figure 2) [17].

4. Impact of modern machine learning in todays and future medicine 
practice

Machine learning (ML) technology already has a big impact on today’s medical practice. From 
image classification in radiographs, over epidemic outbreak prediction to genome sequencing, 
computer algorithms become more and more prominent in modern medicine [18–21]. Projects 
of major companies like IBM Watson or Google’s Deep Mind Health as well as numerous 
smaller privately and publicly funded research projects are pushing forward to close the gaps 
between medicine, mathematics, and computer science [22].

For narrow applications with clear regulations, ML algorithms already outperform human 
capabilities by far and even create new unseen strategies as recently shown by Google’s Alpha 
Go Zero [22]. In this case, a self-trained algorithm mastered the game—more complex than 
chess—in less than 3 days. Although it has to be mentioned, that the reinforcement learning 
strategy used in this case might not be suitable in many medical applications, it is an indica-
tion of the potential of modern learning algorithms.

A closer look on the technology gives hope, that similar algorithms will not be limited to 
single and narrow applications, but rather can evolve in order to address the challenges of 
preserving the knowledge and intuition of experts and improve the quality of RCTs.

The reason for the great potential of machine learning lies in the nature of most of these new 
algorithms. Regardless whether Random Forests, Support Vector Machine or—most popular 

Figure 2. Big data (yellow) and randomized controlled trials (RCT = blue) [17].
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today—Deep Neural Networks are applied, they generate their functionality by convert-
ing the information contained in thousands and even millions or billions of examples into 
a highly nonlinear mathematical model [23–25]. In some ways, this is similar to the human 
learning process and hence may be the appropriate tool for conserving human experience in 
such models.

With medical data becoming increasingly available in a digitalized form, not only by clinical tri-
als but rather from every day medical practice, the databases grow in size and in depth [26]. This 
provides the possibility for algorithms not only to become more precise in their predictions but 
also to become more general in a sense that they can include a huge variety of factors in their 
decision process. Some aspects of a fading in intuition may so be replaceable by recommenda-
tion systems not based on thousands of hours of experience but of millions of decisions already 
made by experts in the past. Of course, so far, humans are still more efficient in their learning 
capabilities, but the pure scale of data contained in the algorithmic models may overcome this 
lack in efficiency. Nevertheless, recommendation systems driven by machine learning algorithms 
are more likely to complement a physician’s intuition in the very near future, than to completely 
surrogate it.

In a similar manner, classical RCTs can benefit from big data. In semi-supervised learning, 
for example, datasets of known and unknown outcomes are considered. Here one task is 
to identify corner cases in the data in order to increase the model accuracy most efficiently 
[27]. Such methods could help to identify suitable candidates for clinical trials to make their 
results more robust. Another opportunity in this direction is the analysis of already trained 
models by feature extraction methods, which may generate promising hypotheses for fur-
ther investigation in RCT. Finally it is to mention, that although RCTs form the scientific 
backbone of medicine, factors like publication bias and poor reproducibility rates show, 
that permanent monitoring of standard clinical practice is necessary [28, 29]. The ability of 
machine learning algorithms to constantly adapt to new situations, they seem to be predes-
tined for such a controlling task.

5. Conclusion

The excellence in the practice of medicine was bonded to long working hours and a relative 
small knowledge base. Nowadays, the framework for the practice of medicine is protecting 
the rights of the individual regarding long working hours, however, in combination with the 
fast growing of the knowledge base, the practice of medicine is under pressure regarding 
quality and excellence. The big data approach could help find a solution; however, the digita-
lization of all data used in the practice of medicine before are warranted. In combination, IT 
will help to improve the quality of care.

Conflict of interest

There is no “conflict of interest” declaration necessary.

The Practice of Medicine in the Age of Information Technology
http://dx.doi.org/10.5772/intechopen.75482

75



the intuition is fading away and therefore, we have to look around for other solutions. Big 
data could be the problem solver [16]. The combination of RCTs and big data could be key to 
assure the quality and excellence in medicine in the future (Figure 2) [17].

4. Impact of modern machine learning in todays and future medicine 
practice

Machine learning (ML) technology already has a big impact on today’s medical practice. From 
image classification in radiographs, over epidemic outbreak prediction to genome sequencing, 
computer algorithms become more and more prominent in modern medicine [18–21]. Projects 
of major companies like IBM Watson or Google’s Deep Mind Health as well as numerous 
smaller privately and publicly funded research projects are pushing forward to close the gaps 
between medicine, mathematics, and computer science [22].

For narrow applications with clear regulations, ML algorithms already outperform human 
capabilities by far and even create new unseen strategies as recently shown by Google’s Alpha 
Go Zero [22]. In this case, a self-trained algorithm mastered the game—more complex than 
chess—in less than 3 days. Although it has to be mentioned, that the reinforcement learning 
strategy used in this case might not be suitable in many medical applications, it is an indica-
tion of the potential of modern learning algorithms.

A closer look on the technology gives hope, that similar algorithms will not be limited to 
single and narrow applications, but rather can evolve in order to address the challenges of 
preserving the knowledge and intuition of experts and improve the quality of RCTs.

The reason for the great potential of machine learning lies in the nature of most of these new 
algorithms. Regardless whether Random Forests, Support Vector Machine or—most popular 

Figure 2. Big data (yellow) and randomized controlled trials (RCT = blue) [17].

eHealth - Making Health Care Smarter74

today—Deep Neural Networks are applied, they generate their functionality by convert-
ing the information contained in thousands and even millions or billions of examples into 
a highly nonlinear mathematical model [23–25]. In some ways, this is similar to the human 
learning process and hence may be the appropriate tool for conserving human experience in 
such models.

With medical data becoming increasingly available in a digitalized form, not only by clinical tri-
als but rather from every day medical practice, the databases grow in size and in depth [26]. This 
provides the possibility for algorithms not only to become more precise in their predictions but 
also to become more general in a sense that they can include a huge variety of factors in their 
decision process. Some aspects of a fading in intuition may so be replaceable by recommenda-
tion systems not based on thousands of hours of experience but of millions of decisions already 
made by experts in the past. Of course, so far, humans are still more efficient in their learning 
capabilities, but the pure scale of data contained in the algorithmic models may overcome this 
lack in efficiency. Nevertheless, recommendation systems driven by machine learning algorithms 
are more likely to complement a physician’s intuition in the very near future, than to completely 
surrogate it.

In a similar manner, classical RCTs can benefit from big data. In semi-supervised learning, 
for example, datasets of known and unknown outcomes are considered. Here one task is 
to identify corner cases in the data in order to increase the model accuracy most efficiently 
[27]. Such methods could help to identify suitable candidates for clinical trials to make their 
results more robust. Another opportunity in this direction is the analysis of already trained 
models by feature extraction methods, which may generate promising hypotheses for fur-
ther investigation in RCT. Finally it is to mention, that although RCTs form the scientific 
backbone of medicine, factors like publication bias and poor reproducibility rates show, 
that permanent monitoring of standard clinical practice is necessary [28, 29]. The ability of 
machine learning algorithms to constantly adapt to new situations, they seem to be predes-
tined for such a controlling task.

5. Conclusion

The excellence in the practice of medicine was bonded to long working hours and a relative 
small knowledge base. Nowadays, the framework for the practice of medicine is protecting 
the rights of the individual regarding long working hours, however, in combination with the 
fast growing of the knowledge base, the practice of medicine is under pressure regarding 
quality and excellence. The big data approach could help find a solution; however, the digita-
lization of all data used in the practice of medicine before are warranted. In combination, IT 
will help to improve the quality of care.

Conflict of interest

There is no “conflict of interest” declaration necessary.

The Practice of Medicine in the Age of Information Technology
http://dx.doi.org/10.5772/intechopen.75482

75



Author details

Mark Dominik Alscher1* and Nico Schmidt2

*Address all correspondence to: dominik.alscher@rbk.de

1 Robert-Bosch-Hospital, Stuttgart, Germany

2 Bosch - Healthcare Solution GmbH, Waiblingen, Germany

References

[1] Alscher MD. Medicine in the digital age: Let’s take the opportunities! Deutsche 
Medizinische Wochenschrift. 2017;142(5):313

[2] Ericsson KA. Deliberate practice and the acquisition and maintenance of expert perfor-
mance in medicine and related domains. Academic Medicine. 2004;79:S70-S81

[3] Galton F. Hereditary Genius: An Inquiry into Its Laws and Consequences. London: 
Originally published in 1869: Julian Friedman Publishers; 1979. p. 1869

[4] Simon HA, Chase WG. Skill in chess. American Scientist. 1973;61:394-403

[5] Mylopoulos M, Lohfeld L, Norman GR, Dhaliwal G, Eva KW. Renowned physicians’ 
perceptions of expert diagnostic practice. Academic Medicine. 2012;87(10):1413-1417

[6] Croskerry P. A universal model of diagnostic reasoning. Academic Medicine. 2009;84: 
1022-1028

[7] Flexner A. Medical education in the United States and Canada. Carnegie Foundation for 
the Advancement of Teaching. 1910; Bulletin No. 4

[8] Stern DT, Papadakis M. The developing physician—Becoming a professional. New 
England Journal of Medicine. 2006;355:1794-1799

[9] Greenberg A, Verbalis JG, Amin AN, Burst VR, Chiodo 3rd JA, Chiong JR, et al. 
Current treatment practice and outcomes. Report of the hyponatremia registry. Kidney 
International. 2015;88(1):167-177

[10] Bickel J, Brown AJ. Generation X: Implications for faculty recruitment and development 
in academic health centers. Academic Medicine. 2005;80:205-210

[11] Eckleberry-Hunt J, Tucciarone J. The challenges and opportunities of teaching “genera-
tion y”. Journal of Graduate Medical Education. 2011;3(4):458-461

[12] Kühn S, Haas P. Elektronische Patientenakte: Von der Dokumentenakte zur feingranu-
laren Akte. Dtsch Arztebl International. 2008;105(18):20

[13] Henderson ML, Dayhoff RE, Titton CP, Casertano A. Using IHE and HL7 conformance 
to specify consistent PACS interoperability for a large multi-center enterprise. Journal of 
Healthcare Information Management. 2006;20(3):47-53

eHealth - Making Health Care Smarter76

[14] Heinze O, Birkle M, Koster L, Bergh B. Architecture of a consent management suite 
and integration into IHE-based regional health information networks. BMC Medical 
Informatics and Decision Making. 2011;11:58

[15] Windeler J, Antes G, Behrens J, Donner-Banzhoff N, Lelgemann M. Randomised controlled 
trials (RCTs). Zeitschrift für Evidenz, Fortbildung und Qualität im Gesundheitswesen. 
2008;102(5):321-325

[16] Angus DC. Fusing randomized trials with big data: The key to self-learning health care 
systems? Journal of the American Medical Association. 2015;314(8):767-768

[17] Sim I. Two ways of knowing: Big data and evidence based medicine. Annals of Internal 
Medicine. 2016;164:262-263

[18] DePristo MA, Banks E, Poplin R, Garimella KV, Maguire JR, Hartl C, et al. A framework 
for variation discovery and genotyping using next-generation DNA sequencing data. 
Nature Genetics. 2011;43(5):491-498

[19] Akgul CB, Rubin DL, Napel S, Beaulieu CF, Greenspan H, Acar B. Content-based image 
retrieval in radiology: Current status and future directions. Journal of Digital Imaging. 
2011;24(2):208-222

[20] Kircher M, Stenzel U, Kelso J. Improved base calling for the Illumina Genome Analyzer 
using machine learning strategies. Genome Biology. 2009;10(8):R83

[21] Penedo MG, Carreira MJ, Mosquera A, Cabello D. Computer-aided diagnosis: A neu-
ral-network-based approach to lung nodule detection. IEEE Transactions on Medical 
Imaging. 1998;17(6):872-880

[22] Gibney E. What Google’s winning Go algorithm will do next. Nature. 2016;531(7594): 
284-285

[23] Basu S, Kumbier K, Brown JB, Yu B. Iterative random forests to discover predictive and 
stable high-order interactions. Proceedings of the National Academy of Sciences of the 
United States of America. January 19, 2018;2017:11236. (published ahead of print)

[24] Goodfellow I, Yoshua B, Courville A. Deep Learning. Cambridge: MIT press; Springer-
Verlag New York. 2016. http://www.springer.com/978-0-387-77241-7

[25] Steinwart I, Andreas C. Support Vector Machines. New York: Springer-Verlag, Springer 
Science & Business Media; 2008

[26] Bellazzi R, Blaz Z. Predictive data mining in clinical medicine: Current issues and guide-
lines. International Journal of Medical Informatics. 2008;77(2):81-97

[27] Cohn D, Rich C, McCallum A. Semi-supervised clustering with user feedback. Constrained 
Clustering: Advances in Algorithms, Theory, and Applications. 2003;4(1):17-32

[28] Mobley A, Linder SK, Braeuer R, Ellis LM, Zwelling L. A survey on data reproducibility 
in cancer research provides insights into our limited ability to translate findings from the 
laboratory to the clinic. PLoS One. 2013;8(5):e63221

[29] Easterbrook PJ, Berlin JA, Gopalan R, Matthews DR. Publication bias in clinical research. 
Lancet. 1991;337(8746):867-872

The Practice of Medicine in the Age of Information Technology
http://dx.doi.org/10.5772/intechopen.75482

77



Author details

Mark Dominik Alscher1* and Nico Schmidt2

*Address all correspondence to: dominik.alscher@rbk.de

1 Robert-Bosch-Hospital, Stuttgart, Germany

2 Bosch - Healthcare Solution GmbH, Waiblingen, Germany

References

[1] Alscher MD. Medicine in the digital age: Let’s take the opportunities! Deutsche 
Medizinische Wochenschrift. 2017;142(5):313

[2] Ericsson KA. Deliberate practice and the acquisition and maintenance of expert perfor-
mance in medicine and related domains. Academic Medicine. 2004;79:S70-S81

[3] Galton F. Hereditary Genius: An Inquiry into Its Laws and Consequences. London: 
Originally published in 1869: Julian Friedman Publishers; 1979. p. 1869

[4] Simon HA, Chase WG. Skill in chess. American Scientist. 1973;61:394-403

[5] Mylopoulos M, Lohfeld L, Norman GR, Dhaliwal G, Eva KW. Renowned physicians’ 
perceptions of expert diagnostic practice. Academic Medicine. 2012;87(10):1413-1417

[6] Croskerry P. A universal model of diagnostic reasoning. Academic Medicine. 2009;84: 
1022-1028

[7] Flexner A. Medical education in the United States and Canada. Carnegie Foundation for 
the Advancement of Teaching. 1910; Bulletin No. 4

[8] Stern DT, Papadakis M. The developing physician—Becoming a professional. New 
England Journal of Medicine. 2006;355:1794-1799

[9] Greenberg A, Verbalis JG, Amin AN, Burst VR, Chiodo 3rd JA, Chiong JR, et al. 
Current treatment practice and outcomes. Report of the hyponatremia registry. Kidney 
International. 2015;88(1):167-177

[10] Bickel J, Brown AJ. Generation X: Implications for faculty recruitment and development 
in academic health centers. Academic Medicine. 2005;80:205-210

[11] Eckleberry-Hunt J, Tucciarone J. The challenges and opportunities of teaching “genera-
tion y”. Journal of Graduate Medical Education. 2011;3(4):458-461

[12] Kühn S, Haas P. Elektronische Patientenakte: Von der Dokumentenakte zur feingranu-
laren Akte. Dtsch Arztebl International. 2008;105(18):20

[13] Henderson ML, Dayhoff RE, Titton CP, Casertano A. Using IHE and HL7 conformance 
to specify consistent PACS interoperability for a large multi-center enterprise. Journal of 
Healthcare Information Management. 2006;20(3):47-53

eHealth - Making Health Care Smarter76

[14] Heinze O, Birkle M, Koster L, Bergh B. Architecture of a consent management suite 
and integration into IHE-based regional health information networks. BMC Medical 
Informatics and Decision Making. 2011;11:58

[15] Windeler J, Antes G, Behrens J, Donner-Banzhoff N, Lelgemann M. Randomised controlled 
trials (RCTs). Zeitschrift für Evidenz, Fortbildung und Qualität im Gesundheitswesen. 
2008;102(5):321-325

[16] Angus DC. Fusing randomized trials with big data: The key to self-learning health care 
systems? Journal of the American Medical Association. 2015;314(8):767-768

[17] Sim I. Two ways of knowing: Big data and evidence based medicine. Annals of Internal 
Medicine. 2016;164:262-263

[18] DePristo MA, Banks E, Poplin R, Garimella KV, Maguire JR, Hartl C, et al. A framework 
for variation discovery and genotyping using next-generation DNA sequencing data. 
Nature Genetics. 2011;43(5):491-498

[19] Akgul CB, Rubin DL, Napel S, Beaulieu CF, Greenspan H, Acar B. Content-based image 
retrieval in radiology: Current status and future directions. Journal of Digital Imaging. 
2011;24(2):208-222

[20] Kircher M, Stenzel U, Kelso J. Improved base calling for the Illumina Genome Analyzer 
using machine learning strategies. Genome Biology. 2009;10(8):R83

[21] Penedo MG, Carreira MJ, Mosquera A, Cabello D. Computer-aided diagnosis: A neu-
ral-network-based approach to lung nodule detection. IEEE Transactions on Medical 
Imaging. 1998;17(6):872-880

[22] Gibney E. What Google’s winning Go algorithm will do next. Nature. 2016;531(7594): 
284-285

[23] Basu S, Kumbier K, Brown JB, Yu B. Iterative random forests to discover predictive and 
stable high-order interactions. Proceedings of the National Academy of Sciences of the 
United States of America. January 19, 2018;2017:11236. (published ahead of print)

[24] Goodfellow I, Yoshua B, Courville A. Deep Learning. Cambridge: MIT press; Springer-
Verlag New York. 2016. http://www.springer.com/978-0-387-77241-7

[25] Steinwart I, Andreas C. Support Vector Machines. New York: Springer-Verlag, Springer 
Science & Business Media; 2008

[26] Bellazzi R, Blaz Z. Predictive data mining in clinical medicine: Current issues and guide-
lines. International Journal of Medical Informatics. 2008;77(2):81-97

[27] Cohn D, Rich C, McCallum A. Semi-supervised clustering with user feedback. Constrained 
Clustering: Advances in Algorithms, Theory, and Applications. 2003;4(1):17-32

[28] Mobley A, Linder SK, Braeuer R, Ellis LM, Zwelling L. A survey on data reproducibility 
in cancer research provides insights into our limited ability to translate findings from the 
laboratory to the clinic. PLoS One. 2013;8(5):e63221

[29] Easterbrook PJ, Berlin JA, Gopalan R, Matthews DR. Publication bias in clinical research. 
Lancet. 1991;337(8746):867-872

The Practice of Medicine in the Age of Information Technology
http://dx.doi.org/10.5772/intechopen.75482

77



Section 3

Applications



Section 3

Applications



Chapter 6

Use of Artificial Intelligence in Healthcare Delivery

Sandeep Reddy

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74714

Provisional chapter

DOI: 10.5772/intechopen.74714

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Use of Artificial Intelligence in Healthcare Delivery

Sandeep Reddy

Additional information is available at the end of the chapter

Abstract

In recent years, there has been an amplified focus on the use of artificial intelligence 
(AI) in various domains to resolve complex issues. Likewise, the adoption of artificial 
intelligence (AI) in healthcare is growing while radically changing the face of health-
care delivery. AI is being employed in a myriad of settings including hospitals, clini-
cal laboratories, and research facilities. AI approaches employing machines to sense and 
comprehend data like humans has opened up previously unavailable or unrecognised 
opportunities for clinical practitioners and health service organisations. Some examples 
include utilising AI approaches to analyse unstructured data such as photos, videos, phy-
sician notes to enable clinical decision making; use of intelligence interfaces to enhance 
patient engagement and compliance with treatment; and predictive modelling to manage 
patient flow and hospital capacity/resource allocation. Yet, there is an incomplete under-
standing of AI and even confusion as to what it is? Also, it is not completely clear what 
the implications are in using AI generally and in particular for clinicians? This chapter 
aims to cover these topics and also introduce the reader to the concept of AI, the theories 
behind AI programming and the various applications of AI in the medical domain.

Keywords: artificial intelligence, healthcare delivery, medicine, machine learning, deep 
learning, intelligent agent and neural networks

1. Introduction

There has been an immense amount of discussion in recent years about the advent of arti-
ficial intelligence (AI) and the implication of its application in various domains. However, 
the concept of AI is not new and can be traced back to Ramon Llull’s theory of a reasoning 
machine in 1300 CE and even Aristotle’s syllogisms in 300 BC [1, 2]. However, it is only since 
the 1950s, clearer definitions and practical applications have been formulated [3, 4]. While 
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there was a lull in the development of AI in the 70s and 80s because of loss of interest and 
funding, there has been in the most recent period a dramatic revival in the research and devel-
opment of AI programs. Countries like China have prioritised AI development by investing 
billions of dollars into AI industrial hubs [5]. Other nations and global corporations have also 
invested into AI programming and creation of innovative AI applications [6–8]. Building on 
this trend, institutions are now increasingly paying attention to application of AI in health-
care. AI is being used to improve the efficiency in delivery of healthcare and address previ-
ously intractable health problems [1, 9, 10]. The hundreds of AI-based healthcare applications 
being introduced into the market in recent years is a testimonial to this focus. Commentators 
have discussed how application of AI in healthcare is at the early stages and there is yet more 
to come [1, 4, 6]. However, is AI just hype and are entities investing into a bubble? To get an 
answer, we first need to understand what AI is and its approaches and tools. This chapter 
covers these issues and how they specifically apply to healthcare and what is next for the use 
of AI in healthcare?

2. Development and application of AI

2.1. Definition

So, what is AI? Because of the complexity involved in developing synthetic intelligence that 
is comparable to human intelligence, there are varying interpretations of what AI is and what 
goes into developing AI. Some authors even frown upon the term ‘AI’ and prefer the term 
‘Computational Intelligence’ [11]. However, if we consider what is the objective of AI and 
what resources go into achieving the objective, an acceptable definition encompassing these 
components can be fashioned. The end objective of AI is to create systems that think and act 
rationally like humans [2, 4, 12]. These systems can also be termed as ‘intelligent agents’ [2, 4]. 
If the goal of the system is to demonstrate intelligence and developing these systems requires 
computer programming, a formal definition of AI would read as ‘a field of science concerned 
with the computational understanding of what is commonly called intelligent behaviour, and with the 
creation of intelligent agents that exhibit such behaviour’ [13]. Simpler definitions describe AI as 
‘machines assuming human like capabilities’, ‘extension of human intelligence through com-
puters’ and ‘making computers do things which currently humans do’ but a more accurate 
description would be ‘the science of making intelligent machines’ [1, 2, 4, 14].

2.2. Intelligent agent

AI theory can be best understood through the intelligent agent concept [11]. An intelligent 
agent incorporates the skills required to pass the Turing Test, which assesses whether a 
machine can think like a human? [2, 3]. So an intelligent agent should be skilled in percep-
tion, practical reasoning and have an ability to take action to achieve its goals. The agent uti-
lises the environment, it operates within, to both receive input and take action (Figure 1). Some 
key inputs that feed into an agent and potentially, which it can draw itself are current obser-
vations about the environment, prior knowledge about the environment, past experiences 
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that it can learn from and the objectives it needs to achieve. The agent perceives the environ-
ment through sensors and acts on the environment through effectors. When an intelligent 
agent is comprised of a computational core with physical actuators and sensors, it is termed 
a ‘robot’ [11]. When an agent is a program acting in a pure computational environment, it is 
an ‘infobot’ and when an advice providing program is coupled with a human expert, it is a 
‘decision support system’.

2.3. What makes up AI?

In the past, researchers aimed for AI to replicate human intelligence [2]. This approach is 
called ‘Classical AI’. However, this was a limiting approach as it assumed human intel-
ligence is the only form of intelligence. This approach also assumes human intelligence is 
the most intelligence can be. Intelligence mainly comprises of learning and reasoning [3, 13]. 
Constructing intelligence does not have to be defined by the limitations human intelligence 
poses. An apt analogy to discuss here is flight. While bird flight may be a source of inspiration 
for constructing aeroplanes, the aeroplane structure is not replicating the anatomic structure 
of a bird. So in constructing AI, it is more important to incorporate the vital characteristics of 
intelligence than merely replicate human intelligence.

Figure 1. Concept of an intelligent agent.
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this trend, institutions are now increasingly paying attention to application of AI in health-
care. AI is being used to improve the efficiency in delivery of healthcare and address previ-
ously intractable health problems [1, 9, 10]. The hundreds of AI-based healthcare applications 
being introduced into the market in recent years is a testimonial to this focus. Commentators 
have discussed how application of AI in healthcare is at the early stages and there is yet more 
to come [1, 4, 6]. However, is AI just hype and are entities investing into a bubble? To get an 
answer, we first need to understand what AI is and its approaches and tools. This chapter 
covers these issues and how they specifically apply to healthcare and what is next for the use 
of AI in healthcare?

2. Development and application of AI

2.1. Definition

So, what is AI? Because of the complexity involved in developing synthetic intelligence that 
is comparable to human intelligence, there are varying interpretations of what AI is and what 
goes into developing AI. Some authors even frown upon the term ‘AI’ and prefer the term 
‘Computational Intelligence’ [11]. However, if we consider what is the objective of AI and 
what resources go into achieving the objective, an acceptable definition encompassing these 
components can be fashioned. The end objective of AI is to create systems that think and act 
rationally like humans [2, 4, 12]. These systems can also be termed as ‘intelligent agents’ [2, 4]. 
If the goal of the system is to demonstrate intelligence and developing these systems requires 
computer programming, a formal definition of AI would read as ‘a field of science concerned 
with the computational understanding of what is commonly called intelligent behaviour, and with the 
creation of intelligent agents that exhibit such behaviour’ [13]. Simpler definitions describe AI as 
‘machines assuming human like capabilities’, ‘extension of human intelligence through com-
puters’ and ‘making computers do things which currently humans do’ but a more accurate 
description would be ‘the science of making intelligent machines’ [1, 2, 4, 14].

2.2. Intelligent agent

AI theory can be best understood through the intelligent agent concept [11]. An intelligent 
agent incorporates the skills required to pass the Turing Test, which assesses whether a 
machine can think like a human? [2, 3]. So an intelligent agent should be skilled in percep-
tion, practical reasoning and have an ability to take action to achieve its goals. The agent uti-
lises the environment, it operates within, to both receive input and take action (Figure 1). Some 
key inputs that feed into an agent and potentially, which it can draw itself are current obser-
vations about the environment, prior knowledge about the environment, past experiences 
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that it can learn from and the objectives it needs to achieve. The agent perceives the environ-
ment through sensors and acts on the environment through effectors. When an intelligent 
agent is comprised of a computational core with physical actuators and sensors, it is termed 
a ‘robot’ [11]. When an agent is a program acting in a pure computational environment, it is 
an ‘infobot’ and when an advice providing program is coupled with a human expert, it is a 
‘decision support system’.

2.3. What makes up AI?

In the past, researchers aimed for AI to replicate human intelligence [2]. This approach is 
called ‘Classical AI’. However, this was a limiting approach as it assumed human intel-
ligence is the only form of intelligence. This approach also assumes human intelligence is 
the most intelligence can be. Intelligence mainly comprises of learning and reasoning [3, 13]. 
Constructing intelligence does not have to be defined by the limitations human intelligence 
poses. An apt analogy to discuss here is flight. While bird flight may be a source of inspiration 
for constructing aeroplanes, the aeroplane structure is not replicating the anatomic structure 
of a bird. So in constructing AI, it is more important to incorporate the vital characteristics of 
intelligence than merely replicate human intelligence.

Figure 1. Concept of an intelligent agent.

Use of Artificial Intelligence in Healthcare Delivery
http://dx.doi.org/10.5772/intechopen.74714

83



Learning is an essential characteristic of intelligence [2, 4, 11]. Learning involves acquir-
ing new knowledge, developing new skills through instruction or practise and knowledge 
representation and experimentation. If AI comprises learning, it has to demonstrate all the 
aforementioned features. A very common process through which AI systems achieve learning 
objectives is by Machine Learning. Machine learning is the modelling of different aspects of the 
learning process by computers [15]. Key goals of machine learning are for algorithms1 to self-
learn and improve through experience. The algorithms for machine learning typically fall into 
two categories: supervised and unsupervised categories [16]. Supervised learning involves an 
algorithm working with labelled training data. Categorisation of data and programming of 
the relationship between input and output data occurs in supervised learning. On the other 
hand, unsupervised learning allows the algorithm to identify a hidden pattern in a stack of 
data. Here the algorithm is run to check what patterns can be identified in the data and what 
outcomes may occur?

Reasoning and knowledge representation are the other aspects of AI [11]. In AI, reason-
ing involves manipulation of data to produce actions. Unlike traditional programming, the 
emphasis in AI is on what is to be computed rather than how it is to be computed? Structuring 
of this computation happens through design-time reasoning, offline computation and online 
computation. Earlier forms of AI involved algorithms based on the step-by-step reasoning 
model used to address predicated problems [2]. However, these models were not useful for 
uncertain situations or when there was incomplete information. AI reasoning models have 
now evolved to respond to these situations by drawing upon concepts from probability and 
economic theories. To resolve problems-certain or uncertain, AI systems require widespread 
knowledge about the relevant environment and then be able to represent this knowledge in a 
computable form [11]. For this to occur, AI uses a Representation and Reasoning System (RRS). 
An RRS is comprised of a programming language to communicate with a computer, a method 
to allocate meaning to the language and after input a process to figure out the answers. 
Knowledge is represented in different forms, but the most widely used method is Frames [2]. 
Frames are files in the computer where information is stored in slots. To enable AI knowledge 
representation and reasoning, programming languages and computational resources are two 
important properties. Different programming languages are used in AI, but the most popular 
are low-level programming languages such as Lisp, Python, C++ and Fortran. In the past, 
stand-alone computers and their limited processing power had restricted the advancement 
of AI. In recent years, AI reasoning and knowledge representation has immensely benefited 
from the rapid technological advances in computing power and wireless technology. These 
advances have helped in the deployment of sophisticated algorithms designed to resolve 
problems that could not have been addressed by AI applications in the past.

2.4. AI tools

AI systems employ several tools to automate problem-solving tasks. These tools are based on 
AI principles, some of which were discussed in the previous sections. The tools are used to 

1In computer science, an algorithm is an explicit description of how to solve a class of problems? [2–4].
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create AI applications to resolves issues across various disciplines and industries. Some com-
monly utilised tools are discussed in this section.

Search in AI system mirrors real-life problem solving but draws upon computing power to 
resolve the problems [17]. Search problems are classified based on the amount of informa-
tion that is available to the search process. This information may relate to the whole of the 
problem area or a specific component of the problem. AI through an independent search 
planning process analyses multiple options and identifies an optimal solution. AI adopts a 
faster and better process to search and optimisation than conventional techniques [17, 18]. 
The search process that separates AI from conventional techniques is its process remembers 
past results, learns and refines its performance in relation to past searches, plans its path for-
ward and answers search queries akin to human intelligence. One such example of AI search 
and optimisation tool is Evolutionary Computation. Evolutionary Computation is the umbrella 
term for algorithms based on natural evolutionary processes that incorporate mechanisms 
of natural selection and survival of the fittest principle [1, 10]. Foremost of the evolution-
ary computation algorithms are the Genetic Algorithms. Genetic Algorithms are a category of 
stochastic search and optimisation algorithms based on Darwin’s natural biological evolu-
tion. These algorithms use a population-based search process to create random solutions for 
the problem at hand. These solutions are termed chromosomes. The chromosomes are com-
prised of random values derived from various control values. The variations in the values 
are utilised for the search process. The population of chromosomes is then assessed for an 
objective function. This population of solutions then evolves from one generation to another 
to arrive at an acceptable solution. The ideal solutions are retained and the mediocre ones 
disposed of. Through a process of repetition, improvements and generation of new solutions 
would occur.

In their quest to replicate biological intelligence, AI researchers inspired by the biological 
nervous system have developed Artificial Neural Networks (ANNs) [1, 19]. Artificial Neural 
Networks attempt to simulate nerve cell (neurons) networks of the brain. This approach of 
copying biological neuronal networks to function independently differs from conventional 
computing process that primarily seeks to support human brain computation. A very sim-
ple base algorithm structure (see Figure 2) lies behind the artificial neural networks but 
it can be adapted to a range of problems. The artificial neurons, which are computer pro-
cessors, are interconnected with each other and are capable of performing parallel com-
putations for data processing and knowledge representation [19]. These neural networks 
are capable of learning from historical examples, examining non-linear data, and manag-
ing imprecise information. ANNs are categorised into two main categories: Feedforward 
Neural Networks and Recurrent Neural Networks. In feedforward network the signal passes 
in only one direction and in recurrent neural networks, feedback and short-term memories 
of previous inputs are enabled. In both categories, application of deep learning, which is 
a class of machine learning that uses a cascade of multiple layers of non-linear processing 
units, enhances the problem-solving capabilities of the neural networks. So we have deep 
feedforward and deep recurrent neural networks increasingly being used to resolve real-
world problems through language modelling, analysis of unstructured data and strategy 
formulation.
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create AI applications to resolves issues across various disciplines and industries. Some com-
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planning process analyses multiple options and identifies an optimal solution. AI adopts a 
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The search process that separates AI from conventional techniques is its process remembers 
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ary computation algorithms are the Genetic Algorithms. Genetic Algorithms are a category of 
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cessors, are interconnected with each other and are capable of performing parallel com-
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are capable of learning from historical examples, examining non-linear data, and manag-
ing imprecise information. ANNs are categorised into two main categories: Feedforward 
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in only one direction and in recurrent neural networks, feedback and short-term memories 
of previous inputs are enabled. In both categories, application of deep learning, which is 
a class of machine learning that uses a cascade of multiple layers of non-linear processing 
units, enhances the problem-solving capabilities of the neural networks. So we have deep 
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formulation.
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Logic is important to reasoning, which in turn is a key component of intelligence. Classical 
logic is based on the assumption that only two truth-values (false and true) exist [2]. This 
assumption is called bivalence. On the other hand, Fuzzy Logic reflects real world phenom-
enon, where everything is a matter of degree [1, 2, 10]. A fuzzy logic can be viewed as a fuzzy 
extension of a multi-valued logic i.e. instead of recognising everything is black and white, it 
recognises there are shades of grey. Fuzzy logic uses continuous set membership from 0 to 
1 in opposition to Boolean logic, which relies on sharp distinctions such as 0 for false and 1 
for true. Fuzzy applications utilise a structure of series of ‘if-then’ rules for modelling. This 
approach by fuzzy logic permits ambiguity and can be used in AI systems for indeterminate 
reasoning.

Another important AI technique is Natural Language Processing. Natural language processing 
(NLP) is concerned with the use of software programming to understand and manipulate 
natural language text or speech for practical purposes [20]. With NLP, the process of lan-
guage analysis is decomposed into various stages mirroring theoretical linguistic distinctions 
as outlined by syntax, semantics and pragmatics [4, 20]. NLP enables machines to read and 
understand human language. NLP can also be utilised to gather and analyse unstructured 
data such as free text. In recent years, progress in NLP specifically in the field of syntax has 
led to development of effective grammar characterisation and chart parsing. Development of 
numerous conceptual tools has led to formation of systems and interface subsystems to use 

Figure 2. Schematic representation of an artificial neural network.
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for experiments. Part-of-speech identification and word sense disambiguation have become 
standard processes in NLP. Other current applications of NLP include information retrieval, 
machine translation and text mining.

Use of Hybrid Artificial Intelligent Systems (HAIS), which are a combination of AI techniques, 
is becoming popular because of its capabilities to address real world complex problems that 
individual AI techniques cannot address [21]. By combining different AI learning and adapta-
tion techniques, HAIS overcomes the limitations associated with a particular technique. HAIS 
may involve a combination of agents and multi-agent systems, fuzzy systems, artificial neural 
networks, optimisation models and so forth. By combining symbolic and sub-symbolic tech-
niques, complex issues involving indistinctness, ambiguity and vagueness can be resolved by 
HAIS. The synergy in HAIS also allows it to adjust to common sense, mine knowledge from 
raw data, use human like reasoning, and learn to adapt to a changing environment.

3. AI in healthcare

AI lends itself to healthcare delivery very well. In fact, in the recent years there has been 
an exponential increase in the use of AI in clinical environments [1, 6, 21–24]. With modern 
Medicine facing a significant challenge of acquiring, analysing and applying structured and 
unstructured data to treat or manage diseases, AI systems with their data-mining and pattern 
recognition capabilities come in handy. Medical AI is mainly concerned with the develop-
ment of AI programs that help with the prediction, diagnosis and treatment or management 
of diseases. In contrast to non-AI medical software application, which relies on pure statisti-
cal analysis and probabilistic approaches, medical AI applications utilise symbolic models of 
diseases and analyse their relationship to patient signs and symptoms [1, 25–27]. For exam-
ple, diagnostic AI applications gather and synthesise clinical data and compare information 
with predefined categories such as diseases to help with diagnosis and treatment. Medical AI 
applications have not just been used to support diagnosis but also treatment protocol devel-
opment, drug development and patient monitoring too [1].

3.1. History of use of AI in healthcare

Discussion of the use of AI in medicine coincides with the advent AI in the modern era. This 
is not surprising as AI systems initially intend to replicate the functioning of the human brain 
[2]. In 1970, William B Schwartz, a physician interested in the use of computing science in 
medicine, published an influential paper in the New England Journal of Medicine titled ‘Medicine 
and the computer: the promise and problems of change’ [28]. In the paper he argued ‘Computing 
science will probably exert its major effects by augmenting and, in some cases, largely replacing the 
intellectual functions of the physician’. By the 1970s there was a realisation that conventional 
computing techniques were unsuitable for solving complex medical phenomenon [2, 4]. A 
more sophisticated computational model that simulated human cognitive processes, that is 
AI models, was required for clinical problem solving. Early efforts to apply AI in medicine 
consisted of setting up rules-based systems to help with medical reasoning. However, serious 
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clinical problems are too complex to lend them to simple rules-based problem solving tech-
niques. Problem solving in medicine then progressed to construction of computer programs 
based on models of diseases. It was not just with the field of general medicine, that AI was 
being explored to assist with problem solving. In 1976, the Scottish surgeon Gunn used com-
putational analysis to diagnose acute abdominal pain [1]. This was achieved through clinical 
audits of structured case notes through computers, whereby diagnosis through this route 
proved to be about 10% more accurate than the conventional route. By the 1980s, AI research 
communities were well established across the world but especially in learning centres in the 
US [1, 2, 4, 13]. This development helped in expansion of the use of novel and innovative AI 
approaches to medical diagnoses. Much of this push was because medicine was an ideal test-
ing ground for these AI applications. A significant number of AI applications in medicine at 
this stage were based on the expert system methodology [1, 25, 29–31]. By the end of the 1990s, 
research in medical AI had started to use new techniques like machine learning and artificial 
neural networks to aid clinical decision-making. The next section explores current application 
of AI in various aspects of healthcare.

3.2. Application of AI techniques in healthcare

The wide acceptance of AI in healthcare relates to the complexities of modern medicine, 
which involves acquisition and analysis of the copious amount of information and the limita-
tion of clinicians to address these needs with just human intelligence. Medical AI applications 
with their advanced computing ability are overcoming this limitation and are using several 
techniques to assist clinicians in medical care.

AI is being used for all the three classical medical tasks: diagnosis, prognosis and therapy but 
mostly in the area of medical diagnosis [9, 32]. Generally, the medical diagnosis cycle (Figure 3)  
involves observation and examination of the patient, collection of patient data, interpreta-
tion of the data using the clinician’s knowledge and experience and then formulation of a 
diagnosis and a therapeutic plan by the physician. If we can compare the medical diagnostic 
cycle (Figure 3) to the concept of an intelligent agent system, the physician is the intelligent 
agent, the patient data is the input and the diagnosis is the output. There are several methods, 
through which AI systems can replicate this diagnostic cycle and assist clinicians with medi-
cal diagnosis. One such approach is the use of Expert Systems. Expert systems are based on 
rules clearly outlining the steps involved in progressing from inputs to outputs [2]. The pro-
gression occurs through the construction of a number of IF-THEN type rules. These rules are 
constructed with the help of subject experts like clinicians who have interest and experience 
in the particular domain. The success of the expert system relies on the explicit representa-
tion of the knowledge area in the form of rules. The core of the expert system is the inference 
engine, which transforms the inputs into actionable outputs.

Commonly, the application of the expert system approach in medical software programming 
is seen in Clinical Decision Support Systems (CDSS). Simply put, CDSS are software programs 
that enable clinicians to make clinician decisions [33, 34]. CDSS provides customised assess-
ment or advice based on analysis of patient data sets. An early version of CDSS was the 
MYCIN program developed in the 1970s. MYCIN was a CDSS focusing on the management  
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of infectious disease patients. Infectious disease knowledge was represented in the form of 
production rules, which are conditional statements as to how observations can be inferred 
appropriately. However, MYCIN had less emphasis on diagnosis and more on the man-
agement of patients with infectious diseases. In a later evaluation of the MYCIN system, it 
was found it compared favourably with the advice provided by infectious disease experts. 
MYCIN paved the way for the development of knowledge-based systems and the commer-
cialisation of rule-base approaches in medicine and other fields. Another CDSS that was ini-
tially developed around the same time period as MYCIN but continues to be used is the 
QMR system [35]. The QMR system utilises a customised algorithm modelled on the clinical 
reasoning of one single University of Pittsburgh internist. Hence the system was initially 
called INTERNIST-I. By considering historical and physical findings, QMR system gener-
ates the differential diagnosis. Utilising a large database that categorises disease findings 
into ‘evoking strengths’, ‘importance’ and ‘frequencies’ domains, the system generates the 
differential diagnosis. Heuristic rules drove the system to produce a list of ranked diagno-
ses founded on disease knowledge domains in-built into the system. Where the system was 
unable to make a determined diagnosis it probed the user with further questions or provided 
advice about further tests until a determination of the condition was made. While MYCIN 
and QMR systems offered diagnostic support, other forms of CDSS can provide alerts and 
reminders and advice about patient treatment and management. These systems operate by 

Figure 3. Medical diagnostic-therapeutic cycle.
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of infectious disease patients. Infectious disease knowledge was represented in the form of 
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differential diagnosis. Heuristic rules drove the system to produce a list of ranked diagno-
ses founded on disease knowledge domains in-built into the system. Where the system was 
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Figure 3. Medical diagnostic-therapeutic cycle.
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creating predictive models and multi-dimensional patient view through aggregation of data 
from multiple sources including knowledge and patient information databases. As treatment 
and management of diseases have evolved, CDSS architecture is now utilising multi-agent 
systems [26]. Each of the multiple agents performs distinct tasks and operations in various 
capacities or different locations but transmit data to a central repository so aggregated data 
can be used for knowledge discovery.

Unlike experts systems where a serial or sequential data processing approach is utilised, 
ANN processing utilises a parallel form of data processing analogous to the brain [19]. In 
ANNs, the processing elements, otherwise called as neurons, process data simultaneously 
while communicating with each other. The processing elements are arranged in layers and 
the layers, in turn, are connected to each other. The links between the processing elements 
are associated with a numerical weight. The memory and adaptation of ANNs are adjusted 
by changing the weights, which leads to the amplification of the effects of afferent connec-
tion to each processing element. As a result of this architecture, ANNs can be trained to learn 
from experience, analyse non-linear data and manage inexact information. These abilities 
have led to ANN techniques being one of the most popularly utilised AI techniques in med-
icine [1]. ANNs in addition to medical diagnosis have been used for radiology and histo-
pathology analysis. In radiology, gamma camera, CT, ultrasound and MRI all create digital 
images, which can be manipulated by ANNs and used as inputs. The digitised inputs are then 
transmitted through the hidden and output layers to produce desired outputs (see Figure 2). 
Using the Backpropagation approach, a learning algorithm, ANNs have successfully iden-
tified orthopaedic trauma from radiographs [36]. When ANNs and radiologists interpret 
the same radiological images separately, research has identified good diagnostic agreement  
[1, 36]. ANNs have also been used for analysis of cytological and histological specimens too 
[1, 25]. For example, ANNs has been used to screen abnormal cells from slide images for 
haematology and cervical cytology. Further, ANNs have also been used to interpret ECGs 
and EEGs through waveform analysis. For this to occur, a multi-layered neural network is 
trained with waveform data from both people with the disease and without [1]. Evaluation 
of the waveform interpretations by ANNs has identified excellent pattern approximation and 
classification abilities and comparable in interpretation to clinicians.

Data Mining acts as the foundation for machine learning. Data mining is the process for identi-
fying previously unknown patterns and trends in large databases and then utilising the same 
to create predictive models [37, 38]. Data mining involves multiple iterative steps (Figure 4) 
that includes retrieval of data sets from data warehouses or operational databases, cleaning 
of data to remove discrepancies, analysis of data sets to identify patterns that represent rela-
tionships amongst the data, validation of the patterns with new data sets and culminating 
in knowledge extraction [39]. Use of data mining has become hugely popular in healthcare 
largely because of the generation of data too voluminous and complex to be processed by 
conventional computational techniques. The potential application of data mining in health-
care can be huge but practically data mining has been used in evaluating the effectiveness 
of medical treatments, analyse epidemiological data to identify disease outbreaks and act as 
an early warning system, analyse hospital records to identify acute medical conditions and 
help with interventions, quality assessment of medical interventions and predicting survival 
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time for chronic disease and cancer patients [8, 38–40]. Data mining medical data faces two 
main issues: heterogeneity of data sometimes with incomplete recording or filing of data and 
complexity of the requested outputs [27]. Fuzzy logic, which we discussed in an earlier sec-
tion, with its proficiency to represent assorted data, strength in adapting to change in the user 
environment and its distinctive expressiveness can support data mining in addressing these 
issues. Thus data mining utilising fuzzy logic has been used for a range of situations in health-
care including prediction of the prognosis of cancer and assessing the satisfaction of clinicians 
for patient information management systems.

There are an estimated 5 billion mobile phone subscriptions in the world [41]. Many mobile 
phones now have memories and processing power equivalent to the capacity of mini-com-
puters [42]. So it is natural to see mobile communication devices being harnessed to deliver 
healthcare. The use of wireless communication devices to support delivery of healthcare is 
called Mobile Health or in a popular terminology: mHealth [41]. Mobile health applications 
are being used in many areas of healthcare delivery including education and awareness, 
point-of-care support and diagnostics, patient monitoring, disease surveillance, emergency 
medical response and patient information management [41, 43–46]. The rapid development 
in mHealth has coincided with the increase in AI research and development of AI tech-
niques. Consequently, there has been an increased application of AI techniques in mHealth. 
The move has worked well as characteristics of an intelligent agent system lend themselves 
to the objectives of mHealth. The intelligent agent perceives the environment and autono-
mously acts upon it. In case of multi-agent systems, the agents can communicate between 
themselves, dynamically manage data and resource and handle the complexity of solutions 
through decomposition, modelling and reorganisation of relationships. These abilities mean 
agent-based mobile applications can be used for remote monitoring of patients especially 
elderly and chronic disease patients, support clinical decision-making and provide remote 
training for health workers. The application of AI has not been restricted to mobile commu-
nication devices but has been extended to other smart devices. When these smart devices are 

Figure 4. Data mining process. Adapted from Huang et al. [39].

Use of Artificial Intelligence in Healthcare Delivery
http://dx.doi.org/10.5772/intechopen.74714

91



creating predictive models and multi-dimensional patient view through aggregation of data 
from multiple sources including knowledge and patient information databases. As treatment 
and management of diseases have evolved, CDSS architecture is now utilising multi-agent 
systems [26]. Each of the multiple agents performs distinct tasks and operations in various 
capacities or different locations but transmit data to a central repository so aggregated data 
can be used for knowledge discovery.

Unlike experts systems where a serial or sequential data processing approach is utilised, 
ANN processing utilises a parallel form of data processing analogous to the brain [19]. In 
ANNs, the processing elements, otherwise called as neurons, process data simultaneously 
while communicating with each other. The processing elements are arranged in layers and 
the layers, in turn, are connected to each other. The links between the processing elements 
are associated with a numerical weight. The memory and adaptation of ANNs are adjusted 
by changing the weights, which leads to the amplification of the effects of afferent connec-
tion to each processing element. As a result of this architecture, ANNs can be trained to learn 
from experience, analyse non-linear data and manage inexact information. These abilities 
have led to ANN techniques being one of the most popularly utilised AI techniques in med-
icine [1]. ANNs in addition to medical diagnosis have been used for radiology and histo-
pathology analysis. In radiology, gamma camera, CT, ultrasound and MRI all create digital 
images, which can be manipulated by ANNs and used as inputs. The digitised inputs are then 
transmitted through the hidden and output layers to produce desired outputs (see Figure 2). 
Using the Backpropagation approach, a learning algorithm, ANNs have successfully iden-
tified orthopaedic trauma from radiographs [36]. When ANNs and radiologists interpret 
the same radiological images separately, research has identified good diagnostic agreement  
[1, 36]. ANNs have also been used for analysis of cytological and histological specimens too 
[1, 25]. For example, ANNs has been used to screen abnormal cells from slide images for 
haematology and cervical cytology. Further, ANNs have also been used to interpret ECGs 
and EEGs through waveform analysis. For this to occur, a multi-layered neural network is 
trained with waveform data from both people with the disease and without [1]. Evaluation 
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to create predictive models [37, 38]. Data mining involves multiple iterative steps (Figure 4) 
that includes retrieval of data sets from data warehouses or operational databases, cleaning 
of data to remove discrepancies, analysis of data sets to identify patterns that represent rela-
tionships amongst the data, validation of the patterns with new data sets and culminating 
in knowledge extraction [39]. Use of data mining has become hugely popular in healthcare 
largely because of the generation of data too voluminous and complex to be processed by 
conventional computational techniques. The potential application of data mining in health-
care can be huge but practically data mining has been used in evaluating the effectiveness 
of medical treatments, analyse epidemiological data to identify disease outbreaks and act as 
an early warning system, analyse hospital records to identify acute medical conditions and 
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time for chronic disease and cancer patients [8, 38–40]. Data mining medical data faces two 
main issues: heterogeneity of data sometimes with incomplete recording or filing of data and 
complexity of the requested outputs [27]. Fuzzy logic, which we discussed in an earlier sec-
tion, with its proficiency to represent assorted data, strength in adapting to change in the user 
environment and its distinctive expressiveness can support data mining in addressing these 
issues. Thus data mining utilising fuzzy logic has been used for a range of situations in health-
care including prediction of the prognosis of cancer and assessing the satisfaction of clinicians 
for patient information management systems.

There are an estimated 5 billion mobile phone subscriptions in the world [41]. Many mobile 
phones now have memories and processing power equivalent to the capacity of mini-com-
puters [42]. So it is natural to see mobile communication devices being harnessed to deliver 
healthcare. The use of wireless communication devices to support delivery of healthcare is 
called Mobile Health or in a popular terminology: mHealth [41]. Mobile health applications 
are being used in many areas of healthcare delivery including education and awareness, 
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connected to each other to create a cyber-physical smart pervasive network, it is termed as the 
Internet of Things (IoT) [47, 48]. IoT is being used across for many purposes including predic-
tion of natural disasters, water scarcity monitoring and intelligent transport systems but in 
health care, the concept is being used to design smart homes to assist senior citizens to accom-
plish their daily living activities while preserving their privacy and to remotely monitor their 
health conditions and medicine intake [48]. An IoT powered by AI and set up to address the 
healthcare need of senior and incapacitated patients is called as Ambient Assisted Living (AAL) 
[49]. As the main aim of AAL is to extend the independent living of elderly individuals in 
their homes, automation, security, control and communication are key aspects of AAL modu-
lar architecture. The system also includes sensors, actuators and cameras to collect different 
types of data about the individual and home. The constituent system sets up a smart home 
environment where activities and the health condition of the resident are not only tracked but 
also predicted [50].

In addition to the examples discussed above, AI techniques have been successfully used in 
other areas of medicine. Genetic algorithm techniques have been used to predict outcomes 
in acutely ill and cancer patients, to analyse mammograms and MRI images and fuzzy logic 
techniques have been used in diagnosing various cancers, characterise ultrasound and CT 
scan images and predict survival in cancer patients and administer medication and anaesthet-
ics [1, 6].

Of all the AI applications that have been developed over the past many decades, IBM’s Watson 
is one of the well-recognised applications. IBM Watson is a cognitive computing technology 
that groups together the competencies of reading, reasoning and learning to reply to ques-
tions or investigate original connections [40]. IBM Watson aggregates huge volumes of struc-
tured and unstructured data from multiple sources into a single repository called Watson 
corpus. IBM incorporates machine learning and NLP techniques to process and analyse data 
to undertake problem solving. The technology of IBM Watson has been extended to the medi-
cal domain to assist medical scientists and clinicians in improving patient care [31, 51–53]. 
Some of the published examples of the use of IBM Watson in health care include automated 
problem list generation from electronic medical records, drug target identification and drug 
repurposing, interpretation of genetic testing results, oncological decision making support, 
and to support the roll-out of government healthcare programs.

3.3. Future trends and application of AI in healthcare

As more AI research is undertaken and AI systems become more trained and consequently 
intelligent, it is foreseeable that these agents replace some of, if not all, the human elements of 
clinical care [6]. While leaving the communication of serious matters and final decision mak-
ing to human clinicians, AI systems can take responsibility for routine and less risky diagnos-
tic and treatment processes. The intention here is not to replace human clinicians but enable a 
streamlined high-quality healthcare delivery process.

Of all the promising medical AI novelties that are being explored, robotics driven by AI will 
have an important role in the medical automation process. Robots embody AI and give it a 
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form, while AI algorithms/programming provide intelligence to the robots [2]. Robotic assis-
tants have already been employed to conduct surgeries, deliver medication and monitor hos-
pital patients but the most promising area for their use is in elderly care [31]. Mobile robotic 
assistants are already being used to assist the elderly people in their day-to-day activities 
either in their home or in aged care settings [51]. The robotic assistants mainly undertake 
tasks that remind them of their routine activities including medication intake or guidance in 
their environments. With advances in AI and robotics, the employment of robotic assistants 
in elderly care is only bound to grow.

While the conventional thinking is that robots act as a vessel for a silicon-based artificial brain, 
there is emergence of a school of thought that imagines the use of biological brains in robots 
[2]. With advances in science now allowing the culture of biological neurons, the potential use 
of a biological brain in a robotic frame through which it can sense the world and move around 
is not inconceivable. This Cyborg model presents a true blurring of the boundaries between 
human and artificial intelligence and the imaginable development of a hybrid human-artifi-
cial intelligence health worker that can revolutionise healthcare delivery.

3.4. Challenges

While the application of AI in delivery of healthcare has very promising potential, challenges-
both technical and ethical exist. AI research is largely led and driven by computer scientists 
without medical training and it has been commented that this has led to a very technologi-
cally focused and problem oriented approach in the application of AI in healthcare delivery 
[24]. Contemporary healthcare delivery models are very dependent on human reasoning, 
patient-clinician communication and establishing professional relationships with patients 
to ensure compliance. These aspects are something AI cannot replace easily. Use of robotic 
assistants in healthcare has raised issues about the mechanisation of care in vulnerable situa-
tions where human interaction and intervention is probably more appealing [6]. There is also 
the reluctance of clinicians in adopting AI technologies that they envisage will eventually 
replace them. Yet there is no qualm in them using technologies that automate and speed up 
laboratory diagnostic process [1]. This has led to some suggesting a model of co-habitation 
[6]. This is a model that accommodates both the AI and human elements in healthcare deliv-
ery and anticipates the inevitable automatisation of significant components of medical pro-
cesses while preserving the human aspects of clinical care like communication, procedures 
and decision-making.

4. Conclusion

Healthcare delivery has over years become complex and challenging. A large part of the com-
plexity in delivering healthcare is because of the voluminous data that is generated in the pro-
cess of healthcare, which has to be interpreted in an intelligent fashion. AI systems with their 
problem solving approach can address this need. Their intelligent architecture, which incorpo-
rates learning and reasoning and ability to act autonomously without requiring constant human 
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attention, is alluring. Thus the medical domain has provided a fertile ground for AI researchers 
to test their techniques and in many instances; AI applications have successfully solved prob-
lems with outcomes comparable to that of human clinicians. As healthcare delivery becomes 
more expensive, stakeholders will increasingly look to solutions that can replace the expensive 
elements in patient care and AI solutions will be sought after in these situations. However, cold 
technology cannot totally replace the human elements in patient care and a model that incorpo-
rates both technological innovations and human care has to be investigated.
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Abstract

Fetal age and weight estimation plays an important role in pregnant treatments. There are
many estimation formulas created by the combination of statistics and obstetrics. How-
ever, such formulas give optimal estimation if and only if they are applied into specified
community. This research proposes a so-called Phoebe framework that supports physi-
cians and scientists to find out most accurate formulas with regard to the community
where scientists do their research. The built-in algorithm of Phoebe framework uses
statistical regression technique for fetal age and weight estimation based on fetal ultra-
sound measures such as bi-parietal diameter, head circumference, abdominal circumfer-
ence, fetal length, arm volume, and thigh volume. This algorithm is based on heuristic
assumptions, which aim to produce good estimation formulas as fast as possible. From
experimental results, the framework produces optimal formulas with high adequacy and
accuracy. Moreover, the framework gives facilities to physicians and scientists for
exploiting useful statistical information under pregnant data. Phoebe framework is a
computer software available at http://phoebe.locnguyen.net.

Keywords: fetal age estimation, fetal weight estimation, ultrasound measures, regression
model, estimation formula

1. Introduction

Fetal age and weight estimation is to predict the birth weight or birth age before delivery. It is
very important for doctors to diagnose abnormal or diseased cases so that she/he can decide
treatments on such cases. Because this research mentions both age estimation and weight

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.74883

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 7

Phoebe Framework and Experimental Results for
Estimating Fetal Age and Weight

Loc Nguyen, Truong-Duyet Phan and
Thu-Hang T. Ho

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74883

Provisional chapter

Phoebe Framework and Experimental Results for
Estimating Fetal Age and Weight

Loc Nguyen, Truong-Duyet Phan and
Thu-Hang T. Ho

Additional information is available at the end of the chapter

Abstract

Fetal age and weight estimation plays an important role in pregnant treatments. There are
many estimation formulas created by the combination of statistics and obstetrics. How-
ever, such formulas give optimal estimation if and only if they are applied into specified
community. This research proposes a so-called Phoebe framework that supports physi-
cians and scientists to find out most accurate formulas with regard to the community
where scientists do their research. The built-in algorithm of Phoebe framework uses
statistical regression technique for fetal age and weight estimation based on fetal ultra-
sound measures such as bi-parietal diameter, head circumference, abdominal circumfer-
ence, fetal length, arm volume, and thigh volume. This algorithm is based on heuristic
assumptions, which aim to produce good estimation formulas as fast as possible. From
experimental results, the framework produces optimal formulas with high adequacy and
accuracy. Moreover, the framework gives facilities to physicians and scientists for
exploiting useful statistical information under pregnant data. Phoebe framework is a
computer software available at http://phoebe.locnguyen.net.

Keywords: fetal age estimation, fetal weight estimation, ultrasound measures, regression
model, estimation formula

1. Introduction

Fetal age and weight estimation is to predict the birth weight or birth age before delivery. It is
very important for doctors to diagnose abnormal or diseased cases so that she/he can decide
treatments on such cases. Because this research mentions both age estimation and weight

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons

Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,

distribution, and eproduction in any medium, provided the original work is properly cited.

DOI: 10.5772/intechopen.74883

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



estimation, for convenience, the term “birth estimation” implicates both of them. There are two
methods for birth estimation:

• Determining volume of fetal inside mother womb and then calculating fetal weight based
on such volume and mass density of flesh and bone. By the other way, fetal age and
weight can be estimated according to size of mother womb.

• Applying statistical regression model: Fetal ultrasound measures such as bi-parietal diame-
ter (bpd), head circumference (hc), abdominal circumference (ac), fetal length (fl), arm volume
(arm_vol), and thigh volume (thigh_vol) are recorded and considered as input sample for
regression analysis which results in a regression function. This function is formula for esti-
mating fetal age andweight according to ultrasoundmeasures such as bpd, hc, ac, fl, arm_vol,
and thigh_vol. Data that are composed of these ultrasound measures are called gestational
sample or pregnant sample. Terms: “sample” and “data” have the same meaning in this
research. Sample is representation of population where research takes place.

Because the second method reflects features of population from statistical data, the regression
model is chosen for birth estimation in this research. Note, some terminologies such as function,
regression function, estimation function, regression model, estimation model, formula, regression for-
mula, and estimation formula have the same meaning.

There are many estimation formulas resulted from gestational researches such as [1–9]. Some
of them gain high accuracy, but they are only appropriate to population, community or ethnic
group, where such researches are done. If we apply these formulas into other community such
as Vietnam, they are no longer accurate. Moreover, it is difficult to find out a new and effective
estimation formula or the cost of time and (computer) resources of formula discovery is
expensive. Therefore, the first goal of this research is to propose an effective built-in algorithm,
which produces highly accurate formulas that are easy to tune with specified population. The
process of producing formulas by such algorithm is as fast as possible. In addition, physicians
and researchers always want to discover useful statistical information from measure sample
and regression model. Thus, the second goal of this research is to give facilities to physicians
and researchers by introducing them a framework that is called Phoebe framework or Phoebe
system. Phoebe framework implements such built-in algorithm in the first goal and provides a
tool allowing physicians and researchers to exploit and take advantage of useful information
under gestational sample. This tool is programmed as computer software. Moreover, Phoebe
framework allows software developers to modify its modules. For example, developers can
improve the built-in algorithm by adding heuristic constraints.

This chapter is the improved collection of our two articles “A framework of fetal age and weight
estimation” [10] and “Experimental Results of Phoebe Framework: Optimal Formulas for Esti-
mating Fetus Weight and Age” [11]. Section 2 gives an overview of the architecture of Phoebe
framework. Section 3 is a description of the built-in algorithm to produce optimal formulas
which are appropriated to a concrete population like Vietnam. Such algorithm is the core of
Phoebe framework. Section 4 discusses main use cases of the framework with respect to gesta-
tional sample. As experimental results, some interesting estimation formulas produced by the
framework are described in Section 5. A proposal of early weight estimation is proposed in
Section 6. Conclusion is given in Section 7. Note that Phoebe framework used statistic software
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package “Java Scientific Library” of Michael Thomas Flanagan [12] and parsing package “A Java
expression parser” of Jos de Jong [13]. The package “Java Scientific Library” is the most impor-
tant one in the framework. The framework is implemented by Java language [14].

2. General architecture of Phoebe framework

Based on clinical data input which includes fetal ultrasound measures such as bpd, hc, ac, and
fl, the framework produces optimal formulas for estimating fetal weight and fetal age with the
highest precision. Moreover, statistical information about fetus and gestation is also described
in detail with two forms: numerical format and graph format. Therefore, the framework
consists of four components as follows:

• Dataset component is responsible for managing information about fetal ultrasound mea-
sures such as bpd, hc, ac, fl and extra gestational information in reasonable and intelligent
manner. This component allows other components to retrieve such information. Gesta-
tional information is organized into some abstract structure, for example, a matrix, where
each row represents a sample of bpd, hc, ac, fl measures. Table 1 is an example of this
abstract structure.

• Regression component represents estimation formula or regression function. This compo-
nent reads ultrasound information from Dataset component and builds up optimal esti-
mation formula from such information. The built-in algorithm, which is used to discover
and construct estimation formula, is discussed in Section 3. This component is the most
important one because it implements such discovery algorithm.

• Statistical Manifest component describes statistical information of both ultrasound mea-
sures and regression function, for example, mean and standard deviation of bpd samples,
sum of residuals, correlation coefficient of regression function, and percentile graph of

bpd hc fl ac Fetal age
(week)

Fetal weight
(gram)

74 262 51 255 28 900

72 260 51 232 28 900

68 260 50 229 28 900

72 275 52 240 28 900

72 274 52 240 28 950

74 253 50 235 28 950

71 257 52 239 28 950

71 255 53 236 28 950

70 264 52 246 28 950

Table 1. An example of gestational sample matrix.
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Table 1. An example of gestational sample matrix.
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fetal weight. Statistical manifest is organized into two forms such as numerical format and
graph format.

• User Interface (UI) component is responsible for providing interaction between system and
users such as physicians and researchers. A popular use case is that users enter ultrasound
measures and require system to print out both optimal estimation formula and statistical
information about such ultrasound measures; moreover, users can retrieve other informa-
tion in Dataset component. UI component links to all of other components so as to give
users as many facilities as possible.

Three components: Dataset, Regression and Statistical Manifest are basic components. The fourth
component User Interface is the bridge among them. Figure 1 shows a general architecture of
Phoebe framework.

3. Built-in algorithm of Phoebe framework

Phoebe framework uses a regression model for estimating fetal weight and age. Suppose a
linear regression function Y = α0 + α1X1 + α2X2 + … + αnXn where Y is fetal weight or age,
whereas Xi (s) are gestational ultrasound measures such as bpd, hc, ac, and fl. Variable Y is
called response variable or dependent variable. Each Xi is called regression variable, regressor,
regression variable, or independent variable. Each αi is called regression coefficient. Given a set of
measure values of Xi (s), the value of Y called Y-estimated calculated from this regression
function is estimated fetal weight (or age) which is compared with real value of Y measured
from ultrasonic machine. The real value of Y called Y-real is fetal weight (or age) available in
sample. In this research, the notation Y refers implicitly to Y-estimated if there is no explanation.
The deviation between Y-estimated and Y-real is a criterion used to assess the quality or the
precision of regression function. This deviation is also called estimation error. The less the
deviation is, the better the regression function is. The goal of this research is to find out the
optimal regression function or estimation formula whose precision is highest.

A regression function will be good if it meets two conditions as follows:

• The correlation between Y-estimated and Y-real is large.

Figure 1. General architecture of Phoebe framework.
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• The sum of residuals is small. Note that residual is defined as the square of deviation
between Y-estimated and Y-real. We have:

residual ¼ Yestimated � Yrealð Þ2:

These two conditions are called the pair of optimal conditions. A regression function is optimal or
best if it satisfies the pair of optimal conditions at most, where correlation between Y-estimated
and Y-real is largest, and the sum of residuals is smallest. Given a set of regression variables Xi

(where i = 1, 2,…, n), we recognize that a regression function is a combination of k variables Xi

(s) where k ≤ n so that such combination achieves the pair of optimal conditions. Given a set of
possible regression variables VAR = {X1, X2,…, Xn} being ultrasound measures, brute-force
algorithm can be used to find out optimal function, which includes three following steps:

1. Let indicator number k be initialized 1, which responds to k-combination having k regres-
sion variables.

2. All combinations of n variables taken k are created. For each k-combination, the function
built up by k variables in this k-combination is evaluated on the pair of optimal conditions;
if such function satisfies these conditions at most then, it is optimal function.

3. Indicator k is increased by 1. If k = n then algorithm stops, otherwise go back step 2.

The number of combinations which brute-force algorithm browses is:

Xn

k¼1

n!
k! n� kð Þ!

where n is the number of regression variables and notation, and “k!” denotes factorial of k. If n
is large enough, there are a huge number of combinations, which causes that the brute-force
algorithm never terminates and it is impossible to find out the best function. Moreover, there
are many kinds of regression function such as linear, quadric, cube, logarithm, exponent, and
product. Therefore, we propose an algorithm which overcomes this drawback and always
finds out the optimal function. In other words, the termination of the proposed algorithm is
determined, and the time cost is decreased significantly because the searching space is reduced
as small as possible. The proposed algorithm is called seed germination (SG) algorithm. SG is
built-in algorithm of Phoebe framework, which is the core of Phoebe framework. It is heuristic
algorithm, which is based on the pair of heuristic assumptions as follows:

• First assumption: regression variables Xi (s) trends to be mutually independent. It means
that any pair of Xi and Xj with i 6¼j in an optimal function are mutually independent. The
independence is reduced into the looser condition “the correlation coefficient of any pair of Xi

and Xj is less than a threshold δ.” This is minimum assumption.

• Second assumption: each variable Xi contributes to quality of optimal function. The contri-
bution rate of a variable Xi is defined as the correlation coefficient between such variable
and Y-real. The higher the contribution rate is, the more important the respective variable is.
Variables with high contribution rate are called contributive variables. Therefore, optimal
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• The sum of residuals is small. Note that residual is defined as the square of deviation
between Y-estimated and Y-real. We have:

residual ¼ Yestimated � Yrealð Þ2:

These two conditions are called the pair of optimal conditions. A regression function is optimal or
best if it satisfies the pair of optimal conditions at most, where correlation between Y-estimated
and Y-real is largest, and the sum of residuals is smallest. Given a set of regression variables Xi

(where i = 1, 2,…, n), we recognize that a regression function is a combination of k variables Xi

(s) where k ≤ n so that such combination achieves the pair of optimal conditions. Given a set of
possible regression variables VAR = {X1, X2,…, Xn} being ultrasound measures, brute-force
algorithm can be used to find out optimal function, which includes three following steps:

1. Let indicator number k be initialized 1, which responds to k-combination having k regres-
sion variables.

2. All combinations of n variables taken k are created. For each k-combination, the function
built up by k variables in this k-combination is evaluated on the pair of optimal conditions;
if such function satisfies these conditions at most then, it is optimal function.

3. Indicator k is increased by 1. If k = n then algorithm stops, otherwise go back step 2.

The number of combinations which brute-force algorithm browses is:

Xn

k¼1

n!
k! n� kð Þ!

where n is the number of regression variables and notation, and “k!” denotes factorial of k. If n
is large enough, there are a huge number of combinations, which causes that the brute-force
algorithm never terminates and it is impossible to find out the best function. Moreover, there
are many kinds of regression function such as linear, quadric, cube, logarithm, exponent, and
product. Therefore, we propose an algorithm which overcomes this drawback and always
finds out the optimal function. In other words, the termination of the proposed algorithm is
determined, and the time cost is decreased significantly because the searching space is reduced
as small as possible. The proposed algorithm is called seed germination (SG) algorithm. SG is
built-in algorithm of Phoebe framework, which is the core of Phoebe framework. It is heuristic
algorithm, which is based on the pair of heuristic assumptions as follows:

• First assumption: regression variables Xi (s) trends to be mutually independent. It means
that any pair of Xi and Xj with i 6¼j in an optimal function are mutually independent. The
independence is reduced into the looser condition “the correlation coefficient of any pair of Xi

and Xj is less than a threshold δ.” This is minimum assumption.

• Second assumption: each variable Xi contributes to quality of optimal function. The contri-
bution rate of a variable Xi is defined as the correlation coefficient between such variable
and Y-real. The higher the contribution rate is, the more important the respective variable is.
Variables with high contribution rate are called contributive variables. Therefore, optimal
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function includes only contributive regression variables. The second assumption is stated
that “the correlation coefficient of any regression variable Xi and real response value Y-real is greater
than a threshold ε.” This is the maximum assumption.

SG algorithm tries to find out a combination of regression variables Xi (s) so that such combi-
nation satisfies such pair of heuristic assumptions. In other words, it is expected that this
combination can constitute an optimal regression function that satisfies the pair of heuristic
conditions, as follows ([10] p. 22):

• The correlation coefficient of any pair of Xi and Xj is less than the minimum threshold
δ > 0. This condition is corresponding to the minimum assumption, which is called
minimum condition or independence condition.

• The correlation coefficient of any Xi and Y-real is greater than the maximum threshold
ε > 0. This condition is corresponding to the maximum assumption, which is called
maximum condition or contribution condition.

Given a set of possible regression variables VAR = {X1, X2,…, Xn} being ultrasound measures,
let f = α0 + α1X1 + α2X2 +… + αkXk (k ≤ n) be the estimation function and let Re(f) = {X1, X2,…, Xk}
be its regression variables. Note that the value of f is fetal age or fetal weight. Re(f) is consid-
ered as the representation of f. Let OPTIMAL be the output of SG algorithm, which is a set of
optimal functions returned. OPTIMAL is initialized as empty set. Let Re(OPTIMAL) be a set of
regression variables contained in all optimal functions f ∈OPTIMAL. SG algorithm has four
following steps ([10] p. 22):

1. Let C be the complement set of VAR with regard to OPTIMAL, we have C = VAR\Re
(OPTIMAL) where the backslash “\” denotes complement operator in set theory. It means
that C is in VAR but not in Re(OPTIMAL).

2. Let G ⊂C be a list of regression variables satisfying the pair of heuristic conditions. Note,
G is subset of C. If G is empty, the algorithm terminates; otherwise going to step 3.

3. We iterate over G in order to find out the candidate list of good functions. For each
regression variable X ∈ G, let L be the union set of optimal regression variables and X.
We have L = Re(f)∪{X} where f ∈OPTIMAL. Suppose CANDIDATE is a candidate list of
good functions, which is initialized as empty set. Let g be the new function created from L;
in other words, regression variables of g belong to L, Re(g) = L. If function g meets the pair
of heuristic conditions, it is added into CANDIDATE, CANDIDATE = CANDIDATE∪{g}.

4. Let BEST be a set of best functions taken from CANDIDATE. In other words, these
functions belong to CANDIDATE and satisfy the pair of heuristic conditions at most,
where correlation is the largest and the sum of residuals is the smallest. If BEST equals
OPTIMAL, then the algorithm stops; otherwise assigning BEST to OPTIMAL and going
back step 1. Note that two sets are equal if their elements are the same.

Figure 2 shows the flow chart of SG algorithm.
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SG algorithmwas described in article “A framework of fetal age andweight estimation” ([10] pp.
21–23). It is easy to recognize that the essence of SG algorithm is to reduce search space by
choosing regression variables satisfying heuristic assumption as “seeds.” Optimal functions are
composed of these seeds. The algorithm always delivers best functions but can lose other good
functions. The length of function is defined as the number of its regression variables. Terminated
condition is that no more optimal functions can be found out or possible variables are browsed
exhaustedly. Therefore, the result function is the longest and best one, but some other shorter
functions may be significantly good.

The current implementation of SG algorithm establishes that the minimum threshold δ is
arbitrary. It also supports nonlinear regression models shown in Table 2 as follows:

Figure 2. Flow chart of SG algorithm.
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The notations “exp” and “log” denote exponent function and natural logarithm function, respec-
tively. Most of nonlinear regression models can be transformed into linear regressionmodels. For
example, given the product model, the following is an example of linear transformation.

log Yð Þ ¼ log α0ð Þ þ α1log X1ð Þ þ α2log X2ð Þ þ…þ αnlog Xnð Þ

Let,

U ¼ log Yð Þ, Zi ¼ log Xið Þ, β0 ¼ log α0ð Þ, βi ≥ 1 ¼ αi

The product model becomes the linear model with regard to variables U, Zi and coefficients βi
as follows:

Polynomial Y ¼ α0 þ α1 X1 þ X2 þ…þ Xnð Þk

Logarithm Y ¼ α0 þ α1log X1ð Þ þ α2log X2ð Þ þ…þ αnlog Xnð Þ
Y ¼ α0 þ α1log X1 þ X2 þ…þ Xnð Þ

Exponent Y ¼ exp α0 þ α1X1 þ α2X2 þ…þ αnXnð Þ
Y ¼ exp α0 þ α1 X1 þ X2 þ…þ Xnð Þð Þ

Product Y ¼ α0X1
α1X2

α2…Xn
αn

Table 2. Nonlinear regression models.

Polynomial transformation Y ¼ α0 þ α1 X1 þ X2 þ…þ Xnð Þk

Y ¼ α0 þ α1Z1

where Z1 ¼ X1 þ X2 þ…þ Xnð Þk

Logarithm transformation Y ¼ α0 þ α1log X1ð Þ þ α2log X2ð Þ þ…þ αnlog Xnð Þ
Y ¼ α0 þ α1Z1 þ α2Z2 þ…þ αnZn

where Zi = log(Xi)

Logarithm transformation Y ¼ α0 þ α1log X1 þ X2 þ…þ Xnð Þ
Y ¼ α0 þ α1Z1

where Z1 = log(X1 + X2 + … + Xn)

Exponent transformation Y ¼ exp α0 þ α1X1 þ α2X2 þ…þ αnXnð Þ
U ¼ α0 þ α1X1 þ α2X2 þ…þ αnXn

where U = log(Y)

Exponent transformation Y ¼ exp α0 þ α1 X1 þ X2 þ…þ Xnð Þð Þ
U ¼ α0 þ α1Z1

where U = log(Y) and Z1 = X1 + X2 + … + Xn

Product transformation Y ¼ α0X1
α1X2

α2…Xn
αn

U ¼ β0 þ β1Z1 þ β2Z2 þ…þ βnZn

where U ¼ log Yð Þ, Zi ¼ log Xið Þ, β0 ¼ log α0ð Þ, βi ≥ 1 ¼ αi

Table 3. Transformation of nonlinear models into linear models.
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U ¼ β0 þ β1Z1 þ β2Z2 þ…þ βnZn

Table 3 shows how to transform nonlinear models into linear models.

With the built-in SG algorithm, Phoebe framework can be totally used for any regression
application beyond birth estimation.

4. Use cases of Phoebe framework

Phoebe framework has three basic use cases realized by three components: dataset, regression
model and statistical manifest as discussed in Section 2. Three basic use cases include:

1. Discovering optimal formulas with high accuracy. Optimal formulas are results of SG
algorithm described in Section 3.

2. Providing statistical information under gestational sample. Statistical information is in
numeric format and graph format.

3. Comparison among different formulas.

Figure 3. Gestational sample.
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The notations “exp” and “log” denote exponent function and natural logarithm function, respec-
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Table 3 shows how to transform nonlinear models into linear models.

With the built-in SG algorithm, Phoebe framework can be totally used for any regression
application beyond birth estimation.

4. Use cases of Phoebe framework

Phoebe framework has three basic use cases realized by three components: dataset, regression
model and statistical manifest as discussed in Section 2. Three basic use cases include:

1. Discovering optimal formulas with high accuracy. Optimal formulas are results of SG
algorithm described in Section 3.

2. Providing statistical information under gestational sample. Statistical information is in
numeric format and graph format.

3. Comparison among different formulas.
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Use case 1: Discovering optimal formulas

Given gestational data [15] are composed of two-dimensional ultrasound measures of preg-
nant women. These measures are taken at Vinh Long General Hospital – Vietnam, which
include bi-parietal diameter (bpd), head circumference (hc), abdominal circumference (ac) and
fetal length (fl). Fetal age is from 28 to 42 weeks. Fetal weight is measured by gram. Gestational
sample is shown in Figure 3.

After specifying the maximum threshold ε (fitness value) and which measures are regression
variables and response variable, user presses button “Estimate” to retrieve optimal formulas as
results of SG algorithm. Such optimal formulas are shown in Figure 4. Note, in Figure 4,
regression variables are bpd, hc, ac, and fl, whereas response variable is fetal weight. The
threshold ε is 0.6.

Figure 4. Optimal weight estimation formulas.
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An estimation formula with one or two regressors (ultrasound measures) can be represented
as a graph. In the illustrative Figure 5, the horizontal axis indicates the measure bpd in
millimeter, and the right vertical axis indicates the measure ac in millimeter. The left vertical
axis shows the estimated weight.

The graph in Figure 5 has 11 estimation lines represented as internal (red) lines. Each estima-
tion line corresponds to a small interval of ac. Fetal weight on each estimation line ranges from
900 to 4800 g. This is a way to show a three-dimensional function as a two-dimensional graph.
For example, given bpd = 90 and ac = 300, we need to estimate fetal weight. Because ac is
300 mm, we look at the sixth estimation line from bottom to up. The intersection point between
bpd = 90 and the sixth estimation line is projected on the left vertical axis, which results out a
fetal weight that approximates to (4800–900)/2 + 900 ≈ 2850 g because such intersection point is
near to midpoint of the weight range on the sixth estimation line.

Use case 2: Providing statistical information

Statistical information is classified into two groups: gestational information and estimation
information.

• Gestational information contains statistical attributes about fetal ultrasound measures, for
example, mean, median and standard deviation of bpd.

• Estimation information contains attributes about estimation model, for example, correla-
tion coefficient, sum of residuals and estimation error of estimation formula.

Figure 5. Estimation graph for estimating fetal weight.
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In representation, statistical information is described in two forms: numeric format and graph
format. Figure 6 shows statistical attributes (mean, median, standard deviation, histogram,
etc.) of fetal age and ultrasound measures bpd, hc, ac, fl.

Figure 7 shows a full description of a weight estimation formula: weight = 0.000043 *
(bpd^1.948640) * (hc^0.263745) * (fl^0.601972) * (ac^0.905524). For instance, sum of residuals
(SS) is 46412446.0047 and estimation error is �7.4655 � 212.5571. Note, the sign “^” denotes
exponent function, for example, 2^3 = 8.

Use case 3: Comparison among different formulas

There are many criteria to evaluate efficiency and accuracy of estimation formulas. These
criteria are called evaluation criteria, for example, correlation coefficient, sum of residuals,
estimation error. Each formula has individual strong points and drawbacks. A formula is
better than another one in terms of some criteria but may be worse than this other one in terms
of different criteria. An optimal formula is the one that has more strong points than drawbacks

Figure 6. Gestational statistical information.
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in most criteria. Hence, Phoebe framework supports the comparison among different formulas
via evaluation matrix represented in Figure 8. Each row in evaluation matrix represents a
formula, whereas each column indicates a criterion. For example, first row, second row and
third row represent three formulas in form of logarithm function, exponent function and linear
function, respectively. Four criteria such as multivariate correlation, estimation correlation,
error range and ratio error range are arranged in three respective columns.

Tables 4–8 in the section “experimental results” are numeric interpretations of evaluation
matrix in Figure 8.

5. Experimental results

We make experiments based on Phoebe framework in order to find out optimal formulas for
estimating fetus weight and age with note that such formulas are most appropriate to our
gestational samples. We use two samples in which the first sample includes two-dimensional
(2D) ultrasound measures of 1027 cases and the second sample includes three-dimensional
(3D) ultrasound measures of 506 cases. Ho and Phan [15, 16] collected these samples of
pregnant women at Vinh Long General Hospital, Vietnam, with obeying strictly all medical
ethical criteria. These women and their husbands are Vietnamese. Their periods are regular,

Figure 7. Statistical estimation information.
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and their last periods are determined. Each of them has only one alive fetus. Fetal age is from
28 to 42 weeks. Delivery time is not over 48 h since ultrasound scan. Measures in 2D sample
are bpd, hc, ac, and fl. Measures in 3D sample are bpd, hc, ac, fl, thigh_vol, arm_vol. The unit of
bpd, hc, ac, fl is millimeter. The unit of thigh_vol and arm_vol is cm3. The units of fetal age and
fetal weight are week and gram, respectively. Experimental results mentioned in this section
were also published in our article “Experimental Results of Phoebe Framework: Optimal
Formulas for Estimating Fetus Weight and Age” [11].

The proposed framework can produce amazing formulas. We compare our optimal formu-
las with the others according to metrics such as estimation correlation and estimation error
range, given such two gestational samples. Let Y = {y1, y2,…, yn} and Z = {z1, z2,…, zn} be
fetal sample age/weight and fetal estimated age/weight, respectively. The estimation corre-
lation denoted R is correlation coefficient of sample response value and estimated response
value, according to Eq. (1). The correlation R reflects adequacy of a given formula. The
larger the R is, the better the formula is:

Figure 8. Comparison among different formulas.
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An estimation error denoted di is deviation between zi and yi. The estimation error mean
denoted μ is mean of errors. The error mean μ reflects accuracy of a given formula. The smaller
the absolute value of μ is, the more accurate the formula is. If μ is positive, the respective
formula leans to overestimation. If μ is negative, the respective formula leans to low estima-
tion. The standard deviation σ of estimation errors reflects the stability of a given formula. The
smaller the standard deviation σ is, the more stable the formula is. The combination of error
mean μ and standard deviation σ results out a so-called error range. Eq. (2) explains how to
calculate μ, σ, and error range.

di ¼ zi � yi

μ ¼ 1
n

Xn

i¼1

di

σ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn

i¼1

di � μ
� �2

s

error_range ¼ μ� σ;μþ σ
� � ¼ μ� σ

(2)

For example, if μ = �0.0292 and σ = 1.45 then, the error range is �0.0292 � 1.45, which means
that the total average error ranges from �1.4792 = �0.0292-1.45 to 1.4208 = �0.0292 + 1.45. The
error range reflects both adequacy and accuracy of a given formula.

Formula Expression R Error range

NH 1 log(age) = 2.419638 + 0.002012 * bpd + 0.000934 * hc + 0.00547 * fl + 0.001042 * ac 0.9303 �0.0292 � 1.4500

NH 2 age = �3.364759 + 0.056285 * bpd + 0.034697 * hc + 0.188156 * fl + 0.035304 * ac 0.9285 0 � 1.4682

Ho 1 age = 331.022308–1.611774 * (hc + ac) + 0.00278 * ((hc + ac)^2) - 0.000002 * ((hc + ac)^3) 0.9212 0 � 1.5384

Varol 6 age = 11.769 + 1.275 * fl/10 + 0.449 * ((fl/10)^2) - 0.02 * ((fl/10)^3) 0.8949 �1.6807 � 1.8525

Varol 1 age = 5.596 + 0.941 * ac/10 0.8941 �0.5683 � 1.7711

Varol 5 age = 1.863 + 6.280 * fl/10–0.211 * ((fl/10)^2) 0.8934 �1.5182 � 2.1150

The sign “^” denotes exponent operator. The template of formulas aims to flexibility, which can be input of any
computational tool. Table 5 shows a comparison between our best weight formula and the others with 2D sample. As
seen in Table 5, our formula is the best with R = 0.9636 and error range � 7.4656 � 212.5573 g.

Table 4. Comparison of age estimation with 2D sample.
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Table 4 shows a comparison between our best age formula and the others with 2D sample. As
a convention, the name of each formula is the name of respective author listed in references
section. For example, formula “Ho 1” is the first formula of the author Ho [4]. As seen in
Table 4, our formula is the best with R = 0.9303 and error range � 0.0292 � 1.4500 week (s). As
a convention, our formulas have names with prefix “NH”

Table 6 shows comparison between our best age formula and the others with 3D sample. As
seen in Table 6, our formula is the best with R = 0.9970 and error range � 0.2696 week

Table 7 shows a comparison between our best weight formula and the others with 3D sample.
As seen in Table 7, our formula is the best with R = 0.9708 and error range� 0.0001� 180.9803 g

Within the context of this research, from section of 3D ultrasound in PhD dissertation of Ho [4],
I recognize that fetus weight and fetus age are mutually dependent. For instance, when fetus
age increases, fetus weight increases too. As a result, weight estimation is improved signifi-
cantly if fetus age was known before. If fetus age is added into the regression model of fetus
weight as a regression variable (regressor), the resulted weight estimation formula, called dual
formula, is even better than the most optimal ones shown in Tables 5 and 6. Such dual formula
is not only precise but also practical because many pregnant women knew their gestational age
before taking an ultrasound examination. Given 2D sample and 3D sample, Table 8 shows
dual formulas in comparison with the most optimal ones shown in Tables 5 and 7with regard
to R and error range. As a convention, our dual formulas have names with prefix “NHD”.
Notation “log10” denotes logarithm function with base 10.

Formula Expression R Error range

NH 3 log(weight) = �10.047381 + 1.94864 * log(bpd) + 0.263745 * log
(hc) + 0.601972 * log(fl) + 0.905524 * log(ac)

0.9636 �7.4656 � 212.5573

NH 4 log(weight) = 3.957543 + 0.02373 * bpd + 0.000802 * hc + 0.009403 *
fl + 0.003157 * ac

0.9635 �6.0901 � 214.1153

Sherpard weight = 10^(1.2508 + 0.166 * bpd/10 + 0.046 * ac/10–0.002646 * ac * bpd/100) 0.9619 �65.8121 � 219.0392

Ho 2 weight = 10^(1.746 + 0.0124 * bpd + 0.001906 * ac) 0.9602 �11.5576 � 223.5124

Hadlock weight = 10^(1.304 + 0.05281 * ac/10 + 0.1938 * fl/10–0.004 * ac * fl/100) 0.9395 �76.4960 � 272.9474

Campbell and
Wilkin

weight = 1000 * exp.(�4.564 + 0.282 * ac/10–0.00331 * ac * ac/100) 0.9215 68.1261 � 308.5728

Table 5. Comparison of weight estimation with 2D sample.

Formula Expression R Error range

NH 5 age = 20.759763 + 0.170859 * (thigh_vol + arm_vol) - 0.000545 * ((thigh_vol + arm_vol)
^2) + 0.000001 * ((thigh_vol + arm_vol)^3)

0.9970 0 � 0.2696

NH 6 age = 21.816252 + 0.137531 * (thigh_vol + arm_vol) - 0.000228 * ((thigh_vol + arm_vol)
^2)

0.9969 0 � 0.2752

Ho 3 age = 21.1148 + 0.2381 * thigh_vol - 0.001 * (thigh_vol^2) + 0.000002 * (thigh_vol^3) 0.9960 �0.0150 � 0.3173

Ho 4 age = 167.079079–1.553705 * ac + 0.005559 * (ac^2) - 0.000006 * (ac^3) 0.8482 0.3723 � 1.8985

Table 6. Comparison of age estimation with 3D sample.
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In Table 8, all dual formulas NHD * are better than normal formulas NH * with regard to R and
error range. Moreover, NHD * do not need too much regressors. Given 2D sample, NHD 1 and
NHD 2 use 4 and 3 regressors including age regressor, respectively whereas both NH 3 and NH
4 uses 4 regressors. Given 3D sample, NHD 3 and NHD 4 use 6 and 5 regressors including age
regressor, respectively, whereas NH 7 and NH 8 use 5 and 3 regressors, respectively.

Formula Expression R Error range

NHD 1
(2D sample)

log10(weight) = �3.715073 + 1.873457 * log10(bpd) + 0.363783 * log10
(fl) + 0.691683 * log10(ac) + 0.722245 * log10(age)

0.9674 �5.6422 � 202.0395

NHD 2
(2D sample)

log10(weight) = �3.761798 + 2.001731 * log10(bpd) + 0.811078 * log10
(ac) + 0.826279 * log10(age)

0.9667 �5.6111 � 204.1477

NHD 3
(3D sample)

weight = �4988.000528 + 66.374156 * age + 0.370084 * hc + 1.943247 *
ac + 39.464816 * bpd + 13.215505 * fl + 3.658463 * thigh_vol

0.9715 0 � 178.8091

NHD 4
(3D sample)

weight = �4982.099978 + 68.089354 * age + 2.001675 * ac + 39.85375 *
bpd + 13.229377 * fl + 3.619405 * thigh_vol

0.9714 0 � 178.9114

NH 3
(2D sample)

log(weight) = �10.047381 + 1.94864 * log(bpd) + 0.263745 * log(hc) + 0.601972 *
log(fl) + 0.905524 * log(ac)

0.9636 �7.4656 � 212.5573

NH 4
(2D sample)

log(weight) = 3.957543 + 0.02373 * bpd + 0.000802 * hc + 0.009403 * fl + 0.003157
* ac

0.9635 �6.0901 � 214.1153

NH 7
(3D sample)

weight = �3617.936175 + 0.513171 * hc + 1.960176 * ac + 39.804645 *
bpd + 17.016936 * fl + 8.366404 * thigh_vol + 5.828808 * arm_vol

0.9708 �0.0001 � 180.9803

NH 8
(3D sample)

weight = �3626.314419 + 43.426744 * bpd + 23.645338 * fl + 11.414273 * thigh_vol 0.9698 0 � 184.0439

Table 8. Weight estimation dual formulas.

Formula Expression R Error range

NH 7 weight = �3617.936175 + 0.513171 * hc + 1.960176 * ac + 39.804645 *
bpd + 17.016936 * fl + 8.366404 * thigh_vol + 5.828808 * arm_vol

0.9708 �0.0001 � 180.9803

NH 8 weight = �3626.314419 + 43.426744 * bpd + 23.645338 * fl + 11.414273 * thigh_vol 0.9698 0 � 184.0439

Ho 5 weight = �3306 + 55.477 * bpd + 13.483 * thigh_vol 0.9663 �0.0072 � 194.0956

Lee 3 weight = exp.(0.5046 + 1.9665 * log(bpd/10) - 0.3040 * (log(bpd/10)^2) + 0.9675 * log
(ac/10) + 0.3557 * log(arm_vol))

0.9620 247.8761 � 206.1607

Lee 5 weight = exp.(2.1264 + 1.1461 * log(ac/10) + 0.4314 * log(thigh_vol)) 0.9514 289.2660 � 234.0763

Lee 2 weight = exp.(�3.6138 + 4.6761 * log(ac/10) - 0.4959 * (log(ac/10)^2) + 0.3795 * log
(arm_vol))

0.9472 316.4974 � 242.7964

Ho 6 weight = �882.7049 + 73.9955 * thigh_vol - 0.497 * (thigh_vol^2) + 0.0014 *
(thigh_vol^3)

0.9385 �7.5001 � 260.4596

Lee 4 weight = exp.(4.7806 + 0.7596 * log(thigh_vol)) 0.9298 737.4932 � 344.1904

Lee 1 weight = exp.(4.9588 + 1.0721 * log(arm_vol) - 0.0526 * (log(arm_vol)^2)) 0.9281 867.0836 � 309.5779

Chang weight = 1080.8735 + 22.44701 * thigh_vol 0.9229 456.5168 � 298.2517

Table 7. Comparison of weight estimation with 3D sample.
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log(fl) + 0.905524 * log(ac)

0.9636 �7.4656 � 212.5573

NH 4
(2D sample)

log(weight) = 3.957543 + 0.02373 * bpd + 0.000802 * hc + 0.009403 * fl + 0.003157
* ac

0.9635 �6.0901 � 214.1153

NH 7
(3D sample)

weight = �3617.936175 + 0.513171 * hc + 1.960176 * ac + 39.804645 *
bpd + 17.016936 * fl + 8.366404 * thigh_vol + 5.828808 * arm_vol

0.9708 �0.0001 � 180.9803

NH 8
(3D sample)

weight = �3626.314419 + 43.426744 * bpd + 23.645338 * fl + 11.414273 * thigh_vol 0.9698 0 � 184.0439

Table 8. Weight estimation dual formulas.

Formula Expression R Error range

NH 7 weight = �3617.936175 + 0.513171 * hc + 1.960176 * ac + 39.804645 *
bpd + 17.016936 * fl + 8.366404 * thigh_vol + 5.828808 * arm_vol

0.9708 �0.0001 � 180.9803

NH 8 weight = �3626.314419 + 43.426744 * bpd + 23.645338 * fl + 11.414273 * thigh_vol 0.9698 0 � 184.0439

Ho 5 weight = �3306 + 55.477 * bpd + 13.483 * thigh_vol 0.9663 �0.0072 � 194.0956

Lee 3 weight = exp.(0.5046 + 1.9665 * log(bpd/10) - 0.3040 * (log(bpd/10)^2) + 0.9675 * log
(ac/10) + 0.3557 * log(arm_vol))

0.9620 247.8761 � 206.1607

Lee 5 weight = exp.(2.1264 + 1.1461 * log(ac/10) + 0.4314 * log(thigh_vol)) 0.9514 289.2660 � 234.0763

Lee 2 weight = exp.(�3.6138 + 4.6761 * log(ac/10) - 0.4959 * (log(ac/10)^2) + 0.3795 * log
(arm_vol))

0.9472 316.4974 � 242.7964

Ho 6 weight = �882.7049 + 73.9955 * thigh_vol - 0.497 * (thigh_vol^2) + 0.0014 *
(thigh_vol^3)

0.9385 �7.5001 � 260.4596

Lee 4 weight = exp.(4.7806 + 0.7596 * log(thigh_vol)) 0.9298 737.4932 � 344.1904

Lee 1 weight = exp.(4.9588 + 1.0721 * log(arm_vol) - 0.0526 * (log(arm_vol)^2)) 0.9281 867.0836 � 309.5779

Chang weight = 1080.8735 + 22.44701 * thigh_vol 0.9229 456.5168 � 298.2517

Table 7. Comparison of weight estimation with 3D sample.
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Although our formulas are better than all remaining ones with high adequacy (large R) and high
accuracy (small error range), other researches are always significant because their formulas are
very simple and practical. Moreover, our formulas are not global. If they are applied into other
samples collected in other communities, their accuracy may be decreased and they may not be
still better than traditional formulas such as Sherpard and Hadlock. However, it is easy to draw
from our experimental results that if Phoebe framework is used for the same samples with other
researches, it will always produce preeminent formulas. In order to achieve global optimality
with Phoebe framework, the following are two essential suggestions:

• Experimenting on Phoebe framework with many samples.

• Adding more knowledge of pregnancy study, ultrasound technique, and obstetrics into
Phoebe framework. In other words, the additional knowledge will be modeled as con-
straints of SG algorithm.

These suggestions go beyond this research. In my opinion, we cannot reach absolutely the global
optimality because Phoebe framework focuses on local optimality with specific communities.
Essentially, the suggestions only alleviate the weak point of the built-in SG algorithm in global
optimality.

6. A proposal of early weight estimation

The used ultrasound samples are collected in fetal age from 28 to 42 weeks because delivery
time is not over 48 h since last ultrasound scan. Hence, accuracy of weight estimation is only
ensured when ultrasound examinations are performed after 28-week old fetal age. This section
proposes an early weight estimation, in which ultrasound measures can be taken before 28-
week old fetal age. We do not ensure improvement of estimation accuracy yet because we do
not make experiments on the proposal yet, but the gestational sample can be totally collected
at any appropriate time points in gestational period. In other words, the sample can lack fetal
weights. This is a convenience for practitioners because they do not need to concern fetal
weights when taking ultrasound examinations. Consequently, early weight estimation is
achieved. As a convention, vectors are column vectors if there is no additional information.

Without loss of generality, regression models are linear such as Y = α0 + α1X1 + α2X2 +… + αnXn

and Z = β0 + β1X1 + β2X2 +… + βnXn where Y is fetal age and Z is fetal weight, whereas Xi (s) are
gestational ultrasound measures such as bpd, hc, ac, and fl. Suppose both Y and Z conform
normal distribution, according to Eq. (3) ([17] pp. 8–9).

P YjX,αh i ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2πσ21

q exp
� Y � αTX
� �2

2σ21

 !

P ZjX, β� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2πσ22

p exp
� Z� βTX
� �2

2σ22

 ! (3)

where α = (α0, α1,…, αn)
T and β = (β0, β1,…, βn)

T are parameter vectors where X = (1, X1, X2,…,
Xn)

T is data vector. The means of Y and Z are αTX and βTX, respectively, whereas the variances
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of Y and Z are σ21 and σ22, respectively. Note that the superscript “T” denotes transposition
operator in vector and matrix. LetD = (X, y, z) be collected sample in which X is a set of sample
measures, y is a set of sample fetal ages, and z is a set of fetal weights with note that z is missed
(empty) or incomplete. If z is empty, there is no zi in z. If z is incomplete, z has some values but
there are also some missing values in z. However, the constraint is that y must be complete,
which means that all pregnant women within the research knew their gestational age. Now we
focus on estimate α and β based on D. As a convention, let α* and β* be estimates of α and β,
respectively ([17] p. 8).

X ¼

xT1
xT2

⋮

xTN

0
BBBBB@

1
CCCCCA

¼

1 x11 x12 ⋯ x1n

1 x21 x22 ⋯ x2n

⋮ ⋮ ⋮ ⋱ ⋮

1 xN1 xN2 ⋯ xNn

0
BBBBB@

1
CCCCCA

xi ¼

1

x11

x12

⋮

x1n

0
BBBBBBBB@

1
CCCCCCCCA
, y ¼

y1
y2
⋮

yN

0
BBBBB@

1
CCCCCA
, z ¼

z1

z2

⋮

zN

0
BBBBB@

1
CCCCCA

Given X, joint probability of Y and Z is product of the probability of Y given X and the
probability of Z given X because Y and Z are conditionally independent given X, according to
Eq. (4).

P Y, ZjX,α, β� � ¼ P YjX,αh iP ZjX, β� � ¼ 1

2π
ffiffiffiffiffiffiffiffiffiffi
σ21σ

2
2

q exp
� Y � αTX
� �2

2σ21
� Z� βTX
� �2

2σ22

 !
(4)

Conditional expectation of sufficient statistic Z given X with regard to P(Z | X, β) is specified
by Eq. (5).

E ZjXh i ¼ βTX (5)

When Z is hidden variable, there is a latent dependent relationship between Y and Z, which is
specified by joint probability of Y and Z.

P Y;Zð Þ ¼ P Yð ÞP ZjYh i

Variables Y and Z have different measures. For instance, the unit of Y is week, whereas the unit
of Z is gram. Suppose Y is considered as discrete variable whose values from 1 to K where K
can be up to 42, for example. The P(Y) becomes parameter θY, which is the probability of Y
where Y is from 1 to K.

P Y;Zð Þ ¼ θYP ZjYh i
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Although our formulas are better than all remaining ones with high adequacy (large R) and high
accuracy (small error range), other researches are always significant because their formulas are
very simple and practical. Moreover, our formulas are not global. If they are applied into other
samples collected in other communities, their accuracy may be decreased and they may not be
still better than traditional formulas such as Sherpard and Hadlock. However, it is easy to draw
from our experimental results that if Phoebe framework is used for the same samples with other
researches, it will always produce preeminent formulas. In order to achieve global optimality
with Phoebe framework, the following are two essential suggestions:

• Experimenting on Phoebe framework with many samples.

• Adding more knowledge of pregnancy study, ultrasound technique, and obstetrics into
Phoebe framework. In other words, the additional knowledge will be modeled as con-
straints of SG algorithm.

These suggestions go beyond this research. In my opinion, we cannot reach absolutely the global
optimality because Phoebe framework focuses on local optimality with specific communities.
Essentially, the suggestions only alleviate the weak point of the built-in SG algorithm in global
optimality.

6. A proposal of early weight estimation

The used ultrasound samples are collected in fetal age from 28 to 42 weeks because delivery
time is not over 48 h since last ultrasound scan. Hence, accuracy of weight estimation is only
ensured when ultrasound examinations are performed after 28-week old fetal age. This section
proposes an early weight estimation, in which ultrasound measures can be taken before 28-
week old fetal age. We do not ensure improvement of estimation accuracy yet because we do
not make experiments on the proposal yet, but the gestational sample can be totally collected
at any appropriate time points in gestational period. In other words, the sample can lack fetal
weights. This is a convenience for practitioners because they do not need to concern fetal
weights when taking ultrasound examinations. Consequently, early weight estimation is
achieved. As a convention, vectors are column vectors if there is no additional information.

Without loss of generality, regression models are linear such as Y = α0 + α1X1 + α2X2 +… + αnXn

and Z = β0 + β1X1 + β2X2 +… + βnXn where Y is fetal age and Z is fetal weight, whereas Xi (s) are
gestational ultrasound measures such as bpd, hc, ac, and fl. Suppose both Y and Z conform
normal distribution, according to Eq. (3) ([17] pp. 8–9).

P YjX,αh i ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2πσ21

q exp
� Y � αTX
� �2

2σ21

 !

P ZjX, β� � ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2πσ22

p exp
� Z� βTX
� �2

2σ22

 ! (3)

where α = (α0, α1,…, αn)
T and β = (β0, β1,…, βn)

T are parameter vectors where X = (1, X1, X2,…,
Xn)

T is data vector. The means of Y and Z are αTX and βTX, respectively, whereas the variances
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of Y and Z are σ21 and σ22, respectively. Note that the superscript “T” denotes transposition
operator in vector and matrix. LetD = (X, y, z) be collected sample in which X is a set of sample
measures, y is a set of sample fetal ages, and z is a set of fetal weights with note that z is missed
(empty) or incomplete. If z is empty, there is no zi in z. If z is incomplete, z has some values but
there are also some missing values in z. However, the constraint is that y must be complete,
which means that all pregnant women within the research knew their gestational age. Now we
focus on estimate α and β based on D. As a convention, let α* and β* be estimates of α and β,
respectively ([17] p. 8).

X ¼

xT1
xT2

⋮
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0
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1
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¼

1 x11 x12 ⋯ x1n

1 x21 x22 ⋯ x2n
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1
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xi ¼

1

x11

x12

⋮

x1n

0
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1
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, y ¼

y1
y2
⋮

yN

0
BBBBB@

1
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, z ¼

z1

z2

⋮

zN

0
BBBBB@

1
CCCCCA

Given X, joint probability of Y and Z is product of the probability of Y given X and the
probability of Z given X because Y and Z are conditionally independent given X, according to
Eq. (4).

P Y, ZjX,α, β� � ¼ P YjX,αh iP ZjX, β� � ¼ 1

2π
ffiffiffiffiffiffiffiffiffiffi
σ21σ

2
2

q exp
� Y � αTX
� �2

2σ21
� Z� βTX
� �2

2σ22

 !
(4)

Conditional expectation of sufficient statistic Z given X with regard to P(Z | X, β) is specified
by Eq. (5).

E ZjXh i ¼ βTX (5)

When Z is hidden variable, there is a latent dependent relationship between Y and Z, which is
specified by joint probability of Y and Z.

P Y;Zð Þ ¼ P Yð ÞP ZjYh i

Variables Y and Z have different measures. For instance, the unit of Y is week, whereas the unit
of Z is gram. Suppose Y is considered as discrete variable whose values from 1 to K where K
can be up to 42, for example. The P(Y) becomes parameter θY, which is the probability of Y
where Y is from 1 to K.

P Y;Zð Þ ¼ θYP ZjYh i
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For each Z, suppose the condition probability P(Z | Y) is distributed normally with mean μY

and variance σY
2. Eq. (6) specifies the joint probability P(Y, Z).

P Y, ZjθY,μY, σ
2
Y

� � ¼ θYffiffiffiffiffiffiffiffiffiffiffi
2πσ2Y

q exp
� Z� μY

� �2
2σ2Y

 !
(6)

Conditional expectation of sufficient statistic Z given Y with regard to P(Z | Y, μY, σY
2) is

specified by Eq. (7).

E ZjYh i ¼ μY (7)

Please pay attention to Eq. (7) because Z will be estimated by such expectation later. Eq. (8)
specifies expectation of sufficient statistic Z with regard to P(Y, Z | θY, μY, σY

2).

E Zð Þ ¼
XK

Y¼1

θYμY (8)

Due to:

E ZjθY,μY, σ
2
Y

� � ¼
XK

Y¼1

ð

Z

ZP Y, ZjθY,μY, σ
2
Y

� �
dZ ¼

XK

Y¼1

θYE ZjθY,μY, σ
2
Y

� � ¼
XK

Y¼1

θYμY

The full joint probability of Y and Z given X and parameters α, β, θY, μY, and σY
2 is the product

specified by Eq. (9).

P Y, ZjX,α, β,θY,μY, σ
2
Y

� � ¼ P Y, ZjθY,μY, σ
2
Y

� �
P Y, ZjX,α, β� �

¼ P Y,ZjθY,μY,σ
2
Y

� �
P YjX,αh iP ZjX, β� � (9)

where P(Y, Z | X, α, β) and P(Y, Z | θY, μY, σY
2) are specified by Eqs. (4) and (6), respectively.

Eq. (9) indicates that both explicit dependence via P(Y, Z | X, α, β) and implicit dependence via
P(Y, Z | θY, μY, σY

2) between Y and Z. Explicit dependence and implicit dependence share
equal influence on Z if E(Z | X) specified by Eq. (5) is equal to E(Z) specified by Eq. (8),
according to Eq. (10).

XK

Y¼1

θYμY ¼ βTX (10)

Given sample D, all θY become constants and determined by Eq. (11).

θY ¼ The number of yi ¼ Y
N

(11)

For convenience, let Θ = (α, β, μY)
T be the compound parameter. The full joint probability

specified by Eq. (9) is rewritten as follows:
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P y, zjX,Θh i ¼ P y, zjμY, σ
2
Y

� �
P yjX,αh iP zjX, β� �

¼
YN

i¼1

P yi, zijμY, σ
2
Y

� �
P yijxi,α
� �

P zijxi, β
� �

(Due to all observations are independently and identically distributed)

¼ 1

2π
ffiffiffiffiffiffiffiffiffiffi
σ21σ

2
2

q

0
B@

1
CA

N

∗exp
�1
2

XN

i¼1

yi � αTxi
� �2

σ21
þ
XN

i¼1

zi � βTxi
� �2

σ22

 ! !
∗
YN

i¼1

YK

Y¼1

δ yi;Y
� �

θYffiffiffiffiffiffiffiffiffiffiffi
2πσ2Y

q exp
� zi � μY

� �2
2σ2Y

 !

where

δ yi;Y
� � ¼ 1 if yi ¼ Y

0 if yi ¼ Y

� �

It is conventional that if δ(yi, Y) = 0 then, the respective probability P(yi, zi | μY, σY
2) is removed

from the product. The log-likelihood function is logarithm of the full joint probability as
follows:

L Θð Þ ¼ log P y, zjX,Θh ið Þ ¼ �Nlog 2πð Þ �Nlog σ21
� �
2

�Nlog σ22
� �
2

� 1
2σ21

XN

i¼1

yi � αTxi
� �2 � 1

2σ22

XN

i¼1

zi � βTxi
� �2

þ
XN

i¼1

XK

Y¼1

δ yi;Y
� �

log θYð Þ � log 2πð Þ
2

� log σ2Y
� �
2

� zi � μY

� �2
2σ2Y

 !

When log(2π) and θY are constants, the reduced log-likelihood function is derived from the
log-likelihood as seen in Eq. (12).

l Θð Þ ¼ �N
2
log σ21
� ��N

2
log σ22
� �� 1

2σ21

XN

i¼1

yi � αTxi
� �2 � 1

2σ22

XN

i¼1

zi � βTxi
� �2

� 1
2

XN

i¼1

XK

Y¼1

δ yi;Y
� �

log σ2Y
� �þ zi � μY

� �2
σ2Y

 ! (12)

The optimal estimate Θ* is a maximizer of l(Θ), according to Eq. (13) ([17] p. 9).

Θ∗ ¼ argmax
Θ

L Θð Þ ¼ argmax
Θ

l Θð Þ (13)

By taking first-order partial derivatives of l(Θ) with regard to Θ ([18] p. 34), we obtain:

Phoebe Framework and Experimental Results for Estimating Fetal Age and Weight
http://dx.doi.org/10.5772/intechopen.74883

119



For each Z, suppose the condition probability P(Z | Y) is distributed normally with mean μY

and variance σY
2. Eq. (6) specifies the joint probability P(Y, Z).

P Y, ZjθY,μY, σ
2
Y

� � ¼ θYffiffiffiffiffiffiffiffiffiffiffi
2πσ2Y

q exp
� Z� μY

� �2
2σ2Y

 !
(6)

Conditional expectation of sufficient statistic Z given Y with regard to P(Z | Y, μY, σY
2) is

specified by Eq. (7).

E ZjYh i ¼ μY (7)

Please pay attention to Eq. (7) because Z will be estimated by such expectation later. Eq. (8)
specifies expectation of sufficient statistic Z with regard to P(Y, Z | θY, μY, σY

2).

E Zð Þ ¼
XK

Y¼1

θYμY (8)

Due to:

E ZjθY,μY, σ
2
Y

� � ¼
XK

Y¼1

ð

Z

ZP Y, ZjθY,μY, σ
2
Y

� �
dZ ¼

XK

Y¼1

θYE ZjθY,μY, σ
2
Y

� � ¼
XK

Y¼1

θYμY

The full joint probability of Y and Z given X and parameters α, β, θY, μY, and σY
2 is the product

specified by Eq. (9).

P Y, ZjX,α, β,θY,μY, σ
2
Y

� � ¼ P Y, ZjθY,μY, σ
2
Y

� �
P Y, ZjX,α, β� �

¼ P Y,ZjθY,μY,σ
2
Y

� �
P YjX,αh iP ZjX, β� � (9)

where P(Y, Z | X, α, β) and P(Y, Z | θY, μY, σY
2) are specified by Eqs. (4) and (6), respectively.

Eq. (9) indicates that both explicit dependence via P(Y, Z | X, α, β) and implicit dependence via
P(Y, Z | θY, μY, σY

2) between Y and Z. Explicit dependence and implicit dependence share
equal influence on Z if E(Z | X) specified by Eq. (5) is equal to E(Z) specified by Eq. (8),
according to Eq. (10).

XK

Y¼1

θYμY ¼ βTX (10)

Given sample D, all θY become constants and determined by Eq. (11).

θY ¼ The number of yi ¼ Y
N

(11)

For convenience, let Θ = (α, β, μY)
T be the compound parameter. The full joint probability

specified by Eq. (9) is rewritten as follows:
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where

δ yi;Y
� � ¼ 1 if yi ¼ Y

0 if yi ¼ Y

� �

It is conventional that if δ(yi, Y) = 0 then, the respective probability P(yi, zi | μY, σY
2) is removed

from the product. The log-likelihood function is logarithm of the full joint probability as
follows:

L Θð Þ ¼ log P y, zjX,Θh ið Þ ¼ �Nlog 2πð Þ �Nlog σ21
� �
2

�Nlog σ22
� �
2

� 1
2σ21
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i¼1

yi � αTxi
� �2 � 1
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i¼1
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δ yi;Y
� �

log θYð Þ � log 2πð Þ
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� log σ2Y
� �
2

� zi � μY
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2σ2Y

 !

When log(2π) and θY are constants, the reduced log-likelihood function is derived from the
log-likelihood as seen in Eq. (12).

l Θð Þ ¼ �N
2
log σ21
� ��N

2
log σ22
� �� 1

2σ21

XN

i¼1

yi � αTxi
� �2 � 1
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i¼1
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δ yi;Y
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log σ2Y
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� �2
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The optimal estimate Θ* is a maximizer of l(Θ), according to Eq. (13) ([17] p. 9).

Θ∗ ¼ argmax
Θ

L Θð Þ ¼ argmax
Θ

l Θð Þ (13)

By taking first-order partial derivatives of l(Θ) with regard to Θ ([18] p. 34), we obtain:

Phoebe Framework and Experimental Results for Estimating Fetal Age and Weight
http://dx.doi.org/10.5772/intechopen.74883

119



∂l Θð Þ
∂α

¼ 1
σ21

XN

i¼1

yi � αTxi
� �

xið ÞT

∂l Θð Þ
∂β

¼ 1
σ22

XN

i¼1

zi � βTxi
� �

xið ÞT

∂l Θð Þ
∂μY

¼ σ2Y
XN

i¼1

δ yi;Y
� �

zi � μY

� �

When first-order partial derivatives of l(Θ) are equal to zero, it gets locally maximal. In other
words, Θ* is solution of the equation system 14 resulted from setting such derivatives to be
zero and setting E(Z | X) = E(Z).

XN

i¼1

yi � αTxi
� �

xið ÞT ¼ 0T

XN

i¼1

zi � βTxi
� �

xið ÞT ¼ 0T

XN

i¼1

δ yi;Y
� �

zi � μY

� � ¼ 0

XK

j¼1

θjμj ¼ βTxi for some i

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

9>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>;

(14)

where

δ yi;Y
� � ¼ 1 if yi ¼ Y

0 if yi 6¼ Y

� �

The notation 0 = (0, 0,…, 0)T denotes zero vector. All equations in system 14 are linear, whose
unknowns are Θ = (α, β, μY)

T. The last equation in system 14 is Eq. (10) with the heuristic
assumption that explicit dependence and implicit dependence share equal influence on Z. Such
last equation is only used to adjust μY (s) if the heuristic assumption is concerned; otherwise it
is ignored.

We apply expectation maximization (EM) algorithm into estimating Θ = (α, β, μY)
T with lack of

fetal weights. Note that the full joint probability P(Y,Z |X, α, β, μY) specified by Eq. (9) is product
of regular exponential distributions. EM algorithm has many iterations, and each iteration has
expectation step (E-step) and maximization step (M-step) for estimating parameters. Given cur-
rent parameterΘt = (αt, βt, μY

t)Tat the tth iteration, the two steps are shown in Table 9 ([19] p. 4).

The equation system 14 is solvable because missing values zi (s) were estimated in E-step. The
EM algorithm stops if at some tth iteration, we have Θt = Θt + 1 = Θ*. At that time, Θ* = (α*, β*,
μY

*)T is the optimal estimate of EM algorithm, and hence, linear regression functions of Y and
Z are determined with α*, β*.
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As usual, all parameters are changed after every iteration of EM algorithm, but fortunately, α*

is determined as a partial solution of equation system 14 at the first iteration of EM process
because both X and y are complete. In other words, α* is fixed, whereas β and μY are changed
in EM process. Eq. (15) ([20] p. 417) specifies α*.

α∗ ¼ α1 ¼ XTX
� ��1

XTy (15)

where the superscript “�1” denotes the inversion of matrix.

At the first iteration, as usual Θ1 is initialized arbitrarily but we can improve convergence of
EM algorithm by initializing μ1

Y as sample mean. Without loss of generality, suppose practi-
tioners obtained n < N fetal weights z1, z2,…, zn from n ultrasound scans. Moreover, the fetal
age of all pregnant women over such n scans is the same, which is Y. Thus, μ1

Y is initialized by
Eq. (16).

μ1
Y ¼ 1

n

Xn

i¼1

zi (16)

The parameter β1 at the first iteration is initialized according to previous studies in the literature.

7. Conclusions

According to experimental results, there is no doubt that Phoebe framework produces optimal
formulas with high adequacy and accuracy; please see Tables 4–8 for more details. However,
we also recognize the weak point of our research is that the built-in SG algorithm can lose
some good formulas due to the heuristic conditions. The suggestive solution is to add more
constraints in such conditions; please read the article “A framework of fetal age and weight
estimation” ([10] pp. 24–25) for more details. The proposal of early weight estimation uses
actually an additional constraint which is the latent relationship between fetal age and fetal
weight. Such latent relationship represented by the joint probability of fetal age and weight is a
knowledge aspect of pregnancy study. For further research, we will make experiment on the
proposal and try our best to discover other knowledge aspects.

Another weak point of our research is difficult to apply our complex formulas for fast mental
calculation because we must pay the price for their high accuracy. In the future, we will embed

1. E-step: Estimating only missing values zi (s) as the expectation of themselves based on the current mean μt
yi
,

according to Eq. (7). Note, each missing value zi is always associated with an observation yi.
zi ¼ E zijyi

� � ¼ μt
yi

2. M-step: The next parameter Θt + 1 is a maximizer of l(Θ), which is the solution of equation system 14. Note, Θt + 1

becomes current parameter for the next iteration.

Table 9. E-step and M-step of EM algorithm.
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these formulas into software or hardware of medical ultrasound machine so that users are easy
to read estimated values resulted from machine.
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Abstract

Mapping the distribution of patients and analyzing disease clusters is an effective 
method in epidemiology, where the non-random aggregation of patients is carefully 
investigated. This can aid in the search for clues to the etiology of diseases, particularly 
the rare ones. Indeed, with the increased incidence of rare diseases in certain populations 
and/or geographic areas and with proper analysis of common exposures, it is possible to 
identify the likely promoters/triggers of these diseases at a given time. In this chapter, we 
will highlight the appropriate methodology and demonstrate several examples of cluster 
analyses that lead to the recognition of environmental, occupational and communicable 
preventable triggers of several rare diseases.

Keywords: cluster investigation, epidemiology, rare diseases, exposures, disease 
triggers, patient registries

1. Introduction

Many diseases are preventable with lifestyle modifications and by minimizing exposures to 
harmful substances. In fact, it was recently reported that nearly half of all cancer-related deaths 
in the United States were attributable to modifiable and preventable risk factors [1]. Through 
epidemiological studies and careful examination of public health data such as disease regis-
tries, and by studying disease distribution, incidence, prevalence and mortality trends, the 
occurrence of diseases in defined populations can be estimated and can be related to different 
external factors. Disease clusters are aggregates of patients with a particular disease in a speci-
fied time period and at a defined geographical level, occurring at a rate markedly higher than 
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expected. Analyzing and mapping the incidence rates of diseases indeed can help identify 
non-random distributions of patient clusters, while a proper assessment of the population 
demographics as well as the surrounding environment can implicate occupational, commu-
nicable and environmental exposures as potential causes for a given disease. For instance, in 
the 1800’s, despite limited knowledge on the etiology of many diseases such as cholera, clus-
tering analysis was the method that enabled physicians and scientists to establish a definite 
link between the disease outbreaks and causative or potentiating agents from the surrounding 
environment. In the case of cholera, water from a contaminated pump infected with Vibrio 
cholerae bacterium was clearly identified as a disease source in London, England. As high-
lighted in the examples in Section 2.2, it will be evident to the reader that geographic cluster-
ing analyses of patient populations can shed light on the triggers of many rare diseases.

2. Cluster investigation analysis

2.1. Cluster investigations

In epidemiology, trends and causes of diseases and their progression and regression rates can 
be monitored over time and the occurrence of diseases within the defined populations can 
be estimated. There are several types of epidemiologic studies including cohort, case–con-
trol, cross-sectional, ecologic and cluster studies. Epidemiological studies have a significant 
impact on public health outcomes as they identify increased disease incidence/prevalence 
rates, which shape health policies including preventative measures and resource allocation 
planning, accordingly. Spatial epidemiology is the description and geographical analysis of 
health data, taking into account patients’ demographics, and risk factors including socio-
economic, genetic, environmental, behavioral, infectious and noninfectious exposures [2]. 
Detection of disease clusters is an integral component of spatial epidemiology as it identifies 
disproportionately high rates of a disease in a given population, which ultimately generates 
hypotheses that can help elucidate disease triggers/promoters.

Clustering analyses can be characterized as either general (non-focused) or specific (focused). 
In a general clustering analysis, the precise location of disease clusters is not studied but 
rather the clustering tendency of the disease and the overall distribution of disease is exam-
ined [3, 4]. On the other hand, specific disease clustering analysis carefully describes unusual 
nonrandom accumulation of disease outbreaks and the precise location of clusters, in time or 
space, that are unlikely to be due to chance alone [3, 4]. These investigations can be applied to 
formulate hypotheses and elucidate potential causes of diseases. Further, clustering patterns 
of diseases have many applications beyond identifying disease triggers, including identifica-
tion of areas with high disease prevalence in order to optimize medical management and 
resource allocation. This will be discussed in Section 2.2.

2.2. Applications of cluster investigations in identifying disease triggers

2.2.1. Cholera

Cholera is an acute infectious diarrheal disease that can be fatal within days if left untreated. 
This disease became a major health threat in the 1800s, with several outbreaks that had 
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devastating outcomes. The accepted explanation of cholera outbreaks at the time was attrib-
uted to the “Miasma theory”, which suggested that poisonous vapor or mist filled with 
substances from decomposed matter (“Miasmata”) caused many diseases including chol-
era, chlamydia and plague [5]. In 1854, a severe outbreak of cholera occurred in London, 
England, killing more than 600 people. Dr. John Snow, an English physician, investigated 
the cause of this epidemic by analyzing the geographic distribution of cholera and plotting 
cholera cases on a map, along with certain landmarks in the city including providers of 
potable water (Figure 1). Notably, most of the cholera cases occurred within 250 yards of the 
intersection of Broad and Cambridge streets and in close proximity to a public water pump 
on Broad street. This observation prompted the local council to disable the water pump 
which halted the spread of cholera. This analysis enabled the identification of the precise 
source of the cholera outbreak in London as the public water pump, which was built near 
an old open toilet. This work established for the first time that cholera can spread via con-
taminated water [6]. The breakthrough in fact paved the way for the field of epidemiology.

2.2.2. Mesothelioma

Mesothelioma is a rare but aggressive cancer that arises in the mesothelium, the lining of the 
pleura, peritoneum, and pericardium. Studying the prevalence of mesotheliomas in asbestos 
miners of South Africa established asbestos exposure as a critical factor responsible for this 
deadly malignancy. In a study by Wagner and colleagues, it was noted that while mesothe-
lioma is a very rare disease in the Northwest Cape province of South Africa, 33 cases were 
described in the area, each having occupational exposure to crocidolite asbestos mining [8]. 
This finding was shortly followed by several population studies in Quebec Canada, United 
Kingdom, The Netherlands, Germany, Scotland and Northern Ireland, demonstrating that 

Figure 1. Original map by Dr. John Snow illustrating clustering of cholera cases in the London epidemic of 1854. Cholera 
cases are highlighted as black lines [7].
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2.1. Cluster investigations

In epidemiology, trends and causes of diseases and their progression and regression rates can 
be monitored over time and the occurrence of diseases within the defined populations can 
be estimated. There are several types of epidemiologic studies including cohort, case–con-
trol, cross-sectional, ecologic and cluster studies. Epidemiological studies have a significant 
impact on public health outcomes as they identify increased disease incidence/prevalence 
rates, which shape health policies including preventative measures and resource allocation 
planning, accordingly. Spatial epidemiology is the description and geographical analysis of 
health data, taking into account patients’ demographics, and risk factors including socio-
economic, genetic, environmental, behavioral, infectious and noninfectious exposures [2]. 
Detection of disease clusters is an integral component of spatial epidemiology as it identifies 
disproportionately high rates of a disease in a given population, which ultimately generates 
hypotheses that can help elucidate disease triggers/promoters.

Clustering analyses can be characterized as either general (non-focused) or specific (focused). 
In a general clustering analysis, the precise location of disease clusters is not studied but 
rather the clustering tendency of the disease and the overall distribution of disease is exam-
ined [3, 4]. On the other hand, specific disease clustering analysis carefully describes unusual 
nonrandom accumulation of disease outbreaks and the precise location of clusters, in time or 
space, that are unlikely to be due to chance alone [3, 4]. These investigations can be applied to 
formulate hypotheses and elucidate potential causes of diseases. Further, clustering patterns 
of diseases have many applications beyond identifying disease triggers, including identifica-
tion of areas with high disease prevalence in order to optimize medical management and 
resource allocation. This will be discussed in Section 2.2.

2.2. Applications of cluster investigations in identifying disease triggers

2.2.1. Cholera

Cholera is an acute infectious diarrheal disease that can be fatal within days if left untreated. 
This disease became a major health threat in the 1800s, with several outbreaks that had 
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devastating outcomes. The accepted explanation of cholera outbreaks at the time was attrib-
uted to the “Miasma theory”, which suggested that poisonous vapor or mist filled with 
substances from decomposed matter (“Miasmata”) caused many diseases including chol-
era, chlamydia and plague [5]. In 1854, a severe outbreak of cholera occurred in London, 
England, killing more than 600 people. Dr. John Snow, an English physician, investigated 
the cause of this epidemic by analyzing the geographic distribution of cholera and plotting 
cholera cases on a map, along with certain landmarks in the city including providers of 
potable water (Figure 1). Notably, most of the cholera cases occurred within 250 yards of the 
intersection of Broad and Cambridge streets and in close proximity to a public water pump 
on Broad street. This observation prompted the local council to disable the water pump 
which halted the spread of cholera. This analysis enabled the identification of the precise 
source of the cholera outbreak in London as the public water pump, which was built near 
an old open toilet. This work established for the first time that cholera can spread via con-
taminated water [6]. The breakthrough in fact paved the way for the field of epidemiology.

2.2.2. Mesothelioma

Mesothelioma is a rare but aggressive cancer that arises in the mesothelium, the lining of the 
pleura, peritoneum, and pericardium. Studying the prevalence of mesotheliomas in asbestos 
miners of South Africa established asbestos exposure as a critical factor responsible for this 
deadly malignancy. In a study by Wagner and colleagues, it was noted that while mesothe-
lioma is a very rare disease in the Northwest Cape province of South Africa, 33 cases were 
described in the area, each having occupational exposure to crocidolite asbestos mining [8]. 
This finding was shortly followed by several population studies in Quebec Canada, United 
Kingdom, The Netherlands, Germany, Scotland and Northern Ireland, demonstrating that 

Figure 1. Original map by Dr. John Snow illustrating clustering of cholera cases in the London epidemic of 1854. Cholera 
cases are highlighted as black lines [7].
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most of the described mesothelioma patients clustered in several communities where occupa-
tional exposure to asbestos was routine. At that time asbestos was commonly used in insula-
tion, construction, factory work as well as in shipyards. This analysis confirmed the causal 
link between asbestos and mesotheliomas and led to a legislative action to ban the use of this 
carcinogen in construction and other workplaces [9].

2.2.3. Squamous cell carcinoma

For many centuries, arsenic was used by the Egyptians, Greeks, Asians and Romans for many 
applications including the treatment of rheumatism and for facial hair removal. Little was known 
about the carcinogenic effects of arsenic at that time. In 1898, Geyer conducted a detailed popula-
tion study in Reichenstein, Silesia (Prussia). In this small arsenic-mining town, chronic poisoning 
took place primarily through the use of drinking water contaminated by precipitating arseni-
cal fumes in the rain. This work shed light on the carcinogenic effects of arsenic [10]. Affected 
individuals developed a constellation of symptoms including pigmentation changes and hyper-
keratosis (wart-like lesions) on the palms and soles. The latter had a high risk of progression to 
cutaneous squamous cell carcinomas. This condition was referred to as “Reichenstein’s disease” 
[11]. The significant increase of this disease in the residents of this town helped establish the 
link between arsenic and the occurrence of arsenical keratoses and squamous cell carcinomas of 
the skin. This example further demonstrates the importance of non-random clustering of rare 
diseases in identifying novel environmental or occupational disease triggers.

2.2.4. Cutaneous T-cell lymphoma

Cutaneous T-cell lymphoma (CTCL) is a rare group of non-Hodgkin lymphomas that primar-
ily involves the skin. Patients with CTCL typically present with persistent, red itchy patches 
and thickened plaques that are located mostly on the trunk. As the malignancy progresses, 
patients can develop skin tumors with concomitant involvement of lymph nodes and visceral 
organs. In some stages, the disease involves the blood and patients can develop erythroderma 
(generalized redness and desquamation of the skin) and suffer intractable pruritus as well 
as B-symptoms of lymphoma. Many advanced disease patients succumb to this malignancy 
within 2–3 years. Unfortunately, the risk factors and promoters for this disease remained poorly 
understood for many years. It is recognized that disruption of molecular pathways in skin lym-
phocytes by bacterial, viral or environmental factors can lead to cutaneous lymphomas [12–14]. 
Although progress has been made in the past few decades, the precise pathogenesis by which 
CTCL develops remains poorly understood. Several reports from different parts of the world 
examined the distribution of CTCL patients illustrating non-random clustering of cases. This 
was shown in Sweden [15], Houston, Texas (Figure 2) [16, 17] and the Pittsburgh metropolitan 
area [18]. Furthermore, the unusually high incidence of CTCL in married couples [19], and in 
families [20] was also noted. These clustering patterns of CTCL patients strongly argue for the 
existence of external and potentially preventable risk factors for this rare skin cancer.

Several factors have been implicated in CTCL carcinogenesis, including immunosuppres-
sion, vitamin D deficiency, bacterial agents (Staphylococcus aureus, Mycobacterium leprae and 
Chlamydophila pneumoniae), medications (calcium channel blockers, angiotensin converting 
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enzyme inhibitors, hydrochlorothiazide, and serotonin reuptake inhibitors), dermatophytes 
and viruses (EBV, HSV and HTLV-1) [21]. However, none of these agents have been defini-
tively linked with this skin lymphoma.

In addition, recent studies in Canada further confirmed the existence of disease clusters and 
areas completely spared by this malignancy and implicated industrial exposure and liv-
ing in a proximity to major transportation junctions as potential triggers for CTCL [22, 23]. 
Considering that the majority of skin cancers are caused by external and often preventable trig-
gers (e.g. UV radiation, HPV, polyomaviruses, etc.) it is not surprising that skin lymphomas 

Figure 2. Geographic mapping of cutaneous T-cell lymphoma cases in Houston, Texas demonstrating clustering 
pattern of patients with this rare malignancy with incidence rates 5–20-fold higher than expected. Patients in ‘Spring’ 
community are indicated by violet, patients in ‘Katy’ community are indicated by green, and patients residing in the 
Houston memorial area are indicated by orange. Adapted from [17].
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ily involves the skin. Patients with CTCL typically present with persistent, red itchy patches 
and thickened plaques that are located mostly on the trunk. As the malignancy progresses, 
patients can develop skin tumors with concomitant involvement of lymph nodes and visceral 
organs. In some stages, the disease involves the blood and patients can develop erythroderma 
(generalized redness and desquamation of the skin) and suffer intractable pruritus as well 
as B-symptoms of lymphoma. Many advanced disease patients succumb to this malignancy 
within 2–3 years. Unfortunately, the risk factors and promoters for this disease remained poorly 
understood for many years. It is recognized that disruption of molecular pathways in skin lym-
phocytes by bacterial, viral or environmental factors can lead to cutaneous lymphomas [12–14]. 
Although progress has been made in the past few decades, the precise pathogenesis by which 
CTCL develops remains poorly understood. Several reports from different parts of the world 
examined the distribution of CTCL patients illustrating non-random clustering of cases. This 
was shown in Sweden [15], Houston, Texas (Figure 2) [16, 17] and the Pittsburgh metropolitan 
area [18]. Furthermore, the unusually high incidence of CTCL in married couples [19], and in 
families [20] was also noted. These clustering patterns of CTCL patients strongly argue for the 
existence of external and potentially preventable risk factors for this rare skin cancer.

Several factors have been implicated in CTCL carcinogenesis, including immunosuppres-
sion, vitamin D deficiency, bacterial agents (Staphylococcus aureus, Mycobacterium leprae and 
Chlamydophila pneumoniae), medications (calcium channel blockers, angiotensin converting 
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enzyme inhibitors, hydrochlorothiazide, and serotonin reuptake inhibitors), dermatophytes 
and viruses (EBV, HSV and HTLV-1) [21]. However, none of these agents have been defini-
tively linked with this skin lymphoma.

In addition, recent studies in Canada further confirmed the existence of disease clusters and 
areas completely spared by this malignancy and implicated industrial exposure and liv-
ing in a proximity to major transportation junctions as potential triggers for CTCL [22, 23]. 
Considering that the majority of skin cancers are caused by external and often preventable trig-
gers (e.g. UV radiation, HPV, polyomaviruses, etc.) it is not surprising that skin lymphomas 

Figure 2. Geographic mapping of cutaneous T-cell lymphoma cases in Houston, Texas demonstrating clustering 
pattern of patients with this rare malignancy with incidence rates 5–20-fold higher than expected. Patients in ‘Spring’ 
community are indicated by violet, patients in ‘Katy’ community are indicated by green, and patients residing in the 
Houston memorial area are indicated by orange. Adapted from [17].
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could also be caused by an external trigger. Currently, the search for such trigger(s) for this 
malignancy is ongoing.

2.2.5. Childhood leukemia

Another example revealing a cause of an important disease came from an observation in the 
early 1980s in Woburn, Massachusetts, where an elevated incidence rate of childhood leuke-
mia was documented. An extensive investigation of the geographical distribution of these 
patients helped implicate chlorinated organic compounds contaminating two of eight munici-
pal wells servicing Woburn as a cause of childhood leukemia. Specifically, it was shown that 
select dwellings where the patients with this cancer resided, were provided water from these 
contaminated wells [24].

2.2.6. Bladder cancer

Bladder cancer is a disease of significant morbidity and mortality [25]. Cluster investigation 
recently helped identify occupational and behavioral promoters for this cancer. These fac-
tors are potentially modifiable and thus rates of this malignancy could possibly be reduced 
with primary prevention. The astute observation in 1895 by Rehn, a German physician, 
showed that the incidence rates of bladder cancer were remarkably high in aniline dye 
industry workers. This was the first evidence that occupational risk factors can be directly 
implicated in this malignancy [26]. By carefully analyzing the incidence of bladder can-
cers in industrial workers, it was possible to identify aromatic amines, polycyclic aromatic 
hydrocarbons and chlorinated hydrocarbons that are now well recognized as causative 
agents for this disease [25].

2.2.7. Emerging trends

2.2.7.1. Multiple sclerosis

Multiple sclerosis (MS) is an autoimmune demyelinating disease, affecting the central ner-
vous system and resulting in a spectrum of neurological symptoms including vision prob-
lems, fatigue, pains, spasms and cognitive decline. The precise triggers of this rare disease 
have not yet been described or identified. However, studying the epidemiology and geo-
graphic distribution of MS globally has yielded many interesting trends that allowed genera-
tion of a number of hypotheses addressing the cause of MS. Clusters of new MS cases have 
been reported in many communities around the world including the United States, Canada, 
Europe, Israel, New Zealand, Australia and Russia [27–30]. Many studies indicated significant 
variation in the global distribution of MS patients, where the incidence of this autoimmune 
disease is relatively uncommon in tropical climates, but is much more common in temperate 
zones and in the Western Hemisphere [31]. Furthermore, remarkably elevated incidence rates 
in northern latitudes were reported [32, 33]. Many theories have been postulated to implicate 
promoters of MS, such as diet, soil minerals and deficiency in vitamin D [32, 33]. The identity 
of a definite trigger for MS remains unknown, and extensive follow up of identified clusters 
may potentially provide some clues in the future.
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2.2.7.2. Alzheimer’s disease

Alzheimer’s disease is a common, yet incompletely understood form of dementia. Differences 
in the geographical distribution of patients with Alzheimer’s disease were reported, highlight-
ing the possible contribution of nutritional or socio-environmental factors in the development 
and progression of the disease [34]. Indeed, levels of essential trace elements including sele-
nium, magnesium, iron, copper and zinc were shown to be markedly reduced in Alzheimer’s 
patients compared to same age healthy individuals [35]. This illustrates that further epide-
miologic studies can be used to associate nutritional deficiencies with diseases.

2.3. Applications of cluster investigations in identifying nutritional deficiencies

2.3.1. Scurvy

Deficiency in micronutrients and vitamins can result in a variety of diseases. For instance, 
vitamin A deficiency is a known cause of keratomalacia, while vitamin D deficiency in child-
hood invariably causes rickets. One important use of clustering analysis in epidemiology is to 
identify nutritional deficiencies.

During the Age of Discovery in the fifteenth and sixteenth century, particularly during long 
transatlantic journeys, it was noted that the incidence of scurvy, a rare disease caused by a 
severe deficiency of vitamin C (ascorbic acid), was much higher in sailors, pirates and other 
sea explorers. Also, the disease later affected soldiers in world wars. Scurvy is characterized 
by general weakness, gingivitis and bleeding disorders. It was noted that eating citrus fruits 
prevented and cured this disease in sailors, which enabled later confirmation that vitamin C 
deficiency is the sole cause of scurvy. Thus, careful demographic and epidemiologic analyses 
of these individuals, who did not have access to fresh fruit and vegetables, established a link 
between nutritional deficiency and disease.

2.3.2. Goiter

Thyroid goiters, which represent enlargement of the thyroid gland, are caused by iodine defi-
ciency. Fortification of table salt, medications and common foods like bread with iodine has 
largely eliminated the once pandemic goiter, but the condition persists in some regions of the 
developing world. The first hypothesis linking iodine with the treatment of goiter was made 
in the mid-1800s by a French chemist, Adolphe Chatin [36]. However, fortification of table salt 
with iodine was not implemented in the United States until the early 1920s [37], and this was, 
at least in part, driven by epidemiological research.

It was noted that the prevalence of goiter was very high (in approximately 26–70% of chil-
dren) in the upper Midwest and Great Lakes regions of the United States. In fact, this endemic 
region was known at the time as the “Goiter Belt” [38]. The prevalence was also reported 
as high as 64.4% in some areas of Michigan [39]. This highlighted the severity of the prob-
lem, sparking a major public health initiative to supplement table salt with iodine. The inter-
vention was very successful, as the incidence of goiter in Michigan dropped by up to 90% 
within a decade of iodine supplementation [40]. Currently, several areas have remarkably 
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tion of a number of hypotheses addressing the cause of MS. Clusters of new MS cases have 
been reported in many communities around the world including the United States, Canada, 
Europe, Israel, New Zealand, Australia and Russia [27–30]. Many studies indicated significant 
variation in the global distribution of MS patients, where the incidence of this autoimmune 
disease is relatively uncommon in tropical climates, but is much more common in temperate 
zones and in the Western Hemisphere [31]. Furthermore, remarkably elevated incidence rates 
in northern latitudes were reported [32, 33]. Many theories have been postulated to implicate 
promoters of MS, such as diet, soil minerals and deficiency in vitamin D [32, 33]. The identity 
of a definite trigger for MS remains unknown, and extensive follow up of identified clusters 
may potentially provide some clues in the future.
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and progression of the disease [34]. Indeed, levels of essential trace elements including sele-
nium, magnesium, iron, copper and zinc were shown to be markedly reduced in Alzheimer’s 
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severe deficiency of vitamin C (ascorbic acid), was much higher in sailors, pirates and other 
sea explorers. Also, the disease later affected soldiers in world wars. Scurvy is characterized 
by general weakness, gingivitis and bleeding disorders. It was noted that eating citrus fruits 
prevented and cured this disease in sailors, which enabled later confirmation that vitamin C 
deficiency is the sole cause of scurvy. Thus, careful demographic and epidemiologic analyses 
of these individuals, who did not have access to fresh fruit and vegetables, established a link 
between nutritional deficiency and disease.
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ciency. Fortification of table salt, medications and common foods like bread with iodine has 
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high prevalence of goiter, such as parts of India and the Himalayan/sub-Himalayan belts 
[41]. In fact, despite efforts to implement iodine supplementation and table salt fortification 
with iodine, the goiter prevalence in these communities has not decreased significantly [42]. 
Thus, more work needs to be done to address logistic, cultural and other obstacles to elimi-
nate suffering from goiter in these regions. In conclusion, recognizing the high prevalence of 
‘uncommon’ diseases such as goiter has important clinical implications. These studies help 
detect regions with micronutrient deficiency, which can serve as surrogate markers for poor 
nutrition and encourage prioritizing resource allocation to the affected communities.

2.4. Conducting a proper cluster investigation analysis

2.4.1. Systematic approach to conducting a cluster analysis

The study of the incidence/prevalence of a disease and mapping its distribution requires a 
systematic approach when trying to implicate occupational and environmental exposures 
as disease triggers/promoters. Mapping and exposure investigations are critical to highlight 
the existence and significance of identified clusters. However, it is not enough to only learn 
about the geographical disease clusters (i.e., disease hot-spots). It is also important to identify 
regions that are significantly spared by the disease (i.e., disease cold-spots). Detailed epide-
miological and statistical analysis of both can help rule-in or rule-out environmental contami-
nation or exposures as disease triggers [43]. A point-by-point guide of a systematic approach 
to conducting a cluster investigation is provided below:

1. Define the disease and population(s) to be examined.

2. Obtain ‘background’ information about patient demographics to enable standardization of 
incidence and mortality rates (such as standardization by age, gender, race, socioeconomic 
status, etc.).

3. Obtain census or other population information to enable calculating incidence and mor-
tality rates per country, territory/state/province, city and postal code. It is also helpful 
to learn about common exposures or diseases in that population to adjust for poten-
tial confounders. For instance, when studying the incidence of hepatitis C infection in 
a population, the rate of HIV prevalence would be an important confounder, since in 
many patients there is co-infection with both viruses due to shared risk factors for vi-
ral transmission. Population demographic parameters often vary and can be useful for 
subsequent analysis of collected data. The specific parameters of interest will differ for 
each disease, but often include population size, age ranges, race, gender distribution, 
socioeconomic status, data on lifestyle/behaviors, other environmental, occupational, or 
local rates of communicable diseases, etc.

4. Obtain public health data on patients with the disease of interest (e.g. local or nation-
al cancer registries and Centers for Disease Control, etc.). It is critical to obtain the data 
from population-based registries since it is often very difficult to draw conclusions from 
data based on a single medical center or a few select hospitals’ experience. One must al-
ways seek to correlate single center evidence with population-based registries/databases. 
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Relevant collected information should include age at diagnosis, year of diagnosis (for 
incidence calculation), gender, ethnic background (to study disease ethnic predilection), 
patients’ addresses (for geographical mapping), age at death, year of death (for mortality 
calculation), disease stage, etc.

5. Subsequent calculations of incidence can be easily performed using the obtained data (in-
cidence rate per year = number of new patients per year/population at risk per year). A plot 
of incidence rates (y axis) vs. year (x axis) will enable calculating an average incidence rate 
and trending the change of rate over time. Mortality calculations are done similarly, using 
number of deceased patients per year/population at risk.

6. Incidence rates in smaller geographical regions can be calculated similarly. For rare dis-
eases, it is important to include only locations with at least >5000–10,000 residents per 
geographical area to reduce erroneous false-positive hits, in which a few cases of disease 
occurring within a scarcely populated area (e.g., <5000 residents) may artificially inflate the 
incidence/mortality rate.

7. The calculated incidence/mortality rates can be normalized to several variables (such as 
age, gender, ethnicity) or to a known distribution of relevant disease-specific variables 
(such as communicable diseases, geographical latitude, socioeconomic status, etc.) This is 
important to account for potential confounding variables and to highlight trends that can 
be ‘masked’ if rates are not normalized in subsequent analyses.

8. Conduct proper statistical analysis to determine statistically significant high and low in-
cidence/mortality rates per geographical region at all levels. Two of the most commonly 
used methods of statistical analysis are the chi-square test (comparing observed number 
of cases to that expected under an assumed Poisson distribution) and the Knox test for 
time–space interaction, among more than 70 different methods, which have been used in 
previously published studies [43].

9. Plot the incidence rates in a specialized computer program such as ArcGIS or other geo-
graphic information system (GIS) software. Generate several maps, choosing appropriate 
color schemes representing standardized rates. It may also be advantageous to generate 
maps representing rates of statistical significance. Maps should serve as a clear, rapid and 
informative summary of complex geographical information and should help the reader 
identify interesting trends and generate relevant hypotheses.

10. Repeat the mapping analysis (step 9) using different normalized rates. Map the data in 
different formats and beware of “biased mapping” which was discussed elsewhere [44]. 
Ensure plotting maps that convey the message clearly and accurately.

11. Visualize and further analyze the plotted maps and note the presence of disease clusters 
(“disease hot-spots”) as well as areas of significantly low incidence/mortality rates (“cold-
spots”). Observe for interesting trends, particularly, if several of these clusters occur geo-
graphically side-by-side and are supported by hypotheses/current evidence of disease 
pathogenesis. It is often useful to compare generated disease maps with land-use maps 
that can be obtained from local authorities.
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to learn about common exposures or diseases in that population to adjust for poten-
tial confounders. For instance, when studying the incidence of hepatitis C infection in 
a population, the rate of HIV prevalence would be an important confounder, since in 
many patients there is co-infection with both viruses due to shared risk factors for vi-
ral transmission. Population demographic parameters often vary and can be useful for 
subsequent analysis of collected data. The specific parameters of interest will differ for 
each disease, but often include population size, age ranges, race, gender distribution, 
socioeconomic status, data on lifestyle/behaviors, other environmental, occupational, or 
local rates of communicable diseases, etc.

4. Obtain public health data on patients with the disease of interest (e.g. local or nation-
al cancer registries and Centers for Disease Control, etc.). It is critical to obtain the data 
from population-based registries since it is often very difficult to draw conclusions from 
data based on a single medical center or a few select hospitals’ experience. One must al-
ways seek to correlate single center evidence with population-based registries/databases. 

eHealth - Making Health Care Smarter132

Relevant collected information should include age at diagnosis, year of diagnosis (for 
incidence calculation), gender, ethnic background (to study disease ethnic predilection), 
patients’ addresses (for geographical mapping), age at death, year of death (for mortality 
calculation), disease stage, etc.

5. Subsequent calculations of incidence can be easily performed using the obtained data (in-
cidence rate per year = number of new patients per year/population at risk per year). A plot 
of incidence rates (y axis) vs. year (x axis) will enable calculating an average incidence rate 
and trending the change of rate over time. Mortality calculations are done similarly, using 
number of deceased patients per year/population at risk.

6. Incidence rates in smaller geographical regions can be calculated similarly. For rare dis-
eases, it is important to include only locations with at least >5000–10,000 residents per 
geographical area to reduce erroneous false-positive hits, in which a few cases of disease 
occurring within a scarcely populated area (e.g., <5000 residents) may artificially inflate the 
incidence/mortality rate.

7. The calculated incidence/mortality rates can be normalized to several variables (such as 
age, gender, ethnicity) or to a known distribution of relevant disease-specific variables 
(such as communicable diseases, geographical latitude, socioeconomic status, etc.) This is 
important to account for potential confounding variables and to highlight trends that can 
be ‘masked’ if rates are not normalized in subsequent analyses.

8. Conduct proper statistical analysis to determine statistically significant high and low in-
cidence/mortality rates per geographical region at all levels. Two of the most commonly 
used methods of statistical analysis are the chi-square test (comparing observed number 
of cases to that expected under an assumed Poisson distribution) and the Knox test for 
time–space interaction, among more than 70 different methods, which have been used in 
previously published studies [43].

9. Plot the incidence rates in a specialized computer program such as ArcGIS or other geo-
graphic information system (GIS) software. Generate several maps, choosing appropriate 
color schemes representing standardized rates. It may also be advantageous to generate 
maps representing rates of statistical significance. Maps should serve as a clear, rapid and 
informative summary of complex geographical information and should help the reader 
identify interesting trends and generate relevant hypotheses.

10. Repeat the mapping analysis (step 9) using different normalized rates. Map the data in 
different formats and beware of “biased mapping” which was discussed elsewhere [44]. 
Ensure plotting maps that convey the message clearly and accurately.

11. Visualize and further analyze the plotted maps and note the presence of disease clusters 
(“disease hot-spots”) as well as areas of significantly low incidence/mortality rates (“cold-
spots”). Observe for interesting trends, particularly, if several of these clusters occur geo-
graphically side-by-side and are supported by hypotheses/current evidence of disease 
pathogenesis. It is often useful to compare generated disease maps with land-use maps 
that can be obtained from local authorities.
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12. Perform sub-analysis of the identified “disease hot-spots” and correlate with the sur-
rounding environment for any prevalent occupations, exposures, environmental factors, 
etc. If the patients within the area of high incidence (e.g. within a zip/postal code or a city) 
demonstrate an additional level of clustering (e.g., living on the same street or up and 
down the stream or river) it can further strengthen clustering findings and provide clues 
regarding possible triggers/exposures.

2.4.2. Limitations and bias

As illustrated in this chapter, studying the spatial patterns and geographical distribution of dis-
eases has many benefits including the identification of disease clusters. This can be a powerful 
tool to help identify disease triggers and to better allocate financial and logistic resources for bet-
ter management of these medical conditions. When the analysis is conducted properly, results 
are often specific. However, as in any type of analysis, one must be aware of potential limitations 
and intrinsic bias of the method. When analyzing clusters of patients in a given geographical 
region, one must be aware that there is a possibility that at least some of the observed clusters 
may be occurring by chance alone. Another important point, when studying the incidence of rare 
diseases in small regions: it is imperative to bracket the population analysis to at least 5000–10,000 
residents per geographical area to reduce erroneous false-positive hits. Also, association does not 
always imply causality. Extensive additional field and experimental work must be performed 
to link identified associations causally with a given disease. Finally, one must be careful when 
directly comparing different geographic clustering studies as differences in the inclusion criteria, 
statistical methods or intrinsic differences of the populations at risk can produce divergent results.

3. Conclusions

The applications of cluster studies in medicine have developed rather rapidly in recent decades. 
These will enable us to focus on studying risk factors and possible etiologic triggers of rare can-
cers and other conditions. Furthermore, this work can help make informed decisions regarding 
resource allocation and promote the development of primary prevention programs.
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increasing healthcare staffs and implementing new technologies are the two wildly example 
policies [1–3].

Generally, people who live in rural areas receive healthcare services at primary care unit as 
the first choice. However, a rural healthcare unit has some limitations such as infrastructure, 
healthcare staff and good/advanced medical equipment. Thus, referral of patients to the sec-
ondary or tertiary care unit is used for solving these problems, which lead to cost on traveling 
and waste of time. The effective care at the primary care units is one of the significant keys, 
which can improve a quality of healthcare services in rural areas. Telemedicine is one of the 
main keys, and telemedicine applications can enhance the accessibility of healthcare services 
through the collaborations between primary care unit and cooperation unit [4–8].

Interactive consulting over the Internet is a cost-effective way between physician and special-
ist. The real-time applications such as Skype [9–12], Google Hangout [13, 14], FaceTime [15, 
16], and WebRTC [17–19] can make good experience to participants like a face-to-face commu-
nication. However, the real-time consulting between physician and specialist requires some 
specific information and equipment which depend on consultation’s topic such as stetho-
scope for listen the body sounds on auscultation process. However, when data are transmit-
ted over the Internet, loss and delay can be occurred, especially its sensitivity in a real-time 
application. Packet loss [20] and packet delay variations [21] are the two main factors that 
reduce sound quality in real-time communication, e.g., body sounds from the stethoscope.

In our work, we investigate the effects of using e-stethoscope caused by packet loss and delay 
in the real-time tele-auscultation system over the Internet.

Significance: There is a little knowledge on the effects caused by packet loss and delay to 
the real-time tele-auscultation system over the Internet. This work deeply investigates these 
effects on lung and heart sounds, to see the impacts and factors that influence the quality of 
tele-auscultation services. We discuss what effects will happen, their causes, and results by 
varying a number of packet loss, delay variations, and types of lung and heart sounds. It is 
significantly different from human conversation sounds. We have suggested the percentage 
of packet loss and packet delay variations to meet some confident level of sound interpreting 
which can increase the success rate and effective outcomes.

The rest of chapter is organized as follows: Section 2 describes an overview of tele-auscultation 
including the differences between traditional auscultation and tele-auscultation, system compo-
sitions, and types of services. Section 3 presents our prototype system design and development. 
Section 4 shows the analysis result of the effects of packet loss and packet delay variations of 
heart and lung sounds over the Internet service. Finally, we conclude of our work in Section 5.

2. Overview of tele-auscultation

Tele-auscultation is a system for providing a remote auscultation to another place. The main 
challenge for this service is how to find the suitable mechanism to transmit the auscultation’s 
sound over the Internet effectively with an acceptable quality of auscultation’s sounds and to 
find other related supporting systems.
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2.1. Differences between traditional auscultation and tele-auscultation

Auscultation is the medical method for sound listening inside the patient body, on detect-
ing and identifying the abnormal sounds [22, 23]. A tele-auscultation provides the medical 
examination method similar to the traditional one, but the key of tele-auscultation that steps 
over the traditional auscultation is the mechanism for transmission the auscultation’s sounds 
on long distance. Internet technology and electronic stethoscope are the keys for driven tele-
auscultation service. Moreover, experiences on using tele-auscultation may differ from the 
traditional one, it is not face-to-face and may experience some delay of body sound sent from 
the remote site. This awareness should be raised when using this service. Table 1 summarizes 
the differences between traditional stethoscope and e-stethoscope.

2.2. Compositions of tele-auscultation system

In our study, tele-auscultation can be summarized in three main compositions: stethoscope, client 
application, and application server. In terms of processes, they are: capturing, processing, trans-
mission, and display. The system overview of tele-auscultation structure is shown in Figure 1.

In Figure 1, the first component is stethoscope. It is an instrument to capture the sounds in the 
body, and is used widely in auscultation process [24, 25]. Currently, an e-stethoscope (electronic 
stethoscope) is a new generation of auscultation’s device. It can improve the quality of ausculta-
tion sounds [26], as summarized in Table 1, and it is a source for transmitting the sounds from 
the body to the next component. The next component, client application, is software that cap-
tures the sounds sent by e-stethoscope. There are two techniques of sound capturing: the mod-
ern one is receiving directly from e-stethoscope via the transmission module embedded in the 
device [27–30], and the older one is receiving from stethoscope’s ear tip via audio input device 
such as microphone [31]. Moreover, the client application is the main processing function for 
the auscultation’s sounds such as improving sound’s quality, sounds  volume control, encod-
ing, filtering, waveform rendering, transmitting/receiving sound between cooperated compo-
nents, and sound play out. The last component, application server, is a center for  managing the 

Properties Electronic stethoscope Acoustic stethoscope

Record and playback Yes/no No

Volume control & amplification Yes No

Noise reduction Yes No

Power supply Batteries No

Transmission technologies Bluetooth, RF, USB No

Chest piece Single side tunable, button and 
screen

Single side tunable, dual side tunable (bell and 
diaphragm)

Tubing Similar

Headset

Sound signal Digital Analog

Table 1. Comparison between electronic stethoscope and acoustic stethoscope.
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sessions, signaling, user accounts, forwarding the sounds (for client–server-service model). It 
should be noted that apart from client-server model, peer-to-peer service model may be con-
sidered. However, the server in this latter case may have less service requirements, e.g., for 
communication establishment, not for media streaming between client and server.

2.3. Types of tele-auscultation services

Synchronous and asynchronous (store-and-forward) are the two main communication types 
that describe the characteristic of each tele-auscultation service. Synchronous service is an 
interactive communication between participants [27–31], and auscultation’ sound during the 
live session must be sent and played out immediately. While asynchronous service will store 
auscultation’ sound in the middleware first, and then participants make a request and receive 
the data later [28, 29]. It seems that today technology with high speed Internet, asynchronous 
service may have small time delay while sending stored auscultation sounds to the remote 
site. However, since synchronous service is live session, physician can request different aus-
cultation’s sounds (from different body positions) from a patient or healthcare staff immedi-
ately to improve healthcare service level. For example, physician may ask healthcare staff to 
move the stethoscope up/down/left/right from the current position in place, to follow up the 
result from the sound interpretation, to capture a better sound quality (unclear sound). This 
will make the service quality of real-time tele-stethoscope much better over asynchronous 
one. However, the service requires some certain level of QoS, e.g., high speed link capacity. In 
conclusion, both services have different significant impacts to tele-auscultation services, and 
it depends on the purpose of usage and what practice scenarios are for of healthcare services.

2.4. Communication models

Client/server and peer-to-peer are the two widely used communication models that describe 
the characteristic of systems for sharing the media between source unit and destination unit. 

Figure 1. Overview of tele-auscultation architecture.
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In peer-to-peer model, it has no central server for managing the media stream. Each node 
directly communicates to each other. This will minimize the processing time at the central 
server as well as communication link time delay. Conversely, client/server model has a cen-
tral server for managing almost everything, e.g., all information must be passed to the server 
first. However, for time-based information sharing, the client/server model will be useful. For 
tele-auscultation services, both models are used: client/server based model [29, 30], and peer-
to-peer based model [28].

3. Design and development of a real-time tele-auscultation

We design and develop a real-time tele-auscultation application covering both communica-
tion models: peer-to-peer and client/server based models. The model consists of two main 
components. First component is client application that includes stethoscope controller, ses-
sion controller, real-time audio waveform, and audio player. Another component is appli-
cation server that comprises of account management and session management. The server 
is used for user authentication and session initiation between two client applications. Some 
more details are as follows:

3.1. Electronic stethoscope

In prototype demonstration, 3 M™ Littmann® Electronic Stethoscope Model 3200 [32] is 
utilized. The e-stethoscope provides a digital audio which in linear pulse-code modulation 
(LPCM) format, 4000 Hz of sampling rate and 16 bits per sampling.

As 4000 samples per second is not a standard voice sampling, we need to up-sample to 8000 
times per second before putting in Real Time Transport Protocol (RTP) [34]. As a result, the 
sound quality is improved, but the bandwidth is increased to twice.

3.2. Auscultation’s sound capturing

Stethoscope controller performs a connection to e-stethoscope by Bluetooth stack for captur-
ing the auscultation’s sound and handling some optional messages of e-stethoscope and other 
components. In our experiment, we captured the auscultation’s sound every 50 msec, which 
created 400 bytes of audio data per packet. These audio packets will be transmitted to the 
destination node over the Internet for play-out at the destination.

3.3. Session and audio transmission

The handshaking mechanism is the important signal in peer-to-peer networks. Our prototype 
uses session initiation protocol (SIP) [33] and non-SIP (Web based signaling) for an initial pro-
tocol for real-time session establishing between participants. After completing the connection, 
the auscultation’s sounds will be conveyed in RTP packets. There is no need for the central 
server participating in the media session.
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4. Effects of packet loss and packet delay variations

In this section, study and analysis of auscultation’s sounds quality affected by packet loss and 
packet delay variations in real-time communication over the Internet will be presented.

In our work, we focused and studied the characteristics of two body sounds: cardiac ausculta-
tion and lung auscultation. For the first one, cardiac auscultation, it is a method for screening 
heart sounds and heart murmurs [35]. In cardiac auscultation process, patient positions (left 
lateral recumbent, sitting and supine) and body locations (aortic area, pulmonic area, tricus-
pid area, and mitral area) can affect the quality of heart sounds. Particular positions and loca-
tions are important to the quality of listening to the specific heart sounds or heart murmurs 
[36–38]. Heart murmurs are the critical sounds related to the valvular heart disease. Intensity 
(grade), pitch, timing, and location have described the characteristic of each murmur [36–38]. 
For the second one, lung auscultation, it is a method for screening abnormal sounds over 
the lung’s areas including front and back of the patient body [39]. Listening to the sounds of 
inspiration and expiration, together with comparing the intensity and pitch of each breath are 
the fundamental process for diagnosis the lung sounds [39, 40].

As noted above, a real-time auscultation service over the Internet should ensure a feasible and 
reliable. Packet loss and packet delay variations are the critical factors that significantly dam-
age the heart and lung sound quality.

4.1. The packet loss and packet delay variation generator

We developed the software that can generate the difference level of packet loss and packet 
delay variation patterns, to study and analyze the effects to heart and lung sound quality. The 
software components are described in Figure 2.

• Sender: It sends auscultation’s sound with a packet size of 400 bytes, 50 msec packet in-
terval time. The following original three heart sounds [41] and five lung sounds [42] are 
observed, as shown in Table 2.

The waveforms of each sound are shown in Figures 3 and 4.

• Controller: It is a component for generating the patterns of packet loss and packet delay 
variations. The loss patterns were generated based on Gilbert-Elliot model [43–45] with 2, 
5, 10, and 20% of loss values. The packet delay variation patterns were generated based on 
Poisson distribution [46] with 50, 60, and 70 msec time delays.

• Receiver: It is a component for converting the received packets to the play out format 
(LPCM, 4000 Hz, 16 bits, and 1 Mono-channel), with a controlled jitter buffer.

In this experiment, we measured the packet loss and delay variations between different net-
work services. For example, Ethernet network was the Intranet in our experiment site which 
has a big bandwidth, the 3G/4G network was a service provided by local mobile operators, 
and ADSL in the remote area was the Internet connection provided by a local service pro-
vider. We collected test information for a week at different time. Table 3 shows the average 
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of packet loss and delays when information was sent across different network services. We 
noticed that the Intranet gave lowest packet loss and delays while ADSL in the remote area 
gave higher packet loss and larger delays.

Figure 2. Software components for packet loss and packet delay variations generator.
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2. Early systolic murmur (75 bpm),

3. Pan-systolic murmur (75 bpm).

1. Coarse crackles (27 bpm),

2. Inspiratory stridor (23 bpm),

3. Normal vesicular (16 bpm),

4. Pleural friction (19 bpm),

5. Wheezing (27 bpm).

Table 2. The property of heart sounds and lung sounds.

Figure 3. The original heart sounds (1) early systolic murmur, (2) heart normal, and (3) pan-systolic murmur.

Figure 4. The original lung sounds (1) coarse crackles, (2) inspiratory stridor, (3) normal vesicular, (4) pleural friction, 
and (5) wheezing.
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4. Effects of packet loss and packet delay variations
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4.2. Distortions of heart and lung sounds

Signal distortion is the alteration in the pulse of heart sound and the breath on lung sound. In 
our experiment method, we summarize the number of distortion pulses and breaths in a min-
ute duration. Sample pulses of heart sound and breath of lung sound are shown in Figures 5 
and 6, respectively.

4.2.1. Packet loss

In packet loss experiment, the heart and lung sound with 2, 5, 10, and 20% of packet loss are used.

Of replication five times, the signal distortions of three heart sounds and five lung sounds 
by comparing the pulse and breathing of each sound with its original sound. The following 
results are given:

Figure 7 shows the results of packet loss by varying from 2, 5, 10, and 20% for pan-systolic 
murmur. We can see that shape and position losses are randomly occurred from time to time 
where a higher value of packet loss gives more damage of shape and position. We tested all 
other given heart and lung sounds in Table 2.

Figure 8 shows sound damage positions of pan-systolic murmur randomly from five times 
of experiment where 20% of packet loss is applied. We can see that shape and position losses 
are randomly occurred from time to time. This will make the receiver node in hard condition 
for the result interpretation.

Network types Packet loss (%) Packet delay variations (msec)

Range Average Range Average

1) Sender: Ethernet network

Receiver: Remote area via 3G/4G

0−3 2 10−70 55

2) Sender: Ethernet network

Receiver: Ethernet network

0 0 0−5 2

3) Sender: Ethernet network

Receiver: Remote area via ADSL

0−30 20 10−150 70

Table 3. Packet loss and delays between different network connection services.

Figure 5. The pulse of hear sound.
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Of replication five times, with 2, 5, 10, and 20% of packet loss, the distortions are summarized 
in Table 4. The figures in the table are the percentage of distortions of each sound beats.

From Table 4, the increase of packet loss gets along with short-range distortions on heart 
sounds, but fluctuates and has long-range distortion of lung sounds. All of heart sounds and 
all of packet loss levels, the percent of distortions are less than 50%. On the other hand, for 2 
and 5% of packet loss, the percent of distortions on lung sounds are less than 50%. However, 
when packet losses are 10 and 20%, the distortions go over 70%.

4.2.2. Packet delay variations

In packet delay variations experiment, the heart and lung sounds are investigated with three 
different levels of average packet delay variations; 50, 60, and 70 ms. Each delay was tested 

Figure 6. The breath of lung sound.

Figure 7. Packet loss varying from 2, 5, 10, 20% for pan-systolic murmur.

Figure 8. Randomly sound distortions and positions of pan-systolic murmur at 20% packet loss.

Real-Time Tele-Auscultation Consultation Services over the Internet: Effects of the Internet…
http://dx.doi.org/10.5772/intechopen.74680

147



4.2. Distortions of heart and lung sounds

Signal distortion is the alteration in the pulse of heart sound and the breath on lung sound. In 
our experiment method, we summarize the number of distortion pulses and breaths in a min-
ute duration. Sample pulses of heart sound and breath of lung sound are shown in Figures 5 
and 6, respectively.

4.2.1. Packet loss

In packet loss experiment, the heart and lung sound with 2, 5, 10, and 20% of packet loss are used.

Of replication five times, the signal distortions of three heart sounds and five lung sounds 
by comparing the pulse and breathing of each sound with its original sound. The following 
results are given:

Figure 7 shows the results of packet loss by varying from 2, 5, 10, and 20% for pan-systolic 
murmur. We can see that shape and position losses are randomly occurred from time to time 
where a higher value of packet loss gives more damage of shape and position. We tested all 
other given heart and lung sounds in Table 2.

Figure 8 shows sound damage positions of pan-systolic murmur randomly from five times 
of experiment where 20% of packet loss is applied. We can see that shape and position losses 
are randomly occurred from time to time. This will make the receiver node in hard condition 
for the result interpretation.

Network types Packet loss (%) Packet delay variations (msec)

Range Average Range Average

1) Sender: Ethernet network

Receiver: Remote area via 3G/4G

0−3 2 10−70 55

2) Sender: Ethernet network

Receiver: Ethernet network

0 0 0−5 2

3) Sender: Ethernet network

Receiver: Remote area via ADSL

0−30 20 10−150 70

Table 3. Packet loss and delays between different network connection services.

Figure 5. The pulse of hear sound.

eHealth - Making Health Care Smarter146

Of replication five times, with 2, 5, 10, and 20% of packet loss, the distortions are summarized 
in Table 4. The figures in the table are the percentage of distortions of each sound beats.

From Table 4, the increase of packet loss gets along with short-range distortions on heart 
sounds, but fluctuates and has long-range distortion of lung sounds. All of heart sounds and 
all of packet loss levels, the percent of distortions are less than 50%. On the other hand, for 2 
and 5% of packet loss, the percent of distortions on lung sounds are less than 50%. However, 
when packet losses are 10 and 20%, the distortions go over 70%.

4.2.2. Packet delay variations

In packet delay variations experiment, the heart and lung sounds are investigated with three 
different levels of average packet delay variations; 50, 60, and 70 ms. Each delay was tested 

Figure 6. The breath of lung sound.

Figure 7. Packet loss varying from 2, 5, 10, 20% for pan-systolic murmur.

Figure 8. Randomly sound distortions and positions of pan-systolic murmur at 20% packet loss.

Real-Time Tele-Auscultation Consultation Services over the Internet: Effects of the Internet…
http://dx.doi.org/10.5772/intechopen.74680

147



for five times. Figure 9 shows sample results of replication five times, the distortions of three 
heart sounds/five lung sounds by comparing the pulse and breathing of each sound with its 
original sound are shown in Table 2.

Of replication five times, the distortions of three heart sounds/five lung sounds by comparing 
the pulse and breathing of each sound with its original sound are shown in Table 5.

From Table 5, the packet delay variations at 50 msec get a short-range distortion on both heart 
and lung sounds and high distortion on both heart and lung sounds at 60 to 70 ms of packet 
delay variations. We can see that increasing a small delay variation, e.g., from 50 to 60 msec, 
significantly impact the sound distortion.

4.3. Evaluation of sound quality by assessor: packet loss

Ten medical professionals (they are medical doctors and nurses) who experience on ausculta-
tion operation at least 2 years participated in this evaluation. All of them are binding tests. 
Each person listens to three heart sounds/five lung sounds at packet loss of 2, 5, 10, and 20% 
without knowing which sound he or she is listening. According to the listening results, they 

Sounds Packet loss

2% 5% 10% 20%

Heart sound

Early systolic murmur 3 13 28 48

Heart normal 3 16 36 43

Pan-systolic murmur 6 24 27 48

Lung sound

Coarse crackles 11 25 68 86

Inspiratory stridor 13 48 71 91

Normal vesicular 23 27 69 94

Pleural friction 25 46 68 98

Wheezing 20 37 79 85

Table 4. Percent of distortions among various heart and lung sounds on each level of packet loss.

Figure 9. The result of packet delay variations for pan-systolic murmur.
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indicated the type of sound with the confident level. The test result is shown in Table 6. It 
seems that most of them can detect normal heart, pan-systolic murmur, early systolic mur-
mur, and normal vesicular sounds when a small packet loss is applied, e.g., less than 10%. 
More than 90% can correctly detect all heart sounds at 2−20% of packet loss. Percentage of 
correct detection on lung sounds depends on the type of lung sounds and level of packet loss.

4.4. Analysis of the effects of packet loss and packet delay variations

From the experiment of packet loss and packet delay variations, we analyzed the results as 
follows:

Sounds Packet delay variations (msec)

50 60 70

Heart sounds

Early systolic murmur 3 83 100

Heart normal 3 72 100

Pan-systolic murmur 0 100 100

Lung sounds

Coarse crackles 4 100 100

Inspiratory stridor 0 100 100

Normal vesicular 13 100 100

Pleural friction 5 100 100

Wheezing 15 100 100

Table 5. Percent of distortion among various heart and lung sounds on each level of packet delay variations.

Sounds Packet loss

2% 5% 10% 20%

Heart sounds

Heart normal 100 100 100 90

Pan-systolic murmur 100 100 100 90

Early systolic murmur 100 90 90 90

Lung sounds

Normal vesicular 100 100 90 60

Wheezing 100 90 80 30

Coarse crackles 70 60 40 70

Inspiratory stridor 90 80 50 70

Pleural friction 60 60 50 50

Table 6. Percent of correct detection on each sound.
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4.4.1. Sound missing and splitting

Auscultation method requires continued sound on each cycle to recognize the rhythm, pitch, 
and intensity. Packet loss and packet delay variations destroy the sounds continuity in dif-
ferent patterns randomly. Packet loss makes missing in some positions of sound, as shown 
in Figure 10, and packet delay variation makes split in some positions of sound, as shown in 
Figure 11.

Sound missing consists of two patterns: (1) either pulse or breath missing, and (2) some parts 
of pulse or breath missing, as shown in Figure 12. A pulse or breath missing is caused by 
burst loss on transmission process which is narrow range damage to heart and lung sounds. 
For another pattern, some parts of pulses or breaths missing, it is caused by uncertain pattern 
loss on transmission process. This pattern is wide range damage to heart and lung sounds. 
The increase of packet loss level cannot specify the pattern of sound discontinuity; it can only 
increase the missing sound.

Figure 10. Sound discontinuity by packet loss, (1) early systolic murmur and (2) inspiratory stridor.

Figure 11. Sound discontinuity by packet delay variations, (1) early systolic murmur and (2) inspiratory stridor.

Figure 12. Behaviors of sound discontinuity on early systolic murmur after packet loss occurred, (1) a pulse and (2) some 
part of pulse.
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4.4.2. Pulse transformation

Transformation is the effect caused by packet loss. When the sound missing in some positions 
like murmur shape, it may lead to transformation to another type, and pulse transformation  

Figure 13. Samples of pulse transformations. (a) Early systolic murmur to heart normal (1) early systolic murmur (2) 
heart normal, (b) early systolic murmur to mid systolic murmur (1) early systolic murmur (2) mid-systolic murmur, (c) 
pan-systolic murmur to heart normal (1) pan-systolic murmur (2) heart normal, (d) pan-systolic murmur to late systolic 
murmur (1) pan-systolic murmur (2) late systolic murmur, (e) pan-systolic murmur to early systolic murmur (1) pan-
systolic murmur (2) early systolic murmur, (f) pan-systolic murmur to mid systolic murmur (1) pan-systolic murmur 
(2) mid systolic murmur.
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does not happen every pulse. The following result analysis of pulse transformation, as some 
examples, are as follows: Early systolic murmur sound transforms to normal heart sound, 
is a result of missing of the murmur shape but S1 and S2 are still remaining, as shown in 
Figure 13(a). Transformation of early systolic murmur to mid-systolic murmur is a result of 
missing of the beginning part of murmur shape, as shown in Figure 13(b). Transformation of 
pan-systolic murmur to normal heart sound is a result of missing a murmur shape, as shown in 
Figure 13(c). Transformation of pan-systolic murmur to late systolic murmur is a result of miss-
ing of the first half of murmur shape, as shown in Figure 13(d). Transformation of pan-systolic 
murmur to early systolic murmur is a result of missing of the second half of murmur shape, 
as shown in Figure 13(e). Transformation of pan-systolic murmur to mid systolic murmur is 
a result of missing of the beginning part and tail of murmur shape, as shown in Figure 13(f).

5. Design for improving the quality of service

Voice quality factors have been known for a long time, e.g., ITU guideline and standards [47], 
in tele-medicine applications, we do need to re-apply some techniques for this particular situ-
ation. The following design and implementation should be considered:

• ITU provides PLC (Packet loss concealment) technique for digital voice communications. 
However, waveform substitution (one technique in PLC) may not be appropriate. Zero 
insertion or silent insertion (another one in PLC) is more appropriate,

• Jitter buffer: jitter adaptation technique is deployed to reduce the effect of delay fluctuation 
due to the late or early arrival of voice packets (Figure 14). This will help the receiver-end hears 
sound in more comfortable level. However, due to real-time communication session condition, 
the buffer of delay absorption should be limited; we can have a small jitter buffer, e.g., few hun-
dreds of milliseconds. In our experiment, 500 msec buffering (or 10 packets buffering) seems to 
be good enough. This will be traffic engineering choice to vary this figure.

• Noise removing: as mentioned, the device is operated remotely, and we noticed that mov-
ing of stethoscope creates a lot of noise. This creates an uncomfortable situation to the 
remote side. We have applied two stages noise filtering technique. The first stage looks at 
noise within a single voice packet (50 msec time interval), while the second stage evaluates 
the average noise energy for three consecutive packets. This will help a doctor in remote 
side working in convenience and comfortable way.

We have shown above that packet loss and delay will affect the quality of hearing, as a result, 
symptom determining may be hesitated. According to our prototype testing, most physicians 
at the remote side are happy with an e-stethoscope signal showing on the screen. This will 
help the interpretation confidence level after they are familiar with. We tested UI with packet 
loss and delay indicator, as shown in Figure 15, to raise awareness of a doctor during interact-
ing operation. The levels of packet loss and delay can be easily noticed, for example, green 
color means there is no packet loss and delay (or very few, e.g., 1%), yellow color means there 
a few packet loss and delay (e.g., 5%), red color means there are high packet loss and delay 
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(e.g., more than 10%). We have concluded that with this UI designed, it helps for aware-
ness of doctor’s confidential level. Moreover, packet loss and delay pontificating levels can be 
adjusted according to the doctor experience.

6. Conclusion

This work studies the effects of packet loss and packet delay variations to real-time tele-auscul-
tation services over the Internet. We categorize communications models of tele-auscultation 
services to asynchronous and synchronous, client/server and peer-to-peer. Some important 
compositions of tele-auscultation are drawn out with prototype software demonstration. We 
then focus and study the characteristics of two body sounds: cardiac auscultation and lung 
auscultation when these sounds are transmitted on the Internet in real-time applications.

Figure 14. Jitter adaptation for time delay variation reduction.

Figure 15. Real-time e-stethoscope signal with packet loss and packet delay indicators.
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does not happen every pulse. The following result analysis of pulse transformation, as some 
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Figure 14. Jitter adaptation for time delay variation reduction.

Figure 15. Real-time e-stethoscope signal with packet loss and packet delay indicators.
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From our experiment results, based on medical professional staff verification, we have found 
that both sounds are more sensitive to packet delay variations than packet loss. Lung sound is 
more sensitive than heart sound due to its timing interpretation, to recognize the rhythm, pitch, 
and intensity. Some different levels of packet loss can be tolerated for both sounds, e.g., 10% 
for heart sounds, 2% for lung sounds. However, packet delay variation boundary of 50 msec 
is recommended. Based on our analysis, sound missing and split, and pulse transformations 
are the two factors that affect the sound quality. The pulse transformation result may lead to 
misinterpreting of abnormal sounds. We have also found that making distinct normal sounds 
is more accurate than abnormal sounds. In addition to our prototype software, we have con-
cluded that real-time waveform of auscultation’s visualization can help physician confident 
level for sound interpreting. Moreover, showing the ratio of packet loss and delay variations in 
clear icon will raise awareness and increase the success rate and effective outcomes.
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Abstract

In developing countries like Africa, the physician-to-population ratio is below the World 
Health Organization (WHO) minimum recommendation. Because of the limited resource 
setting, the healthcare services did not get the equity of access to the use of health services, 
the sustainable health financing, and the quality of healthcare service provision. Efficient and 
effective teaching, alerting, and recommendation system are required to support the activi-
ties of the healthcare service. To alleviate those issues, creating a competitive eHealth knowl-
edge-based system (KBS) will bring unlimited benefit. In this study, Apriori techniques are 
applied to malaria dataset to explore the degree of the association of risk factors. And then, 
integrate the output of data mining (i.e., the interrelationship of risk factors) with knowledge-
based reasoning. Nearest neighbor retrieval algorithms (for retrieval) and voting method (to 
reuse tasks) are used to design and deliver personalized knowledge-based system.

Keywords: knowledge-based system, eHealth, pattern discovery, data mining, 
association rule

1. Introduction

In Africa, on average there are nine hospital beds per 10,000 people in comparison to the 
world average of 27. In sub-Saharan Africa, the physician-to-population ratio is the lowest in 
the world [1, 2]. Countries like Ethiopia set a strategic plan to improve access and equity to 
preventive, essential health interventions at the village and household levels to ensure health-
care coverage in rural areas [3, 4].

On the one hand, because of the limited resource setting, the healthcare services have not 
got the equity of access to the use of health services, the sustainable health financing, and the 
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got the equity of access to the use of health services, the sustainable health financing, and the 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



quality of healthcare service provision. The physician-to-population ratio is below the World 
Health Organization (WHO) minimum recommendations [1, 2]. Still, pneumonia, diarrhea, 
acute upper respiratory tract infection, acute febrile illness, and malaria account for 64% 
under five morbidity [5].

About 68% of the country’s total population living in areas at risk of malaria, 75% of the country is vul-
nerable to malaria (defined as areas <2000 m, those areas are fertile and suitable for agriculture and ac-
counts for up to 17% of outpatient consultations, 15% of admissions and 29% of inpatient deaths. [6, 7]

On the other hand, it has been more than four decades the computer program reasons (e.g., 
MYCIN was developed in the early 1970s) and uses knowledge to assist the domain experts 
and minimize routine activities. To prevent and control the crisis of malaria, different scholars 
and responsible bodies have made remarkable efforts by conducting researches, implement-
ing strategies, and policies [6, 7]. A predictive data mining model has been constructed using 
Ethiopian WHO malaria database, metrological database, and national mapping database [8]. 
The model is accurate to determine the occurrence of death, and it is good enough to identify 
the cases.

However, the system is looking a mechanism to assist routine healthcare activities, admin-
istrative and medical cost, demographic challenges, and equitable health distribution. For 
instance, the health extension workers (HEWs) assist peripheral health services by bridg-
ing the gap between the communities and health facilities [3, 4]. Each kebele has two HEWs 
responsible for providing outreach services. A kebele is the smallest governmental adminis-
trative unit and on average has a population of 5000 people. The HEWs teach the community 
house to house for each and every person in the kebele in order to create and promote healthy 
lifestyles. In all, the healthcare system is searching a mechanism for teaching, alerting, and 
recommendation system to support the daily routine activities.

To alleviate those issues, creating a competitive eHealth knowledge-based system (KBS) is 
the main goal of this work which will bring unlimited benefit in low resource setting. As a 
case study, we choose malaria (malaria dataset) because malaria prevention and control at the 
community level face numerous challenges because of the climate condition (temperature, 
rainfall), epidemiological, and genetic, poverty, malaria outbreak, over prescription for posi-
tive result and so on. Knowing the pattern and interrelationship of risk factors is important 
for supporting knowledge-based system as well as prediction of malaria death occurrences/
cases. An attempt is made for exploring the degree of association between malaria risk fac-
tors (related to the malaria death occurrence and case identification). Investigating the degree 
of interrelationship among risk factors will have a great contribution toward eradicating the 
outbreak of malaria. The outcome of the study helps to mitigate the severity through investi-
gating the association of risk factors and building of a competitive knowledge-based system.

2. Literature review

Knowledge-based systems is aimed to understand or bring human-level intelligence through 
simulating or acting one or more of intelligent behaviors (such as thinking, problem-solving, 
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learning, understanding, emotions, consciousness, intuition and creativity, language capac-
ity, etc.). On the one hand, KBS is advantageous when there is shortage of expert, decision-
making for problem-solving needs an intelligent assistant, expertise is needed to be stored 
for future use, and so on. On the other hand, KBS faces a lot of challenges due to the abstract 
nature of knowledge, limitation of cognitive science, and other scientific methods [9, 10].

Knowledge representation and inference engine are the two building blocks of KBS. The 
knowledge acquired from experts, documents, books, and other resources has been organized 
using knowledge representation. The inference engine gets the knowledge and instructs how 
to use the knowledge to solve problems using rule- or case-based reasoning. Rule-based 
reasoning is a technique that reasons out about a problem based on the knowledge that is 
represented in the form of rules [11]. Case-based system represents situations or domain 
knowledge in the form of cases, and it uses case-based reasoning technique to solve new 
problems or to handle new situations [12].

Knowledge-based system (in health and medical domain) has made a remarkable effect 
through providing a reliable diagnostic and cost-effective service. Several systems have been 
implemented in different medical areas like cancer therapy, infections, blood diseases, gen-
eral internal medicine, glaucoma, and pulmonary function tests [13, 14]. Such systems can 
be designed to exhaustively consider all possible diseases in a domain, which could outper-
form human experts to achieve a rapid and accurate diagnosis. Integrating and updating 
domain knowledge with knowledge discovery are relevant to increase the interestingness and 
user belief (such as matching discovered pattern with existing knowledge) [15]. Integrated 
eHealth knowledge-based system based on acquiring health knowledge will support users in 
exchange of knowledge and accessibility for the users through data collection, care documen-
tation, and knowledge extraction [16].

Following and implementing a hybrid (integrated) intelligent system for medical data classifi-
cation is good to produce effective knowledge-based system [17]. A promising result is scored 
through integration to improve the quality of knowledge-based system [17, 18]. For instance, 
integrating the result (rule) of the PART classification algorithm with the knowledge-based 
system has delivered a favorable result for the diagnosis and treatment of visceral leishmani-
asis [19]. The paper by Seera and Lim has experimented and used fuzzy min-max neural 
networks to learn incrementally from sample data, classification, and regression tree for pre-
diction and random forest model to achieve high classification performance [17]. Kerdprasop 
and Kerdprasop also tried to automate data mining model by focusing on post data mining 
process to step of automatic knowledge deployment using induced knowledge and formal-
ization classification rules [20].

However, the need to work more in providing explanatory rules and handling missing data 
in real-world application is expected. A mechanism for handling irrelevant rule (result) is 
required in case of inductive experiment system and so on. To alleviate those issues, in our 
case study, we tried to explore the pattern and the interrelationship of risk factors for support-
ing the knowledge-based system as well as prediction of malaria death occurrences/cases. The 
result will increase the interestingness and belief of eHealth knowledge-based system which 
will bring unlimited benefit in low resource setting.
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2.1. Research aim and objectives

Investigating the potential applicability of exploring the interrelationship of risk factors using 
data mining to create a competitive eHealth knowledge-based system is the main goal of this 
work.

2.2. Methodology

Cross industry standard process for data mining (CRISP-DM) methodology is adopted to 
investigate the interrelationship of malaria risk factors. Then, to design eHealth knowledge-
based system, nearest neighbor retrieval algorithms (for retrieval) and voting method (to reuse 
tasks) are used. The technique is easy in exploring relevant cases and provides an opportunity 
to retrieve partially matching cases [21–24].

The malaria data is collected from a zonal health facility in each of the 86 zones of Ethiopia. 
To understand the problem domain, we used observation, interviewing with experts and 
data managers and reviewing documents, reports, and literatures. This helps us to select and 
integrate decisive attributes from different sources. The data selected from the WHO (World 
Health Organization) database is integrated with the decisive attributes (like temperature, 
rainfall, and altitude) extracted from the Ethiopian National Meteorological Agency and 
Mapping Agency in order to find the association of risk factors.

Exploratory data analysis is performed to get familiar with the data and prepared for investi-
gating the degree of interrelationship. The data mining task is finding the internal association 
between data elements that will determine the occurrence of death/case. To maintain the qual-
ity of the data, preprocessing tasks such as data cleaning (handling missing values, noisy, and 
outer values), data integration tasks, and data transformation tasks are performed.

The collected Ethiopian WHO malaria database contains five basic attributes (more than 37, 000 
records) that provide information about the geographic location and period of coverage. These 
attributes include country name, region (administrative regions from which malaria informa-
tion is collected), zone and health facility name, year, and month. The detailed information of 
the attributes is categorized based on the WHO standards and explicitly represents the detailed 
information about malaria in each zone of the region across Ethiopia. These categories contain 
age (less than, equal, or greater than 5 year), malaria type (P. vivax and P. falciparum), cases 
(inpatient and outpatient), inpatient cases (cases and deaths), severe anemia (inpatient malaria 
cases less than 5 years and greater than 5 years), and uncomplicated lab-confirmed malaria 
less than 5 years and greater than 5 years (P. vivax outpatient cases and P. falciparum outpatient 
cases). Each attribute is preprocessed and statistically summarized into address, patient pro-
file, weather, and altitude. For example, Table 1 presented the statistical summary of uncom-
plicated malaria less than 5 years of lab-confirmed Plasmodium falciparum.

In order to extract hidden patterns and relationships within the data, from the initial dataset, a 
number of attributes are constructed. As shown in Table 2, from malaria with severe anemia, 
attributes such as age, malaria type, cases, and malaria visits, as well as the number of cases 
and deaths, are constructed.

Summary of the datasets compiled for association rule discovery with their possible nominal 
values and description is depicted in Figure 1. The malaria dataset used for this study consists 
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Table 1. Summary of uncomplicated malaria less than 5 years.

Table 2. Malaria with severe anemia and list of attributes constructed.

Figure 1. Summary of attributes and their transformed values.
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of 14 attributes. The first inner part mainly presents the category of the attributes (i.e., profile, 
weather, address, and date), the second inner part presents the list of attributes constructed 
from category, and the last inner part indicates the value of each attribute. The region and 
zones contain all administrative regions in Ethiopia and the locations where the patients live. 
The date (year and month) indicates the year and the months that the patients visit the zonal 
health center. The age indicates the category of patients usually classified under 5 and greater 
or equal to 5. The type of malaria visits is classified into inpatient and outpatient malaria 
visits. The attribute type of case indicates the category of cases called in pregnancy, severe 
anemia, and uncomplicated lab-confirmed malaria. The type of malaria attributes contains 
PV, PF, and not-known values. In case of severe anemia and in pregnancy, the type of malaria 
is not known or determined in the dataset. A number of cases and deaths indicate the total 
number of cases and deaths, respectively. The attribute occurrence of deaths contains not 
probable (i.e., no deaths exist), probable (deaths exist), and undetermined values. The rainfall 
attribute contains a numeric value to represent average rainfall. In the case of outpatient visit, 
in pregnancy and uncomplicated lab-confirmed malaria, death is not known or listed in the 
dataset. The transformed temperature values 1, 2, 3, 4, 5, 6, 7, 8, and 9 represents 0–50c, 5–100c, 
10–150c,16–200c, 21–250c, 25–300c, 31–350c, 35–400c, and >400c, respectively. The transformed alti-
tude values T1,T2, T3, T4, T5, T6, T7, and T8 represent >3500 m, 2500–3500 m, 2000–2500 m, 
1500–2000 m, 1000–1500 m, 500–1000 m, 0–500 m, and <zero values, respectively.

3. Apriori method

The Apriori algorithm (a well-known association rule discovery method) takes a dataset with 
a list of items that can be easily transformed into a transaction form by creating an item for 
each attribute value pair that exists in the dataset [25–27]. Minimum support and minimum 
confidence thresholds are also defined to enable Apriori algorithms identify frequent items 
that are strongly associated. Table 3 presented the step-by-step procedure to mine and extract 
frequent items using Apriori methods.

Given a support threshold (S), sets of X items that appear in greater than or equal to S bas-
kets are called frequent item sets. Find all rules on item sets of the form X→Y with mini-
mum support and confidence. For example, if-then rules about the content of the baskets {i1, 
i2,…,ik} → j means “if a basket contains all of i1,…,ik then it is likely to contain j.” A typical 
question of Apriori is to “find all association rules with support ≥ S and confidence ≥ C.” In 

Table 3. Apriori methods.
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general, support of an association rule is the frequency of occurrence of the set of items it 
mentions, and confidence of this association rule is the probability of j given i1,…,ik. It is the 
number of transactions with i1,…,ik containing item j. This will measure the strength of asso-
ciations between i1, i2,…,ik, and j.

The key concepts are frequent item sets (the set of items which have minimum support, 
denoted by Li for ith-item set), a priori property (any subset of frequent item set must be 
frequent), and join operation (to find Lk, a set of candidate k-item sets are generated by join-
ing Lk-1 with itself). Once frequent item sets are obtained, it is straightforward to generate 
association rules with confidence larger than or equal to a user-specified minimum support 
and minimum confidence. The next top quality of the Apriori algorithm is to implement its 
achievement of good performance by reducing the size of candidate sets that are considered 
and selected for frequent k-item set [28].

A class implementing an Apriori-type algorithm iteratively reduces the minimum support 
until it finds the required number of rules with the given minimum confidence [29].

For mining Weka (Waikato Environment for Knowledge Analysis), knowledge discovery 
tool using Java is used. In Weka 3.7.3, if class association rule (car) property is enabled, the 
class association is mined instead of (general) association rules. Class classification generates 
rules that are frequently happening to the probable occurrence of malaria cases. In many 
studies, associative classification has been found to be more accurate than some traditional 
classification methods, such as C4.5 [25]. Associative classification can search strong asso-
ciations between frequent patterns (conjunctions of attribute-value pairs) and class labels. 
Because association rules explore highly confident associations among multiple attributes, 
this approach may overcome some constraints introduced by decision tree induction, which 
considers only one attribute at a time. In all, in association of rule mining, finding all the rules 
that satisfy both a minimum support and a minimum confidence threshold is important so as 
to generate strong and interesting rules from the frequent patterns.

4. eHealth knowledge-based system

Knowledge-based systems are computer programs that try to solve problems in a human expert-
like fashion by using knowledge about the application domain (knowledge base) and problem-
solving techniques (inference method). The rule-based reasoning technique can be used with 
other reasoning techniques in order to make a knowledge-based system more efficient. For exam-
ple, case-based and rule-based reasoning can be used together. Rule-based system is an example 
of knowledge-based system that uses rules for knowledge representation and rule-based reason-
ing for reasoning techniques. The development of knowledge-based systems in medical areas 
has made it possible to provide reliable and thorough diagnostic services with a minimum cost. 
Such systems can be designed to exhaustively consider all possible diseases in a domain, which 
could outperform human experts to achieve a rapid and accurate diagnosis. Several systems 
have been implemented in different medical areas like cancer therapy, infections, blood diseases, 
general internal medicine, glaucoma, and pulmonary function tests [13, 14].
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Figure 2 presented the detail architecture of the proposed system. In this research we tried to 
integrate the output of data mining (i.e., the interrelationship of risk factors) with a knowl-
edge-based system. Apriori algorithm using CRISP-DM methodology is adopted to create 
the interrelationship of risk factors and used for knowledge acquisition to develop a knowl-
edge-based system. Nearest neighbor retrieval algorithms (for retrieval) and voting method 
(to reuse tasks) are used to design the eHealth knowledge-based system. The knowledge 
is represented using “IF a certain situation holds, THEN take a particular action,” and the 
knowledge acquired (interrelationship of risk factors) from Apriori algorithm are rules. An 

Figure 2. Adopted and proposed architecture for supporting eHealth KBS [19, 23, 24].
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inference engine of the knowledge-based system can derive the conclusion by looking the 
possible scenario and recommendations. The goal of the case study is to provide a personal-
ized knowledge-based system solution using the support of interrelationship of risk factors. 
The user interfaces provide a communication between the user and the system.

Figure 3 presents the graphical user interface. The user tries to use the system or initiate 
queries by selecting profile and address information. Based on the desired location (using 
region and zone), weather information such as altitude, rainfall, and temperature are filled 
automatically from external weather API. Then, similarity matching is performed using the 
new queries to retrieve and recommend the proposed solution. However, if similarity match-
ing is unsuccessful, voting technique is applied to select the relevant cases. Finally, to select 
or recommend the solution, the domain expert will evaluate and validate the new case. The 
knowledge-based system will use the validated case for future purpose.

5. Experimental results and discussions

The study tried to explore the interrelationship of risk factors for supporting eHealth knowl-
edge-based system. We have used malaria dataset as a case study to discover the association 
among the various malaria risk factors using associative rule discovery data mining, and we 
integrate it with the eHealth knowledge-based system.

Figure 3. Graphical user interface.
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5.1. Experimental setup

A general and a class association rules are used to discover interesting association patterns. 
A total of 120 experiments executed using Apriori algorithm (60 experiments using general 
association rule and 60 experiments for class association rule mining) as depicted in Table 4. 
The confidence level is the most important parameter to attain the required objective. By con-
sidering this, the experiment is done at different confidence levels of 100, 90, 80, 70, 60, and 
50%. Each confidence level is also experimented with a lower bound support of 10–100%. In 
both scenarios the min support of the upper bound is 100%.

Confidence 
level

No. of 
experiments

Min support 
lower bound

Experiment result

No. of association/
interrelationship rules generated

No. of cycles 
performed

Min support 
used to generate 
the rules

100% 5 60–100% None

1 50% 7 10 50%

1 40% 7 12 40%

3 10–30% 10 11 35%

90% 4 70–100% None

1 60% 2 8 60%

1 50% 7 10 50%

1 40% 7 12 40%

3 10–30% 10 13 35%

80% 4 70–100% None

1 60% 2 8 60%

5 10–50% 10 10 50%

70% 4 70–100% None

1 60% 2 8 60%

5 10–50% 10 10 50%

60% 4 70–100% None

1 60% 2 8 60%

5 10–50% 10 10 50%

50% 4 70–100% No rule generated

1 60% 2 8 60%

5 10–50% 10 10 50%

Total exp. 60

Table 4. Scenario and result of general association rule experiment.
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5.2. Generated association rules

From the experiment, we observed that the class association mining supports the rules gener-
ated in general association mining. It also discovers interesting interrelationship (with 100% 
confidence level) related with the type of visit, age, altitude, temperature, and malaria type. 
With 100% confidence level and 60% support, outpatient cases are more closely related to 
the undetermined occurrence of death specifically when the age group of malaria patient is 
greater than 5. On the one hand, the result noted that occurrence of death is mostly related 
to outpatient case instead of the inpatient one. This shows that health workers offer great 
attention and intensive care for inpatient visits. On the other hand, most of outpatient visits 
are uncomplicated lab-confirmed malaria. However, the occurrence of death is undetermined 
and probable when the type of malaria visit is outpatient and the age of the patients is greater 
than 5. This may be because of lack of qualified health workers and the patients are not prop-
erly prescribed as confirmed by Ndiaye et al. [30] in Senegal that the lay health workers made 
negative diagnostic test.

6. Discussions

Table 5 illustrates the summary of experimental results. It is difficult to determine the occur-
rence of death for outpatient cases, and the experimental result revealed that the occurrence 
of death is related with the increment of malaria case. Roca-Feltrer et al. [31] noted that the 
increment of malaria cases is related with the transmission intensity, seasonality, and age that 
lead to a probability of occurrence of deaths. For instance, the experimental result in west 
Gojjam (specifically in November) supports the probability of occurrence of deaths related 
with the increment of malaria cases.

Knowing the seasonality of malaria helps to provide proper intervention to eradicate occur-
rence of death and cases [31]. Roca-Feltrer et al. [32] relate the transmission intensity, season-
ality, and the age pattern of malaria and confirm that younger age groups are with increasing 
transmission intensity. Our experimental result also confirmed that occurrence of death is 
undetermined if the altitude is 1500–2000 m and when the age of the person is greater than 5 
with a confidence level of 62 and 60%, respectively. This happens because of high transmis-
sion intensity. With 100% confidence level, if the type of malaria visit is outpatient and age 
is below 5, it is difficult to predict occurrence of deaths. Interestingly, occurrence of malaria 
death is related with severe anemia rather than pregnancy. As discussed by Knoblauch et al. 

• If temperature is between 15 and 200°C, the type of malaria visits is outpatient, and the type of cases is uncompli-
cated lab-confirmed malaria, then the occurrence of death is undetermined.

• If the type of malaria is PV, then occurrence of death is undetermined, and if the type of malaria is PF, then 
occurrence of death is undetermined.

• If age is under 5 years and the type of malaria visits is outpatient, then occurrence of death is undetermined.

Table 5. Summarized experimental rules.
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[33], anemia is prevalent in the 6- to 59-month-old children, and the association of anemia 
with a child age, underlying with iron requirements, is related to growth rate, and hence iron 
demand declines with age. Further, the algorithm associated (with 100% confidence level) 
with the type of malaria is unknown for inpatient malaria visits.

However, some unexpected or interesting interrelationship is prevailed such as with 100% 
confident level, and it is difficult to determine the occurrence of death for both PV and PF 
malaria types. This needs further investigation to verify whether it is unrelated or expected.

In all, the study presents the association of malaria risk factors using climate, elevation, loca-
tion, type of malaria, type of malaria visits, number of cases, and death attributes. Both general 
and class association minings are done using Apriori techniques for discovering the associa-
tion or patterns between the occurrence of deaths with the type of cases and malaria visits. 
And then, integrate the output of data mining (i.e., the interrelationship of risk factors) with 
knowledge-based reasoning. Nearest neighbor retrieval algorithms (for retrieval) and voting 
method (to reuse tasks) are used to design and deliver personalized knowledge-based system.

6.1. Evaluations

The evaluation of the result is executed by combining both an expert and testing tool 
approaches. An overall measure of pattern values, combining novelty, usefulness, and sim-
plicity, to achieve a predefined goal is evaluated to measure the interestingness of the inter-
relationship. We have used different multitudes of measurement in the evaluation such as 
accuracy, support level, confidence, confidence level, and complexity with a 10fold cross 
validation. We adopted the four measures such as sensitivity, specificity, prediction accuracy, 
and precision to evaluate the correctness of interrelationship and validate the system through 
performance testing. Tenfold cross validation is used in the experiment to predict the error 
rate [34, 35]. The basic measure is accuracy, which computes the percentage of correctly clas-
sified instances in the test set. The accuracy of a test compares how close a new test value is to 
a value predicted by if-then rules [36].

The interrelationship of risk factors (association rules) was evaluated in terms of the number 
of rules and meaning of patterns generated at different minimum support and confidence 
thresholds for measuring interestingness of the rules. Association (interrelationship) was ana-
lyzed in terms of different criteria. The criteria include the number of rules generated at dif-
ferent minimum support and confidence thresholds. The minimum support and confidence 
thresholds varied from 0.1 to 1 and 0.5 to 1, respectively. As depicted in Table 4, at 90% 
confidence level with min support of 60 and 20%, the techniques generate 2 and 10 rules, 
respectively. Furthermore, we investigate the following indicators of the quality of the rule 
ranking induced by the interestingness measures of the mining algorithm in the average rank 
of the first rule that covers a test instance and the average rank of the first rule that covers and 
correctly predicts a test instance.

The performance of eHealth knowledge-based system prototype is evaluated using test case. 
Thus, the effectiveness of the retrieval process of eHealth knowledge-based system reasoning 
is measured by using recall and precision. Precision and recall are useful measures of retrieval 
performance [34]. Recall is the percentage of relevant cases for the query (new case) that are 
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retrieved, whereas precision is the percentage of retrieved cases that are relevant to the query 
[34, 36, 37]. Accuracy is used to measure the performance of the reuse process [34, 36].

The case similarity testing shows that when the query is made up of attribute values that have 
the same value with the case from the case base, the result of the global similarity becomes 
1.0. But when there is a difference in the attribute values of the query and the case in the case 
base, the global similarity value decreases. Therefore, adding cases in the case base improves 
the performance of knowledge-based reasoning system in solving problems (new cases).

The nearest neighbor algorithm, which is used to develop the retrieval process of the proto-
type, uses distance to compute the similarity between the query and cases by representing 
the cases in N dimension vector. However, the recommendation doesn‘t have clear boundar-
ies as it has subjectivity and depends on the experience of the domain experts as tested and 
adopted in [19, 23, 24]. In addition, the importance value that is assigned to the attributes of 
the case structure is done manually with the help of the domain experts, as there is no research 
that is conducted for the importance value of the attributes in malaria case management. This 
could affect the result of the retrieval and the reuse performance of the prototype. However, 
it needs user acceptance testing (using measuring usability with the system usability scale) in 
real-world scenarios to measure whether the potential users would like to use the proposed 
system frequently or not. So that, eHealth knowledge-based system for retrieving relevant 
cases and proposing solution will attain promising user acceptance, accuracy, and domain 
expert evaluation.

7. Conclusion and future work

The experimental result presents the association of risk factors (with relation to the malaria 
occurrence of death and type of case identification in Ethiopia) using climate, elevation, 
location, type of malaria, type of malaria visits, number of cases, and death attributes. Both 
general and class association minings are done using Apriori techniques for discovering the 
association or patterns of risk factors. The results noted the existence of strong association 
between occurrence of deaths, type of malaria visits, age, and type of cases. More interest-
ingly, it discovers occurrence of malaria deaths, which are mostly related with severe anemia 
cases rather than pregnancy. It is also important to precede usability and user acceptance 
testing of eHealth knowledge-based system in real time and perform testing to compare and 
contrast with domain experts. So, health institutions have to give great attention to provide 
the necessary diagnosis and treatment for anemia, especially in regions that are more vulner-
able for malaria. It also provides a significant contribution to design an optimal strategy in 
support of malaria prevention and control program within the country.
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