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## Chapter 1

# Adaptive Navigation, Guidance and Control Techniques Applied to Ballistic Projectiles and Rockets 

Raúl de Celis and Luis Cadarso

Additional information is available at the end of the chapter
http://dx.doi.org/10.5772/intechopen. 73511


#### Abstract

Accuracy and precision are the cornerstone for ballistic projectiles from the earliest days of this discipline. In the beginnings, impact point precision in artillery devices deteriorated when range were extended, particularly for non-propelled artillery rockets and shells. Later, inertial navigation and guidance systems are introduced and precision was unlinked from range increases. In the last 30 years, hybridization between inertial systems and GNSS devices has improved precision enormously. Unfortunately, during the last stages of flight, inertial and GNSS methods (hybridized or not) feature big errors on attitude and position determination. Low cost devices, which are precise on terminal guidance and do not feature accumulative error, such as quadrant photo-detector, seem to be appropriate to be included on the guidance systems. Hybrid algorithms, which combine GNSSs, IMUs and photodetectors, and a novel technic of attitude determination, which avoids the use of gyroscopes, are presented in this chapter. Hybridized measurements are implemented on modified proportional navigation law and a rotatory force control method. A realistic non-linear flight dynamics model has been developed to perform simulations to prove the accuracy of the presented algorithms.


Keywords: rockets, artillery, flight mechanics, navigation, guidance, control, semi-active laser

## 1. Introduction

A precision-guided munition (PGM) is a guided munition intended to precisely hit a specific target, and to minimize collateral damage. Considering that the damage effects of explosive weapons decrease with distance, even modest improvements in accuracy enable a target to be attacked with fewer or smaller bombs. The precision of these weapons is dependent both on
the precision of the measurement system used for location determination and the precision in setting the coordinates of the target. The latter critically depends on intelligence information, not all of which is accurate. If the targeting information is accurate, satellite-guided weapons (including inertial navigation in the event of signal loss) are significantly more likely to achieve a successful strike in any given weather conditions than any other type of precision-guided munition [1].

Development of low-cost navigation, guidance and control technologies for unguided rockets is a unique engineering challenge. Over the past several decades, numerous solutions have been proposed, primarily for large artillery projectiles or for slowly rolling airframes [1, 2].

GNSS/IMU hybridizing systems provide accurate solutions for PGMs but in some occasions these solutions might not be enough. For those systems, a circle error probable (CEP) is around $10-20 \mathrm{~m}$ in the best cases [3].

Development of algorithms for low-cost high-precision terminal guidance systems is a cornerstone in research on PGMs. [4] propose a robust guidance law which is mainly suitable for systems characterized by moderate glint levels such as electro-optical missiles [5] present a new precision guidance law for three-dimensional intercepts. In contrast to previously published guidance laws, it does not require knowledge of the range to the target. This makes it appropriate for use on platforms which have an imaging device, such as a video camera, as a primary sensor.

Whit the aim of reducing costs, many inertial navigation systems could be replaced with less accurate devices if it were guaranteed that GNSS signal would be continuously available to update the inertial system to limit its error growth.

However, given the uncertainty in most scenarios, an alternate way to reduce system cost and collateral damage is to lower the cost by developing lower-cost inertial sensors while improving their accuracy using other sources of navigation information such as Semi Active laser kits. The benefits of integrated data fusion have been demonstrated across the spectrum of antisubmarine, tactical air, and land warfare [6].

In the research described in this chapter, two measured quantities are used to obtain attitude information for high dynamic and spin rate vehicles: speed and gravity vectors. They are obtained in two different reference frames using a GNSS sensor and a strap-down accelerometer. After that, attitude determination algorithm is integrated in the global hybridized system together with SAL and inertial measurements. Non-linear flight simulations are performed to prove the applicability of the proposed approach for ballistic rocket navigation, guidance, and control.

### 1.1. Semi-active laser photodetectors (SAL)

Semi-active laser photodetectors (SAL), and particularly quadrant detector devices, have been developed to improve precision in guided weapons. Quadrant photo-detectors have been applied in many engineering ambits, such as measurement, control, laser collimation, target tracking, and particularly in PGM terminal guidance [7]. One of the greatest advantages of quadrant detector
equipment is the high performance provided in terms of guidance, typically in the last stages of the trajectory, as compared to the low cost incurred. Coordination can be achieved without requiring lengthy transfer of coordinates which is susceptible to errors. But, constant lines of sight between the target, laser designator and the weapon must be maintained [3].

Quadrant photo-detector is a uniform disk made of silicon containing two gaps across the diameters. There are four independent and equal photo-detectors on the sensing surface, one on each quadrant. The centre of the detector is known very accurately since it is the mechanical intersection of the two gap lines and is not pretended to change with time or temperature. A symmetrical laser or other optical beam centered on the detector generates equal currents from each of the four sectors. If the beam moves from the centre of the detector, the currents from the four sectors change, and a processing method may give the coordinate displacements relative to the centre [8]. Precision on determining the coordinates of intersection of the beam with the photo-detector will determine the key points on the Navigation and Guidance algorithms for the terminal phase on a PGM. A wide dissertation on improving precision in this photodetector is presented in [3].

Modern laser guided ballistic rockets are integrating IMU, GPS and laser guidance capability, offering high precision, all-weather attack capability. For example, [9] design a missile target tracker using a filter/correlator based on forward-looking infrared sensor measurements. In this chapter, improvements on existing methods for terminal guidance are presented, which apply an effective hybridization algorithm in order to obtain an accurate vector between rocket and target from a combination of sensors previously mentioned, namely IMU, GPS and SAL.

### 1.2. Attitude determination technics and integration on the global guidance

Obtaining precise attitude information is essential for navigation and control. Its effectiveness is determined by the degree of precision of navigation and control systems, including inertial measurement units [10]. There is an extensive body of literature regarding attitude estimation using various sensor inputs [11].

Traditionally, in order to obtain accurate values for determining attitude, expensive and/or weighty units, such as laser or fiber optic gyroscopes and accelerometers, or their MEMS equivalents, must be employed. Moreover, when high-demanding maneuvers are performed this equipment may become extremely expensive.

It is well-known that the attitude of an aero-vehicle may be determined, starting from an initial condition, integrating the angular rates (pitch, roll, and yaw rates) of the vehicle and propagating them forward in time. Nevertheless, accuracy requirements usually cannot be satisfied by using inexpensive sensors [10]. This problem becomes even more important when the vehicle cannot be reused: low-cost attitude determination systems are of key importance for these applications.

For example, [12] describe an attitude determination system that is based on two measurements of non-zero, non-co-linear vectors. Using the Earth's magnetic field and gravity as the two measured quantities, a low-cost attitude determination system is proposed.
[13] develop an inexpensive Attitude Heading Reference System for general aviation applications by fusing low cost automotive grade inertial sensors with GPS. The inertial sensor suit consists of three orthogonally mounted solid-state rate gyros.
[14] describe an attitude estimation algorithm derived by post-processing data from a small low cost Inertial Navigation System recorded during the flight of a sub-scale commercial off the shelf UAV. Estimates of the UAV attitude are based on MEMS gyro, magnetometer, accelerometer, and pitot tube inputs.
[15] state that low-cost GNSS receivers and antennas can provide a precise attitude and driftfree position information, but accuracy is not continuous. Inertial sensors are robust to GNSS signal interruption and very precise over short time frames, which enables a reliable cycle slip correction. But low-cost inertial sensors suffer from a substantial drift. The authors propose a tightly coupled position and attitude determination method for two low-cost GNSS receivers, a gyroscope and an accelerometer and obtain a heading with an accuracy of $0.25^{\circ}$ and an absolute position with an accuracy of 1 m .

Similar developments may be found within space vehicles, for example in [16]. In [17] the use of an inertial navigation system (INS) and a multiple GPS antenna system for attitude determination of an off-road vehicle is developed. And in [18], attitude determination using GPS carrier phase is successfully applied to aircraft in experiments.

Also, improved algorithms for estimating attitude in case of failures have been proposed in the literature. For example, [19] introduce algorithms with filter gain correction for the case of measurement malfunctions. Two different algorithms are proposed and applied for the attitude estimation process of a pico-satellite. The results of these algorithms are compared for different types of measurement faults in different estimation scenarios and recommendations about their applications are given.

However, as stated in [20], many of the presented methods, such as the ones employing local magnetic field vectors, are only valid for estimating the orientation of a slow-rotation body: for high spin rate bodies, electromagnetic interactions degrade magnetic measurements.

## 2. Non-linear flight dynamics model

This segment portrays the nonlinear flight dynamic model utilized as a part of this tests, including actuations, and navigation and control performances.

### 2.1. Rocket

The guidance and control detailing proposed in this investigation applies to a $140-\mathrm{mm}$ axisymmetric turning rocket with wrap around balancing out blades. It highlights supersonic dispatch speed and a turn rate of roughly 150 Hz . The control system features a roll-decoupled fuse set at the nose of the rocket. This fuse is composed of four canard surfaces, decoupled 2 by 2 . keeping in mind the end goal to produce control regulated in modulus and argument, situated in an orthogonal plane in respect to rocket, and its related moment as it is exposed in Figure 1.

The non-controlled solid propellant thrust, mass, inertia moments ( $I_{x}$ and $I_{y}$ ) and centre of gravity coordinate from nose ( $X_{C G}$ ) versus time are shown in Table 1.

Numerical simulations were employed to determine aerodynamic coefficients for the rocket under examination, which are showed in Figure 2.

### 2.2. Coordinate systems definition

Two axis systems are defined along this paper: north east down axes (NED) and body axes (B). NED axes are defined by sub index NED. $x_{\text {NED }}$ pointing north, $y_{\text {NED }}$ perpendicular to $x_{\text {NED }}$ and pointing East, and $z_{\text {NED }}$ forming a clockwise trihedron. Body axes are defined by sub index $B$.


Figure 1. The 140-mm axisymmetric rocket with wrap around fins and a roll-decoupled fuse.

| Time (s) | 0.00 | 0.02 | 0.10 | 0.20 | 0.70 | 1.20 | 1.70 | 1.75 | 1.95 | 2.00 | 2.15 | 2.30 | 2.70 | 3.20 | 100.00 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Thrust (kN) | 0.00 | 25.00 | 22.50 | 23.00 | 24.00 | 25.50 | 28.50 | 29.16 | 15.00 | 10.00 | 5.00 | 2.50 | 0.00 | 0.00 | 0.00 |
| Mass (kg) | 62.40 | 62.30 | 61.52 | 60.58 | 55.76 | 50.67 | 45.13 | 44.54 | 42.72 | 42.47 | 42.00 | 41.77 | 41.57 | 41.57 | 41.57 |
| $I_{x}\left(m \cdot s^{2}\right)$ | 0.19 | 0.19 | 0.19 | 0.19 | 0.18 | 0.17 | 0.16 | 0.16 | 0.15 | 0.15 | 0.15 | 0.15 | 0.15 | 0.15 | 0.15 |
| $I_{y}\left(m \cdot s^{2}\right)$ | 18.85 | 18.83 | 18.71 | 18.57 | 17.80 | 16.96 | 16.02 | 15.91 | 15.59 | 15.54 | 15.46 | 15.42 | 15.38 | 15.38 | 15.38 |
| $X_{C G}(m)$ | 1.13 | 1.13 | 1.13 | 1.13 | 1.11 | 1.10 | 1.07 | 1.07 | 1.06 | 1.06 | 1.06 | 1.06 | 1.06 | 1.06 | 1.06 |

Table 1. 140 mm axisymmetric rocket main parameters versus time.


Figure 2. Aerodynamic coefficients vs. Mach number.
$x_{B}$ pointing forward and contained in the plane of symmetry of the rocket, $z_{B}$ perpendicular to $x_{B}$, pointing down and contained in the plane of symmetry of the rocket, and $y_{B}$ forming a clockwise trihedral. The origin of body axes is located at the centre of mass of the rocket and they are severely coupled to the roll-decoupled fuse. This concept is shown on Figure 3.

### 2.3. Mathematical equations

Total forces and moments on the rocket are given (expressed in body axes) by (1) and (2), respectively:

$$
\begin{gather*}
\overrightarrow{F_{B}}=\overrightarrow{D_{B}}+\overrightarrow{L_{B}}+\overrightarrow{M_{B}}+\overrightarrow{P_{B}}+\overrightarrow{T_{B}}+\vec{W}_{B}+\overrightarrow{C_{B}}+\overrightarrow{C F_{B}},  \tag{1}\\
\overrightarrow{M_{B}}=\overrightarrow{O_{B}}+\overrightarrow{P_{M_{B}}}+\overrightarrow{M_{M_{B}}}+\overrightarrow{S_{B}}+C \vec{M}_{B} \tag{2}
\end{gather*}
$$

where $\overrightarrow{\mathrm{D}_{B}}$ is the drag force, $\overrightarrow{\mathrm{L}_{B}}$ is the lift force, $\overrightarrow{\mathrm{M}}_{\mathrm{B}}$ is the Magnus force, $\overrightarrow{\mathrm{P}_{B}}$ is the pitch damping force, $\overrightarrow{\mathrm{T}}_{\mathrm{B}}$ is the thrust force, $\overrightarrow{\mathrm{W}}_{\mathrm{B}}$ is the weight force and $\overrightarrow{\mathrm{C}}_{\mathrm{B}}$ is the Coriolis force, $C \vec{F}_{B}$ is the control force executed by the airfoils, $\overrightarrow{\mathrm{O}_{\mathrm{B}}}$ is the overturn moment, $\overrightarrow{\mathrm{P}_{\mathrm{M}_{\mathrm{B}}}}$ is the pitch damping moment, $\overrightarrow{\mathrm{M}_{M_{B}}}$ is the Magnus moment and $\overrightarrow{\mathrm{S}_{B}}$ is the spin damping moment and $C \vec{M}_{B}$ is the control moment executed by the airfoils. Rocket forces in body axes include contributions from drag,


Figure 3. Reference systems.
lift, Magnus, pitch damping, thrust, weight and Coriolis forces, which are described by the following expressions:

$$
\begin{gather*}
\overrightarrow{D_{B}}=-\frac{\pi}{8} d^{2} \rho\left(C_{D_{0}}+C_{D_{a^{2}}} \alpha^{2}\right)\left\|\overrightarrow{v_{B}}\right\| \overrightarrow{v_{B}},  \tag{3}\\
\overrightarrow{L_{B}}=-\frac{\pi}{8} d^{2} \rho\left(C_{L_{\alpha}} \cdot \alpha+C_{L_{\alpha^{3}}} \alpha^{2}\right)\left(\left\|\overrightarrow{v_{B}}\right\|^{2} \overrightarrow{x_{B}}-\left(\overrightarrow{x_{B}} \cdot \overrightarrow{v_{B}}\right) \overrightarrow{v_{B}}\right),  \tag{4}\\
\overrightarrow{M_{B}}=-\frac{\pi}{8} d^{3} \rho \frac{C_{m f}}{I_{x}}\left(\overrightarrow{L_{B}} \cdot \overrightarrow{x_{B}}\right)\left(\overrightarrow{x_{B}} \times \overrightarrow{v_{B}}\right),  \tag{5}\\
\overrightarrow{P_{B}}=\frac{\pi}{8} d^{3} \rho \frac{C_{N q}}{I_{y}}\left\|\overrightarrow{v_{B}}\right\|^{2}\left(\overrightarrow{L_{B}} \times \overrightarrow{x_{B}}\right),  \tag{6}\\
\overrightarrow{T_{B}}=T(t) \overrightarrow{x_{B}},  \tag{7}\\
\overrightarrow{W_{B}}=m \overrightarrow{g_{B}},  \tag{8}\\
\overrightarrow{C_{B}}=-2 m \vec{\Omega} \times \overrightarrow{v_{B}}, \tag{9}
\end{gather*}
$$

where d is the rocket caliber, Q is the air density, $\mathrm{C}_{\mathrm{D}_{0}}$ is the drag force linear coefficient, $\mathrm{C}_{\mathrm{D}_{\alpha^{2}}}$ is the drag force square coefficient, $\alpha$ is the total angle of attack, $\mathrm{C}_{\mathrm{L}_{\alpha}}$ is the lift force linear coefficient, $\mathrm{C}_{\mathrm{L}_{\alpha^{3}}}$ is the lift force cubic coefficient, $\mathrm{C}_{\mathrm{mf}}$ is the Magnus force coefficient, $\overrightarrow{L_{B}}$ is the rocket angular momentum expressed in body axes, $\mathrm{I}_{\mathrm{x}}$ and $\mathrm{I}_{\mathrm{y}}$ are the rocket inertia moments in body axes, $\mathrm{C}_{\mathrm{Nq}}$ is the pitch damping force coefficient, $\overrightarrow{\mathrm{x}_{\mathrm{B}}}$ is the rocket nose pointing vector expressed in body axes, $\overrightarrow{\mathrm{g}_{\mathrm{B}}}$ is the gravity vector in body axes, $\vec{\Omega}$ is the earth angular speed vector, and $\overrightarrow{v_{B}}$ is the rocket velocity expressed in body axes.

Keeping in mind the end goal to demonstrate the control forces and moments in body reference frame for each of the four fins, it must be viewed as first the effective incidence aerodynamic speed on each of the four control surfaces. The expressions for control force on each of the four control surfaces are characterized in the accompanying equations:

$$
\begin{equation*}
\overrightarrow{C F_{B}}=\sum_{i=1}^{4}\left[\frac{1}{8} \frac{\alpha_{E f_{i}}}{\left\|\alpha_{E f_{i}}\right\|} d^{2} \rho \pi\left\|\vec{v}_{x E f_{i}}\right\|^{2}\left[C_{N \alpha w} \cos \alpha_{E f_{i}}+\frac{2}{d^{2} \pi} S_{\text {exp }} \sin ^{2} \alpha_{E f_{i}}\right]\left(\overrightarrow{u_{F N_{i}}} \cos \delta_{i}-\overrightarrow{x_{B}} \sin \delta_{i}\right)\right], \tag{10}
\end{equation*}
$$

where $C_{\text {Now }}$ is the aerodynamic coefficient of the normal force for a fin, $S_{\text {exp }}$ is the reference surface of the fin, $\delta_{i}$ responds to fin deflection angle, $\overrightarrow{u_{F N_{i}}}$ depends on fin orientation, concretely in body axes, $\overrightarrow{u_{F N_{1}}}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right], u_{F N_{3}}=\left[\begin{array}{lll}0 & -1 & 0\end{array}\right], \overrightarrow{u_{F N_{2}}}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right], \overrightarrow{u_{F N_{4}}}=\left[\begin{array}{lll}0 & 0 & -1\end{array}\right]$, and, $\alpha_{E f_{i}}$ and $v_{x E f_{i}}$ are the effective angle of attack and the effective aerodynamic speed on each of the four fins, respectively. These last two magnitudes are modeled as it is expressed in the following equations:

$$
\begin{equation*}
\overrightarrow{v_{x E f_{i}}}=\overrightarrow{v_{B}}-\left[\overrightarrow{v_{B}} \cdot \overrightarrow{u_{b_{i}}}\right] \overrightarrow{u_{b_{i}}}, \tag{11}
\end{equation*}
$$

$$
\begin{equation*}
\alpha_{E f_{i}}=\operatorname{acos}\left[\frac{\left(\overrightarrow{v_{B}}-\left[\overrightarrow{\psi_{B}} \cdot \overrightarrow{u_{b_{i}}}\right] \overrightarrow{u_{b_{i}}}\right.}{\left\|\overrightarrow{v_{B}}-\left[\overrightarrow{\vec{c}_{B}} \cdot \overrightarrow{u_{b_{i}}}\right] \mid \overrightarrow{x_{b_{i}}}\right\|} \cdot \overrightarrow{x_{B}}\right]\left(\underset{\delta_{i}}{ }\right. \tag{11}
\end{equation*}
$$

where $\overrightarrow{u_{b_{i}}}$ depends again on fin orientation, concretely in body axes, $\overrightarrow{u_{b_{2}}}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right] \overrightarrow{u_{b_{4}}}=\left[\begin{array}{ll}0 & -1\end{array}\right]$, $\overrightarrow{u_{b_{3}}}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right], \overrightarrow{u_{b_{1}}}=\left[\begin{array}{lll}0 & 0 & -1\end{array}\right]$.

Likewise, rocket moments in body axes include contributions from overturning, pitch damping, Magnus, and spin damping moments, which are described by the following:

$$
\begin{gather*}
\overrightarrow{O_{B}}=\frac{\pi}{8} d^{3} \rho\left(C_{M_{a}}+C_{M_{a^{3}}} \alpha^{2}\right)\left\|\overrightarrow{v_{B}}\right\|^{2}\left(\overrightarrow{v_{B}} \times \overrightarrow{x_{B}}\right)  \tag{13}\\
\overrightarrow{P_{M_{B}}}=\frac{\pi}{8} \frac{d^{3} \rho}{I_{y}} C_{M_{q}}\left\|\overrightarrow{v_{B}}\right\|\left(\overrightarrow{L_{B}}-\left(\overrightarrow{L_{B}} \cdot \overrightarrow{x_{B}}\right) \overrightarrow{x_{B}}\right)  \tag{14}\\
\overrightarrow{M_{M_{B}}}=-\frac{\pi}{8} \frac{d^{4} \rho}{I_{x}} C_{m m}\left(\left(\overrightarrow{L_{B}} \cdot \overrightarrow{x_{B}}\right)\left(\left(\overrightarrow{v_{B}} \cdot \overrightarrow{x_{B}}\right) \overrightarrow{x_{B}}\right)-\overrightarrow{v_{B}}\right)  \tag{15}\\
\overrightarrow{S_{B}}=\frac{\pi}{8} \frac{d^{4} \rho}{I_{x}} C_{\text {spin }}\left\|\overrightarrow{v_{B}}\right\|\left(\overrightarrow{L_{B}} \cdot \overrightarrow{x_{B}}\right) \overrightarrow{x_{B}} \tag{16}
\end{gather*}
$$

where $\mathrm{C}_{\mathrm{M}_{\alpha}}$ is the overturning moment linear coefficient, $\mathrm{C}_{\mathrm{M}_{\alpha^{3}}}$ is the overturning moment cubic coefficient, $\mathrm{C}_{\mathrm{M}_{\mathrm{q}}}$ is the pitch damping moment coefficient, $\mathrm{C}_{\mathrm{mm}}$ is the Magnus moment coefficient and $\mathrm{C}_{\text {spin }}$ is the spin damping moment coefficient.

The control moment provided by the control surfaces may be expressed as follows:

$$
\begin{equation*}
C \vec{M}_{B}=\sum_{i=1}^{4}\left[\left[\left(d_{a x} \overrightarrow{x_{B}}+d_{l a t} \overrightarrow{u_{b_{i}}}\right] * C \overrightarrow{F_{B_{i}}}\right],(\right. \tag{17}
\end{equation*}
$$

where $d_{a x}$ is the longitudinal distance, parallel to $\overrightarrow{x_{B}}$, of fin centre of pressure (CP) to rocket centre of mass (CG), which depends on Mach number; $d_{l a t}$ is the lateral distance, which is orthogonal to $\overrightarrow{x_{B}}$ and parallel to $\overrightarrow{u_{b_{i}}}$ for each fin, from fin centre of pressure to rocket centre of mass, which is supposed to be constant in this model.

To solve the motion of the rocket a body reference frame, which is coupled to the fuse, is used. Note that, because the fuse is uncoupled from the back part, which turns at high rates, Magnus force and moment and gyroscopic effects coming from the rear part must be modeled and included in the equations of motion. The turn rate of the back piece of the rocket is modeled as follows:

$$
\begin{equation*}
p_{r}=-\int\left(\mathrm{K}_{\mathrm{s}} \delta\left(t_{0}\right)-\frac{\frac{\pi}{8} d^{4} \rho}{I_{x}} C_{\text {spin }}\left\|\overrightarrow{v_{B}}\right\| \|\left(\overrightarrow{L_{B}} \cdot \overrightarrow{x_{B}}\right) \overrightarrow{x_{B}}(\|) d t,\right. \tag{18}
\end{equation*}
$$

where $\delta\left(t_{0}\right)$ is a Dirac's delta and $\mathrm{K}_{\mathrm{s}}$ an experimental constant. Note that initial spin speed is modeled as an impulse which correlates to experimental data. It is accepted that the fuse
mass is unimportant, which infers that non-apparent responses are included amongst fuse and aft part. Then, considering the aft impact is communicated as additional forces and moments to the Newton-Euler equations expressed in the B reference framework, the equations of motion may be expressed as follows: $\overrightarrow{F_{B}}=\frac{d m \vec{v}_{B}}{d t}+\overrightarrow{\omega_{B}^{\prime}} \times \overrightarrow{m v_{B}}$ and $\overrightarrow{M_{B}}=\frac{d \overrightarrow{L_{B}^{\prime}}}{d t}+\overrightarrow{\omega_{B}^{\prime}} \times \overrightarrow{L_{B}^{\prime}}$, where $\overrightarrow{\omega_{B}^{\prime}}=\left(\begin{array}{r}p_{r}+p \\ q \\ r\end{array}\right)$ and $\overrightarrow{L_{B}^{\prime}}=\left[\begin{array}{ccc}I_{x} & 0 & 0 \\ 0 & I_{y} & 0 \\ 0 & 0 & I_{y}\end{array}\right] \overrightarrow{\omega_{B}^{\prime}}=\overline{\bar{I}} \cdot \overrightarrow{\omega_{B}^{\prime}}$ are the angular speed and momentum, respectively, of the joint body, namely rocket and fuse. The aerodynamic and gyroscopic contributions of the aft part are computed separately and moved to the left part of NewtonEuler equations as follows:

$$
\begin{gather*}
\vec{M}_{r}=-\frac{\pi}{8} d^{3} \rho \frac{C_{m f}}{I_{x}}\left[\overrightarrow{\omega_{B}^{\prime}} \overline{\bar{I} \cdot \overrightarrow{x_{b}}}\right]\left(\overrightarrow{x_{b}} \times \overrightarrow{v_{b}}\right),  \tag{19}\\
\vec{M}_{M r}=-\frac{\frac{\pi}{8} d^{4} \rho}{I_{x}} C_{m m}\left(\left[\overrightarrow{\omega_{B}^{\prime}} \overline{\bar{I}} \cdot \overrightarrow{x_{b}}\right]\left(\left(\overrightarrow{v_{B}} \cdot \overrightarrow{x_{B}}\right) \overrightarrow{x_{B}}\right)-\overrightarrow{v_{B}}\right),  \tag{20}\\
\overrightarrow{G_{r}}=-\overline{\bar{I}} \frac{d}{d t} \overrightarrow{\omega_{B}^{\prime}}+\overrightarrow{\omega_{B}} \times \overrightarrow{L_{B}^{\prime}}  \tag{21}\\
\overrightarrow{F_{e x t}}+\vec{M}_{r}=\frac{d \overrightarrow{m v_{B}}}{d t}+\overrightarrow{\omega_{B}} \times m \overrightarrow{v_{B}}  \tag{22}\\
\overrightarrow{M_{e x t}}+\overrightarrow{M_{M r}}+\overrightarrow{G_{r}}=\frac{d \overrightarrow{L_{B}}}{d t}+\overrightarrow{\omega_{B}} \times \overrightarrow{L_{B}} \tag{23}
\end{gather*}
$$

where $\overrightarrow{\mathrm{M}}_{\mathrm{r}}$ is the Magnus force of the rotating part of the rocket, $\overrightarrow{\mathrm{M}}_{\mathrm{Mr}}$ is the Magnus moment of the rotating part of the rocket, $\overrightarrow{\mathrm{G}}_{\mathrm{r}}$ is the gyroscopic moment of the rotating part of the rocket, $\mathrm{p}, \mathrm{q}$ and r are the angular speed components of the fuse, $\overrightarrow{\omega_{B}}$.
The conditions of movement given by Eq. (22) and Eq. (23) are integrated forward in time employing a fixed time step Runge-Kutta of fourth order to acquire a single flight trajectory.

## 3. Semi-active laser quadrant photodetector model

Semi-active laser kit consists of a quadrant photo detector that may be modeled as it is shown in Figure 4, where the external circle models the locator and the inward one the laser spot.

In order to estimate laser footprint spot centre coordinates, electric intensities given by each of the photo-diodes (I1; I2; I3 and I4), which depend on area lit up by the laser spot, might be utilized. The following conditions characterize the most reasonable calculation, where $x_{\text {quad }}, y_{\text {quad }}$ are the calculated laser footprint spot centre coordinates.

$$
\left[\begin{array}{l}
x_{\text {quad }}  \tag{24}\\
y_{\text {quad }}
\end{array}\right]=\left[\begin{array}{l}
\ln \frac{I_{2}}{I_{4}} \\
\ln \frac{I_{1}}{I_{3}}
\end{array}\right]
$$

The following mathematical relationship is always kept: $\frac{y_{c}}{x_{c}}=\frac{y_{\text {puad }}}{x_{\text {puad }}}$, i.e., the transformation is conformal as showed in (25), where $x_{c}$ and $y_{c}$ are the genuine spot focus positions, not positions gotten by (24). Radial measurements may be interpolated introducing desired radius using the equivalences showed by the accompanying Table 2, where genuine and measured radial distances, $r_{c}$ and $r_{\text {quad }}$, respectively, are given by Eqs. (26) and (27):

$$
\begin{gather*}
\theta_{c}=\theta_{\text {quad }}=\operatorname{atan} \frac{y_{\text {quad }}}{x_{\text {quad }}}  \tag{25}\\
r_{\text {quad }}=\sqrt{x_{\text {quad }}^{2}+y_{\text {quad }}^{2}}  \tag{26}\\
r_{c}=f\left(r_{\text {quad }}\right) \tag{27}
\end{gather*}
$$

Then, the measurement output of the quadrant detector sensor may be expressed as it is indicated in (28), where $R_{\text {quad }}$ is the physical radius of the quadrant detector:

$$
\left[\begin{array}{l}
x_{c}  \tag{28}\\
y_{c}
\end{array}\right]=R_{\text {quad }}\left[\begin{array}{l}
r_{c} \cos \theta_{c} \\
r_{c} \sin \theta_{c}
\end{array}\right]
$$



Figure 4. Quadrant photo-detector configuration used.

| $r_{\text {quad }}$ | 0.48 | 0.99 | 1.50 | 2.01 | 2.67 | 3.68 | 5.88 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $r_{c}$ | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 |

Table 2. Interpolation between measured radial distance, $r_{q u a d}$ and real radial distance, $r_{c}$.

## 4. Trajectory control algorithms

This section describes in detail the proposed navigation, guidance, and control algorithms.
Navigation for this vehicle alludes to the assurance, amid the totality of flight, of the rocket position and attitude, and target position. So as to decide rocket position integration of accelerometers' data and GNSS sensor measurements might be hybridized and utilized as a part of the routing procedure. The elements of these estimations are not objective of this section.

As expressed before, one way for calculating attitude might be the estimation of various vectors in two reference frameworks.

On the off chance that a GNSS sensor gadget is prepared on the flying machine, velocity vector can be specifically calculated from sensor data in the NED axis. Another estimation of the velocity vector in body triad can be acquired from an arrangement of accelerometers prepared on the ship, one on each of the axis. These gadgets can quantify variations in speed. After integrating along time, from an initial condition given, velocity vector can be obtained.

A vector which might be utilized to characterize the rotation of the vehicle is the gravity vector. It is extremely easy to be resolved in NED ternion as it is constantly parallel to $z_{\text {NED }}$. Note that accuracy might be expanded utilizing more entangled models, i.e., it can be demonstrated relying upon latitude and longitude.

The cornerstone of the displayed attitude calculation technique is estimating gravity vector in body axis. For instance, by deciding the constant component of the measured acceleration employing a low pass filter, where Jerk in body axes is calculated by derivation of acceleration; at that point, it is integrated so as to get the non-steady part of increasing speed, and, by subtracting this non-steady segment from the measured acceleration, gravity vector is evaluated. Be that as it may, this technique is not legitimate when the air ship pivots. Another technique to acquire gravity vector is integrating the mechanization equations; at that point, control thusly the subsequent conditions. Once more, gyros are required to implement this method. Basically, it consists on subtracting the contribution of the specific aerodynamic and inertial forces, which can be obtained from expressions (3) to (10) and dividing them by the vehicle mass, from the acceleration measurements of the accelerometers. The Eq. (29) aims to express this fact:

$$
\begin{equation*}
\overrightarrow{g_{B}}=\overrightarrow{A_{B}}-\frac{1}{m}\left(\overrightarrow{D_{B}}+\overrightarrow{L_{B}}+\overrightarrow{M_{B}}+\overrightarrow{P_{B}}+\overrightarrow{T_{B}}+\overrightarrow{C_{B}}+\overrightarrow{C F_{B}}\right) \tag{29}
\end{equation*}
$$

where $\overrightarrow{g_{B}}$ is the gravity vector expressed in body axes and $\overrightarrow{A_{B}}$ is the acceleration measured by accelerometers.

Another vector that may be expressed in both reference systems is the line of sight vector, which is especially useful during terminal phase, is the line of sight vector. It can be expressed in NED axes by subtracting target position from vehicle position obtained by GNSS measurements, and in body reference frame from SAL measurements as it is expressed in (30), where $d_{p}$ is the distance from the quadrant detector to the centre of mass of the rocket.

$$
\widetilde{L O S}_{B}=\frac{\left[\begin{array}{lll}
d_{p} & x_{c} & y_{c} \tag{3}
\end{array}\right]}{\sqrt{d_{p}^{2}+x_{c}^{2}+y_{c}^{2}}}
$$

Attitude can be determined operating with these pairs of vectors with matrixial algorithms as it is stated on [21].

The guidance consists of a modified proportional law, governed by the following equations: Eq. (31) gives the yaw error; Eq. (32) determines the pitch error; and Eq. (33) estimates time to impact ( $t_{g o}$ ).

$$
\begin{gather*}
\psi_{e r r}=\frac{L O \vec{S}_{\text {NED }}-v_{\text {NED }} t_{g o}}{t_{g o}^{2}} \cdot\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right]  \tag{31}\\
\theta_{e r r}=\frac{L O \vec{S}_{\text {NED }}-v_{\text {NED }} t_{g o}}{t_{g o}^{2}} \cdot\left[\begin{array}{lll}
-1 & 0 & 0
\end{array}\right]  \tag{32}\\
t_{g o}=\frac{1}{g} v_{\text {NED }} \cdot\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]+\frac{1}{g} \sqrt{\left(v_{\text {NED }} \cdot\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]\right)^{2}+2 g L O \vec{S}_{\text {NED }} \cdot\left[\begin{array}{lll}
1 & 1 & 0
\end{array}\right]} \tag{33}
\end{gather*}
$$

Next, the utilized control law is presented, which gets as result two control parameters to be employed by the actuation system. Control is handled by a double loop feedback system, which uses accelerations and angular speed in body axes. The inner loop is only used as a system of stability augmentation. The two control parameters are the control angle for the rotating force $\left(\phi_{c}\right)$ and the module of the control force $\left(\tau_{c}\right)$. The control angle for the rotating force is defined in Eq. (34), taking pitch $\left(\theta_{\text {err }}\right)$ and yaw $\left(\psi_{\text {err }}\right)$ errors as inputs. The module of the control force produced is also controlled. It is calculated in Eq. (35); note that this is done by processing the quadratic average of pitch and yaw errors. In these expressions $L 1$ and $L 2$ are experimental gains, $K_{i}, K_{d}$ and $K_{p}$ are the integral, derivative, and proportional constants of the controller, and $K_{\text {mod }}$ is a constant to adjust the control force module.

$$
\begin{align*}
\phi_{c}= & K_{p}\left[\operatorname{atan} \frac{\theta_{\text {err }}-L 1 \theta}{L 2\left(\psi_{\text {err }}-L 1 \psi\right)}-\operatorname{atan} \frac{a c c_{z b}}{\operatorname{acc}}\right] \\
& +K_{i b} \int\left[\operatorname{atan} \frac{\theta_{\text {err }}-L 1 \theta}{L 2\left(\psi_{\text {err }}-L 1 \psi\right)}-\operatorname{atan} \frac{a c c_{z b}}{a c c_{y b}}\right] d t  \tag{34}\\
& +K_{d} \frac{d}{d t}\left[\operatorname{atan} \frac{\theta_{e r r}-L 1 \theta}{L 2\left(\psi_{e r r}-L 1 \psi\right)}-\operatorname{atan} \frac{a c c_{z b}}{a c c_{y b}}\right]+\operatorname{atan} \frac{\theta_{\text {err }}-L 1 \theta}{L 2\left(\psi_{\text {err }}-L 1 \psi\right)} \\
& \tau_{c}=K_{\text {mod }} \sqrt{\left(\theta_{\text {err }}-L 1 \theta\right)^{2}+\left(L 2\left(\psi_{\text {err }}-L 1 \psi\right)\right)^{2}} \tag{35}
\end{align*}
$$



Figure 5. Control system scheme.
Figure 5 shows the logic of the controller. It has three fundamental sources of info: the acceleration of the rocket in body axis, communicated by its three components [ $a c c_{x b} ; a c c_{y b}$; $\left.a c c_{z b}\right]$, the pitch and yaw errors and the measurements from gyros on each axis, $[\phi, \theta, \psi]$.

Generally, the controller ascertains the required pointing angle of the aerodynamic force figuring the arc-tangent of the quotient of the pitch and yaw error. This gives an angle at which the aerodynamic force, in the $y_{b}-z_{b}$ plane, must point to reach the target. However, the gyroscopic effect due to the spinning part of the rocket makes the response difficult to govern, i.e., imposing a $\phi_{c}$ of $90^{\circ}$ will not make the rocket to respond upwards. Subsequently, the acceleration of the rocket must be likewise measured, without representing gravity, so as to have the effect between the difference between the angle that forms the projection of the aerodynamic force in the $y_{b}-z_{b}$ plane with $y_{b}$ and $\phi_{c}$.

In order to translate these control parameters into fin deflections, i.e., $\delta_{1}, \delta_{2}, \delta_{3}$ and $\delta_{4}$ managed by two actuators, the relationships in (36) are applied.

$$
\begin{equation*}
\delta_{1}=\delta_{3}=\tau_{c} \sin \phi_{c} \delta_{2}=\delta_{4}=\tau_{c} \cos \phi_{c} \tag{36}
\end{equation*}
$$

## 5. Simulation results

MATLAB/Simulink R2016a on a desktop computer with a processor of 2.8 Ghz and 8 GB RAM was used. The rest of this section is divided in three different subsections. The first one presents the ballistic flights of the nominal trajectories to which the navigation, guidance and control algorithms developed will be applied. The second one describes the Monte Carlo
simulations to be performed. And the last one compares the results of ballistic flights, controlled flights with GNSS/Accelerometer guided trajectory and controlled flights with GNSS/ Accelerometer/Photo-detector guidance.

### 5.1. Ballistic trajectories

To test the developed algorithms, three nominal trajectories will be employed, which differ in their launch or initial pitch angle: $20^{\circ}, 30^{\circ}$ and $45^{\circ}$. Table 3 shows the characteristic parameters for these shots: initial pitch angle in the first column, initial lateral correction in the second one, and impact point in the last one. Initial lateral correction is performed in order to compensate Coriolis force and gyroscopic effects.

The results for the ballistic trajectories for the three proposed initial pitch angles are shown in Figure 6. It shows impact point dispersion patterns for each of the ballistic cases. Also, the circular error probable (CEP) may be observed for each of the initial shot pitch angle.

### 5.2. Monte Carlo simulations

Monte Carlo analysis is conducted to determine closed-loop performance across a full spectrum of uncertainty in initial conditions, sensor data acquisition, atmospheric conditions, and thrust properties. For atmospheric conditions variations in turbulence are considered using the specification MIL-F-8785C and the Dryden Wind turbulence model. Monte Carlo simulation distribution parameters are listed in the next Table 4. A set of 2000 shots is performed for each of the following combinations: ballistic shots, GNSS/Accelerometer assisted shots and GNSS/Accelerometer/Photo-Detector assisted shots. Initial shot angles of

| Initial pitch angle ( ) | Initial lateral correction ( ${ }^{\text {( ) }}$ | Impact point (m) |
| :--- | :--- | :--- |
| 20 | 0.1524 | 18790.38 |
| 30 | 0.1989 | 23007.26 |
| 45 | 0.3082 | 26979.00 |

Table 3. Nominal trajectories' parameters.


Figure 6. Ballistic shots for $20^{\circ}, 30^{\circ}$ and $45^{\circ}$ initial pitch angles.

| Parameter | Mean | Standard deviation |
| :--- | :--- | :--- |
| Initial $\varphi$ | $0^{\circ}$ | $20^{\circ}$ |
| Initial pitch | Nominal $\left(20^{\circ}, 30^{\circ}, 45^{\circ}\right)$ | $0.01^{\circ}$ |
| Wind speed | $10 \mathrm{~m} / \mathrm{s}$ | $5 \mathrm{~m} / \mathrm{s}$ |
| Wind direction | $0^{\circ}$ | $20^{\circ}$ |
| Thrust at each time instant | $\mathrm{T}(\mathrm{t})$ | 10 N |
| Initial azimuth deviation | Nominal lat. correction | $0.01^{\circ}$ |

Table 4. Monte Carlo simulation parameters.

| Parameter | $\mathbf{C}_{\mathbf{1}}$ | $\mathbf{C}_{\mathbf{2}}$ | $\mathbf{K}_{\mathbf{i}}$ | $\mathbf{K}_{\mathbf{p}}$ | $\mathbf{K}_{\mathbf{d}}$ | $\mathbf{K}_{\text {mod }}$ | $\mathbf{L}_{\mathbf{1}}$ | $\mathbf{L}_{\mathbf{2}}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Value | $-7.5^{\circ}$ | -19 deg | 1 | 0.3 | 0.025 | 0.08 | 0.01 | 1 |

Table 5. Values for the constants.
$20^{\circ}, 30^{\circ}$ and $45^{\circ}$ are performed. Note that a total of 18,000 simulation shots are performed at the end of simulation campaign.

### 5.3. Discussion

Values for navigation, guidance and control parameters defined on previous sections (C1, C2, $K_{i}, K_{p}, K_{d}, K_{\text {mod }}, L 1$ and L2) are expressed in Table 5. These parameters where selected experimentally in the model in order to obtain stable flight conditions.

Figure 7 shows detailed information about comparisons between different approaches. On the top, middle and bottom rows, shots with launch angles of 20,30 and $45^{\circ}$ are presented, respectively. Furthermore, on the left column ballistic flights and GNSS/Accelerometer assisted flights are compared, on the middle column GNSS/Accelerometer and GNSS/Accelerome-ter/Photo-detector assisted flights, and finally on the right column ballistic flights and GNSS/ Accelerometer/Photo-detector assisted flights are compared for each of the three-initial pitch or launch angles. Controlled flights exhibit tighter impact groupings, getting tighter for the GNSS/Accelerometer/Photo-detector controller. Spread in the impact distribution does remain in the guided flights with GNSS/Accelerometer controller due to the difficulties discussed before, especially on sensors subsection, where it is explained the typical error of GNSS sensors and its associated accuracy problems during terminal guidance phase.

The circular error probable (CEP) for each of the targets and for ballistic and controlled flights is shown in Table 6. The first column shows the initial pitch angle, the second one the CEP for the ballistic flight, the third one the CEP for the GNSS/Accelerometer Controlled Flight, and the last column the CEP for the GNSS/Accelerometer/Photo-detector Controlled Flight. The CEP for ballistic shots increases as initial pitch angle increases, while for controlled flights it remains stable, obtaining much better results for GNSS/Accelerometer/Photo-detector controller. Note that improvements or reductions on the CEP are above the $95 \%$.


| $\circ$ | Ballistic Impacts |
| :--- | :--- |
| 4 | GPSiAccelcrometer/Photo-Detector |
|  | GNC Impacts |
| $\times$ | Nominal Impact Point |
| $==$ | CEP Ballistic |
| $=$ | CEP GPS/Accelerometer/Photo- |
| $\quad$ Detector GNC |  |






Figure 7. Detailed shots for different algorithms.

| Initial pitch <br> angle ( ${ }^{\circ}$ ) | Ballistic flight <br> $(\mathbf{m})$ | GNSS/accelerometer controlled <br> flight $(\mathbf{m})$ | GNSS/accelerometer/photo-detector <br> controlled flight $(\mathbf{m})$ |
| :--- | :--- | :--- | :--- |
| 20 | 169.34 | 78.27 | 1.75 |
| 30 | 239.37 | 73.80 | 1.39 |
| 45 | 281.59 | 78.84 | 0.97 |

Table 6. Circle error probable for the different cases.

## 6. Conclusions

A novel approach for navigation, guidance and control of high-rate spinning ballistic rockets, which is based on an innovative hybridization between GNSS/Accelerometer and semi-active laser quadrant photo-detector, has been developed.

Because ballistic rockets cannot be reused and high precision is of key importance, expensive equipment, e.g., sensors, has been traditionally employed. In this paper, however, it has been demonstrated that high precision may be obtained while using commercial off the shelf equipment, which is not usually highly precise.

Attitude determination is based on an algorithm which hybridizes data coming from multiple sensors and on a gravity vector estimator, avoiding the use of gyros. This approach is embedded in a two-phase guidance algorithm and a novel control technique for high-rate spinning rockets. The guidance algorithm is based on a modified proportional law while the control algorithm is based on a simple but effective and robust double-input double-output controller.

The proposed algorithms improve enormously accuracy by mixing those inaccurate signals in the terminal trajectory, with the signals of a precise semi-active laser quadrant detector, which is able to determine line of sight with high fidelity in body axes. Using the proposed hybridized algorithm during the last phases of flight, improves accuracy nearly to the ideal case as it was proved in simulations.
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#### Abstract

This chapter is the first of two others that will follow (a three-chapter series). Here we present the derivation of the mathematical model for a rocket's autopilots in state space. The basic equations defining the airframe dynamics of a typical six degrees of freedom (6DoFs) are nonlinear and coupled. Separation of these nonlinear coupled dynamics is presented in this chapter to isolate the lateral dynamics from the longitudinal dynamics. Also, the need to determine aerodynamic coefficients and their derivative components is brought to light here. This is the crux of the equation. Methods of obtaining such coefficients and their derivatives in a sequential form are also put forward. After the aerodynamic coefficients and their derivatives are obtained, the next step is to trim and linearize the decoupled nonlinear 6DoFs. In a novel way, we presented the linearization of the decoupled 6DoF equations in a generalized form. This should provide a lucid and easy way to implement trim and linearization in a computer program. The longitudinal model of a rocket presented in this chapter will serve as the main mathematical model in two other chapters that follow in this book.


Keywords: rocket, six degrees of freedom (6DoFs), state space, trimming, linearization

## 1. Introduction

Over the years, a number of authors [1-4] have considered modeling rocket/missile dynamics for atmospheric flights. In the majority of the published work on these mathematical models, trimming and locally linearization are done without detailed explanation to the variables in the decoupled airframe dynamics. As such, the easy-to-write computer programs to facilitate this process numerically have been impeded.

With the advent of fast processors and numerical software like MATLAB®, Maple, Python, etc., it is now possible to take a complex nonlinear 6DoF equation like that of a rocket and run a program that can trim and linearize it with ease. This has made the field of control system design to grow at an exponential rate [5].

It is a known fact that the mathematical models are developed with their use in mind. This means before delving into the realization of a model, one should be well informed of the purpose for which that mathematical model will serve [6]. Especially, in the field of control system design, a mathematical model in transfer function might not be ideal for optimal control design. However, problem-solving environments (PSEs) like MATLAB®/Simulink come with built-in functions capable of transforming, say state-space model, to transfer functions. One should bear in mind that this is not without a "cost."

## 2. Mathematical model

A nontrivial part of any control problem is modeling the process. The objective is to obtain the simplest mathematical description that adequately predicts the response of the physical system to all inputs. For a rigid dynamic body, its motion can be described in translational, rotational, and angular inclinations at all times.

### 2.1. Translational motion

An accelerometer is often used to measure force on a dynamic body. For a rocket in motion, these forces [7] are represented as given in (1). Actually, this is a measure of the specific force, i.e., the nongravitational force per unit mass in $x, y, z$-directions, respectively. The specific force (also called the $g$-force or mass-specific force) has units of acceleration or $\mathrm{ms}^{-1}$. So, it is not actually a force at all but a type of acceleration:

$$
\begin{align*}
& \dot{u}=\frac{F_{A_{x_{b}}}+F_{P_{x_{b}}}+F_{g_{x_{b}}}}{m}-(q w-r v), m / s^{2} \\
& \dot{v}=\frac{F_{A_{y_{b}}}+F_{P_{y_{b}}}+F_{g_{y_{b}}}}{m}-(r u-p w), m / s^{2}  \tag{1}\\
& \dot{w}=\frac{F_{A_{z_{b}}}+F_{P_{z_{b}}}+F_{g_{z_{b}}}}{m}-(p v-q u), m / s^{2}
\end{align*}
$$

where
$F_{A_{x b}} F_{A_{y b},}, F_{A_{z b}}=$ components of aerodynamic force vector $F_{A}$ expressed in the body.
coordinate system, $N$.
$F_{g_{x b^{\prime}}}, F_{g_{y b}}, F_{g_{z b}}=$ components of gravitational force vector $F_{g}$ expressed in body coordinate system, $N$.
$F_{p_{x b^{\prime}}} F_{p_{y b^{\prime}}} F_{p_{z b}}=$ components of thrust vector $F_{p}$ expressed in the body coordinate system, $N$.
$m=$ instantaneous rocket mass, kg .
$p, q, r=$ components of angular rate vector $\omega$ expressed in body coordinate system (roll, pitch, and yaw, respectively), rad/s.
$u, v, w=$ components of absolute linear velocity vector $\mathrm{V}_{x}$ expressed in the body coordinate system, m/s.
$\dot{u}, \dot{v}, \dot{w}=$ components of linear acceleration expressed in body coordinate system, $\mathrm{m} / \mathrm{s}^{2}$.
The aerodynamic forces have the following components:

$$
\begin{align*}
& F_{A_{x_{b}}}=-0.5 \rho V_{M}^{2} C_{A} S \\
& F_{A_{y_{b}}}=0.5 \rho V_{M}^{2} C_{N_{y}} S  \tag{2}\\
& F_{A_{z_{b}}}=0.5 \rho V_{M}^{2} C_{N_{z}} S
\end{align*}
$$

where
$C_{A}=$ aerodynamic axial force coefficient, dimensionless.
$C_{N}=$ aerodynamic normal force coefficient, dimensionless.
$C_{N y}=$ coefficient corresponding to component of normal force on $y b$-axis

$$
C_{N_{y}}=C_{N} \frac{-v}{\sqrt{v^{2}+w^{2}}} \text {, dimensionless }
$$

$C_{N z}=$ coefficient corresponding to component of normal force on $z b$-axis

$$
C_{N_{z}}=C_{N} \frac{1}{\sqrt{v^{2}+w^{2}}} \text {, dimensionless }
$$

$S=$ aerodynamic reference area, $\mathrm{m}^{2}$.
$V_{M}=$ magnitude of velocity vector of the center of mass of the rocket, $\mathrm{m} / \mathrm{s}$.
$\rho=$ atmospheric density, $\mathrm{kg} / \mathrm{m}^{3}$.
The propulsive forces in (1), as depicted in (Figure 1), are computed [8] as follows:

$$
\begin{align*}
& F_{p_{x_{b}}}=F_{p} \cos \gamma_{2} \cos \gamma_{1}, N \\
& F_{p_{y_{b}}}=F_{p} \cos \gamma_{2} \sin \gamma_{1}, N  \tag{3}\\
& F_{p_{z_{b}}}=-F_{p} \sin \gamma_{2^{\prime}}, N
\end{align*}
$$

where
$F_{p}=$ magnitude of total instantaneous thrust force vector, $N$.
$F_{p x b}, F_{p y b}, F_{p z b}=$ components of thrust vector $F_{\mathrm{p}}$ expressed in body coordinate system, $N$.
$\gamma_{1}=$ angle measured from $x b$-axis to projection of thrust vector $F_{p}$ on $x_{b} y_{b}$-plane, rad (deg).


Figure 1. Propulsion force from the nozzle of a rocket.
$\gamma_{2}=$ angle measured from projection of thrust vector $F_{p}$ on $x_{b} y_{b}$-plane to the thrust vector $F_{p}$, rad.
$l_{p}=$ the distance from the aerodynamic center to center of mass, m .
$l=$ the distance from the center of mass to nozzle, m .
If the rocket was designed for thrust vector control via gimbaling of the nozzle, $F_{\mathrm{p}}$ will be computed as given in (3). Here we assume that $F_{\mathrm{p}}$ is acting along the line of symmetry of the rocket because the nozzle is fixed (fin control). Hence, the magnitude of the thrust force $F_{p}$ is calculated by

$$
\begin{equation*}
F_{p}=F_{p r e f}+\left(p_{r e f}-p_{a}\right) A_{e}, N \tag{4}
\end{equation*}
$$

where
$A_{e}=$ rocket nozzle exit area, $\mathrm{m}^{2}$.
$F_{\text {pref }}=$ reference thrust force, $N$.
$P_{a}=$ ambient atmospheric pressure, Pa .
$P_{r e f}=$ reference ambient pressure, Pa .
The gravitational forces in (1) are computed as follows:

$$
\begin{align*}
& F_{g_{x_{e}}}=0, N \\
& F_{y_{y_{e}}}=0, N  \tag{5}\\
& F_{g_{z_{e}}}=m g, N
\end{align*}
$$

where
$F_{g x e} F_{g y e}, F_{g z e}=$ components of gravitational force vector $F_{g}$ expressed in earth coordinate system, $N$.
$g=$ acceleration due to gravity, $\mathrm{m} / \mathrm{s}^{2}$.
$m=$ instantaneous mass of rocket, kg.
The dependence of the acceleration due to gravity on the altitude of the rocket is given by

$$
\begin{equation*}
g=g_{0}\left[\frac{R_{e}^{2}}{\left(R_{e}+h\right)^{2}}\right], m / s^{2} \tag{6}
\end{equation*}
$$

where
$g=$ acceleration due to gravity, $\mathrm{m} / \mathrm{s}^{2}$.
$g_{0}=$ acceleration due to gravity at earth surface (nominally $9.8 \mathrm{~m} / \mathrm{s}^{2}$ ), $\mathrm{m} / \mathrm{s}^{2}$.
$h=$ altitude above sea level, m .
$R_{e}=$ radius of the earth, m .
The gravitational force expressed in body coordinates is computed by multiplying (5) by matrix (7):

$$
\left[\mathrm{T}_{e / b}\right]=\left[\begin{array}{ccc}
c \theta c \psi & s \phi s \theta c \psi-c \phi s \psi & c \phi s \theta c \psi+s \phi s \psi  \tag{7}\\
c \theta s \psi & s \phi s \theta s \psi+c \phi c \psi & c \phi s \theta c \psi-s \phi c \psi \\
-s \theta & s \phi c \theta & c \phi c \theta
\end{array}\right], \text { dimensionless }
$$

where
$c=$ cosine function $(c \theta=\cos \theta)$, dimensionless.
$s=\operatorname{sine}$ function $(s \theta=\sin \theta)$, dimensionless.
$\theta=$ the Euler angle of rotation in elevation (pitch) of body frame relative to earth frame, rad (deg).
$\varphi=$ the Euler angle of rotation in roll of body frame relative to earth frame, rad (deg).
$\psi=$ the Euler angle of rotation in azimuth (heading) of body frame relative to earth frame, rad (deg).
$\left[T_{e / b}\right]=$ transformation matrix from earth to body.
A vector $v$ expressed in the body coordinate system can be transformed to the earth coordinate system by the matrix equation

$$
\begin{equation*}
v_{e}=\left[T_{e / b}\right] v_{b} \tag{8}
\end{equation*}
$$

Hence, considering (5) we can write the following:

$$
\left[\begin{array}{l}
F_{g_{x_{b}}}  \tag{9}\\
F_{g_{y_{b}}} \\
F_{g_{z_{b}}}
\end{array}\right]=\left[T_{b / e}\right]\left[\begin{array}{l}
F_{g_{x_{e}}} \\
F_{g_{y_{e}}} \\
F_{g_{z_{e}}}
\end{array}\right], N
$$

The terms $F_{g x b}, F_{g y b}$, and $F_{g z b}$ are the components of the gravitational force substituted into (1). The mass in (1) is given below:

$$
\begin{equation*}
m=m_{0}-\frac{1}{I_{s p}} \int_{0}^{t} F_{p_{r f}} d t, k g \tag{10}
\end{equation*}
$$

where
$F_{p r e f}=$ reference thrust force, $N$.
$I_{s p}=$ specific impulse of propellant, $\mathrm{Ns} / \mathrm{kg}$.
$m_{0}=$ rocket mass at time zero (i.e., at the time of launch), kg.
$t=$ simulated time, s.

### 2.2. Rotational motion

A gyroscope or gyro is a device that measures the angular acceleration or rotational motion of a dynamic body. On a rocket, this rotational motion can be described as

$$
\begin{align*}
& \dot{p}=\frac{L_{A}+L_{p}-q r\left(I_{z}-I_{y}\right)}{I_{x}}, r a d / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right) \\
& \dot{q}=\frac{M_{A}+M_{p}-r p\left(I_{x}-I_{z}\right)}{I_{y}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)  \tag{11}\\
& \dot{r}=\frac{N_{A}+N_{p}-p q\left(I_{y}-I_{x}\right)}{I_{z}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)
\end{align*}
$$

where
$L_{A}, M_{A}, N_{A}=$ components of aerodynamic moment vector $\mathrm{M}_{\mathrm{A}}$ expressed in body coordinate system (roll, pitch, and yaw, respectively), Nm.
$L_{p}, M_{p}, N_{p}=$ components of propulsion moment vector $\mathrm{M}_{\mathrm{p}}$ expressed in body coordinate system (roll, pitch, and yaw, respectively), Nm.
$I_{x}, I_{y}, I_{z}=$ components of inertia (diagonal elements of inertia matrix when products of inertia are zero), $\mathrm{kg}-\mathrm{m}^{2}$.
$p, q, r(P, Q, R)=$ components of angular rate vector $\omega$ expressed in body coordinate system (roll, pitch, and yaw, respectively), rad/s (deg/s).
$\dot{p}, \dot{q}, \dot{r}=$ components of angular acceleration $\dot{\omega}$ expressed in body coordinate (roll, pitch, and yaw, respectively), $\mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)$.

$$
\begin{align*}
& L_{A}=0.5 \rho V_{M}^{2} C_{l} S d, N m \\
& M_{A}=0.5 \rho V_{M}^{2} C_{m} S d, N m  \tag{12}\\
& N_{A}=0.5 \rho V_{M}^{2} C_{n} S d, N m
\end{align*}
$$

where
$C_{l}=$ aerodynamic roll moment coefficient about center of mass, dimensionless.
$C_{m}=$ aerodynamic pitch moment coefficient about center of mass, dimensionless.
$C_{n}=$ aerodynamic yaw moment coefficient about center of mass, dimensionless.
$d=$ aerodynamic reference length of body, m .
The aerodynamic moment coefficients are of the form

$$
\begin{align*}
& C_{l}=C_{l_{s}} \delta_{r}+\frac{d}{2 V_{M}}\left(C_{l_{p}} p\right) \\
& C_{m}=C_{m_{r f}}-C_{N_{z}} \frac{x_{c m}-x_{r e f}}{d}+\frac{d}{2 V_{M}}\left(C_{m_{q}}+C_{m_{\alpha}}\right) q \text { dimensionless }  \tag{13}\\
& C_{n}=C_{n_{r e f}}+C_{N_{y}} \frac{x_{c m}-x_{r e f}}{d}+\frac{d}{2 V_{M}}\left(C_{n_{r}}+C_{n_{\beta}}\right) r
\end{align*}
$$

where
$C_{l p}=$ roll damping derivative relative to roll rate $\mathrm{p}, \mathrm{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{l \delta}=$ slope of curve formed by roll moment coefficient $C_{1}$ versus control surface deflection, $\operatorname{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{\text {mref }}=$ pitching moment coefficient about reference moment station, dimensionless.
$C_{m q}=$ pitch damping derivatives relative to pitch rate $q, \operatorname{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{m_{\dot{d}}}=$ pitch damping derivative relative to angle of attack rate $\dot{\alpha}$ (slope of curve formed by $C_{\alpha}$ verses $\alpha$ ), $\operatorname{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{N y}=$ coefficient corresponding to component of normal force on $y b$-axis, dimensionless.
$C_{N z}=$ coefficient corresponding to component of normal force on $z b$-axis, dimensionless.
$C_{n_{i}}=$ yaw damping derivative relative to yaw rate $\dot{r}, \operatorname{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{\text {nref }}=$ yawing moment coefficient about reference moment station, dimensionless.
$C_{n_{\dot{\beta}}}=$ yaw damping derivative relative to angle of sideslip rate $\dot{\beta}$, rad-l (deg-1).
$x_{c m}=$ instantaneous distance from rocket nose to center of mass, m .
$x_{r e f}=$ distance from rocket nose to reference moment station, m .
$\delta_{r}=$ effective control surface deflection causing rolling moment, rad (deg).
Considering that the rocket we intend to control is via fin deflection, fins on the rocket will be designated as shown in Figure 2.

Hence, the following moment coefficients are also given as

$$
\begin{align*}
& C_{n_{n f}}=C_{m_{\alpha}} \alpha+C_{m_{\delta}} \delta_{\eta}, \text { dimensionless }  \tag{14}\\
& C_{n_{r f}}=C_{n_{\beta}} \beta+C_{n_{\delta}} \delta_{\zeta}, \text {, }
\end{align*}
$$

where
$\mathrm{C}_{\text {mref }}=$ pitching moment coefficient about reference moment station (this is the static value normally measured in the wind tunnel.), dimensionless.
$C_{m_{\alpha}}=$ slope of curve formed by pitch moment coefficient. $C_{m}$ versus angle of attack, $\alpha \operatorname{rad}^{-1}$ ( $\mathrm{deg}^{-1}$ ) slope of tune formed.
$C_{m_{\delta}}=$ slope of tune formed by pitch moment coefficient $C_{m}$ versus control surface deflection for pitch, $\delta_{p} \operatorname{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.
$C_{n_{\beta}}=$ slope of curve formed by yawing moment coefficient $C_{n}$ versus angle of sideslip $\beta, \operatorname{rad}^{-1}$ $\left(\mathrm{deg}^{-1}\right)$.
$C_{n_{\delta}}=$ slope of curve formed by yaw moment coefficient $C_{n}$ versus effective control surface deflection for yaw, $\delta_{y} \mathrm{rad}^{-1}\left(\mathrm{deg}^{-1}\right)$.


Figure 2. Fin control and designation for control.
$\alpha=$ angle of attack, $\operatorname{rad}$ (deg).
$\beta=$ angle of sideslip, rad (deg).
$\delta_{\eta}=\delta_{1}=\delta_{3}$ effective control surface deflection causing pitching moment, rad (deg).
$\delta_{\zeta}=\delta_{4}=\delta_{2}=$ effective control surface deflection causing yawing moment, rad (deg).
The angle of attack, angle of sideslip, and roll angle required for the realization of the aerodynamic coefficients are

$$
\begin{align*}
& \alpha=\operatorname{Tan}^{-1}\left(\frac{w}{u}\right) \text { or } \alpha_{t}=\tan ^{-1}\left[\sqrt{\left(\frac{v^{2}+w^{2}}{u}\right)}\right] \\
& \beta=\sin ^{-1}\left(\frac{v}{V_{M}}\right)  \tag{15}\\
& \phi=\tan ^{-1}\left(\frac{v}{w}\right)
\end{align*}, \operatorname{rad}(\operatorname{deg})
$$

where $\varnothing$ is aerodynamic roll angle, $\operatorname{rad}(\mathrm{deg})$, and $\alpha_{t}$ is the total angle of attack.
Table 1 gives a list of the aerodynamic coefficients that must be obtained for every rocket design before a model can be realized. There exist numerical and semi-numerical means of obtaining such coefficients. Examples of software that can do semiempirical computation of such coefficients and their derivatives are Missile Digital DATCOM® [9] and Flexible Structures Simulator (FSS) [10]. Finally, a wind tunnel test is expected to validate and update all coefficients and their derivatives before the system engineer delves in the control design.

The third and final component to fully describe the motion of a rocket is its angular inclination or attitude. We chose the Euler angles to describe the attitude of the rocket.

### 2.3. The Euler angles

Missile attitude is required for a number of simulation functions including the calculation of angle of attack, seeker gimbal angles, fuze look angles, and warhead spray pattern. In simulations with six degrees of freedom, the missile attitude is calculated directly by integrating the set of equations that define the Euler angle rates, i.e.,

$$
\begin{align*}
& \dot{\phi}=p+(q \sin \phi+r \cos \phi) \tan \theta, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s}) \\
& \dot{\theta}=q \cos \phi-r \sin \phi, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s})  \tag{16}\\
& \dot{\psi}=\frac{q \sin \phi+r \cos \phi}{\cos \theta}, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s})
\end{align*}
$$

where
$\theta=$ the Euler angle rotation in elevation (pitch angle), rad (deg).
$\phi=$ the Euler angle rotation in roll (roll angle), rad (deg).
$\dot{\psi}, \dot{\theta}, \dot{\phi}=$ rates of change of the Euler angles in heading, pitch, and roll, respectively, rad/s (deg/s).
$P, q, r=$ components of angular rate vector w expressed in body coordinate system (roll, pitch, and yaw, respectively), rad/s.

The three heading angle of $\dot{\psi}, \dot{\theta}, \dot{\phi}$ can be measured directly using a magnetometer. Note also that the Euler angles in (16) can all be derived by integrating gyroscopic measurements. As such we might not need an instrument that will measure it directly. Nevertheless, a magnetometer can be added to the instrumentation on board to measure heading.

| S/N | Variable | Description |
| :---: | :---: | :---: |
| 1 | $C_{N}$ | Normal force coefficient (body axis) |
| 2 | $C_{L}$ | Lift coefficient (wind axis) |
| 3 | $C_{M}$ | Pitching moment coefficient (body axis) |
| 4 | $\boldsymbol{X}_{\text {cp }}$ | Center of pressure in calibers from moment reference center |
| 5 | $C_{A}$ | Axial force coefficient (body axis) |
| 6 | $C_{D}$ | Drag coefficient (wind axis) |
| 7 | $C_{Y}$ | Side force coefficient (body axis) |
| 8 | $C_{n}$ | Yawing moment coefficient (body axis) |
| 9 | $C_{l}$ | Rolling moment coefficient (body axis) |
| 10 | $C_{N \alpha}$ | Normal force coefficient derivative with angle of attack |
| 11 | $C_{M \alpha}$ | Pitching moment coefficient derivative with angle of attack |
| 12 | $C_{Y \beta}$ | Side force coefficient derivative with sideslip angle |
| 13 | $C_{n \beta}$ | Yawing moment coefficient derivative with sideslip angle (body axis) |
| 14 | $C_{l \beta}$ | Rolling moment coefficient derivative with sideslip angle (body axis) |
| 15 | $C_{M q}$ | Pitching moment coefficient derivative with pitch rate |
| 16 | $C_{N q}$ | Normal force coefficient derivative with pitch rate |
| 17 | $C_{A q}$ | Axial force coefficient derivative with pitch rate |
| 18 | $C^{M_{\dot{d}}}$ | Pitching moment derivative with rate of change of angle of attack |
| 19 | $C_{N_{\alpha}}$ | Normal force derivative with rate of change of angle of attack |
| 20 | $C_{l p}$ | Rolling moment coefficient derivative with roll rate |
| 21 | $C_{n p}$ | Yawing moment coefficient derivative with roll rate |
| 22 | $C_{Y p}$ | Side force coefficient derivative with roll rate |
| 23 | $C_{l r}$ | Rolling moment coefficient derivative with yaw rate |
| 24 | $C_{n r}$ | Yawing moment coefficient derivative with yaw rate |
| 25 | $\mathrm{C}_{\mathrm{Yr}}$ | Side force coefficient derivative with yaw rate |

Table 1. Aerodynamic coefficients as a function of angle of attack.

Combining (1), (11), and (16) gives a complete six-degree-of-freedom equation of motion for a rocket in flight as shown in Figure 3. This could be written together as given in (17). In today's modern aerospace industry, a single device like the MPU6050, a MEM-based integrated chip, can be used to give numerical values for state variables of (17) on any dynamic body. For control system design, the rocket system as described in (17) needs to be separated into the two planes (decouple); these are called the lateral (la) and longitudinal (lo) dynamic equations of motion:

$$
\begin{gather*}
\dot{u}=\frac{F_{A_{x_{b}}}+F_{P_{x_{b}}}+F_{x_{x_{b}}}}{m}-(q w-r v), \mathrm{m} / \mathrm{s}^{2} \\
\dot{v}=\frac{F_{A_{y_{b}}}+F_{P_{y_{b}}}+F_{g_{y_{b}}}}{m}-(r u-p w), \mathrm{m} / \mathrm{s}^{2} \\
\dot{w}=\frac{F_{A_{z_{b}}}+F_{P_{z_{b}}}+F_{g_{z_{b}}}}{m}-(p v-q u), \mathrm{m} / \mathrm{s}^{2} \\
\dot{p}=\frac{L_{A}+L_{p}-q r\left(I_{z}-I_{y}\right)}{I_{x}}, r a d / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right) \\
\dot{q}=\frac{M_{A}+M_{p}-r p\left(I_{x}-I_{z}\right)}{I_{y}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)  \tag{17}\\
\dot{r}=\frac{N_{A}+N_{p}-p q\left(I_{y}-I_{x}\right)}{I_{z}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)
\end{gather*}
$$



Figure 3. Six-degree-of-freedom motion of a rocket.

$$
\begin{aligned}
& \dot{\phi}=p+(q \sin \phi+r \cos \phi \tan \theta, r a d / s(\mathrm{deg} / \mathrm{s}) \\
& \dot{\theta}=q \cos \phi-r \sin \phi, r a d / s(\mathrm{deg} / \mathrm{s}) \\
& \dot{\psi}=\frac{q \sin \phi+r \cos \phi}{\cos \theta}, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s})
\end{aligned}
$$

Since the control system we intend to design is in a family of linear controllers and (17) is a nonlinear system of differential equations, trimming and linearization must be done.

### 2.4. Trimming

To trim or find equilibrium values requires a good knowledge of advance computational techniques. A trim point, also known as an equilibrium point, is a point in the parameter space of a dynamic system at which the system is in a steady state. The trim problem for a rocket can be described as finding a set of suitable input values to satisfy a set of conditions. Hence, a trim point involves setting of its controls that causes the rocket to fly straight and level in the longitudinal plane. The suitable input values are the control surface deflections, the thrust setting, and the rocket attitude [11]. The set of conditions are the rocket's accelerations. The variables associated with the trim problems can be divided into three categories:

- Objective variables
- Control variables
- Flight condition variables

The objective variables need to be driven toward the specified values, often zero (i.e., steady flight with zero sideslip). The objective parameters are combined in the objective vectors $o_{l a}$ (state vectors) and $o_{l o}$, for the lateral and longitudinal missile dynamics as

$$
\begin{gather*}
o_{l a}=\left[\begin{array}{llll}
\dot{v} & \dot{p} & \dot{r} & \beta
\end{array}\right]^{T} .  \tag{18}\\
o_{l o}=\left[\begin{array}{llll}
\dot{u} & \dot{w} & \dot{q} & \alpha
\end{array}\right]^{T} . \tag{19}
\end{gather*}
$$

The sideslip angle is also included, since for most cases, there are multiple solutions to the trim problem, each with a different sideslip angle. In the desired solution, the sideslip angle should be zero. In that case, the drag is at a minimum. The control parameters are adjusted in order to drive the objective parameters to their specified values. Together, they form the control vectors $c_{l a}$ and $c_{l o r}$ described in (22). The control variables (input variables) describe the trimmed pilot control and the aircraft attitude:

$$
\begin{gather*}
c_{l a}=\left[\begin{array}{llll}
\delta_{a} & \delta_{r} & \phi & \psi
\end{array}\right]^{T},  \tag{20}\\
c_{l o}
\end{gather*}=\left[\begin{array}{lll}
\delta_{e} & \tau & \theta \tag{21}
\end{array}\right]^{T}, ~, ~ \$
$$

Finally, the 12 states of the 6 DoF equation of motion must be initialized with the initial state conditions. In MATLAB®, the trim command is used to find equilibrium points. The object of
trimming is to bring the forces and moments acting on the rocket into a state of equilibrium. That is the condition when the axial, normal, and side forces and the roll, pitch, and yaw moments are all zero. Mathematically, trimming combines implicit and explicit Jacobian approaches. The Jacobian trim approach is the preferred method for rigid rocket. The Jacobian method is robust, since trim convergence is likely to occur even with rough estimates of the Jacobian and a rough first guess. Note that in general, any optimization routine could be used to solve the trim problem, as long as it is robust enough.
The Jacobian approach is based on the assumption that the change of the objective vector is linearly related to the change in the control input, which is shown in (22):

$$
\begin{equation*}
o_{i+1}-o_{i}=J_{i}\left[c_{i+1}-c_{i}\right] . \tag{22}
\end{equation*}
$$

In (22), $J_{i}$ is the Jacobian matrix evaluated near control input $c_{i}$. Its entries are first-order partial derivatives and represent the effect of changes in each control input on acceleration.

Note that changes in lateral plane induce changes in the longitudinal plane and vice versa; thus, we can write (23) the Jacobian for the lateral dynamics and (24) for the longitudinal or pitch dynamics:

If the rocket is assumed to be at equilibrium, or trim condition, then the equations of motion can be linearized, and the 6DoF equation of motion can be resolved into their lateral and longitudinal states.

### 2.5. Linearization

The system of first-order nonlinear differential equations of the rocket as presented by (17) is said to be in state variable form if its mathematical model is described by a system of $n$ firstorder differential equations and an algebraic output equation as [12]:

$$
\begin{align*}
& \dot{x}_{1}=f_{1}\left(x_{1}, \ldots, x_{n}, u\right) \\
& \dot{x}_{2}=f_{2}\left(x_{1}, \ldots, x_{n}, u\right) \\
& \ldots  \tag{25}\\
& \dot{x}_{n}=f_{n}\left(x_{1}, \ldots, x_{n}, u\right) \\
& y=h\left(x_{1}, \ldots, x_{n}, u\right)
\end{align*}
$$

The column vector $x=\left[x_{1}, \ldots x_{n}\right]^{\mathrm{T}}$ is called the state of the system. The scalars $u$ and $y$ are called the control input and the system output, respectively, denoting

$$
f(x, u)=\left[\begin{array}{c}
f_{1}\left(x_{1}, \ldots, x_{n}, u\right)  \tag{26}\\
f_{2}\left(x_{1}, \ldots, x_{n}, u\right) \\
\vdots \\
f_{n}\left(x_{1}, \ldots, x_{n}, u\right)
\end{array}\right] .
$$

Concisely, (26) is written as

$$
\begin{align*}
& \dot{x}=f(x, u),  \tag{27}\\
& y=h(x, u) .
\end{align*}
$$

where $f$ and $h$ are nonlinear functions of $x$ and $u$; then, we say that the system is nonlinear. To linearize (26), we desire it to become

$$
\begin{align*}
\dot{x} & =A x+B u \\
y & =C x+D u . \tag{28}
\end{align*}
$$

where $A$ is $n x n, B$ is $n \times 1, C$ is $1 \times n$, and $D$ is all scalar in MATLAB®/Simulink.
One reason for approximating the nonlinear system (26) by a linear model of the form (28) is that, by so doing, one can apply rather simple and systematic linear control design techniques. Given the nonlinear system (26) and an equilibrium or trimmed points $x^{*}=\left[x_{1}^{*} \ldots x_{n}^{*}\right]^{T}$ obtained when $u=u^{*}$, noting that $\Delta x=x=x^{*}$, we define a coordinate transformation as follows:

$$
\Delta x=\left[\begin{array}{c}
\Delta x_{1} \\
\vdots \\
\Delta x_{n}
\end{array}\right]=\left[\begin{array}{c}
x_{1}-x_{1}^{*} \\
\vdots \\
x_{n}-x_{n}^{*}
\end{array}\right] .
$$

Further, denoting $\Delta u=u-u^{*}, \Delta y=y-h\left(x^{*}, u^{*}\right)$. The new coordinates $\Delta x, \Delta u$, and $\Delta y$ represent the variations of $x, u$, and $y$ from their equilibrium values. You have to think of these as a
new state, new control input, and new output, respectively. The linearization of (26) is at $x$ in which the equilibrium or trim [12] state is given by

$$
\begin{align*}
& \Delta \dot{x}=A \Delta x+B \Delta u \\
& \Delta y=C \Delta x+D \Delta u, \tag{29}
\end{align*}
$$

where

$$
\begin{aligned}
& A=\left[\frac{\partial f}{\partial u}\right]_{x^{*}, u^{*}}=\left[\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right) & \ldots & \frac{\partial f_{1}}{\partial x_{n}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right) \\
\ldots & \ldots & \ldots \\
\frac{\partial f_{n}}{\partial x_{1}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right) & \ldots & \frac{\partial f_{n}}{\partial x_{n}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right)
\end{array}\right], \\
& B=\left[\frac{\partial f}{\partial u}\right]_{x^{*}, u^{*}}=\left[\begin{array}{cc}
\frac{\partial f_{1}}{\partial u}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right) \\
\vdots \\
\frac{\partial f_{n}}{\partial u}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right)
\end{array}\right], \\
& C=\left[\frac{\partial h}{\partial x}\right]_{x^{*}, u^{*}}=\left[\begin{array}{lll}
\frac{\partial h}{\partial x_{1}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right) & \cdots & \frac{\partial h}{\partial x_{n}}\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right)
\end{array}\right], D=\left[\frac{\partial h}{\partial u}\right]_{x^{*}, u^{*}} .
\end{aligned}
$$

Note that the matrices $A, B, C$, and $D$ have constant coefficients in that all partial derivatives are evaluated at the numerical values $\left(x_{1}^{*}, \ldots, x_{n}^{*}, u^{*}\right)$.

### 2.6. Lateral dynamics of a rocket

Equations of motion in the lateral plane are described by (30). Note that (30) comprises of one of the force equations $\left(F_{y}\right)$, one of the momentum equations $\left(M_{y}\right)$, and two of the Euler angles from the 6DoF equations (decoupled from (17)):

$$
\begin{align*}
& \dot{v}=\frac{F_{A_{y_{b}}}+F_{P_{y_{b}}}+F_{y_{y_{b}}}}{m}-(r u-p w), \mathrm{m} / \mathrm{s}^{2} \\
& \dot{p}=\frac{L_{A}+L_{p}-q r\left(I_{z}-I_{y}\right)}{I_{x}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right) \\
& \dot{r}=\frac{N_{A}+N_{p}-p q\left(I_{y}-I_{x}\right)}{I_{z}}, \mathrm{rad} / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right)  \tag{30}\\
& \dot{\phi}=p+(q \sin \phi+r \cos \phi) \tan \theta, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s}) \\
& \dot{\psi}=\frac{q \sin \phi+r \cos \phi}{\cos \theta}, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s})
\end{align*}
$$

For a completely computed aerodynamic coefficients and their derivatives, (30) can be expressed in state-space form [13] as

$$
\left[\begin{array}{c}
\dot{v}  \tag{31}\\
\dot{p} \\
\dot{r} \\
\dot{\phi} \\
\dot{\psi}
\end{array}\right]=\left[\begin{array}{ccccc}
y_{v} & y_{p} & y_{r} & y_{\phi} & y_{\psi} \\
l_{v} & l_{p} & l_{r} & l_{\phi} & l_{\psi} \\
n_{v} & n_{p} & n_{r} & n_{\phi} & n_{\psi} \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
v \\
p \\
r \\
\phi \\
\psi
\end{array}\right]+\left[\begin{array}{cc}
y_{\xi} & y_{\zeta} \\
l_{\xi} & l_{\zeta} \\
n_{\xi} & n_{\zeta} \\
0 & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\xi \\
\zeta
\end{array}\right] .
$$

All the variables in $A$ matrix of (31) are the lateral dimensionless aerodynamic stability derivatives with respect to the system state vectors. The variables in $B$ matrix of (31) are the lateral dimensionless aerodynamic control derivatives with respect to the designated control surfaces.

### 2.7. Longitudinal dynamics of a rocket

The longitudinal dynamics in motion is also called the pitch plane. Equations describing the motion of a rocket in this plane can be described as given in (32). Note that (32) comprises two of the force equations ( $F_{x}$ and $F_{z}$ ), two of the momentum equations ( $M_{x}$ and $M_{z}$ ), and two of the Euler angles from the 6DoF equations as given in (17):

$$
\begin{align*}
& \dot{u}=\frac{F_{A_{x_{b}}}+F_{P_{x_{b}}}+F_{g_{x_{b}}}}{m}-(q w-r v), m / \mathrm{s}^{2} \\
& \dot{w}=\frac{F_{A_{z_{b}}}+F_{P_{z_{b}}}+F_{g_{z_{b}}}}{m}-(p v-q u), \mathrm{m} / \mathrm{s}^{2}  \tag{32}\\
& \dot{q}=\frac{M_{A}+M_{p}-r p\left(I_{x}-I_{z}\right)}{I_{y}}, r a d / \mathrm{s}^{2}\left(\mathrm{deg} / \mathrm{s}^{2}\right) \\
& \dot{\theta}=q \cos \phi-r \sin \phi, \mathrm{rad} / \mathrm{s}(\mathrm{deg} / \mathrm{s})
\end{align*}
$$

Just as with (31), (32) can also be re-expressed in state space as

$$
\left[\begin{array}{c}
\dot{u}  \tag{33}\\
\dot{w} \\
\dot{q} \\
\dot{\theta}
\end{array}\right]=\left[\begin{array}{cccc}
x_{u} & x_{w} & x_{q} & x_{\theta} \\
z_{u} & z_{w} & z_{q} & z_{\theta} \\
m_{u} & m_{w} & m_{q} & m_{\theta} \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
u \\
w \\
q \\
\theta
\end{array}\right]+\left[\begin{array}{cc}
x_{\eta} & x_{\tau} \\
z_{\eta} & z_{\tau} \\
m_{\eta} & m_{\tau} \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
\eta \\
\tau
\end{array}\right]
$$

In MATLAB® the linmod [14] command is used to invoke linearization. The assumption made for decoupling the linear model is that the cross-coupling effects between the two modes are negligible. These assumptions are:

- The rocket is designed with conventional control surfaces that do not give significant cross-coupling control between the lateral and longitudinal modes.
- The rocket is symmetrical about the $x z$ plane in which the inertia cross-coupling in $(x y$ and $x z$ planes) result to cross-coupling between the lateral and longitudinal modes is minimum.

It can be shown that a typical trimmed and linearized model of the pitch plane (longitudinal dynamics) for a rocket [15] is given as presented in (34). Notice that compared to (33), the velocity in $x$-direction is not included in (34). This is basically due to the fact that in this pitch plane, translational motion for a rocket is predominantly in the $z$-direction (velocity $w$ ):

$$
\begin{align*}
{\left[\begin{array}{c}
\dot{\theta} \\
\dot{q} \\
\dot{w}
\end{array}\right] } & =\left[\begin{array}{ccc}
0 & 1 & 0 \\
14.7805 & 0 & 0.01958 \\
-100.858 & 1 & -0.1256
\end{array}\right]\left[\begin{array}{c}
\theta \\
q \\
w
\end{array}\right]+\left[\begin{array}{c}
0 \\
3.4858 \\
20.42
\end{array}\right] \delta_{\eta}+\left[\begin{array}{c}
0 \\
14.7805 \\
-94.8557
\end{array}\right] \alpha_{w}  \tag{34}\\
y & =\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\theta \\
q \\
w
\end{array}\right]
\end{align*}
$$

where

$$
A=\left[\begin{array}{ccc}
0 & 1 & 0 \\
14.7805 & 0 & 0.01958 \\
-100.858 & 1 & -0.1256
\end{array}\right], B=\left[\begin{array}{c}
0 \\
3.4858 \\
20.42
\end{array}\right], G=\left[\begin{array}{c}
0 \\
14.7805 \\
-94.8557
\end{array}\right] C=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], D=0 .
$$

## 3. Discussion of result

From (34), it can be seen that a three state variable models have been realized in state space. This implies that modern observer like the Kalman filter can be designed to estimate and predict the trajectory of such rocket dynamics. This mathematical model also can be used to design all the control algorithms that fall in the class of modern (optimal theory) control. Particularly, this model is important in the realization of the longitudinal autopilot system of a rocket.

## 4. Conclusion

Mathematical models are the bedrock of almost all scientific activities. Here we were able to define the nonlinear airframe dynamics of a rocket in 6 DoF . We went further to decouple the 6 DoF equations of motion for the rocket and presented forms in which the decoupled 6DoF is easily trimmed and linearized with a computer program like MATLAB®. The process presented here can be repeated for any size of the rocket and aircrafts/unmanned aerial vehicle (UAV). Note that if the aerospace vehicle being model is not a rocket, and a state-space model is needed, all the procedures outlined in this chapter will be the same. The only changes that will be accommodated will come from the numerical values of the aerodynamic coefficients and their derivatives.
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#### Abstract

From theoretical standpoint, it is difficult to analytically build a general theory and physical principles that critically describe the mechanical behaviour of granular systems. There are many substantial gaps in understanding the mechanical principles that govern these particulate systems. In this chapter, based on a two-dimensional soft particle discrete element method (DEM), a numerical approach is developed to investigate the vertical penetration of a non-rotating and rotating projectile into a granular system. The model outcomes reveal that there is a linear proportion between the projectile's impact velocity and its penetration downward displacement. Moreover, depending on the rotation direction, there is a significant deviation of the $x$-coordinate of the final stopping point of a rotating projectile from that of its original impact point. For negative angular velocities, a deviation to the right occurs while a left deviation has been recorded for positive angular velocities.


Keywords: discrete element method, granular bed, rotating projectile, penetration, vertical impact

## 1. Introduction

A granular material is any collection of many macroscopic discrete solids, whose typical size ranges from micrometres to centimetres such as sand, coal, sugar, and rice. It is obvious that these materials cannot be characterised as gas, fluid, or solid. But, they have hybrid state between these three phases depending on the average energy of the individual grains inside the granular system. Piles, snow avalanches, and planetary rings (interstellar dust) are, respectively, considered as solid, fluid, and gas phases for granular materials [1].

In 1895, the German engineer H. A. Janssen [2] made the first attempt to study the dynamical behaviour of the granular systems under specific conditions. He investigated the pressure propagation along the wall of a silo filled with granular solids. Nevertheless, the science of granular materials has a standing research history that has deep roots in time. A general theory that governs the mechanical behaviour of the granular materials has not yet been established due to the complex behaviours of these particulate systems. Most of the successful theories in physics are based on forming a linear differential equation that contains physical quantities from the system under study. But, the knowledge needed to learn about the dynamics of granular materials requires the construction of nonlinear differential equation that can be solved only in rare cases. Therefore, efforts have mainly been made over the past 50 years to build theories that are based on linear differential equations to study these particulate systems. The absence of comprehensive physical principles of granular materials makes the physics of granular materials still not completely understood.

It is well known that the experiment studies of granular materials are limited, and are not capable of capturing most of the internal features of the granular dynamical systems governed by cohesion, friction, and collisions of the particles. Thus, the exploit of such investigations in granular material studies become ineffective and unreliable in most cases. Accordingly, modellers start to employ new techniques and approaches in their investigations relevant to the mechanics of granular materials. Away from experimental and physical approaches, new techniques have been proposed to investigate the behaviour of granular systems. These new techniques can be classified into three main categories:

- Theoretical-based techniques such as continuum mechanics methods and micromechanics analysis of particle collisions.
- Statistical averaging-based techniques such as the dense gas kinetic theory methods.
- Molecular dynamic simulation-based techniques such as the soft and hard particle discrete element methods (DEM), Monte Carlo techniques, and cellular automata techniques.

With the advance in computer technology, the molecular dynamic simulations or discrete approaches have recently been emerged. These methods have gained popularity and have been considered as powerful tools capable of handling the demands of the granular system research. In this chapter, based on the two-dimensional soft particle discrete element method (DEM), numerical simulations are carried out to study the dynamics of projectiles impacting and penetrating, vertically, beds of granular materials. First, we investigate the relationship between the penetration displacement of a projectile underneath a granular bed and its impact velocity. Then we investigate the effect of the rotation direction of a spinning projectile on its trajectory beneath the surface of a granular bed.

## 2. Development of discrete element model

Discrete element methods (DEMs) are numerical techniques capable of simulating the entire behaviour of systems of discrete interacting elements. Examples of discrete element simulations
include hard and soft particle methods. The most common and flexible type of discrete element simulation methods is the soft particles models. They are able to model any kind of configuration, including static and dynamic situations [3]. Diluted and dense as well as longlasting granular systems can be modelled through soft particle methods. The first soft particle contact model was carried out by Cundall and Strack [4]. The term soft particle refers to the fact that the particles are assumed to have collisions of (small) limited time and possibly experience elastic deformation. During the finite contact, the geometrical shape of the particle remains rigid, and the deformation is represented as small overlap at the surface which is taken into the account in the force model. The values of forces at the contact points are always varying as the particles are being deformed. At the same time, a particle may undergo multiple contacts with neighbouring particles and hence, numerous acting contact forces. Many types of forces can be simulated to act on a particle and various contact force models such as elastic and viscoelastic can be incorporated in this case. The general outline of any soft particle contact model is to determine, at one instant, each individual particle interchanges. Those interchanges are the surface (normal and frictional contact) forces with neighbouring particles or with the system boundaries. The normal and frictional interaction forces between particle-particle and particle-boundary are modelled by system of linear springs, shock absorbers (Dashpots), and sometime sliding elements are used. Due to the influence of these interaction forces and other forces like gravitational body force, the particles change their positions and velocities continuously throughout the simulation time. For each particle, the motion is governed by the principle of linear momentum and the principle of angular momentum. The resultant force acting on any individual particle can be calculated. Therefore, the acceleration of each individual particle at any simulation time step can be determined by using Newton's second law. Finally, the new velocity and position of the particle can be obtained by integrating the differential equation of its motion over small simulation step time.

### 2.1. Mathematical formulation set-up

For a typical simulation, each granular particle within the granular system bears two types of forces: contact forces and gravitational body force. Any contact force between two particles is decomposed into normal and tangential components. The normal contact force is modelled by a damped linear spring, while the tangential contact force by a linear spring in series with a frictional sliding element. The formula that determines the contact force of particle $i$ and particle $j$ is

$$
\begin{equation*}
\vec{F}_{i j}(t)=\vec{F}_{i j, \hat{n}}(t) \hat{n}+\vec{F}_{i j, s}(t) \hat{s}, \tag{1}
\end{equation*}
$$

where $\hat{n}$ and $\hat{s}$ are unit vectors in the normal and shear directions of the contact plane, $\vec{V}_{i, n}(t)$ and $\vec{F}_{i, i}(t)$ are, respectively, the magnitudes of the normal contact force and shear contact force, namely,

$$
\begin{gather*}
\vec{F}_{i j, \hat{n}}(t)=-k_{\hat{n}} \vec{\delta}_{i j, \hat{n}}(t),  \tag{2}\\
\vec{F}_{i j, \hat{s}}(t)=-\operatorname{sign}\left[\vec{\delta}_{i j, \hat{s}}(t)\right] \square \min \left\{k_{\hat{s}}\left|\vec{\delta}_{i j, \hat{s}}(t)\right|, \mu \vec{F}_{i j, \hat{n}}^{e}(t)\right\} \tag{3}
\end{gather*}
$$

where $k_{\hat{i}}$ and $k_{\hat{\imath}}$ are, respectively, the particle-particle normal and tangential spring coefficients, $\bar{F}_{\vec{H}, i}^{*}(t)$ and $\mu$ are, respectively, the elastic contribution of the contact force between the particles $i$ and $j$ in the normal direction ( $\hat{n}$ direction) and the friction coefficient of the granular particles, $\vec{\delta}_{z, n}(t) \quad\left(R_{i}+R_{j}\right)-\vec{r}_{i}(t)-\vec{r}_{j}(t) \mid$ and $\vec{\delta}_{;, i}(t)=\prod_{i}\left(\dot{\vec{r}}_{i}(\eta) \dot{\vec{r}}_{;}(\eta)\right) \hat{s} d \eta$ are, respectively, the normal compression and the tangential displacement between the particles $i$ and $j$ over the time step $\Delta t=t-t_{\mathrm{o}}, R_{i}, R_{i}$ and $R_{j}$ are the radii of the particles $i$ and $j$. Under the contact forces and the gravitational body force, each particle has the following motion dynamic equations

$$
\begin{align*}
& m_{i} \frac{d^{2} \vec{r}_{2}}{d t^{2}}-\sum_{i=1}^{\Psi_{i}} \bar{F}_{i j}+\bar{F}_{w}  \tag{4}\\
& \left.I_{i} \frac{d^{2} \bar{\theta}_{j}}{d t^{2}}=\sum_{i=1}^{\omega_{c}} \bar{M}_{i i} \right\rvert\, \bar{M}_{\mathrm{ei}} . \tag{5}
\end{align*}
$$

where $m_{i}, I_{i}, \vec{r}_{i}$, and $\dot{\vec{\theta}}_{i}$, are, respectively, the mass, rotational moment of inertia, position, and rotational vectors of the centre of particle $i, \vec{F}_{i j}, \vec{M}_{i i}, \vec{F}_{k}, \dot{M}_{m^{\prime}}$ are, respectively, contact force and moment acting on particle $i$ due to particle $j$ and external forces and moment acting on particle $i, N_{p}$ is the number of particles within the granular bed. Hence, $\forall i=1,2,3, \mathrm{~K}, N_{p}$, we have a system of first-order ordinary differential equations as follows:

$$
\begin{align*}
& \dot{r}_{i}(i) \bar{v}_{i}(i),  \tag{6}\\
& \dot{\vec{\theta}}_{i}(t)=\vec{\omega}_{i}(t),  \tag{7}\\
& \bar{v}_{1}^{\prime}(i) \frac{\sum_{i=1}^{m_{n}} \vec{l}_{n}+\bar{l}_{n}}{m_{i}} \text {, }  \tag{8}\\
& \dot{\vec{m}}_{(1)} \frac{\sum_{j=1}^{N_{0}} \vec{M}_{i j}+\vec{M}_{s}}{I_{i}} \tag{9}
\end{align*}
$$

Therefore, by numerical integration of Newton's equation of motion, the updated velocities and positions of all particles can be determined.

### 2.2. Numerical simulation structure

In general, numerical simulations are performed in two environments, namely, two dimensions and three dimensions. Most of the current numerical simulations are of two dimensions. They are popular due to the low computational cost by comparison with three-dimensional simulations. The behaviour of the entire granular system is also well observable. Furthermore,
most of the granular dynamical problems require the employ of two-dimensional simulations rather than three-dimensional simulations. For instance, two-dimensional simulations work well for problems such as the motion of a projectile penetrating into granular beds. Furthermore, in three-dimensional simulations, more contact points and extra spatial degrees of freedom have to be considered for each individual particle inside the system, and thus more computational power and memory storage are required.

When developing a two-dimensional discrete element code to imitate a particular granular problem, several aspects have to be taken in consideration. For instance, penetration of vertical projectile into granular beds is a granular dynamical problem in which most of particles in the system experience considerable multiple, long duration contacts. In this case, sufficient number of particles, in atypical simulation, needs to be taken into account, and the collisions and particles' overlaps should be easy to detect.

The current two-dimensional discrete element simulation code assumes the particles as a set of circular disks which are placed in the workplace at predetermined positions and velocities. The boundary conditions are assumed to be frictional. In the simulation workplace, any particle can be characterised through its radius $R_{i}$, mass $m_{i}$, initial moment $I_{i}$, position vector of the particle centre $\vec{r}_{i}$, translational (linear) velocity $\dot{\vec{r}}_{i j}$ and the rotational (angular) velocity $\dot{\vec{\theta}}_{i j}$ for $i=1,2,3, \ldots, N_{p}$, where $N_{p}$ is the total number of particles in the simulation. During the simulation, three types of forces are considered to act on the particles. These forces are gravitational body force and particle-particle and particle-boundary contact forces. A proper simulation time step was chosen so that short contacts are not missed. The interstitial fluid, cohesive, electromagnetic forces were neglected. Therefore, this model simulates granular material as dry particles in a blanked space and gravity field.

## 3. Vertical penetration displacement of a projectile and its impact velocity

In order to describe a relationship between the vertical penetration displacement of a projectile and its impact velocity, a series of numerical simulations were conducted. The methodology was to vary the impact velocity of the projectile and keep the other simulation parameters alike. The projectile impact velocities range from 5 to $65 \mathrm{~m} / \mathrm{s}$. The particle bed was considered to be mono-sized with particle diameter equal to 1.5 mm . Figure 1 shows simulation sequential snapshots of the vertical penetration process. During the entire process, one can identify three distinct regimes, namely, impact, penetration, and collapse.

Figure 2(a) shows the relationship between the impact velocities and the penetration distances underneath the granular bed's surface for three different values of projectile's diameter. The observations reveal that the projectile's penetration downward displacement $\left(\vec{d}_{\text {pen }}\right)$ increases linearly with the projectile's impact velocity $\left(\vec{v}_{i m p}\right)$.

To extrapolate a power law that governs the relationship between the projectile impact velocity and its penetration displacement, we convert the obtained data to log-log plots, as shown in


Figure 1. Simulation snapshots show the penetration process.


Figure 2. (a) Impact velocities versus penetration distances and (b) log-log plots of impact velocities versus penetration distances.

Figure 2(b). Obviously, the relationship between the penetration displacement and the impact velocity follows a power law of the form

$$
\begin{equation*}
\vec{d}_{\text {penetration }} \propto\left(\vec{v}_{\text {impact }}\right)^{\frac{1}{2}} \tag{10}
\end{equation*}
$$

The results from the simulation compare well with previous experimental results such as [5].

## 4. Vertical penetration of rotating projectiles into granular beds

To analyse the relationship between the angular velocity of a rotating projectile on its orthogonal penetration displacement, a set of numerical simulations was carried out with different aspects. The method is to equip the rotating projectile with various angular impact velocities and keep all other simulation parameters identical including its impact velocity $\left(\nu_{i x, y}=30 \mathrm{~m} / \mathrm{sec}\right)$. Figure 3 shows snapshots of simulation of a rotating projectile orthogonally penetrating mono-sized granular bed with $d_{\%}=0.911 \mathrm{~mm}$.


Figure 3. Simulation sequential snapshots of normal penetration of a rotating projectile.


Figure 4. Deviation of the projectile's $x$-coordinate ultimate stopping point from that of its original impact point for various values of angular velocities. (a) Multisized particle bed. (b) Monosized particle bed.

For series of numerical simulations, a rotating projectile with fixed impact vertical velocity $\vec{v}_{i \pi},=30 \mathrm{~m} / \mathrm{sec}$ is given various angular velocities, namely, $\vec{w}-0,500,500,1000$, and $-1000 \mathrm{rad} / \mathrm{sec}$. Then the projectile strikes the middle of the free surface of the mono-sized granular bed. Figure 4 shows the resultant trajectories of the rotating projectile underneath the granular bed's surface for each different value of the angular velocities. In general, the trajectory profile of the projectile exhibits two different regimes. For negative angular velocities, namely, $\omega=-500$ and $-1000 \mathrm{rad} / \mathrm{sec}$ the penetration trajectories of the projectile under the granular bed exhibit negative exponential like traces. Conversely, positive exponential-like traces have been recorded for positive angular velocities, namely, $\omega=500$ and $1000 \mathrm{rad} / \mathrm{sec}$. The case when the projectile has no angular velocity, i.e. $\omega=0 \mathrm{rad} / \mathrm{sec}$, can be considered as a turning value angular velocity between the two regimes. The resultant projectile's trajectory, in this case, locates in the middle of the two regimes' traces and the ultimate penetration point of the projectile is located, approximately, under its impact point. Moreover, it is found that, when the projectile comes to rest after achieving its maximum penetration depth, there is a considerable deviation for the $x$-coordinate of its ultimate stopping point from that of its original impact point. For negative angular velocities, namely, $\omega=-500$ and $-1000 \mathrm{rad} / \mathrm{sec}, \mathrm{a}$ deviation to the right under the original impact point occurs while a left deviation happens for positive angular velocities, namely, $\omega=500$ and $1000 \mathrm{rad} / \mathrm{sec}$.

## 5. Conclusion

This chapter focuses on the development of mathematical model based on the soft particle discrete element method for the study of two granular dynamical problems:

1. The relation between the vertical penetration displacement of projectile and its impact velocity. It has been found that the scaling law of the penetration displacement of a projectile with its impact velocity follows a power law of the form

$$
\begin{equation*}
\vec{d}_{\text {penertration }} \propto\left(\vec{v}_{\text {impact }}\right)^{\frac{1}{2}} \tag{11}
\end{equation*}
$$

2. We investigate the trajectories of a rotating projectile penetrating normally a granular system. Our numerical results show that the model is capable to simulate the normal penetration process for the various values of angular velocities. Moreover, it is found that the trajectory profile of the rotating projectile underneath the granular bed is affected the magnitude as well as the direction of its angular velocity. Depending on the rotation direction of the projectile, there is a relatively small change on the ultimate horizontal position of the projectile after penetration. For negative angular velocities, a right shift on the ultimate penetration point from the original projectile's impact point is observed. On the other hand, the projectile's eventual penetration point is located to the left of its original impact point for the positive angular velocities.
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#### Abstract

This chapter proposes the application of Newtonian particle mechanics for the derivation of predictive equations for burn time, burning and unburnt area propagation for the case of a core propellant grain. The grain is considered to be inhibited in a solid rocket combustion chamber subject to the assumption that the flame propagation speed is constant for the particular solid fuel formulation and formation chemistry in any direction. Here, intricacies surrounding reaction chemistry and kinetic mechanisms are not of interest at the moment. Meanwhile, the physics derives from the assumption of a regressive solid fuel pyrolysis in a cylindrical combustion chamber subject to any theoretical or empirical burn rate characterization law. Essential parametric variables are expressed in terms of the propellant geometrical configuration at any instantaneous time. Profiles from simulation studies revealed the effect of modulating variables on the burning propagation arising from the kinematics and ordinary differential equations models. In the meantime, this mathematical exercise explored the tendency for a tie between essential kernels and matching polynomial approximations. In the limiting cases, closed form expressions are couched in terms of the propellant grain geometrical parameters. Notably, for the fuel burn time, a good agreement is observed for the theoretical and experimental results.
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## 1. Introduction

Since the advent of rocketry, researchers have preoccupied their minds on the development of effective solid fuels for rocket and missile propulsion systems. A compendium of scholarly
works in propellant chemistry, aerothermodynamics, flight mechanics, guidance, navigation and control analyses abound in the literature. Solid fuels have been and are still in high demand for space mission and missile development planning. Notwithstanding the progresses in solid fuels physics and the advent of huge numerical studies, analytical conjectures are aptly handy for novel mechanical maneuvering of flight trajectories.

In the meantime, considerable progress was made by Tseng and Yang [1] in investigating the combustion of homogeneous propellants in realistic motor environments. The impact of the dispersion of instability signatures into the burning regions on combustion characteristics of the propellant was investigated. On this note, Roh et al. [2, 3] studied in details the relationship between acoustic oscillations and fast changing propellant burning in laminar flows. While the purpose of the study was to discover the underlying causes of perturbations, the inclusion of chemical characteristics provided a more robust mathematical solution. As a matter of scientific fact, same analysis was extended to incorporate the effect of turbulence [4, 5].

Likewise, a comprehensive numerical analysis was conducted in [6] to study the combustion of a double-base homogeneous propellant in a rocket motor. Emphasis was placed on the motor internal flow development and its influence on propellant combustion. The formulation was based on the Favre-averaged, filtered equations for the conservation laws and took into account finite-rate chemical kinetics and variable thermophysical properties. Nonetheless, results from the study showed that a smoother axial velocity gradient in conjunction with a vertical flow convection have a tendency to prevent or circumvent turbulence regime from deep penetration into the primary flame zone. These turbulence energy spectra have prompted dominant harmonics in a frequency range capable of triggering combustion instabilities. Meanwhile, a methodology for the solution of the internal physics of solid propellant rocket motors was described in [7]. The mathematical problem involved the simulation of a burning surface that dynamically changed the interface between the solid propellant and combustion gas phases.

An additional study in [8] showed how a technique was developed to obtain a burning rate data across a range of pressures from ambient to 345 MPa . It combines the uses of a low loading density combustion bomb with a high loading density closed bomb procedure. Furthermore, a series of nine ammonium perchlorate (AP)-based propellants were used to demonstrate the uses of the technique in comparison to the neat AP burning rate barrier. The effect of plasticizer, oxidizer particle size, catalyst and binder type was investigated. This necessitated an experimental program that was performed at the Space Propulsion Laboratory of the Politecnico di Milano. Notably, within the explored operating conditions and the associated uncertainty bands, a neutral trend for the solid fuel regression rate with increasing pressure was observed. The formulation tested was hydroxyl-terminated polybutadiene in gaseous oxygen at pressures ranging from 4 to 16 bars. A simplified analytical model, which retains the essential physics and accounts for pressure dependency, was developed for hybrid rockets in conjunction with the corresponding numerical simulation reported in [9]. However, the results of its simplified analytical model may not translate directly for use with solid rockets.

Nonetheless, the study reported in [10] was concerned with the prediction of the pressure history during the process of flame-spreading and combustion of solid propellant grains as
would occur, for example, in a gun cartridge. Solution of the governing conservation equations for the two-phase media requires the use of empirical relations to account for the physical processes of momentum and energy interaction between the solid grains and hot propellant gas. The results indicated the significance of these interactions for the predictions of pressure and velocity fields. Of note too is the study in [11], where the combustion response of homogeneous and heterogeneous solid propellants to an imposed velocity field was certified to be a viable model for erosive burning mechanism. This leads to an imposed velocity field that has its roots in a multistate analysis of a solid rocket motor combustion processes. In the meantime, for homogeneous solid propellants, it has been shown that for certain realistic choices of the parameters, both positive and negative erosions simultaneously occurred. The underlying mechanism for erosive burning is tied flame stretching. On the hand, for heterogeneous solid propellants, any enhancements of the burn rate are tied to the cross flow velocity, propellant morphology and geometry and chamber pressure.

While information on thermodynamics is readily available in the literature, very clear analytical representation of the burn time of any geometry is rare. For now a gap exists for theoretical closed form results and experiential validation investigations. Theoretical equations that predict analytical burn time, thermal stresses buildup and how they are related ab initio to the solid propellant geometry are rare in literature. It is therefore necessary to have simplified analytical models that reduce computational time and laborious procedures and having reliance on numerically complicated methods such as computational fluid dynamics (CFD) or computational heat transfer (CHT) that would be utilized in the estimation of the burn time.

Traditionally, design and analysis of solid rocket motors have relied on empirical measurements to characterize fuel burn times and other propellant/motor performance quantities. This has been primarily because of the complexity of modeling adequately nontrivial fuel grain geometries and combustion processes. As overall system and vehicle performance models become more advanced and answer greater demands in terms of accuracy and detail, it is increasingly necessary to include more sophisticated models of subsystems such as the rocket motor. On the other hand, improved computational capabilities and better insights gleaned from experimental studies provide the means of achieving these better subsystem models. This chapter therefore covers a topic that is ripe for study and has potential to be of significant use to engineers who need to model burning performance for solid rocket propulsion. It may be of particular interest to those who lack the luxury of pursuing an experimental test campaign for a range of candidate fuel grain designs and parameters.

Several competing approaches exist in recent literature based on different focuses in terms of fundamental physics: analysis of radiation, temperature distribution and a range of coupled fluid flow/combustion approaches of varying complexity from 1D flow models to CFD. The method proposed in this chapter is beneficial in terms of its simplicity and consequently low computational cost, although its significant central assumptions mean that it can be applied only to certain cases (homogeneous propellants, tubular (regressive) grain designs and constant regression rates/steady-state operation). Its focus on only the kinematic viewpoint, without accounting for minutiae of chemical kinetic mechanisms, appears fairly unique among recent studies which have instead delved into the physically dominant processes at work.

Predicting grain burn time and burning area kinematics can be done in three ways: empirically (by experiment), analytically (using approximated mathematical models solved exactly) or numerically (by applying exact mathematical models solved approximately). The method proposed in the chapter falls into two parts: the first (burning time determination) combines analysis for modeling supplemented by empirical test data; the second part (burning/unburnt area determination) only covers an analytical approach without experimental or numerical validation [12].

The chapter is organized as follows: first is the derivation of the burn time equation, followed by an analysis of the effects of multiple points of ignition on the burn time. Analytical models are developed for unburnt and burning area propagation and discussion of results and the conclusion.

## 2. Derivation of burn time equation

In this section, the theory conjured is subject to the under listed assumptions, namely:
i. Propellant is homogeneous with uniform grain geometry.
ii. Any characterization burning rate law applies.
iii. After ignition, simultaneous burning process ensues along specified directions with constant regression rates. The alternative model, in [13], focuses on transient conditions and also describes erosive burning, which may be of interest in contrast to the erosive burning that can be accounted for in this chapter's proposed method based on kinematics. One evident advantage of this chapter's proposal is that it does not require any calculation of the fluid flow field, whereas even the alternative simplified 1D flow calculation proposed in [14] necessitates further computational expense, potentially.
iv. Inner tubular burning characterizes the process.

The typical tubular propellant and the combustion propagation are illustrated in Figures 1 and 2, while Figure 3 gives an analytical model of the flame particle traversing in the designated axes.

In general, the average value of any time-dependent function $F_{0}(t)$ within the time interval $t_{H}$ and $t_{G}$ satisfies any of the equations:

$$
\begin{gather*}
F_{0(a v g)}=\frac{1}{\left(t_{G}-t_{H}\right)} \int_{t_{H}}^{t_{G}} F_{0}(t) d t  \tag{1}\\
\dot{F}_{0(a v g)}=\frac{1}{\left(t_{G}-t_{H}\right)} \int_{t_{H}}^{t_{G}}\left(\frac{d F_{0}(t)}{d t}\right) d t \tag{2}
\end{gather*}
$$

Given that, $\left(W, L, A_{s}\right)$ are the web (thickness), length $(L)$ and the sectorial area $\left(A_{s}\right)$ of any typical tubular propellant grain, where the following holds:


Figure 1. Typical tubular solid fuel.


Figure 2. Illustration of different burning directions at point of ignition.

$$
\left(W, L, A_{s}\right) \in F_{o}(t) ;\left(\dot{W}, \dot{L}, \dot{A}_{s}\right) \in \dot{F}_{o}(t)
$$

Consequently, the total time required for the entire burning process specified in Figure 4 must satisfy the following kinematic equation, namely:

$$
\begin{equation*}
t_{b(\text { total })}=\frac{W}{\dot{W}}+\frac{L}{\dot{L}}+2 \frac{A_{s}}{\dot{A_{s}}} \tag{3}
\end{equation*}
$$

From the point of ignition, as illustrated in Figure 2, the following further holds:

$$
\begin{array}{r}
W=W_{o}-\dot{r} t_{b(\text { web })} ; L=L_{0}-\dot{r} t_{b(\text { axial })} ; d=\mathrm{d}_{0}+2 \dot{r} t_{b(\text { radial })} \\
\|W\|=\left\|W_{o}-\dot{r} t_{b(\text { web })}\right\| ;\|L\|=\left\|L_{o}-\dot{r} t_{b(\text { axial })}\right\| ;\|d\|=\left\|d_{0}+2 \dot{r} t_{b(\text { radial })}\right\| \tag{5}
\end{array}
$$

in conjunction with a constant regression rate $(\dot{r})$. Under these circumstances, Eq. (3) now becomes


Figure 3. Regression along burn regions.


Figure 4. Illustrations of integral part of multiple ignition points on propellant grain. (a) 2-points, (b) 3-points, and (c) 4-points.

$$
\begin{equation*}
t_{b(t o t a l)}=\frac{W(1+2 \eta)+\eta d}{\dot{r}}+2 \frac{A_{s}}{\dot{A_{s}}} ; \quad \eta=\frac{L}{D} \tag{6}
\end{equation*}
$$

From the sector burning area configuration, the following ensues, viz.:

$$
\begin{equation*}
A_{S}=\frac{1}{2}\left(\not \text { }^{2}-r^{2}\right) \phi=\frac{1}{2} W(W+d) \theta \quad ; \quad \dot{A}_{S}=\frac{1}{2}[\dot{\phi} W(W+d)-\theta d \dot{r}] \tag{7}
\end{equation*}
$$

where $\theta$ is in radians, in conjunction with the following kinematics relation, viz.:

$$
\begin{equation*}
\dot{R}=0 ; \dot{r}=\dot{r}_{0} ; \forall \ddot{r}=0 \tag{8}
\end{equation*}
$$

leading to the total segmental burn time for the sectorial propellant grain as

$$
\begin{equation*}
\frac{A_{s}}{\dot{A_{s}}}=\frac{1}{\dot{r}} \frac{(W+d) \theta}{4 \eta\left(1+\frac{W}{d}\right)\left(-\frac{d d}{\text { 或 }}\right)}( \tag{9}
\end{equation*}
$$

From Eq. (9), Eq. (6) becomes

$$
\begin{equation*}
t_{b(\text { total })}=\left(\frac{W(1+2 \eta)+\eta d}{\dot{r}}+\frac{2}{\dot{r}}\left(\frac{(W+d) \theta}{4 \eta\left(1+\frac{W}{d}\right)\left(\frac{\theta d}{W}\right.}\right)\right) \quad 0 \leq \theta \leq 2 \pi \tag{10}
\end{equation*}
$$

In the meantime, Eq. (9) in terms of the instantaneous burning time $t_{\varepsilon}$ takes the form, viz.
arising from the following flame additional kinematics relations, namely, $\theta=\theta_{0}+\dot{\theta} t_{\varepsilon}$ in conjunction with others specified in Eq. (5).

It is significant to examine the limiting case of Eq. (11) as $t_{\varepsilon} \rightarrow 0$, viz.:
to indicate the closed form burn time prediction in terms of the tubular initial geometrical configuration.
In the meantime, Eqs. (10) and (11) are expressed further as

$$
t_{b(\text { total })}=\frac{d}{\dot{r}}\left\{[(1+2 \eta) \chi+\eta]+\left(\frac{2(1+\chi) \bar{\theta}_{0}}{\frac{\bar{\theta}_{0}}{\chi}}\right)\right\} ;
$$

$$
\begin{equation*}
\left.\forall \chi=\frac{W}{d}=L t_{t_{\varepsilon=0}}\left(\chi=\frac{W_{0}-\dot{r} t_{\varepsilon}}{d_{0}+2 \dot{r} t_{\varepsilon}}\right)=L t_{\varepsilon=0}(\chi)=L t_{\varepsilon=0} \frac{\chi_{0}-\frac{\dot{r} f_{0}}{\theta_{0}}}{1+\frac{2 \dot{r}_{0}}{d_{0}}}\right) \tag{13}
\end{equation*}
$$

and

$$
t_{b(\text { total })}=\frac{d_{0}}{\dot{r}}\left\{\left((1+2 \eta) \chi_{0}+\eta\right]+\left(\frac{2\left(1+\chi_{0}\right) \bar{\theta}_{0}}{4 \eta\left(1+\chi_{0}\right)-\frac{\bar{\theta}_{0}}{x_{0}}}\right)\right\}\left\{\left(\begin{array}{ll}
; & x_{0}=\frac{W_{0}}{d_{0}} ; 0 \leq \bar{\theta}_{0} \leq 2 \pi \tag{14}
\end{array}\right.\right.
$$

When a propellant is completely burned out $\bar{\theta}_{0}=2 \pi$, which corresponds to the case of 1-point ignition, to give the following expression, viz.

$$
\begin{equation*}
\left.t_{b(\text { total })}=\frac{d}{\dot{r}}\left\{((1+2 \eta) \chi+\eta]+\frac{\pi(1+\chi)}{\eta(1+\chi)-\frac{\pi}{2 \chi}}\right)\right\}( \tag{15}
\end{equation*}
$$

When $\bar{\theta}_{0}=\pi$, which corresponds to the case of diametric ignition at two opposite sides to give the following expression, viz.

$$
\begin{equation*}
\left.t_{b(\text { total })}=\frac{d_{0}}{\dot{r}}\left\{\left[(1+2 \eta) \chi_{0}+\eta\right]+\frac{\pi\left(1+\chi_{0}\right)}{\eta\left(1+\chi_{0}\right)-\frac{t}{2 x_{k}}}\right)\right\}( \tag{16}
\end{equation*}
$$

This is to be further examined in the subsection for multiple ignition points.

### 2.1. Effect of multiple ignition points ( $N_{p}$ )

The effect of multiple ignition points is expected to create multiple sectorial flame propagation kinematics as illustrated in the figures below. Here, hatchings are indicating burning surfaces intersection arising from the sectorial kinematic propagation of the flame in line with the description in Figures 2 and 3.

Here, the matching kinematic equation takes the form

$$
\begin{equation*}
\frac{A_{s}}{\dot{A_{s}}}\left(N_{p}\right)=\frac{1}{\dot{r}}\left(f_{\eta(W+d) \theta_{\left(N_{p}\right)}}^{\left(1+\frac{W}{d}\right)-\frac{\theta_{\left(N_{p}\right)^{d}}}{W}}\right) \notin \theta_{\left(N_{p}\right)}=\frac{2 \pi}{N_{p}} \tag{17}
\end{equation*}
$$

It should be noted that propagations in radial and axial directions are expected to be rapid in consonance with the number of ignitions points. The overall effect therefore modulates Eq. (16) as

$$
t_{b_{\left(N_{p}\right)}(\text { total })}=\frac{d_{0}}{\dot{r}}\left\{\left\{\left((1+2 \eta) \frac{\chi_{0}}{N_{p}}+\frac{\eta}{N_{p}}\right]\left(+\left(\frac{\frac{\pi}{N_{p}^{2}}\left(1+\chi_{0}\right)}{\frac{\eta_{p}}{\psi_{p}}\left(1+\chi_{0}\right)-\frac{\pi}{2 \chi_{0} N_{p}^{2}}}\right)\right\} \hat{\chi}\right.\right.
$$

$$
\begin{equation*}
=\frac{d_{0}}{\dot{r}}\left\{\left[\left(\frac{1+2 \eta}{N_{p}}\right) \chi_{0}+\frac{\eta}{N_{p}}\right]+\left(\frac{\pi\left(\frac{1+\chi_{0}}{N_{p}^{2}}\right)}{\left.\eta\left(\frac{1+\chi_{0}}{N_{p}}\right)-\frac{\pi}{2 \chi_{0} N_{p}^{2}}\right)}\right)\right\}=\frac{t_{b(\text { total })}}{N_{p}} \tag{18}
\end{equation*}
$$

## 3. Unburnt and burning area propagation

The plan and sectional views of the propellant grain geometries are illustrated in the figure below (Figure 5). These views are expected to provide illustrations on how the unburnt propellant grain area is derived.
From the figures above, the tubular grain's surface area is given by

$$
\begin{equation*}
A_{u b}=\frac{\pi}{2}\left(D^{2}-d^{2}\right)+\pi d L \tag{19}
\end{equation*}
$$

On introducing the aspect ratio, $\eta=\frac{L}{D^{\prime}}$, where $D=d_{0}+2 W_{0}$, Eq. (19) becomes

$$
\begin{equation*}
A_{u b}=\pi\left[2 W^{2}+\eta d^{2}+2(1+\eta) W d\right] \tag{20}
\end{equation*}
$$

Using parts of Eq. (5), the above equation is further simplified as

$$
\begin{equation*}
A_{u b}\left(t_{\varepsilon}\right)=A_{0}-\pi\left[B_{1} \dot{r} t_{\varepsilon}+B_{2} \dot{r}^{2} t_{\varepsilon}^{2}+B_{3} \dot{r}^{3} t_{\varepsilon}^{3}\right] \tag{21}
\end{equation*}
$$

where $t_{\varepsilon}$ is the instantaneous burning time.


Figure 5. Tubular solid fuel geometrical parameters.

$$
\begin{gathered}
A_{0}=\pi\left[2 W_{0}^{2}+2\left(1+\eta_{0}\right) W_{0} d_{0}+\eta d_{0}^{2}\right] ; \eta_{0}=\frac{L_{0}}{d_{0}+2 W_{0}} ; \\
B_{1}=d_{0}\left[\frac{1}{\left(1+\frac{2 W_{0}}{d_{0}}\right)}-4 \eta_{0}\right]+2\left(1+\eta_{0}\right)\left(d_{0}-W_{0}\right)+\frac{W_{0}}{\left(1+\frac{2 W_{0}}{d_{0}}\right)} \\
B_{2}=2\left[\left(1-\eta_{0}\right)+\frac{2}{\left(1+\frac{2 W_{0}}{d_{0}}\right)}\right] ; B_{3}=\frac{2}{\left(1+\frac{2 W_{0}}{d_{0}}\right)}
\end{gathered}
$$

Eq. (21) can be further written as

$$
\begin{equation*}
A_{u b}\left(t_{\varepsilon}\right)=A_{u b}(0)-A_{b}\left(t_{\varepsilon}\right) \tag{22}
\end{equation*}
$$

where $A_{u b}(0)=A_{0}$, as illustrated below (Figure 6).
Above is the closed form expression for the instantaneous burning propellant area. Using Eq. (12), the kernel in the unburnt area $A_{u b}\left(t_{\varepsilon}\right)$ are rearranged to effect erosive regressive burning process, where

$$
\begin{equation*}
A_{u b}\left(t_{\varepsilon}\right)=A_{0}\left[1-C_{1} \dot{r} \dot{t}_{\varepsilon}-C_{2} \dot{r}^{2} t_{\varepsilon}^{2}-C_{3} \dot{r}^{3}{ }^{3}{ }_{\varepsilon}^{3}\right] \tag{23}
\end{equation*}
$$

where $C_{1}=\frac{B_{1}}{\Lambda_{0}} ; C_{2}=\frac{B_{2}}{\Lambda_{0}} ; C_{3}=\frac{B_{3}}{\Lambda_{0}} ; \Lambda_{0}=\left[2 W_{0}^{2}+2\left(1+\eta_{0}\right) W_{0} d_{0}+\eta d_{0}^{2}\right]$

$$
\Psi=\left[\left[(1+2 \eta) W_{0}+\eta d_{0}\right]+\left(\frac{2\left(W_{0}+d_{0}\right) \bar{\theta}_{0}}{4 \eta\left(1+\frac{W_{0}}{d_{0}}\right)-\frac{\bar{\theta}_{0} d_{0}}{W_{0}}}\right)\right] ; \forall 0 \leq \bar{\theta}_{0} \leq 2 \pi .
$$

By introducing $X_{0}=\frac{W_{0}}{d_{0}}$, Eq. (23) results to

$$
\begin{equation*}
A_{u b}\left(t_{\varepsilon}\right)=\bar{A}_{0}\left[1-\bar{C}_{1} \tau-\bar{C}_{2} \tau^{2}-\bar{C}_{3} \tau^{3}\right] \tag{24}
\end{equation*}
$$



Figure 6. (a) Illustration of a point ignition at the commencement of burning propagation. (b) Cross section of burning propagation. (c) Complete burning process.
where $\overline{\mathrm{A}}_{0}=\pi d_{0}^{2}\left[2 \chi_{0}^{2}+2\left(1+\eta_{0}\right) \chi_{0}+\eta_{0}\right] ; \overline{\mathrm{C}}_{1}=\frac{\overline{B_{1}} \overline{\bar{\Psi}}}{\Lambda_{0}} ; \overline{\mathrm{C}}_{2}=\frac{\bar{B}_{2} \overline{\bar{\Psi}}^{2}}{\Lambda_{0}} ; \overline{\mathrm{C}}_{3}=\frac{\bar{B}_{3} \overline{\bar{\Psi}}^{3}}{\Lambda_{0}}$
where $\Lambda_{0}=2 W_{0}^{2}+2\left(1+\eta_{0}\right) W_{0} d_{0}+\eta d_{0}^{2} ; \overline{\bar{\Psi}}=\left[(1+2 \eta) \chi_{0}+\eta\right]+\left(\frac{\pi\left(1+\chi_{0}\right)}{\eta\left(1+\chi_{0}\right)-\frac{\pi}{2 \chi_{0}}}\right)$

$$
\begin{equation*}
\text { Now at } t_{\varepsilon}=t_{b} ; \quad A_{u b}\left(t_{b}\right)=A_{0}\left(1-C_{1}-C_{2}-C_{3}\right) \tag{25}
\end{equation*}
$$

From Eqs. (24) and (25), the non-dimensionalized unburnt propellant grain area is evaluated as

$$
\begin{equation*}
\frac{A_{u b}\left(t_{\varepsilon}\right)}{A_{u b}\left(t_{b}\right)}=A_{u b}(\tau)=\frac{\left[1-\bar{C}_{1} \tau-\bar{C}_{2} \tau^{2}-\bar{C}_{3} \tau^{3}\right]}{\left[1-\bar{C}_{1}-\bar{C}_{2}-\bar{C}_{3}\right]} \tag{26}
\end{equation*}
$$

Next, we return to the instantaneous burning area propagation via the following expression, namely:

$$
\begin{align*}
& A_{b}\left(t_{\varepsilon}\right)=\bar{A}_{0}\left[\bar{C}_{1} \tau+\bar{C}_{2} \tau^{2}+\bar{C}_{3} \tau^{3}\right] \quad \forall \quad \tau=\frac{t_{\varepsilon}}{t_{b}}  \tag{27}\\
& \text { Now at } t_{\varepsilon}=t_{b}, A_{b}\left(t_{b}\right)=\bar{A}_{0}\left[\bar{C}_{1}+\bar{C}_{2}+\bar{C}_{3}\right] \tag{28}
\end{align*}
$$

From Eqs. (25) and (28), the non-dimensionalized form of the instantaneous burning area becomes

$$
\begin{equation*}
\frac{A_{b}\left(t_{\varepsilon}\right)}{A_{b}\left(t_{b}\right)}=\bar{A}_{b}(\tau)=\left(\frac{\bar{C}_{1}}{\bar{C}_{1}+\bar{C}_{2}+\bar{C}_{3}}\right) \tau+\left(\frac{\bar{C}_{2}}{\bar{C}_{1}+\bar{C}_{2}+\bar{C}_{3}}\right) \tau^{2}+\left(\frac{\bar{C}_{3}}{\bar{C}_{1}+\bar{C}_{2}+\bar{C}_{3}}\right) \tau^{3} \tag{29}
\end{equation*}
$$

### 3.1. Effect of multiple ignition points

The effect of multiple ignition points $\left(N_{p}\right)$ is expected to fractionalize the unburnt area timedependent equations as follows, viz.:

$$
\begin{gather*}
A_{u b}(\tau)=\left(\frac{\frac{1}{N_{p}}-\overline{\bar{C}}_{1} \tau-\overline{\bar{C}}_{2} \tau^{2}-\overline{\bar{C}}_{3} \tau^{3}}{\left(\frac{1}{N_{p}}-\overline{\bar{C}}_{1}-\overline{\bar{C}}_{2}-\overline{\bar{C}}_{3}\right)}\right) ; \forall \overline{\bar{C}}_{1}=\bar{C}_{1}\left(N_{p}\right) ; \overline{\bar{C}}_{2}=\bar{C}_{2}\left(N_{p}\right) ; \overline{\bar{C}}_{3}=\bar{C}_{3}\left(N_{p}\right)  \tag{30}\\
\bar{C}_{1}\left(N_{p}\right)=B_{1} \overline{\bar{\Psi}}\left(N_{p}\right) ; \bar{C}_{2}\left(N_{p}\right)=B_{2} \overline{\bar{\Psi}}^{2}\left(N_{p}\right) ; \bar{C}_{3}\left(N_{p}\right)=B_{3} \overline{\bar{\Psi}}^{3}\left(N_{p}\right) \\
\overline{\bar{\Psi}}\left(N_{p}\right)=\left[\left[\frac{\left(1+2 \eta_{0}\right) \chi_{0}}{N_{p}}+\frac{\eta_{0}}{N_{p}}\right]+\left(\frac{\frac{\pi\left(1+\chi_{0}\right)}{N_{p}^{p}}}{\left.\eta_{0}\left(\frac{1+\chi_{0}}{N_{p}}\right)-\frac{\pi}{2 \chi_{0} N_{p}^{2}}\right)}\right)\right] ;
\end{gather*}
$$

while for the burning area, the modification is

$$
\begin{equation*}
A_{b}(\tau)=\left(\frac{\overline{\bar{C}}_{1} \tau+\overline{\bar{C}}_{2} \tau^{2}+\overline{\bar{C}}_{3} \tau^{3}}{\left(\overline{\bar{C}}_{1}+\overline{\bar{C}}_{2}+\overline{\bar{C}}_{3}\right)}\right)=\overline{\bar{B}}_{1} \tau+\overline{\bar{B}}_{2} \tau^{2}+\overline{\bar{B}}_{3} \tau^{3} \tag{31}
\end{equation*}
$$

where

$$
\begin{gathered}
\overline{\bar{B}}_{1}=\left[\frac{1}{1+2 \chi_{0}}-4 \eta_{0}+2\left(1+\eta_{0}\right)\left(1-\chi_{0}\right)+\frac{\chi_{0}}{1+2 \chi_{0}}\right] \overline{\bar{\Psi}} \\
\quad \overline{\bar{B}}_{2}=2\left[\left(1-\eta_{0}\right)+\frac{2}{1+2 \chi_{0}}\right] \overline{\bar{\Psi}}^{2} ; \quad \overline{\bar{B}}_{3}=\frac{2}{1+2 \chi_{0}} \overline{\bar{\Psi}}^{3}
\end{gathered}
$$

For $\chi_{0}=\frac{W_{0}}{d_{0}} \ll 1$, Eqs. (26) and (31) can be further written as

$$
\begin{gather*}
A_{u b}(\tau)=\left(\frac{1-\overline{\bar{C}}_{1} \tau-\overline{\bar{C}}_{2} \tau^{2}-\overline{\bar{C}}_{3} \tau^{3}}{1-\overline{\overline{\bar{C}}}_{1}-\overline{\overline{\bar{C}}}_{2}-\overline{\overline{\bar{C}}}_{3}}\right) ; \forall \overline{\overline{\bar{C}}}_{1}=\frac{\overline{\bar{B}}_{1} \overline{\bar{\Psi}}_{\Lambda_{0}}}{\Lambda_{0}} ; \overline{\overline{\bar{C}}}_{2}=\frac{\overline{\overline{\bar{B}}}_{1} \overline{\bar{\Psi}}^{2}}{\Lambda_{0}} ; \overline{\overline{\bar{C}}} 33=\frac{\overline{\overline{\bar{B}}}_{3} \overline{\bar{\Psi}}^{3}}{\Lambda_{0}}  \tag{32}\\
\overline{\overline{\bar{B}}}_{1} \approx 3\left(1-2 \eta_{0}\right)-\left(3+2 \eta_{0}\right) \chi_{0}-2 \chi_{0}^{2} ; \overline{\bar{B}}_{2} \approx 2\left(3-\eta_{0}-4 \chi_{0}\right) ; \overline{\bar{B}}_{3} \approx 2\left(1-2 \chi_{0}\right) \\
A_{b}(\tau)=\overline{\bar{B}}_{1} \tau+\overline{\bar{B}}_{2} \tau^{2}+\overline{\overline{\bar{B}}}_{3} \tau^{3} \tag{33}
\end{gather*}
$$

Note that these closed form propagation profiles are kinematically derived. From the kernels, they exhibit third-order polynomial equations. To enable us study these profiles further, the following ordinary differential equation (ODE) modeling follows in the subsection.

## 4. Ordinary differential equation (ODE) modeling

As previously done, the modeling is taking off from the unburnt propagation problem. Given that $A_{u b}\left(t_{\varepsilon}\right)$ and $A_{u b}\left(t_{\varepsilon}+\Delta t_{\varepsilon}\right)$ are unburnt propellant grains at time $\left(t_{\varepsilon}\right)$ and $\left(t_{\varepsilon}+\Delta t_{\varepsilon}\right)$, respectively, it is apparent that $A_{u b}\left(t_{\varepsilon}+\Delta t_{\varepsilon}\right)<A_{u b}\left(t_{\varepsilon}\right) ; \forall 0<t_{\varepsilon}<\left(t_{\varepsilon}+\Delta t_{\varepsilon}\right)$.

Consequently,

$$
\begin{equation*}
\lim _{\Delta t_{\varepsilon} \rightarrow 0}\left(\frac{A_{u b}\left(t_{\varepsilon}+\Delta t_{\varepsilon}\right)-A_{u b}\left(t_{\varepsilon}\right)}{\Delta t_{\varepsilon}}\right)=\frac{-d A_{u b}(t)}{d t_{\varepsilon}} \tag{34}
\end{equation*}
$$

leading to a simple linear ODE of the form

$$
\begin{equation*}
\frac{d A_{u b}\left(t_{\varepsilon}\right)}{d t_{\varepsilon}}=-\lambda_{b} A_{u b}\left(t_{\varepsilon}\right) \tag{35}
\end{equation*}
$$

where $\lambda_{b}=$ propagation constant/s.
For Eq. (35) to be well posed, the following conditions are specified, viz.:

$$
\begin{equation*}
\text { (i) } t_{\varepsilon}=0 ; A_{u b}(0)=A_{0} \tag{36}
\end{equation*}
$$

(ii) $t_{\varepsilon}=t_{b} ; A_{u b}\left(t_{b}\right)=-A_{0}\left(C_{1}+C_{2}+C_{3}\right) \forall A_{u b}\left(t_{b}\right)+A_{b}\left(t_{b}\right)=0$

In the meantime, the solution to Eq. (35) is given by

$$
\begin{equation*}
\therefore A_{u b}\left(t_{\varepsilon}\right)=A_{u b}(0) e^{-\lambda_{b} t_{\varepsilon}} \tag{37}
\end{equation*}
$$

On imposing the conditions in Eq. (36), the following closed forms ensue, namely:

$$
\begin{gather*}
\therefore A_{u b}\left(t_{\varepsilon}\right)=A_{u b}(0) e^{-\lambda_{b} t_{\varepsilon}}  \tag{38}\\
A_{u b}\left(t_{\varepsilon}\right)=A_{0} e^{-\lambda_{b} t_{\varepsilon}}=A_{0}\left(C_{1}+C_{2}\right) \tag{39}
\end{gather*}
$$

Meanwhile, Eq. (38) satisfies the following form:

$$
\begin{equation*}
A_{u b}\left(t_{\varepsilon}\right)=A_{0} e^{-\beta}\left(\frac{t_{\varepsilon}}{t_{b}}\right)=A_{0} e^{-\beta \tau} ; \forall \beta=\ln \left(C_{1}+C_{2}+C_{3}\right) ; \tau=\frac{t_{\varepsilon}}{t_{b}} \tag{40}
\end{equation*}
$$

to give a simple relation of the form

$$
\begin{equation*}
\bar{A}_{u b}(\tau)=e^{\beta(1-\tau)} \forall \beta=\ln \left(\bar{C}_{1}+\bar{C}_{2}+\bar{C}_{3}\right) \tag{41}
\end{equation*}
$$

The foregoing represents the generalized unburnt propellant area propagation as a function of the dimensionless time $(\tau)$. To enable us generate semi-infinite polynomial models, the following series approximation suffices, namely:

$$
\begin{align*}
e^{\beta(1-\tau)} & \approx \sum_{n=0}^{\infty} \frac{\beta^{n}(1-\tau)^{n}}{n!} \\
& \approx\left\{1+\beta(1-\tau)+\frac{\beta^{2}(1-\tau)^{2}}{2!}+\frac{\beta^{3}(1-\tau)^{3}}{3!}+\frac{\beta^{4}(1-\tau)^{4}}{4!}+\ldots+\frac{\beta^{n}(1-\tau)^{n}}{n!}+R_{N}(\beta, \tau)\right\} \tag{42}
\end{align*}
$$

From Eqs. (43) and (44), linear to infinite order profiles can be further deduced. A few illustrations follow, namely:
a. Linear unburnt area profile

$$
\begin{equation*}
A_{u b}^{(1)}(\tau)=((1+\beta)-\beta \tau) \tag{43}
\end{equation*}
$$

b. Secondary degree unburnt area propagation profile (quadratic)

$$
\begin{equation*}
A_{u b}^{(2)}(\tau)=\left(\left(1+\beta+\frac{\beta^{2}}{2}\right)-\left(\beta+\beta^{2}\right) \tau+\frac{\beta^{2}}{2} \tau^{2}\right) \tag{44}
\end{equation*}
$$

c. Third-degree unburnt area propagation profile (cubic)

$$
\begin{equation*}
A_{u b}^{(3)}(\tau)=\left(\left(1+\beta+\frac{\beta^{2}}{2}+\frac{\beta^{3}}{6}\right)-\left(\beta+\beta^{2}+\frac{\beta^{3}}{2}\right) \tau+\left(\frac{\beta^{2}+\beta^{3}}{2}\right) \tau^{2}-\frac{\beta^{3}}{6} \tau^{3}\right) \tag{45}
\end{equation*}
$$

d. Fourth-degree unburnt area propagation profile

$$
\begin{align*}
A_{u b}^{(4)}(\tau)= & \left(\left(\not ( + \beta + \frac { \beta ^ { 2 } } { 2 } + \frac { \beta ^ { 3 } } { 6 } + \frac { \beta ^ { 4 } } { 2 4 } ) \left(-\left(\beta+\beta^{2}+\frac{\beta^{3}}{2}-\frac{2 \beta^{4}}{3}\right) \not\left(+\left(\frac{\beta^{2}+\beta^{3}}{2}+\frac{\beta^{4}}{4}\right) \tau^{2}\right.\right.\right.\right.  \tag{46}\\
& \left.\left.-\left(\frac{\beta^{3}}{6}+\frac{\beta^{4}}{6}\right)\right\}^{3}+\left(\frac{\beta^{4}}{24}\right) \tau^{4}\right)(
\end{align*}
$$

e. Nth degree unburnt area propagation profile

$$
\left.A_{u b}^{(N t h)}(\tau)=\left\{\begin{array}{r}
\left(1+\beta(1-\tau)+\frac{\beta^{2}(1-\tau)^{2}}{2!}+\frac{\beta^{3}(1-\tau)^{3}}{3!}+\frac{\beta^{4}(1-\tau)^{4}}{4!}+\right.  \tag{47}\\
\ldots+\frac{\beta^{N}(1-\tau)^{N}}{N!}
\end{array}\right\}\right\}
$$

### 4.1. Burning propellant area modeling

The burning area $A_{b}\left(t_{\varepsilon}\right)$ can be deduced from the following equation, namely:

$$
\begin{equation*}
A_{b}\left(t_{\varepsilon}\right)=A_{u b}(0)-A_{u b}\left(t_{\varepsilon}\right) \tag{48}
\end{equation*}
$$

resulting to an expression of the form

$$
\begin{equation*}
A_{b}\left(t_{\varepsilon}\right)=A_{0}\left(Y-e^{-\lambda_{b} t_{\varepsilon}}\right)( \tag{49}
\end{equation*}
$$

subject to the following conditions, viz.:

$$
\begin{equation*}
\text { (i) } t_{\varepsilon}=0 ; A_{b}\left(t_{\varepsilon}\right)=0 \tag{50}
\end{equation*}
$$

(ii) $t_{\varepsilon}=t_{b} ; A_{b}\left(t_{b}\right)=\bar{A}_{0}\left(\bar{¢}_{1}+\bar{C}_{2}+\bar{C}_{3}\right)($

Note that Eq. (47) from the second part of Eq. (48) becomes

$$
\begin{equation*}
A_{b}\left(t_{b}\right)=A_{0} \quad 1-e^{-\beta\left(\frac{t_{s}}{t_{b}}\right.}()( \tag{51}
\end{equation*}
$$

such that at

$$
\begin{equation*}
t_{\varepsilon}=t_{b} ; A_{b}\left(t_{b}\right)=A_{0}\left(y-e^{-\beta}\right)( \tag{52}
\end{equation*}
$$

from which the following equation ensues:

$$
\begin{equation*}
\frac{A_{b}\left(t_{\varepsilon}\right)}{A_{b}\left(t_{b}\right)}=\bar{A}_{b}(\tau)=\left(\frac{1-e^{-\beta \tau}}{1-e^{-\beta}}\right)( \tag{53}
\end{equation*}
$$

upon using the following series approximations, viz.:

$$
\begin{equation*}
e^{-\beta \tau} \approx \sum_{n=0}^{\infty} \frac{(-\beta \tau)^{n}}{n!} ; e^{-\beta \tau} \approx \sum_{n=0}^{\infty} \frac{(-\beta)^{n}}{n!} \tag{54}
\end{equation*}
$$

The following hold, namely:

$$
\begin{equation*}
\left(1-e^{-\beta \tau}\right) \approx 1-\sum_{n=0}^{\infty}\left(\frac{-\beta \tau)}{n!}\right) \cdot\left(\left(1-e^{-\beta}\right) \neq 1-\sum_{n=0}^{\infty}\left(\frac{-\beta)}{n!}\right)(\right. \tag{55}
\end{equation*}
$$

The use of the above equations transforms $\bar{A}_{b}(\tau)$ as

$$
\begin{equation*}
\bar{A}_{b}(\tau)=\frac{\sum_{N=0}^{\infty} \frac{(-1)^{N+1} \beta^{N} \tau^{N}}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}} \tag{56}
\end{equation*}
$$

The following approximated profiles can be generated, viz.:
(a) First-degree profile (linear)
(b) Second-degree profile (quadratic)
$\bar{A}_{b}^{(2)}(\tau)=\frac{\sum_{N=1}^{2} \frac{(-1)^{N+}\left(\beta^{N} \tau^{N}\right.}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}}$
(c) Third-degree profile (cubic)
(d) Fourth-degree profile (biquadratic)
$\bar{A}_{b}^{(4)}(\tau)=\frac{\sum_{N=1}^{4} \frac{(-1)^{N}-1 \beta^{N} \tau^{N}}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}}$

$$
\begin{equation*}
\bar{A}_{b}^{(3)}(\tau)=\frac{\sum_{N=1}^{3} \frac{(-1)^{N+1} \beta^{N} \tau^{N}}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}} \tag{57}
\end{equation*}
$$

(e) Mth order degree profile

$$
\bar{A}_{b}^{(4)}(\tau)=\frac{\sum_{N=1}^{4} \frac{(-1)^{N} \tau^{1} \beta^{N} \tau^{N}}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}}
$$

$$
\bar{A}_{\mathrm{b}}^{(\mathrm{M})}(\tau)=\frac{\sum_{N=1}^{M} \frac{(-1)^{N+1} \beta^{N} \tau^{N}}{N!}}{\sum_{N=1}^{\infty} \frac{(-1)^{N+1} \beta^{N}}{N!}}
$$

## 5. Effect of multiple ignition points

The effects of multiple ignition points are accounted for in the following equations, viz. (unburnt area propagation):

$$
\begin{equation*}
\left.\bar{A}_{u b}^{\left(N_{p}\right)}(\tau)=e^{\beta\left(N_{p}\right)(1-\tau)} ; \bar{A}_{b}^{\left(N_{p}\right)}(\tau)=\frac{\left.1-e^{-\beta\left(N_{p}\right)}\right)}{1-e^{-\beta\left(N_{p}\right.} l}\right)( \tag{58}
\end{equation*}
$$

where $\beta\left(\mathrm{N}_{\mathrm{p}}\right) \in \ln \left(\overline{\mathrm{C}}_{1}\left(\mathrm{~N}_{\mathrm{p}}\right) \notin \overline{\mathrm{C}}_{2}\left(\mathrm{~N}_{\mathrm{p}}\right)\right.$
For the various associated polynomials, the matchin
For the various associated polynomials, the matching kernel $\alpha\left(X_{p}\right)$ ppplies.

## 6. Discussion of results

Having shown the details of mathematical analyses, which leads to the derivation of closed form equations for both burning and unburnt propellant grain areas, subject to treating a flame particle arising from one to multiple ignition points theoretically using Newtonian mechanics, we shall now shift focus to discussing parametric modulations of these closed form equations. The interest here is to match theoretical simulated burn time results to those of conducted static burning tests of the propellant as demonstrated in Figures 7 and 8. Firstly, a cache of experimental set-ups for measuring the burn time are illustrated in Figures 7 and 8.

The static test rig holder as shown in Figures 7 and 8 has an in-built sensor system which captures the burning propagation signature in the form of a digitized time signal that is fed into a transducer for a real-time display. A redundant system that has a stop-watch is also utilized for comparative purposes. After a number of static test experiments as demonstrated in Figures 7 and 8, the experimental results and theoretical comparisons are contained in Tables 2 and 3. The parameters of the solid propellant and combustion chamber are highlighted in Tables 1 and 4.

Meanwhile, the associated generalized chemical combustion equation for two classical composite formulations as illustrated below, namely,

Dextrose-based composite combustion equation:

$$
\begin{aligned}
& 6.09 \mathrm{KNO}_{3(s)}+1.438 \mathrm{C}_{6} \mathrm{H}_{12} \mathrm{O}_{6(s)}+4.11 \mathrm{M}_{g(s)}+1.07 \mathrm{C}_{(s)}+0.094 \mathrm{Fe}_{2} \mathrm{O}_{3(s)}=5.17 \mathrm{CO}_{(g)} \\
& +4.94 \mathrm{KOH}_{(g)}+4.74 \mathrm{H}_{2} \mathrm{O}_{(g)}+4.11 \mathrm{CO}_{2(g)}+4.11 \mathrm{MgO}_{(s)}+3.12 \mathrm{~N}_{2(g)}+1.42 \mathrm{H}_{2(g)}+1.15 \mathrm{~K}_{(g)}
\end{aligned}
$$



Figure 7. Static test rigs with single motor.


Figure 8. Static test rigs with tri-cluster rocket motors.

| Mass of <br> propellant $(\mathbf{k g})$ | Web <br> thickness $\mathbf{w}_{\mathbf{0}}(\mathbf{m})$ | Internal <br> diameter $\mathbf{d}_{\mathbf{0}}(\mathbf{m})$ | Outer <br> diameter $\mathbf{D}(\mathbf{m})$ | Total length of <br> grain $\mathbf{L}(\mathbf{m})$ | Aspect <br> ratio ( $\eta$ | Chamber <br> pressure (MPa) |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4.26 | 0.0360 | 0.0380 | 0.110 | 0.277 | 2.518 | 5.676 |
| 4.59 | 0.0276 | 0.0497 | 0.105 | 0.373 | 3.547 | 8.160 |
| 5.19 | 0.0360 | 0.0380 | 0.110 | 0.338 | 3.070 | 7.133 |
| 5.97 | 0.0276 | 0.0497 | 0.105 | 0.521 | 4.914 | 10.715 |

Table 1. Experimental parameters.

Sorbitol-based composite combustion equation:

$$
\begin{aligned}
& 5.53 \mathrm{KNO}_{3(s)}+1.42 \mathrm{C}_{6} \mathrm{H}_{14} \mathrm{O}_{6(s)}+4.11 \mathrm{M}_{g(s)}+0.378 \mathrm{C}_{(s)}+0.377 \mathrm{Fe}_{2} \mathrm{O}_{3(s)}=5.59 \mathrm{CO}_{(g)}+5.44 \mathrm{H}_{2} \mathrm{O}_{(g)} \\
& +4.48 \mathrm{KOH}_{(g)}+4.11 \mathrm{MgO}_{(s)}+3.32 \mathrm{CO}_{2(g)}+3.12 N_{2(g)}+2.28 \mathrm{H}_{2(g)}+1.05 \mathrm{~K}_{(g)}
\end{aligned}
$$

Figure 9 depicts the behavioral pattern of the burn time as a function of the burn rate in conjunction with the modulating role of number of ignition points. It is noted from the closed form expression Eq. (16) that an inverse or semi-hyperbolic relationship holds for each of the curves asymptotically. From design consideration, ab initio prediction can be conjured for appropriate ballistic suitability (Tables 2-4). Secondly, reduction in burn time is noted with higher ignition points for any burn rate, by having a hold on other variables as couched in Eq. (16). Very significantly, the role of the ignition points is essential for controlling the amount of transient buildup of the combustion chamber pressure in such a manner that is helpful to fasten the occurrences of explosion if hollow cylindrical explosives are desired for military purposes. This transient pressure can be built up very rapidly and reach high levels for a very


Figure 9. Plot of burn time against regression rate.

| Mass of propellant $\mathbf{( k g})$ | Theoretical burn time <br> $\mathbf{t}_{\mathbf{b}}(\mathbf{s})(\boldsymbol{\theta}=\boldsymbol{\pi})$ | Theoretical burn time <br> $\mathbf{t}_{\mathbf{b}}(\mathbf{s})(\boldsymbol{\theta}=2 \boldsymbol{\pi})$ | Experimental result burn time <br> $\mathbf{t}_{\boldsymbol{a}}=\mathrm{t}_{\boldsymbol{b}}+\mathrm{t}_{\mathbf{s}}(\mathbf{s})$ |
| :--- | :--- | :--- | :--- |
| 4.26 | 4.640 | 4.757 | 5.27 |
| 4.59 | 5.899 | 6.023 | 6.13 |
| 5.19 | 5.507 | 5.595 | 7.00 |
| 5.97 | 7.943 | 8.032 | 8.00 |

$t_{b}$, total burn time calculated; $t_{a}$, experimental burn time result; $t_{s}$, burnout time; $\theta$, total sectorial angle covered by flame.
Table 2. Experimental results.
short burn time. It is very important to state here that such pressure value preferences must take into cognizance of the ultimate tensile strength of the combustion chamber material to forestall thermal rupturing of the walls.

In the meantime, Figure 10 indicates the characteristic profiles of the burn time as a function of web thickness to core diameter ratio. As seen clearly, two zones are exhibited with a jump tendency in each case. Notably too, the effect of multiple ignition points is copiously observed to be very central here. As an option, a preferred burn time to govern the fuel ballistic characteristics can be selected to match desired ignition points by holding other parametric values of the grain geometry. Meanwhile, in the first zone, the burn time is noted to be fairly constant before transiting through an impulsive spark to a local peak. Beyond these points,

| Mass of propellant <br> $(\mathbf{k g})$ | Theoretical burn time $\mathbf{t}_{\mathbf{b}}(\mathbf{s})$ <br> $(\boldsymbol{\theta}=\boldsymbol{\pi})$ | Theoretical burn time <br> $\mathbf{t}_{\mathbf{b}}(\mathbf{s})$ <br> $(\boldsymbol{\theta}=2 \pi)$ | Experimental result burn time <br> $\mathbf{t}_{\mathbf{a}}(\mathbf{s})$ |
| :--- | :--- | :--- | :--- |
| 4.26 | 4.640 | 4.757 | 5.27 |
| 4.59 | 5.899 | 6.023 | 6.13 |
| 5.19 | 5.507 | 5.595 | 7.00 |
| 5.97 | 7.943 | 8.032 | 8.00 |

Table 3. Experimental results (burn time).

| First set | Second set |  |  |
| :--- | :--- | :--- | :--- |
| $\mathrm{L}(\mathrm{m})$ | 0.521 | $\mathrm{~L}(\mathrm{~m})$ | 0.528 |
| $\mathrm{D}(\mathrm{m})$ | 0.105 | $\mathrm{D}(\mathrm{m})$ | 0.105 |
| $\mathrm{~d}_{0}(\mathrm{~m})$ | 0.0497 | $\mathrm{~d}_{0}(\mathrm{~m})$ | 0.038 |
| $\dot{\mathrm{r}}(\mathrm{m} / \mathrm{s})$ | 0.0688 | $\dot{\mathrm{r}}(\mathrm{m} / \mathrm{s})$ | 0.0688 |
| $\mathrm{a}\left(\mathrm{m}^{2} \mathrm{~kg}^{-1} \mathrm{~s}^{-1}\right)$ | 0.01899 |  | 0.08 |

Table 4. Table of simulation parameters.


Figure 10. Plot of normalized burn time against $\chi$.


Figure 11. Plot of burn time against pressure index.


Figure 12. Plot of burn time against pressure.
slight droppings are noted till sharp turning points are initiated to prompt monotonic increasing linear profiles.

In the meantime, we illustrate in Figure 11 the characteristics of the burn time versus the propellant characterization index. Expectedly, all the curves originate from a common point irrespective of the value or quantum of the combustion chamber pressure. It is a direct consequence of Saint Robert Veille's law adopted for this study. In general, inverse relationships for any kernels must hold as can be inferred from the nature of the closed form equation tying the burn time with other parametric values deducible from empirical relations as published in literature.

Figure 12 illustrates the plot of burn time against combustion chamber pressure for any index (n). Here, we note two zones in each case where increasing pressure has decreasing effects on the burn time consistently up to a common crossover point before exhibiting reverse ordering to prompt fairly constant horizontal curves for any index value. Parts of these characteristics are previously noted in Figure 11. We expect these profiles to be generic irrespective of the propellant formulation and chemistry for this class of solid geometry. In grain design exercise, a number of choices are handy starting from index selection to consideration of stress tolerance of the chamber wall and aerothermodynamic properties arising from a fuel compositional chemistry and reaction kinetics.

Having examined the characteristic profiles of the burn time as modulated by specified parameters in the previous figures, we next shift focus in observing the commutative effects it is having on the burning and unburning propellant grain areas. Firstly, the behavioral pattern of


Figure 13. Plot of burnt area against normalized time.


Figure 14. Plot of normalized unburnt area against normalized time.


Figure 15. Plot of burnt area against $\chi$.


Figure 16. Plot of normalized burnt area against normalized time.


Figure 17. Comparison of a third-order polynomial approximation with kinematic prediction of burn area against time.
the burning area against the normalized burn time is illustrated in Figure 13. As can be seen, ordering is in consonance with increasing number of ignition points. Note clearly too that profiles are curvilinear for all the ignition points. We now proceed further to the case of the ordinary differential equation model in the illustration. Next, as seen, ordering is in reverse consonance with increasing number of ignition points. Note clearly that the pattern of profiles is curvilinear for all the ignition points. These distinct appearances are apparently visible from the onset, while overlapping tendencies are exhibited from the midpoint of the normalized time. This is possibly sequel to the segmental placement of the ignition points, to reduce the unburnt areas proportionally as indicated in the vertical axis of the plotted figure.

At this point, we shift focus to studying the ordinary differential equation model for predicting the behavioral pattern for a temporal dependent closed form unburnt grain depreciation conjectural result. The mathematical functional relation is a geometrically decaying exponential kernel that is tied to the parametric variables linking a number of factors ranging from the aspect ratio to the web thickness and the number of points at which the propellant bate is ignited. Figure 14 depicts the behavioral pattern of the unburnt area as a function of normalized time in conjunction with the modulating role of ignition points. As can be seen, all the curves exhibit a decaying exponential characteristic. This is expected, as Eq. (41) is an exponential function. Next, as seen, ordering occurs in the order of increasing ignition points.

Figure 15 is a plot of Eq. (58) to demonstrate the modulating roles of web thickness to core diameter ratio $(\chi)$ on the burning area propagation for one to multiple (six) ignition points in


Figure 18. Plot of polynomial approximations of normalized unburnt area.


Figure 19. Plot of polynomial approximations of normalized burnt area: Eq. (54).
the range of $\chi$ hyperbolic profiles as noted for $\mathrm{N}_{\mathrm{p}}=1$ and $\mathrm{N}_{\mathrm{p}}=2$. A turning point is initiated at the maximum point and thereafter decreases asymptotically.

The profile of non-dimensionalized burnt area with respect to normalized time is depicted in Figure 16. Firstly, for the different numbers of ignition points simulated, the normalized burnt area has a characteristic increasing curvilinear signature. Secondly, the curves are ordered with increasing ignition points. There is also an overlap of the curves at the beginning and end points.

The kinematic prediction of burn area against time is illustrated in Figure 17. As can be seen, the profiles are curvilinear for all the points of ignition. With increasing number of ignition points, the curvilinear signature tends toward a linear profile. Next, as seen, ordering is in reverse consonance with increasing number of ignition points. Note clearly that the profiles are curvilinear for all the ignition points. These distinct appearances are apparently visible from the onset, while overlapping tendencies are exhibited from the midpoint of the normalized time. The third-order burnt area propagation profile also exhibits a curvilinear profile that is similar to the kinematic prediction.

The polynomial approximations of unburnt area propagation of the propellant are depicted in Figure 18. For all orders of the polynomial approximations, profiles are fairly linear with monotonic decreases. The exact solution on the other hand is a decreasing curvilinear profile with a steeper slope than the approximations. All the polynomial approximations have approximately equal values of unburnt area at onset of the time period and decrease to the
same value at the end of the burning. The value at the end of the period can be regarded as the unburnt propellant residue.

The profiles of first- to fourth-degree approximate burnt area propagation and the exact polynomial solution are shown in Figure 19. The exact solution manifests an initial increasing curvilinear feature for the first half of the burning period. During the second half of burning, the burnt area is constant until the end of the period. The second- and fourthdegree approximations have similar profiles. They rise to a maximum and fall curvilinearly to zero. The first-degree polynomial increases linearly throughout the period, while the third-degree approximation rises curvilinearly to a value above the exact solution.

## 7. Conclusion

This chapter proposes the derivation of equations to predict burn time, burning and unburnt area propagation of a tubular propellant grain. A regressive solid fuel pyrolysis in a cylindrical combustion chamber is assumed to hold. The behavioral patterns of simulated results reveal the modulating impact of variables on the burning propagation due to the kinematic and mathematical models. Closed form expressions are couched in terms of the propellant grain geometrical constraints. In addition, for the burn time, a close conformity between theoretical models and experimental results is shown.

Our findings include:

1. The reduction in burn time is noted with higher ignition points for any burn rate, by having a hold on other variables as couched in Eq. (16).
2. An inverse or semi-hyperbolic relationship holds for the relationship between burn time and the burn rate.
3. Increasing pressure has decreasing effects on the burn time consistently up to a common crossover point.
4. The profiles of burn area with time are curvilinear for all the points of ignition. With increasing number of ignition points, the curvilinear signature tends toward a linear profile.

The above find application in the use of variable number of ignition points for controlling the amount of transient buildup of the combustion chamber pressure. This helps to fasten the occurrences of explosion if hollow cylindrical explosives are desired for military purposes. Also, preferred burn time to govern the fuel ballistic characteristics can be selected to match desired ignition points by holding other parametric values of the grain geometry constant. In grain design exercise, different parameters can be altered, namely, pressure index selection to consideration of stress tolerance of the chamber wall and aerothermodynamic properties arising from a fuel compositional chemistry and reaction kinetics.

## Nomenclature

| A | constant. |
| :--- | :--- |
| $W$ | Web thickness of tubular propellant grain. |
| L | Length of tubular propellant grain. |
| $A_{s}$ | Sectorial area of tubular propellant grain. |
| $\dot{r}$ | Constant regression rate. |
| $\chi$ | Ratio of web thickness to diameter. |
| $\eta$ | Aspect ratio; ratio of propellant bate length to diameter. |
| $A_{u b}$ | Unburnt area. |
| $A_{b}$ | Burnt area. |
| $N_{p}$ | Number of ignition points. |
| $\lambda_{p}$ | Propagation constant/sec. |
| $P_{c}$ | Combustion chamber pressure. |
| $n$ | Propellant characteristic index. |
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#### Abstract

Industry and market of ballistic protection materials and systems are characterized by a dynamic and competing succession of inventions for projectiles and protective systems. The requirements for the ballistic panels are many and complex, varying depending on the threat type, the required mobility in the tactical theater, and protection level. The safety degree, the price, and the dynamics of research in the field are also taken into account. This chapter underlines the necessity of testing ballistic protection panels made of LFT SB1 plus (multidirectional fiber fabrics, supplied by Teijin) against a certain threat in order to assess their resistance to this specific threat and the investigation of failure mechanisms in order to improve their behavior at ballistic impact. The models for ballistic impact are useful when they are particularly formulated for resembling the actual system projectile, target, and can be validated through laboratory experiments. Tests made on panels made of LFT SB1plus, according to NIJ Standard-0101.06-2008 gave good results for the panels made of 12 layers of this fabric, and the backface signature (BFS) was measured. The BFS upper tolerance limit of $24,441 \mathrm{~mm}$ recommends this system for protection level IIA, according to the abovementioned standard.


Keywords: ballistic impact, aramid fabrics, damage investigation

## 1. Introduction

Industry and market of ballistic protection materials and systems are characterized by a dynamic and competing succession of inventions for projectiles and protective systems. The requirements for the ballistic panels are many and complex, varying depending on the threat type, the required mobility in a tactical theater, and protection level. The safety degree, the price, and the dynamics of research in the field are also taken into account. The research on hit targets by a projectile characterized by more than $120 \mathrm{~m} / \mathrm{s}$ is of high interest nowadays in several important domains, like army, navy, space systems, and nuclear one. The intensive
competition on polymeric, woven or not, fabrics and the growth of their market at a global level are factors that bust research toward efficient innovations, including the assembling technologies here.

The initial design of a protective system is supported by simulations using sophisticated codes that take into account the material characteristics under a high strain rate and particular processes characterizing the impact (friction, heating, material modifications concerning phase and structure, stratifications, and/or the fibers arrangements, etc.). Simulations by the help of finite element method (FEM) or smoothed-particle hydrodynamics method (SPH) [1] of the impact have become an initial stage in designing new systems, but the experimental validation of models is asked by the particular use of the protective system. The tests on ballistic systems or panels are strictly necessary for evaluating the impact level and for identifying factors influencing penetration and failure mechanisms that could help improve the already existing systems.

Starting from these considerations, the main goal of the study "Ballistic testing of armor panels based on aramid fibers" is the concern of balancing innovations of destructive systems (projectiles, fragments, bullets, etc.) with those that are designated to protect personnel and equipment, using materials like fabrics, woven or multidirectional, stratified and complex composites. At a low speed, even glass fiber fabrics could have satisfactory results [1], but for protecting personnel and equipment at a higher impact velocity, aramid and ultrahigh density polyethylene fibers are more efficient (Figure 1) [1, 2].

Even if simulation and modeling offer results closer to the actual processes by using new principles and performance codes and computers in solving impact issues, the experimental work is the final and main stage for the approval of new and improved protective systems. In terminal ballistics, experimental complex techniques, specific equipment, and a testing methodology are required to determine the performance of both the projectile and the protection system and, ultimately, by analyzing the results, to characterize and improve the


Figure 1. An increase in ballistic performance as a function of the fiber type used in manufacturing body armor [1].
protection system. If, in a classic war, the splinters and fragments are the most dangerous, in other conflicts, bullets remain a major threat to lives and physical integrity of fighters and civilians, representing the main cause of human loss, including during peacetime.

Bullets differ in caliber, initial velocity, mass, jacket, core and shape, and so on. A bullet must have a considerable kinetic energy when reaching the target to penetrate it. In terms of terminal ballistics, mechanical work involves many aspects of bullet-target interaction. Part of the energy is transformed into heat, a part is lost by friction, and the other part by rotating the bullet, by elastic and plastic deformation of both bullet and target. It is a practical impossibility to produce individual ballistic protection equipment that provides total security for the whole arsenal, given the drastic constraint imposed by the limitation of the total mass of protective equipment that a combatant or a user can wear.

In order to assess the impact resistance of protective panels, there are reference standards that offer test methods and procedure, as found in [3]. The test results give the possibility of including ballistic panels in a level of protection. For individual armor front panels, the standards require the absence of perforation for a determined number of repetitions under the same firing conditions, plus a condition related to the depth of the trace generated in a support material (ballistic clays) after impact [4].

The purpose of this chapter includes the process of manufacturing specific flexible ballistic panels made of quatro-axial fiber fabrics in layered composites, tested at fire with $9-\mathrm{mm}$ bullet and $400 \mathrm{~m} / \mathrm{s}$ (II and IIA protection levels, according to [4]), followed by an investigation of processes and stages of deterioration using scanning electron microscopy (SEM) and macrophotography of the failed zones of the panels after the bullet recovery. Also, a statistical analysis of the depth in the support material [backface signature (BFS)] is presented.

## 2. Manufacturing and testing the flexible panels

Personnel armor for ballistic protection includes both body systems and helmets. The threats for which this armor is designed are small-caliber projectiles, including bullets and fragments. The level of ballistic protection is taken as the total kinetic energy of a single round that the armor can stop [5].

For polymeric, carbon, ceramic, and glass fibers, researchers reported that the tensile strength increases with decreasing their diameter. For polymeric fibers (Table 1), diameters are in the range of $10-15 \mu \mathrm{~m}$, greater than those for carbon fibers $(4-10 \mu \mathrm{~m})$, but smaller than fibers obtained by chemical vapor deposition, such as boron fibers ( $100-150 \mu \mathrm{~m}$ ). The probability of defects decreases with decreasing the fiber diameter.

Fabrics from fibers and yarns by weaving allow for designing panels that can face both ballistic and blast events. Most ballistic fabrics have two-dimensional plain weave yarns in two orthogonal directions, although some work is being done on three-dimensional weaves and on nonwoven and knitted fabrics [6, 7]. Polymers, glass, and ceramic fibers have high stiffness and high strength-to-weight ratios. From less a decade, the unidirectional and multidirectional

| Polymeric <br> fibers | Density $(\mathrm{g} /$ <br> $\mathrm{cm}^{3}$ ) | Modulus <br> $(\mathrm{GPa})$ | Tensile strength <br> $\mathbf{( G P a )}$ | Compressive strength <br> (GPa) | Strain-to-failure <br> $(\%)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Nylon 66 | 1.14 | 4.3 |  |  | 25 |
| Silk | 1.36 | $30-60$ | $1.1-2.9$ | 0.4 | $7-12$ |
| Kevlar 49 | 1.45 | 12.5 | 3.5 | 0.4 | $2.6-4.2$ |
| Kevlar 149 | 1.47 | 18.5 | 3.4 | 0.4 |  |
| Kevlar 1000 |  | 8.9 | $2.4-3.4$ | 0.3 | $2.8-3$ |
| Zylon HM | 1.56 | 27 | 5.8 |  | 2.5 |
| M5 (PIPD) | 1.70 | 27 | $>4$ | $>1.4$ |  |
| Vectran | 1.47 | 65 | 2.9 | 3.3 |  |

Table 1. Typical properties of fibers [2].
fabrics made of polymeric and glass fibers tend to replace the woven ones for certain applications, including panels for the ballistic protection of personnel and equipment.

Figure 2 and Table 2 present characteristics of threats, as classified by NIJ Standard0101.06.2008, Ballistic Resistance of Body Armor, and it is obvious that the kinetic energy is the key parameter that will destroy a body armor, for each level of protection.

Many parameters influence the response of fabrics to ballistic impact. These include material properties of and yarn, fabric architecture, boundary conditions, inter-yarn friction, friction between the projectile and the yarn, projectile geometry and velocity, impact direction, and environmental conditions.

The designers of body armor take into account the specific threat that has to face the vest and the helmet. Depending on these threats, the protective body system could be made of polymeric, metallic, and/or ceramic materials, and engineers have to select them. Vests made of


Figure 2. Characteristics of threats as given by NIJ Standard-0101.06. 2008.

| Level | Projectile |
| :--- | :--- |
| II | 9 mm full-metal-jacketed round nose (FMJ RN) |
| IIA | 0.40 S\&W FMJ |
|  | 9 mm FMJ RN |
| III | 0.357 magnum-jacketed soft point(JSP) |
|  | 0.357 SIG FMJ flat nose (FN) |
| IIIA | 0.44 magnum semi-jacketed hollow point (SJHP) |
| IV | 7.62 mm FMJ, steel-jacketed bullets (U.S. military designation M80) |

Table 2. Levels of ballistic resistance [5].
only polymeric materials are intended for protecting human body against fragments and lower velocity projectiles. Glass fibers and polyamide fibers were firstly used, but polyaramid fibers, introduced by DuPont [8] and later by Teijin [9], make the armor lighter and more reliable for a greater ballistic limit $\mathrm{V}_{50}$. In the 1980s, fibers made of high-molecular-weight polyethylene (UHDWPE) and polybenzobisoxazole (PBO) have also been used.

Body armors have to fulfill two types of requirements:

- to arrest (stop) the projectile within the armor, even to withstand multiple hits on the same armor panel, depending on the protection level the armor is classified in; and
- to have a deflection that would not severely injure the wearer.

There is no universal method to design an armor system, but the report "Opportunities in Protection Materials Science and Technology for Future Army Applications" [10] gives a flow chart of activities for homologating a new or a redesigned armor, pointing out the place and importance of simulation based on the actual material properties when bearing a high strain rate as in ballistic impact (Figure 3). Certainly, the main stage in evaluating the armor is the shoot test.

New materials are developed, but these are infrequently selected for protective systems because their behavior in actual events and configurations is not directly related to the laboratory tests. Moreover, most non-armor application materials are chosen according to their bulk quasi-static properties, even though such properties do not always predict their ballistic performance. If the constitutive relations for properties characterizing new materials needed for running simulations are not known, then the engineer has to use information from the most similar existing material [11], making the result uncertain. This is another reason why armor designers do not consider using new-entry materials that have not yet been sufficiently characterized under particular dynamic conditions. The simulation is often done as a guide to identify trends due to design modifications than as a source of practical results. The modeling of a protective system or a panel is difficult to do at different levels [12, 13]. For instance, the panel made of polymeric fibers of an armor could be considered as a stratified material at macro-level (Figure 4), but each layer is a fabric, woven or unidirectional, that contains yarns, their cross-dimensions being thousand times smaller than their length. This could be a


Figure 3. Flow chart of new or redesigned armor [10].
mezzo-level in modeling [14]. And there is the micro-level: each yarn contains hundreds of fibers, their diameter also being smaller by several orders of magnitude. The simulation could not cover all these levels at the same time, in one model, and the designers have to rely on their experience and ingenuity to generate a model that could help restraining the feasible solutions.

The panels were made of layers of Twaron LFT SB1plus, as supplied by Teijin Aramid [9], a new entry on the market in 2012. The four sublayers of LFT SB1plus, laminated together with a very thin sheet of resin, are visible as shown in Figure 5: the angle positioning of the


Figure 4. A simplified isothermal macro-model of a flexible panel ( $\mathrm{v}=400 \mathrm{~m} / \mathrm{s}$, friction contact between bodies: Friction coefficient between layers 0,4 , friction coefficient between layers and bullet: 0.3 [14], bilinear hardening constitutive models for materials) (see Table 3). (a) 8 layers $\left(t=10^{-4} \mathrm{~s}\right), 7$ broken layers. (b) 12 layers ( $\mathrm{t}=10^{-4} \mathrm{~s}$ ), 4 broken layers.
unidirectional yarns of sublayers being $0,90,45$, and $-45^{\circ}$ and the specific area density 430 g / $\mathrm{m}^{2}$. The layers in a panel were secured by sewing on two edges to maintain the integrity and order of the layers. The sewing line had a length of approx. 200 mm , made at 25 mm from the panel edge, with a step of $2-2.5 \mathrm{~mm}$.

The manufacturing of the panels consists of cutting squared layers of $500 \times 500 \mathrm{~mm}$, having an area of $0.25 \mathrm{~m}^{2}$, from fabrics with the width of 1200 mm . The area value positioned these panels between NIJ-C-4 $\left(0.23 \mathrm{~m}^{2}\right)$ and NIJ-C-5 $\left(0.3 \mathrm{~m}^{2}\right)$ for large and very large surfaces. After cutting the squared layers, these were arranged in three types of panels, each one containing a different number of layers: 4,8 , and 12 , respectively (Table 4). The number of layers was selected after a simulation [14] at macro-level (Figure 4), with layer properties similar to aramid fiber, as given in the study [15].

Taking into account the standard Ballistic Resistance of Body Armor, NIJ Standard-0101.06, U.S., 2008 , the test plan for flexible ballistic protection panels based on aramid fibers included the fire with $9-\mathrm{mm}$ bullet for level II and level IIA (Figure 6).


Figure 5. Cross section on a LFT SB1 plus fabric (4 sublayers ( $0,90,45,-45$ ), each one with unidirectional yarns).

| Material | Young <br> modulus, <br> $\mathbf{P a}$ | Poisson <br> coefficient | Bulk <br> modulus, <br> $\mathbf{P a}$ | Shear <br> modulus, <br> $\mathbf{P a}$ | Yield <br> limit, Pa | Tangent <br> modulus, Pa | Max. equivalent <br> plastic strain, EPS |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Layer $7 \times 10^{10}$ 0.35 $7.77 \times 10^{10}$ $2.59 \times 10^{10}$ $6.3 \times 10^{8}$ $1.9 \times 10^{10}$ | 0.06 |  |  |  |  |  |  |
| Copper alloy <br> (bullet jacket) | $1.1 \times 10^{11}$ | 0.34 | $1.14 \times 10^{11}$ | $4.10 \times 10^{10}$ | $2.8 \times 10^{8}$ | $1.15 \times 10^{9}$ | - |
| Lead alloy <br> (bullet core) | $1.6 \times 10^{10}$ | 0.44 | $4.44 \times 10^{10}$ | $5.55 \times 10^{9}$ | $3 \times 10^{7}$ | $1.1 \times 10^{8}$ | - |

Table 3. Material properties for the impact model bullet-Stratified pack [11].

| Panel | Number of layers | Calculated mass (g) |
| :--- | :--- | :--- |
| LFT SB1 plus | 4 | 450 |
|  | 8 | 900 |
|  | 12 | 1300 |

Table 4. Calculated mass of a flexible panel.
In order to evaluate the impact resistance of the protective panels, there are reference standards proposing testing methods, the results being ranked as a protection level, characterized especially by the projectile mass and velocity. For panels used as body armor, these standards require the absence of total perforation and a supplementary condition of limiting the back deformation as human body could not face a high deformation without critical injuries, even fatal, even if the bullet does not penetrate this one. As testing directly on the human body is not recommended neither ethical, panels are required to have a maximum value in a support material that could be similar (in a closer manner) to the human body response, as, for instance, the ballistic clay.

The impact velocity (just before hitting the target) was measured with the help of a system including a chronograph Oehler model 43 , stable for the temperature range of $5-40^{\circ} \mathrm{C}$ and having an accuracy of $0.3 \%$. Other measurement devices used for these tests were a ballistic barrel for bullets of 9-mm FMJ (fulfilling the requirements of NIJ 0101.04/2000) and a fire arm table with a blow-back compensation [4], a hygrometer with an accuracy of $1 \%$, a barometer with an accuracy of 1 mm Hg , a thermometer with an accuracy of $1^{\circ} \mathrm{C}$, a box for the ballistic clay, an oven allowing for tempering at $20 \pm 5^{\circ} \mathrm{C}$, a climate enclosure allowing for maintaining a temperature of $20 \pm 5^{\circ} \mathrm{C}$, and an oven for ammunition conditioning. A partial view of the test facilities is presented in Figure 7.

The shooting was done in the Scientific Research Center for CBRN Defense and Ecology laboratory, by specialized personnel in order to fulfill the requirements of reference [4], including the arrangement shown in Figure 8, the distance between fires and the distance from


Figure 6. Tested panel made of 12 layers of LFT SB1plus.


Figure 7. Fire laboratory at the scientific research center for CBRN defense and ecology, Bucharest, Romania.
the panel edges and the regulations of protection, specific to this type of laboratory, being observed [16].

The framed box has the dimensions $610 \times 610 \times 140 \mathrm{~mm}( \pm 2 \mathrm{~mm})$. The back of the box is detachable, and it was made of wood ( 19.1 mm ). The frame is made of steel and helps the ballistic clay to be leveled. As recommended by $[4,5]$, the clay grade was Roma Plastilina no. 1, which has a durability of about 1 year. This clay must have no voids, a smooth-free surface, and it has be easy to level with a ruler, the free surface being determined by the metal frame.

The panel behavior was evaluated by the number of failed (broken) layers and by the values of backface signature (BFS). Figure 9 presents the method of measuring the depth of the impact deformation within the support material.

The determination of ballistic resistance of protection materials and equipment at the action of infantry bullets is carried out according to NIJ Standard-0101.06 [4] (Figure 6 presents one of the tested panels). The samples were tested with a ballistic pipe (with a measured velocity of


Figure 8. Shooting arrangement [4].


Figure 9. Measuring the BFS according to ballistic resistance of body armor, NIJ Standard-0101.06, U.S., 2008 [4].
$430 \pm 10 \mathrm{~m} / \mathrm{s}$ ), with a projectile of $9-\mathrm{mm}$ full metal jacket (FMJ) bullet. The deformation remained in the ballistic clay (backface signature or BFS) that was measured according to [4], with a depth caliper, with an accuracy of $\pm 0.1 \mathrm{~mm}$. After each measurement, the calipers were cleaned to avoid any traces of clay on the measuring area. The evaluation of the total penetration of a package is in many cases simple, when a hole with a diameter at least equal to the size of the bullet is found and the entire bullet passes through it. When testing individual ballistic protection equipment, the trauma to the human body is evaluated by the depth of the print that is formed in the clay on which the sample is fixed.

Environmental parameters inside the fire enclosure were as follows: temperature: $20^{\circ} \mathrm{C}\left( \pm 5^{\circ} \mathrm{C}\right)$, relative humidity: $50-70 \%$, atmospheric pressure: $760 \mathrm{~mm} \mathrm{Hg}( \pm 15 \mathrm{~mm} \mathrm{Hg})$.

After the fire, the projectile or their fragments were removed from the clay. The clay was added anytime needed, after measuring the backface signature (BFS).

The fire procedure has the following steps:

- the test equipment is positioned in the mounting bracket at the distance required for each equipment from the muzzle; the types of armaments and ammunition required by each level of protection for which the test is being conducted, for Level II and IIA [4] in this study;
- positioning the bullet speed measurement system, starting at a distance of 2 m from the muzzle, so that the frames of the system are in planes perpendicular to the fire direction; the distance between the frames is set at 0.5 m ; distance measurements are made with an accuracy of 1 mm ;
- fire runs on the sample panel.


## 3. Evaluation of ballistic resistance for the flexible panels made of aramid fibers

At molecular level, variables in polymers include chemical makeup, the length and degree of branching of molecular chains, the degree of alignment and entanglement, and the extent of cross-linking. The types and strengths of bonds in chains and among chains influence the polymeric fiber strength and strain and influence the failure mechanisms.

The factors affecting the ballistic performance may be grouped into three categories:

- the factors of projectile (mass, velocity, materials, shape, and impact direction);
- the target architecture (material, structure at nano-, micro-, and macro-level); and
- the environment (temperature, humidity, clamping, and support material as, for instance, the human body or the car body).

When fabrics are impacted by a projectile, the target size, its clamping conditions are important. A longer yarn can absorb more deformation energy than a shorter one before failure. Thus, a larger target area will lead to a higher energy dissipation. However, this is not true when the velocity of the projectile is very high as compared to the velocity of the shock wave in the fibers since only a small zone of the target can dissipate the kinetic energy of the projectile. The boundary conditions of the target also play an important role. Shockey et al. [17] observed that a two-edge gripped fabric absorbs more energy than a four-edge gripped fabric, and fabrics with free boundaries absorb the least energy. Chitrangad et al. [18] observed that when pretension is applied on aramid fabrics, their ballistic performance is improved. Zeng et al. [19] observed that for four-edge gripped fabrics, energy absorbed is improved if the yarns are oriented at $45^{\circ}$ relative to the edge.

The number of fabric plies or sublayers also affects the ballistic performance (note that typically there may be 20-50 plies). Shockey et al. [17] observed an increased specific energy absorbed for multi-ply targets due to friction forces between layers. The influence of interplay materials and the distance on ballistic performance have also been investigated [7]. The influence of a projectile geometry also becomes less important with an increased number of plies [20].

Frictional effects between a projectile and a fabric are observed at a low-velocity impact, but they diminish at a higher velocity [17]. Friction does help maintain the integrity of fabrics in the impact region by allowing more yarns to be involved in the impact and it increases energy absorption by increasing yarn strain and kinetic energy. Dischler [21] applied a thin polymeric film on Kevlar (20-ply), which increased the coefficient of friction from 0.19 to 0.27 and reported a $19 \%$ improvement in ballistic performance in stopping a flechette. Carrillo et al. [22] investigated the ballistic behavior of a multilayer Kevlar aramid fabric/polypropylene (atactic PP films of 0.032 mm and a density of $910 \mathrm{~kg} / \mathrm{m}^{3}$ ) composite laminate and simply plain-layered aramid panel (plain-woven Hexcel aramid 720 fabric, Kevlar129 fiber, 1420 denier), under a sphere impact (with a diameter of 6.7 mm and a mass m of 1.11 g ), at a velocity of $274.5 \mathrm{~m} / \mathrm{s}$ and found that the improved performance of composite laminate is due to the fact that the thermoplastic matrix enables energy-absorbing mechanisms, such as fabric/matrix debonding and delamination.

There is a tendency to combine high-resistance fabrics with lower cost ones, but the results are still indecisive. Yahaya et al. [28] presented ballistic properties of non-woven kenaf fibers/ Kevlar epoxy-hybrid laminates with thicknesses ranging from 3.1 to 10.8 mm , when impacting with a 9-mm full metal jacket bullet at speeds varying from 172 to $339 \mathrm{~m} / \mathrm{s}$, at normal incidence, but hybrid composites recorded a lower ballistic limit $\left(\mathrm{V}_{50}\right)$ and energy absorption than the Kevlar/epoxy composite.

The processes evidenced by macrophotography and SEM images help for understanding the failure mechanisms specific for the designed panels with layers of LFT SB1 plus a quatro-axial fabric.

Taking into account reference works [23], several stages for this type of panels were identified:
Stage I is dominated by deformation, yarn breakage, and energy dissipation mechanisms; the moment transfer between the projectile and the fabric leads to an increase in the kinetic energy of the fabric, which initially leads to the production of the pyramidal deformation, less evident on flexible panel with unidirectional fibers (see Figure 10 with photographs $1 \mathrm{~F}-1$ and $2 \mathrm{~F}-1$ ). Simultaneously, the yarns begin to stretch as the longitudinal wave propagates along the thread, leading to an increase in internal energy and/or wire deformation (statistical process). The sheet of resin, even very thin, keeps the yarns in positions, being more difficult to be laterally impelled.

Stage II is characterized by friction produced by pulling the yarns; one or more yarns can be pulled out of the fabric and a large amount of energy dissipates through this sliding friction; the rate of deceleration is lower at this step than in Stage I, but excessive yarn drawing promotes the fabric opening mechanism, the bullet pushing several yarns laterally. The fabric pattern or the way of arranging and maintaining the unidirectional yarn compaction (by sewing or a rare weaving with other types of fibers that maintain the surface density of yarns) influences the opening mechanism.


Figure 10. Posttest images of fabric damage from a panel made of a layer of LFT SB1plus, showing yarn and fibers' breakage characteristics. (a) 1F-1. (b) 2F-1. (c) Fiber damage on the front of 3-rd layers (3F-1). (d) Fiber damage on the back of the 12-th layer of a panel (12B-1).

Stage III corresponds to the postimpact region for impact without penetration, and the projectile can be arrested in the fabric. The bullet is strongly flattened, remaining with the typical aspect of mushroom (see Figure 15). Depending on material, projectile, and impact parameters, these steps may differ in duration and appearance.

## 4. Failure mechanisms of panels, yarns, and fibers by SEM and macrophotography investigations

The study of ballistic impact of fabrics includes residual velocity, stroke response, energy absorption, and tensile properties of yarns and failure mechanisms [17].

Mechanisms of energy dissipation are breaking the fibers/yarns, fibers' deformation (stretching, twisting) (see Figures 11a and 16c), fiber fibrillations (Figures 12 and 16c), bullet deformation and cracking, local heating, acoustic energy, air entrainment, cross-sectional deformation of yarn (Figure 16b) and friction among yarn fibers, yarns, and also friction between these ones and the bullet.

Types of damage in filaments, yarns, and fabrics may be noticed at both micro- and macrolevels. The micro-level involves breaking bonds that are involved in the structure of the


Figure 11. Fiber break in the third layer of the panel (front view, code $3 \mathrm{~F}-1$ ); less fibers with fibrillation.


Figure 12. Fibrillation of fibers (front view, code 2F-1).
filaments, while at the macro-level, the destruction may be characterized by mechanisms such as yarn pulling or bowing.

Higher magnifications show that the fibrils in broken fibers are also stretched (see Figure 10b). Fiber material very likely has plastic strain but, more obviously, localized plastic ones, failure also occurring due to nucleation of voids, cracks, and shear bands. Failure initiators are thought to originate in material defects such as tiny voids, foreign particles, and chain entanglements, resulting from chemical non-homogeneities or manufacturing procedures.

Fiber failure modes other than tensile failure are also observed. The influence of the structure of polymeric fibers at nano (molecular)-level on failure behavior is not well understood, especially at high strain rates and high pressures [3].

When a projectile hits a fabric or a panel made of layers of fabrics, it is caught by the yarn network (woven or not). Kinetic energy is transferred to the fabric as the stress wave spreads outward from the point of impact. The energy is partially dissipated by fiber deformation and breakage and by friction caused by inter-fiber slippage. A projectile with a sufficiently high mass and velocity may penetrate the fabric and cause it to fail.

Figure 10 indicates that tensile fracture first occurred at defects such as voids and kinks and was assisted by the residual stresses that are induced during processing. Similar mechanisms were reported by Allen et al. [24].

For example, a projectile impact on fabric compresses the fabric against the backing layers and causes transverse loads on the yarns and fibers that can result in deformation and failure (breakage). When compressed fibers are examined by SEM, they and the fibrils show flattening, kinking, and buckling (see Figures 11 and 16c).
When a projectile hits the individual fiber or a yarn [14, 16], longitudinal and transverse waves propagate from the impact point. Most of the kinetic energy transfers from the projectile to the principal yarns (those that come directly into contact with the projectile). The orthogonal yarns, which intersect the principal yarns, absorb less energy. The transient deformation within the fabric was simulated by Grujicic et al. [12]. The transverse deflection continuously increases until it reaches the breaking strain of the fibers and causes failure. Failure mechanisms characterizing the fabrics under ballistic impact include

- breakage of fiber bonds and yarns,
- yarn pullout,
- remote yarn failure,
- wedge-through phenomenon (hole smaller than the diameter of projectile),
- fibrillation,
- effects induced by friction between the projectile and the fabric, yarn, and fibers.

In accordance with the kinetic theory of rupture, breaking the bond occurs when it is excited beyond its activating energy. When activation energy or stress for a particular type of destruction is reached, the failure mechanism is triggered.

Localized fracture of the yarn occurs when all fibers of the yarn break almost in the same location, usually at the sharpest point of a penetrator. This type of failure is accompanied by a popping sound and a sudden decrease in the measured load. The two causes of yarn breakage are the traction of yarns along their length and the shear in their thickness. The fiber in this yarn will break when the induced strain exceeds the strain at breakage that depends also on the strain rate but the strain at breakage generally decreases as the strain rate increases.

The breakage of yarns could occur at different points along their length and not necessarily at the point of impact. Also, if the penetrator is not too sharp, it compresses the superficial material between its front and the bulk material, outside its contact to the target, and the yarns could be pulled up and could break in traction.

In multilayered (stratified) systems, friction between layers is important in reducing damage [11]. All projectiles penetrating through a fabric, with semispherical, ogival, or conical shape, cause a splitting of the yarns [25]. Martinez et al. [26] have stipulated that pulling or rubbing is involved during the fabric-woven manufacturing and that its severity depends on the contact pressure between the layers.

The yarn pulling occurs when none of the yarn fibers break, but the yarn is pulled out of the fabric mesh. This type of failure can happen to lose or unfixed yarns (on the edge). The force required to pull the yarn from the net depends on the frictional force on the contact area between the yarn in question and the other perpendicular yarns with which it intersects (for woven fabrics) or on the friction among yarns and sublayers when the fabric is made of unidirectional yarns. As the yarn is pulled out, the number of yarns intersecting constantly decreases, resulting in a gradual decrease in the measured impact load.

Splitting of fibers along their length or fibrillation is a type of destruction favored by the abrasive action on the fiber length (but also uneven traction along the fiber and their local defects play an important role in fibrillation).

The bowing is dominant in the back layers of a multilayer panel, where the projectile attempts to penetrate through a tip-edge approach, after that, it is considerably slowed down by the back layers that did not fail. The passing process of the projectile through the layers usually produces a hole less than the diameter of the projectile in the first layers, a smaller number of yarns being broken as compared to the number of threads intersecting or contacting the projectile [27]. Typical aspects of the aramid fiber failure are given in Figures 12 and 13: micro-fibrillation, peeling, and shear, but also fiber twisting and thinning zones along the fiber. An obvious less strain rate could be noticed in Figure 13 as compared to that in Figure 12.

A study at the macro- and micro-level was done for pointing out the failure processes characterizing each layer. Figure 14 shows the front and back views of the panel made of 12 layers LFT SB1plus. On this type of package, a partial penetration was obtained, that is, the destruction of the first four layers of the panels. The photographs show the entire pack after testing with three shots. It is obvious from Figure 14 that the design of the unidirectional fabrics helps yarns to develop a better resistance against pulling out.


Figure 13. A fiber broken on the back of the last layer (the 12th layer).
The layers may be grouped as follows (Figure 14):

- layers with hole dimensions less than the projectile diameter (layers 1 and 2 from the studied panel),
- layers laterally impelled (pushed) (layers 3 and 4),
- layers only compressed, with a shallow print of the arrested bullet (layers 5-11),
the last layer with pull-out yarns and disorder yarns, especially on the back of the last layer (layer 12).

An investigation of the arrested bullet offers details on how the yarns are broken. Figure 15 shows that the projectile attack makes the yarn to break laterally from the direct impact, mainly from tensile solicitation. On the top of the projectile, the fragment of the yarn remains. One may notice an orientation similar but not exactly as the orientation of yarns in the four sublayers $(0,90,45,-45)$, meaning the bullet is forced to change the initial position due to yarn resistance and break unevenly. The jacket of the bullet is split like a flower petal and migrates toward the boundary of the lead core. When the core hits the target, it is strongly compressed and laterally expanded, some of the yarn fragments being embedded into the lead alloy.

The holes in layers 1 and 2 are similar, resulting that the process of yarn destruction is also similar, which argues that the perforation of the first two layers is made approximately with the same parameters (the velocity of the bullet through the first two layers is not significantly reduced and the shape of the bullet is not modified too much because it does not face yet the resistance of the other layers and it only cuts the yarns, as it is presented in a FE model in [11, 14]. It is worth mentioning that the tests were carried out under conditions of a small variations in the initial bullet velocity ( $410-430 \mathrm{~m} / \mathrm{s}$ ). The impact angle is normal on the target surface, with deviations of less than $5 \%$ at the mouth of the pipe.


Figure 14. Macrophotographic study of a panel made of 12 layers of LFT SB1plus.

Starting from layers 3 and 4 , the widening of holes and the pulling-out process of the yarns are noticed. Layer 4 is the last layer in the LFT SB1plus panels through which bullets have passed or stopped (arrested).

Layer 5 shows more uniformly circular shapes of crushing/compression, imparting a tendency to uniformize the response of the material.


Figure 15. The bullet extracted from the sample panel presented in Figure 14. (a) Front view. (b) back view of the same bullet.


Figure 16. SEM images of the bullet with fragments of yarns on its front. (a) SEM image of the flattened bullet, as extracted between the fourth and the fifth layer. (b) Magnification of embedded fibers, very probably from the first yarn touching the bullet. (c) A-Fibrillation, B-Break by tensile loading with twisting of the fiber end, C-Necking of the fiber without break.

Figure 16a shows the fragmentation of fibers and the embedding of the yarn fragments remained under the bullet, with details shown in Figure 16b. Figure 16c points out the types of failures on the fibers remained on the projectile.

## 5. A statistical analysis of backface signature

The values of BFS for panels made of layers LFT SB1plus are given in Table 5 and they were measured according to Ballistic Resistance of Body Armor, NIJ Standard-0101.06, 2008 [4].

NIJ Standard-0101.06 [4] asks for having fires complying with requirements concerning the shot-to-edge distance and shot-to-shot distance (minimum of 51 mm ). For armor types subjected to a single threat and for the lighter weight threat round when two threats are

| LFT SB1plus <br> Layers/identification code | Shots |  |  |
| :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 |
|  | BFS (mm) |  |  |
| 12/8 | 18 | 12 | 23 |
| 12/9 | 16 | 14 | 20 |
| 12/11 | 20 | 24 | 21 |
| 12/12 | 21 | 23 | 21 |
| 12/14 | 17 | 22 | 19 |
| 8/3 | 27 | TP |  |
| 8/5 | 30 | TP |  |
| 8/6 | 31 | 33 | TP |
| 4/1 | TP |  |  |
| 4/2 | TP |  |  |
| 4/3 | TP |  |  |

Table 5. BFS for panels made of layers of LFT SB1plus.
specified, the minimum shot-to-edge distance shall not be greater than 51 mm . For the heavier threat round when two threats are specified, the minimum shot-to-edge distance shall not be greater than 76 mm .

Each test panel must withstand the appropriate number of fair hits and may not experience any perforations. Any complete perforation by a fair hit constitutes a failure. Each new size of a body armor model shall either have no BFS depth measurements that exceed 44 mm (Figure 17), or for each threat round, an estimated probability of a single BFS depth measurement exceeding 44 mm of less than $20 \%$ with a confidence of $95 \%$.

The armor model shall be deemed to meet these requirements if no BFS depth measurement due to a fair hit exceeds 50 mm , and either

- all BFS measurements due to fair hits are 44 mm or less or
- the one-sided tolerance interval for a normal distribution indicates that there is $95 \%$ probability that $80 \%$ of the test BFS measurements for armor samples of that particular model, size, condition, and test threat will be 44 mm or less.

In this case, the upper tolerance limit, $Y_{U}$, and the sample standard deviation, $s$, of all recorded BFS measurements for body armor sample panels of a particular model, size, condition, and test threat shall be calculated, and

$$
\begin{equation*}
Y_{U}=\bar{Y}+K_{1} s \tag{1}
\end{equation*}
$$

where $\bar{Y}$ is the average of all BFS measurements for armor samples of that particular model, size, condition, and test threat; $s$ is the sample standard deviation of the same set of BFS measurements; and $K_{1}$ is a factor that must be determined such that the interval covers the appropriate proportion, with a confidence of $\gamma$.


Figure 17. BFS results, based on the number of shoots/panel, for panels made of 12 layers of LFT B1plus.

The average $\bar{Y}$ is simply calculated as

$$
\begin{equation*}
\dot{Y}=\frac{1}{N} \sum_{i=l}^{N} Y_{i} \tag{2}
\end{equation*}
$$

where N is the number of BSF measurements and Yi is the BFS value for the i -th shot. The standard deviation of the sample population, s , is calculated with the relationship:

$$
\begin{equation*}
s=\sqrt{\frac{1}{N-1}} \sum_{i=1}^{N}\left(Y_{i}-\dot{Y}\right)^{2} \tag{3}
\end{equation*}
$$

The approximate factor, $k_{1}$, for a one-sided tolerance interval can be calculated as

$$
\begin{equation*}
K_{1}=\frac{z_{1-p}+\sqrt{z_{1-p}^{2}-a b}}{a} \tag{4}
\end{equation*}
$$

where $z_{1-p}$ is the critical value of the normal distribution which is overpassed with a probability $1-p$. The factors a and b are defined as

$$
\begin{gather*}
a=1-\frac{z_{1-\gamma}^{2}}{2(N-1)}  \tag{5}\\
b=z_{1-p}^{2}-\frac{z_{1-\gamma}^{2}}{N} \tag{6}
\end{gather*}
$$

where $z_{1-p}$ is the critical normal distribution which is overpassed by a probability $1-\gamma$.

In order to analyze the BFS measurements in accordance with [4], the probability for no BFS measurement to be higher than 44 mm has to be at least $80 \%$, thus $p=0.80$ and the confidence coefficient is $95 \%$

$$
\begin{equation*}
\gamma=0.95 \tag{7}
\end{equation*}
$$

The critical values for the normal distribution for this case study are

$$
\begin{aligned}
& z_{1-\gamma}=z_{0.05}=1.645 \\
& z_{1-p}=z_{0.20}=0.842
\end{aligned}
$$

Using these data, the factors $a$ and $b$ may be calculated for an imposed number of BFS measurements, N . For $\mathrm{N}=15$, the factors a and b are

$$
a=1-\frac{1.645^{2}}{2(15-1)}=0.903, \quad b=0.842^{2}-\frac{1.645^{2}}{15}=0.528
$$

And the factor $\mathrm{k}_{1}$ is

$$
k_{1}=\frac{0.842+\sqrt{0.842^{2}-0.903 \cdot 0.528}}{0.903} \approx 1.466
$$

The allowable excessive BFS probability, $20 \%$, may appear to be high; however, this value is intended to account for both the variation in the armor's performance, which should be small, and the variation in the BFS measurement due to the backing material and the backing material preparation. While careful treatment and preparation of the backing material by the test laboratory can minimize the variation due to the backing material, there will always be some inherent variation introduced into the test results by the backing material. The required probability is chosen to reduce that possibility that an acceptable armor design will fail the PBFS test due to reasonable variation in the backing clay.

The average value of BFS $\dot{Y}$ was calculated for panels made of 12 layers of LFT SB1plus, with $\mathrm{N}=15$ (the values of BFS are given in Table 5)

$$
\dot{Y}=\frac{1}{N} \sum_{i=l}^{N} Y_{i}=19.4 \mathrm{~mm}
$$

where N is the number of measured BFSs and $\mathrm{Y}_{\mathrm{i}}$ is the value of measurement i for BFS.
The standard deviation of the sample population, s , for panels made of 12 layers LFT SB1 plus is equal to

$$
s=\sqrt{\frac{1}{N-1}} \sum_{i=1}^{N}\left(Y_{i}-\dot{Y}\right)^{2}=3.439
$$

The upper tolerance limit, $Y_{u}$ for panels made of 12 layers LFT SB1plus is

$$
Y_{u}=\dot{Y}+k_{1} s=19.4+1.466 \cdot 3.439=24.441 \mathrm{~mm}
$$

## 6. Conclusions

This chapter underlines the necessity of testing ballistic protection packs made of LFT SB1 plus against a certain threat in order to assess their resistance to this specific threat and the investigation of failure mechanisms in order to improve their behavior at ballistic impact.

Ballistic testing of the LFT SB1 plus panels can provide reliable information about the new material.
Tests made on packs made of LFT SB1 plus according to NIJ Standard-0101.06-2008 gave good results for the packs made of 12 layers of this fabric and the BFS was measured.

The upper tolerance limit of $24,441 \mathrm{~mm}$ obtained for backface signature recommends this panel of 12 layers of LFT SB1 plus for protection level of IIA, according to the abovementioned standard.
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