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Preface

One can’t embrace the unembraceable
Kozma Prutkov, 1854

Truth is what stands the test of experience…
The significant problems we have can’t be solved

at the same level of thinking with which we created them
Albert Einstein, 1879–1955

Today there are always situations when results of tests and experience cannot solve system
engineering problems “at the same level of thinking with which we created them.” These
tests and our experience may be incapable of predicting the “truth.” This is a consequence of
high complexity and uncertainty. In these conditions, probabilistic models are quite often
applied to predict and estimate defined results.

In this book, various sets of original and traditional models applicable to different systems
are presented. The content is structured in sections: General Propositions for Solving Ana‐
lytical Problems (two chapters), Modeling of Industrial Systems (three chapters), Modeling
of Natural Hazards (one chapter), Modeling of Automotive Equipment and Systems (one
chapter), Modeling of Transport and Cosmic Systems (two chapters), Modeling for Informa‐
tion Security (two chapters), and Modeling for Systems Protection Against Terrorist Threats
(one chapter). This means that the application area of the presented models is wide enough,
and dozens of practical examples confirm achievable effects. Certainly, the illustrated practi‐
cal possibilities of probabilistic modeling cannot cover the huge set of problems in system
engineering. Nevertheless, in searching for the “truth” the presented chapters estimate the
wonderful possibilities of probabilistic modeling from different points of view. 

The purposes of this text are to enrich your knowledge of probabilistic modeling and to ex‐
pand the application borders for solving modern system engineering problems.

Two basic ideas define the concept of this book.

The first idea for reader to understand is the time of innovations in probabilistic modeling,
and not to be late with their implementations at levels of system engineering. Today, system
engineering is an interdisciplinary approach governing the total technical and managerial
effort required for transforming a set of stakeholder needs, expectations, and constraints in‐
to a solution and to support that solution throughout its life. Therefore, each engineer
should know about the possibilities of probabilistic models for researching system operation
in changing conditions and threats. For the wary reader, who expects the proposed ap‐
proaches “to embrace the unembraceable” under the pretext of the coming globalization, we
can say “Do not worry—you are not late yet.” However, please do not hesitate to pay atten‐
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tion to probabilistic modeling. Many specialists refused to believe Kozma Prutkov’s aphor‐
ism “One can’t embrace the unembraceable, 1854,” but they do already actively implement
“an embrace of the unembraceable” according to international standards requirements for
system engineering. The scope of these standards covers different systems (system is de‐
fined as a combination of interacting elements organized to achieve one or more stated pur‐
poses, ISO/IEC/IEEE 15288). And there are no limitations—indeed it is the age of
innovations! It seems that the systems known to the reader can be covered by this definition
of “system.” Not simply the main “dishes,” proposed by the authors of the book in the form
of probabilistic models, but also many “garnishes” in the form of detailed examples of their
applications can be interpreted as innovative views. 

The second idea for reader to understand is the essence of proposed probabilistic ap‐
proaches and interpretation of the results of modeling. It may be useful for preventing a loss
of benefit, wasted expenses, and unforeseen damages! Indeed, systems, production, or serv‐
ices have a quality and price on any market. They are accompanied by risks, expenses, and
damages in their lifecycles. If price, expenses, and damages are understood uniformly, the
terms “quality” and “risks” contain the various interests of each party. But the probabilistic
predictions of “quality” and “risks” are understood at the level of possible successes or fail‐
ures during the given prognostic period. Advanced readers trace the concept of success with
achieved effectiveness, with properties of reliability, safety, and other critical system attrib‐
utes. Other readers estimate success by the quantity of “like,” though a degree of system
purpose achievement and customer satisfaction has always been the highest level from a
system engineering point of view.

Because of the inadequate prediction of quality and risks or neglect of system analysis during
the early stages of the system lifecycle, wasted expenses, damages, and other serious conse‐
quences are evident often at the operation stage. Unfortunately, similar technical errors and
laziness are not a rarity in real practice. The modern standards recommend the use of system
analysis. And proposed models understand how to implement the required system analysis
by probabilistic modeling. It can be used very opportunely to analyze predicted quality and
risks for complex systems and for every element. The final step for maturity is to achieve
system purpose rationally and the proposed probabilistic models can be used to solve the
problems of optimization. Examples of optimization are also demonstrated in detail.

As a résumé of the basic ideas: universal probabilistic models are proposed; many of these
models are supported by software tools; and the models are understandable, applicable, and
they gain effects. All these ideas meet the standards requirements for solving system engi‐
neering problems in practice.

The book is intended for systems analysts, whether they be customers, designers, developers,
users, or experts, and for quality, risk, safety, and security management, as well as scientists,
researchers, and students. The proposed models can be used in system lifecycles to study
system operation, explain and optimize system requirements, rationale technical decisions,
predict and analyze quality and risks, compare different processes, adjust technological pa‐
rameters of systems, including embedded “real-time” modeling, etc. The engineering deci‐
sions, scientifically proven by the proposed models and software, supporting the models can
provide purposeful essential improvement in quality and mitigation of risks and decrease
expenses for created and operating systems. The models, methods, supporting software tools,
and application approaches described in the book can also be used in education for system

XII Preface

analysis and mathematical modeling on specializations, e.g., “system engineering,” “opera‐
tions research,” "enterprise management," “project management,” “risk management,” “qual‐
ity of systems,” "safety and security," “smart systems,” “system of systems,” etc.

The digital world, the Internet, and the 4th industrial revolution are changing the modern
systems (planned, creating, or used) and resulting in different conditions of uncertainty in
their life cycles, including operation. The changes and our growing knowledge about sys‐
tems and conditions during life cycles generate many challenges and problems concerning
quantitative analysis and optimization. To meet these challenges adequately and to solve
problems preventively, the probabilistic modeling in system engineering is widely used.
This book demonstrates the original probabilistic ways to solve different problems by ana‐
lyzing risks for the given prognostic period in the future. The chapters cover practical solu‐
tions for reliability and safety in application to industrial coal, oil, and gas systems and
transportation and cosmic systems; for systematic assessment of natural hazards; and for
information security and protection against terrorist threats, including the detailed exam‐
ples. All chapters are united by the authors’ efforts in finding effective system engineering
solutions. This means that the book meets the main system engineering requirements of our
time and the close future in the eternal conditions of uncertainty. I wish you, dear readers,
the patience in understanding the ideas and their successful implementations in different
areas, not only in the example areas provided.

Dr. Prof. Andrey Kostogryzov
Editor - Main Researcher of the Federal Research Center “Computer Science and Control”

of the Russian Academy of Sciences;
Director and Scientific Leader of the Research Institute

of Applied Mathematics and Certification;
Professor of the Gubkin Russian State University of Oil and Gas;

Senior Expert of the Main Scientific Research Test Center of the Russian Ministry of Defence;
Corresponding Member of the Russian Academy of Rockets and Artillery Sciences;

Honored Science Worker of the Russian Federation;
Moscow, Russia
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Probabilistic Modelling in Solving Analytical Problems
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Abstract

This chapter provides some aspects to probabilistic modelling in solving analytical problems
of system engineering. The historically developed system of the formation of scientific bases
of engineering calculations of characteristics of strength, stability, durability, reliability, sur-
vivability and safety is considered. The features of deterministic and probabilistic problems
of evaluation of the characteristics of strength, stiffness, steadiness, durability and surviv-
ability are considered. Probabilistic problems of reliability, security, safety and risk assess-
ment of engineering systems are formulated. Theoretical bases and methods of probabilistic
modelling of engineering systems are stated. The main directions of solving the problems of
ensuring security and safety according to the accident risk criteria are determined. The
possibilities of probabilistic modelling methods in solving the problems of strength, reliabil-
ity and safety of engineering systems are shown in practical examples.

Keywords: engineering system, multi-level concept, probability, modelling, safety,
survivability, security, safety, risk

1. Introduction

Sustainable development of social systems and the natural environment is determined by the
state and prospects of the development of engineering and technology. Modern engineering
and technology are created on the basis of the achievements of fundamental scientific research.
Particular importance is the development of fundamental foundations of mechanics, which is
the basis for the design and produce of engineering systems. New machines and structures
are creating, based on achievements of construction mechanics, theories of elasticity, plasticity
and strength of materials. Multivariance of design and engineering solutions to engineering
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problems and increase of uncertainties associated with the manifestation of complex combina-
tions of dangerous natural, technical and social factors in the creation and operation of techni-
cal objects require the application of new approaches. These approaches will increasingly be
based on a combination of traditional deterministic and developing statistical and prospective
probabilistic methods of modelling, calculation and testing. Of particular importance is the
development of methods of statistical mechanics, probabilistic fracture mechanics, reliability
theory and safety theory of engineering systems [1, 2].

At the present time, a multi-level concept has been developed to ensure the safe operation of
engineering systems (Figure 1). This concept includes specific stages, requirements, criteria,
calculated parameters and directions of development. Each higher level is created and devel-
oped on the achievements of the lower levels. At the first stages, the methodology of modelling
engineering systems and the calculation and experimental validation of operability were based
on deterministic methods, with elements of statistical analysis (stages I–III). Understanding the
role of random factors in the disruption of operability led to the use of probabilistic methods of
modelling and analysis (stages IV, V). At the end of the twentieth century, operability analysis
of complex engineering systems began to use parameters of safety S and risk R of disasters.
These parameters take into account natural, technical and social hazards (stages VI, VII). On
this basis, by the end of the twentieth century, a complex of interconnected multi-level deter-
ministic and probabilistic requirements to engineering systems and their parameters was
formed: “strength Rσ ! stiffness Rδ ! steadiness Rλ ! durability RN, τ ! reliability PP, R !
survivability Ll, d ! safety S”. Each stage in the development of fundamental research and
requirements in this structure corresponds to a certain practical result in the design, creation
and operation of engineering systems: "indestructibility - preservation of size and shape -
durability - fault tolerance - survivability - risk of disasters”. Risk is considered as a quantita-
tive probabilistic measure of safety.

The basic equation for determining these characteristics of engineering systems can be written
in the following form [1, 2]:

Figure 1. Structure of system for ensuring operability of engineering systems.
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R;S;Ll,d;PP,R;RN,τ;Rδ;Rλ;Rσf g ¼ Ψ φQ Q;N; t; τð Þ;φσ σy; σb;E; ν;m;ψ;K1c
� �

;φA ασ; l;Að Þ
n o

(1)

where Ψ is a generalized function of technical state; φQ(.) is loading functional that takes into
account load parameters Q, number of cycles N, temperature t, time τ of loading; φσ(.) is
functional of physical and mechanical properties of structural materials, taking into account
the yield strength σy, ultimate strength σb, fatigue limit σr, modulus of elasticity E, Poisson’s
ratio ν, hardening ratio m, ultimate deformation ψ, critical stress intensity factor K1c; φA(.) is a
functional of constructive forms, taking into account cross sections area A, lengths l of the
defects, and stress concentrators ασ.

Expression (1) can be considered for limiting states, under which the engineering system ceases
to meet the requirements of operation, and for admissible states, determined by the system of
safety factors n.

The modern stage of research of engineering systems takes into account the largest man-made
accidents and disasters of nuclear, hydraulic and thermal power engineering objects, transport
systems and in chemistry objects from twentieth to twenty-first centuries. Taking this into
account, stages VII–VIII consider the protection of technical objects based on according risk
criteria. The defining equation of this new direction of the engineering methodology of prob-
abilistic modelling, calculation and experimental justification for security Z becomes the func-
tional of the following form:

Z τð Þ ¼ FZ R; S; Ll,d;PP,R;RN,τ;Rδ;Rλ;Rσf g (2)

The probabilistic characteristics play a decisive role in the structure of the functional (1) and
(2). Therefore, for their analysis, further development of probabilistic modelling methods of
engineering systems is necessary.

2. Theoretical foundation of probabilistic modelling for engineering
systems

2.1. Statement for probabilistic modelling problems of engineering systems

The peculiarity of the above multi-level concept (Figure 1) ensuring operability of engineering
systems in the form (1) is that each of the stages I–VIII considers its own, specific, calculating
situations (Figure 2). At each stage, special fundamental problems of the mechanics of solids
are solved:

• boundary problems for stress determining in the most loaded elements, in cross sections A
and local volumes V(x, y, z)

σij; eij
� � ¼ Fσ Q;A;V x; y; zð Þf g

• experimental problems of obtaining metal deformation diagrams (equations of state)
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σmax; emaxf g ¼ Fσ, e σij; eij
� �

• experimental problems of estimating the criterial values of stresses and deformations
corresponding to the achievement of the conditions for breaking strength (fracture)

σc; ecf g ¼ Fc σb; ef
� �

:

The nominal stresses σn and deformations en, local stresses σl and strains el, fracture stresses σf
and deformations ef, as well as actual and critical dimensions of technological and operational
defects l and lf are used as the determining parameters. The values of fracture stresses and
deformations characterize the limiting states and are determined taking into account the
loading regime in terms of the number of cycles N and time τ, the fatigue diagrams (σf � Nf)
and (ef � Nf); long-term strength (σf � τf) and (ef � τf); fracture toughness (σf � lf) and (ef � lf).

The basic characteristics of strength Rσ, stiffness Rδ, steadiness Rλ, and durability RN,τ are
considered for design situations when the values of all parameters are in the deterministic
limits established by the project:

Rσ;Rδ;Rλf g ¼ FR σn; enð Þ; σl; elð Þ; σf ; ef
� �� �

(3)

RN,τ ¼ FN,τ N; τð Þ; Rσ;Rδ;Rλð Þf g (4)

If statistical properties are taken into account for combinations σn; enð Þ; σl; elð Þ; σf ; ef
� �

, the char-
acteristics of strength, stiffness and resource can be determined with use quantile of probability

Figure 2. State diagram of engineering systems.
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U, given by margin factors for nominal and local stresses nσ and nσl, nominal and local strains ne
and nel, destroying stresses nσf, and deformations of nef:

Rσ;Rδ;Rλf gU ¼ FR σn=nσ; en=neð Þ; σl=nσl; el=nelð Þ; σf =nσf ; ef =nef
� �� �

(5)

RN,τf gU ¼ FN,τ N=nN; τ=nτð Þ; Rσ;Rδ;Rλð Þf g (6)

As probabilistic modelling methods evolved, problems (3) and (4) were considered in a prob-
abilistic formulation, when the basic parameters are given by probability distribution func-
tions. In this case, by the methods theory of probability and reliability theory, one can obtain
diagrams of limiting states in the coordinates (σf, ef) � (N, τ, δ, λ, l) for different probabilities P
of their realization (1%, 50%, 99%) (Figure 3).

The reliability of engineering systems is determined in the presence of probability distribution
functions of the basic parameters of operability. In a general case, reliability is estimated by the
given probabilistic properties P of the characteristics of strength, stiffness, steadiness, durability:

PP,N,τ ¼ FP Pj Q;N; τð Þ; Rσ;Rδ;Rλ;RN,τð Þf g (7)

The survivability of engineering systems is considered for design situations and beyond design
situations with considering damage accumulation processes D. In engineering, practice dam-
age is characterized by the sizes of the technological and operational defects L or scalar
measure of accumulated damage d:

D ¼ d; lf g; d ¼ Fd
N
Nf

;
τ
τf

;
l
lf
;
δ
δf

;
λ
λf

;
σ
σf

;
e
ef

� �
; l ¼ Fl li N; τð Þ; i ¼ 1;mf g (8)

Survivability can be estimated in deterministic and probabilistic formulation by using expression:

Figure 3. Probabilistic diagrams of limiting states.
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L τð Þ ¼ li N; τð Þ; i ¼ 1;mf g (9)

In the probabilistic formulation, solution of problem (8) consists of obtaining probability
distribution function of the survivability F(Ld,l) for given probabilistic properties of accumu-
lated damage. Here it should be noted that at stresses above the yield point, the calculation of
damages in the stress values d = σ/σf is significantly more complicated. Therefore, the damage
is calculated in terms of relative deformations, d = e/ef.

From these positions, in the analysis of survivability, new calculation cases are considered such
as deviations from design situations, beyond design situations, and hypothetical situations
that characterize the transition from failures to accidents and disasters (Figure 2).

Currently, national and international programs to ensure the safety of engineering systems,
engineering infrastructures, and natural environment (Rio-1992, Johannesburg-2002, Kobe-
2005, Hyogo-2015) focus attention on security characteristics S. Quantitative assessments of
safety characteristics are based on complex analysis of reliability and survivability of engineer-
ing systems [2, 3]:

S τð Þ ¼ FS PP,N,τ; Ld, lf g (10)

The safety is the ability of the engineering systems to remain operative in damaged states and
fracture states. In engineering practice, quantitative safety characteristics have become associ-
ated with the risks of accidents and disasters. Risk in quantitative form is defined as a function
of the probabilities Pf of accidents and catastrophes and the associated losses Uf:

R τð Þ ¼ FR PP,N,τ; Ld, l;Uf
� � ¼ Fc Pf ;Uf

� �
, Pf ¼ Ff PP,N,τ; Ld, lf g (11)

It is important to note that the probabilities Pf are estimated for beyond design and hypothet-
ical situations, with the extreme values ofQextr operation parameters and extreme strength and
resource characteristics, not envisaged by the project:

Pf ¼ FP Pj Qextr;N; τ
� �

; Rσ;Rδ;Rλ;RN,τð Þextr� �
(12)

The presented analysis shows that probabilistic models and probabilistic methods acquire an
increasingly important role in ensuring the operability of engineering systems.

2.2. The development of traditional probabilistic methods

The development of theoretical foundations’ probabilistic approaches to the analysis of the
operability of engineering systems covers a significant historical period (stages I–VI, Figure 1).
The first studies in this direction were carried out by M. Mayer (1926), N.F. Hotsialov (1929),
and W. Weibull (1939). In these studies, the significant variation of strength characteristics for
structural materials was shown, and the idea of introducing safety factors was proposed.
Essential development of these studies was the work of N.С. Streletsky (1935). In his studies,
the strength characteristics of materials (σf, ef) and load parameters (σn, en) were considered as
random variables. The further development of this approach was made by A.R. Rzhanicyn
(1947). In his works, the relationship between safety factor nσ and reliability Pwas established.

Probabilistic Modeling in System Engineering8

Theoretical basis for calculating the reliability of structures in form (7) was formulated for case
of two random variables: the load q and the strength r (Figure 4a).

In the 1960s and 1970s, Polovko et al. developed methods for probabilistic calculation of
fatigue life RNτ of and reliability of machine parts PP,N,τ according to expressions (5) and (6).
These methods have been used to calculate the probability diagrams of fatigue characteristics
of aircraft, transport, and other equipment.

According to F. Freudenthal (1956) and M. Shinozuki (1983), the reliability problem was
formulated for a finite number of random variables X = {xi, i = 1, n} (geometrical parameters,
material properties, loads, environmental factors, etc.). In this case, it was assumed that
probabilistic properties of random variables are determined by joint probability distribution
function f(X). Reliability is determined by computing a multi-fold integral on given security
region ΩS:

P Xð Þ ¼ P XjG Xð Þ > 0f g ¼ ∭
ΩS

f Xð ÞdX,ΩS ¼ XjG Xð Þ > 0f g (13)

Difficulty in computing this probability has led to the development of various approximation
methods: the first-order reliability method (FORM) (Hasofer, Lind, 1974) and the second
reliability method (SORM) (Tvedt L., 1988). These methods are widely used in engineering
practice [4, 5]. The main drawback of these methods is that they relate to cases when changing
random parameters in time does not exceed the limits of their statistical variability character-
ized by function f(X).

The further development of probabilistic methods was obtained in the 1970–1980s of the
twentieth century on the basis of three conceptual ideas [6]. The first idea was that the
external conditions of operation structure and its reaction to these conditions are random
processes. Therefore, probabilistic methods for calculating structures should be based on
methods of the theory of random functions. The second idea was that the failure of the
structures in most cases is a consequence of the accumulation of damage (d, l). These
damages, reaching a certain value, begin to interfere with the normal operation of structures.
The third idea was that the main indicator of reliability should be probability staying of
system parameters in a certain permissible region. Violation of normal operation (accident)

Figure 4. Failure models for calculating reliability.
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of the system was interpreted as an output of parameters from this area (Figure 4b). Taking
these ideas into account, reliability was determined in the form:

P X τð Þf g ¼ P V X; τð Þ∈ΩS; τ∈ 0;T½ �f g (14)

Thus, the interpretation of reliability as the probability of the fulfilment of some inequality
connecting random variables gave way to a more adequate and in-depth interpretation in form
emissions of random functions from an admissible region [6–8].

In subsequent years, based on the achievements of reliability theory, extensive studies were
carried out to substantiate and improve the normative design calculations using probabilistic
methods and reliability theory. Research is carried out in nuclear engineering construction [9],
aerospace technology [10], and other industries. An important role in this was played by the
achievements of fracture mechanics, taking into account the presence of technological and
operational defects and structural damage [11, 12]. The development of probabilistic models
of fracture mechanics made it possible to create a concept and methods for probabilistic risk
analysis of engineering systems [13, 14].

At the present time, probabilistic modelling and probabilistic methods of calculation have
become an integral part of a wide class of problems of statics and dynamics of engineering
systems, in which randomness plays an essential role and is introduced by the variations of
their geometric and physical properties. To this class belong the problems of strength of micro-
inhomogeneous materials, composite materials, and structures, including nanomaterials and
microstructures. Significant progress in this direction is associated with the development of
numerical methods of analysis and computational technologies [15, 16].

2.3. New directions for solving engineering problems of security and safety by risk
criteria

Engineering systems, with rare exceptions, are complex structures of elements of different
nature. The problems of probability modelling of such structures turn out to be multivariate
and lead to ambiguous solutions. In conditions of complexity and statistical diversity of states of
the engineering systems, the diversity of elements, the multiplicity of the mechanisms of catas-
trophes, it seems unlikely that an integrated comprehensive risk model will be constructed in the
near future. A more promising direction can be development individual models of risk, based on
the representation of the engineering systems in the form of a structure Σ, consisting of sub-
systems σ and elements e [13].

Σ ¼ ∪
i
σi ∪

j
eij

� �
, i ¼ 1, n, j ¼ 1, m: (15)

These models must realize the decomposition of R-characteristics (risk-decomposition) of
structure (13) in the next form [14].

RΣ ! Rif g ! Rij
� �! Rijk

� �
(16)

where RΣ is integral (system) risk, Ri is complex (subsystem) risk, Rij is elemental risk, and Rijk

is criterial risk.
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The final level in this expansion is criterial risk, which allows the connection of systemic risk
with mechanisms of catastrophes.

When constructing a system of models, implementing decomposition (16), it is necessary to
take into account the following problem features of the engineering systems as the objects of
risk analysis. First, in most cases, we have to analyse situations that have not been seen before,
since the coincidence of all circumstances of disasters is an almost impossible event. Second,
the analysis is carried out under conditions of high uncertainty associated with both the
random nature of external influences and processes in the elements of systems, and with the
ambiguity of objectives and safety criteria, as well as alternatives to decisions and their
consequences. Third, the analysis is performed with time limit. At the stage of analysis of
design decisions, these restrictions are determined by the design time, at the stage of opera-
tion—by the time of response to an emergency or emergency situation.

These features make specific requirements for model representations, the computer, and the
information base for risk analysis. The development of model representations and a computa-
tional technology is connected with the solution of a number of specific problems. The first
task is to describe the engineering systems from the standpoint of integrity and hierarchy. The
creation of a substantial and compact model with a large number of significant parameters
belongs to the number of difficult tasks, even with the use of modern mathematical and
computational technologies.

The second task is to formulate information support for risk analysis. This task has two
aspects. The first aspect is related to the task of processing information. Information in the
hierarchical system comes in the language of the level that is being analysed. For conclusions
at a higher hierarchical level, generalization is required, and at a lower level, detailing this
information is needed. In both cases, this translation is ambiguous. The second aspect is
related to the need to construct hypotheses about the states of elements on base the available
information. The reliability of such hypotheses depends on the level of completeness of infor-
mation and its reliability.

The third task is connected with the choice of the risk criterion. It can be solved on the basis of
an analysis or development of special indicators that have the necessary properties of indica-
tors of limit states of engineering systems. This choice can also be ambiguous or multicriteria.

Finally, the fourth task is to create theory and methods for risk analysis at given parameters.
This apparatus can be considered as a set of mathematical models that reflect the mechanisms
of catastrophes in a given sequence of the process of risk analysis. Here it is necessary to take
into account the accidental nature of the catastrophe event of the system and the possibility of
a formalized description and measurement of the random parameters of the systems.

A separate and difficult task is modelling the processes of accumulation of damage. In the
general case, it is necessary to consider multicriterial damage (MCD) for each element and
multi-structural damage for system (MSD).

To take into account multifocal character of damages and their structural hierarchy, we use the
principle of selective scale and select the hierarchy of scales M = {∪Mi, i = 1, n} on which
damages develop. Each scale Mi is considered as internal for a given level and is analysed by
appropriate methods. For example, for the scale level of structural elements can be used by the
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Σ ¼ ∪
i
σi ∪

j
eij

� �
, i ¼ 1, n, j ¼ 1, m: (15)

These models must realize the decomposition of R-characteristics (risk-decomposition) of
structure (13) in the next form [14].

RΣ ! Rif g ! Rij
� �! Rijk

� �
(16)

where RΣ is integral (system) risk, Ri is complex (subsystem) risk, Rij is elemental risk, and Rijk

is criterial risk.
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methods of fracture mechanics, and for the level of construction, by the methods of structural
mechanics. It should be noted that if fracture of individual elements, caused by MCD, can be
considered as independent events, then at structure level there is an agreed redistribution of
loads, and formation of the focus of MSD should be considered as a cooperated process.

2.4. Statistical information for risk analysis and safety

The safety and risk analysis is carried out using statistical information on dangerous events
and damages. The systematization of data on major natural disasters and man-made disasters
is carried out at the international and national levels [2, 3, 17]. Statistical studies show that
modern global, national, sectoral and object security problems are the result of centuries-old
quantitative and qualitative transformations both in social development and in the system
“nature-machine-human.” The uneven growth of damage from major disasters creates a real
threat to the economy not only of individual regions but also for the planet as a whole. The
scale and consequences of natural disasters and man-made disasters today are very tangible
not only for developing countries but also for technologically advanced countries. The total
losses currently for developed countries are 5–10% of GDP or more. In value terms, the total
losses exceed 350 billion dollars (Figure 5).

Extreme losses are also attributed to individual catastrophic events. The losses from the hurricane
Katrina (USA, 2005) amounted to 140 billion dollars. The accident at the Sayano-Shushenskaya
hydroelectric power station resulted in the death of 75 people and damaged over 7.5 billion
Roubles. Tsunami and the accident at the nuclear power plant “Fukushima” (Japan, 2011) led to
the death of 20,000 people and damage of over $ 300 billion.

Based on the analysis of statistical data and estimates, modern man-caused hazards are
characterized by the following values [2]:

• in the frequency of occurrence of failures, accidents, and disasters (1/year): objects of
technical regulation 101–100; hazardous industrial facilities 100–10�1; critical objects 10�1–
10�2; strategically important objects 10�2–10�3;

• in economic losses (dollars): objects of technical regulation 103–105; hazardous industrial
facilities 104–107; critical objects 105–109; strategically important facilities 106–1011;

• in the risks of failures, accidents, and disasters: objects of technical regulation 103–105;
hazardous industrial facilities 104–106; critical objects 104–107; strategically important
objects.

The given statistical data can serve as a basis for categorizing man-made hazards according to
the levels of risks of accidents and catastrophes. Risk diagrams can be represented by a power
law of the following type:

R τð Þ ¼ Cu U τð Þf gm (17)

where CU is a coefficient that depends on the dimension of the coordinates; m is an indicator
that depends on the type of object.

Probabilistic Modeling in System Engineering12

For natural disasters, natural-technogenic, and technogenic accidents and disasters, the value
of m is in the range 0.3–1.0. For technogenic accidents and disasters, m = 0.55–0.60. The
principal feature of distribution of losses according to the probabilities is that for critical and
strategically important objects, large losses occur, leading to “heavy tails” of distributions.

The development and implementation of large infrastructure projects based on the achieve-
ments of science and technology not only dramatically increased opportunities in all areas of
the world community but also created high risks of man-caused and natural-technogenic
catastrophes at a global level. Modern engineering systems have destructive energy potential
comparable to those of natural disasters. At the same time, the possibilities of parrying and
localizing technogenic catastrophes are limited, despite the achievements of scientific and
technological progress.

3. Solving engineering problems using probabilistic modelling

3.1. Probabilistic modelling of safe crack growth and estimation of the durability of
structures

Crack growth up to a critical size under cyclic and long-term static loading is a rather complex
process, which can be described by various crack growth equations. Methods for estimation of
the lifetime of structures containing defects can be developed on the basis these equations.
However, there are insufficient studies of the probabilistic aspects of crack growth, which
greatly limit the opportunity for practical applications of these methods. To overcome this
restriction, probabilistic models of the crack growth have been developed. This part presents

Figure 5. Losses from catastrophes of recent decades [3].
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the results, in a generalized manner, of these studies involving the probabilistic modelling of
safe crack growth and the estimation of the durability of a structure [18, 19].

Probabilistic factors of crack growth are present both at the micro- and macro-levels of
deforming materials. At a micro-level, these factors are the structural heterogeneity of materials
and the heterogeneity of the stress-deformed conditions of local zones at the level of grain size.
The important factors at the macro-level include the heterogeneity of intensely deformed zones
of structural elements, the uncertainty of form, size, and orientation of cracks, and the dispersion
in the evaluation of the cyclic crack growth resistance of materials. It is an extremely complex
problem to develop probabilistic models of crack growth that reflect all levels of the process.
Therefore, our main attention is directed to probabilistic models that handle macro-level factors.

Three models can represent crack growth: a discrete model with casual moments of time; a
continuous model with casual increments at fixed time intervals; and discrete continuous
model with casual increments of both types. In all cases, the conditions of irreversibility δlτ ≥
0 and kinetic conditions apply

dl
dτ

¼ φ Δσ; lτð Þ (18)

The problem of probabilistic modelling of the crack growth consists of the assignation of
probabilistic features of trajectories l(τ), which adequately describe real processes. The prob-
lem of the probabilistic estimation of functions f(l|τ) and f(τ|l) on given probabilistic features
of the trajectories. Modelling trajectories can be carried out on the basis of models of the theory
of casual processes, empirical models, and probabilistic models of fracture mechanics.

The theory of casual processes offers a wide spectrum of models. Among the analytical
models, it is possible to consider diffusive models as being the most respective. The use of
diffusive models allows one to write the kinetic function in the manner of:

l τð Þ ¼ a l; τð Þdτþ b l; τð Þdw τð Þ (19)

Modelling of processes with jumps requires that the kinetic function given by Eq. (19) must
contain an additional component, that is:

l τð Þ ¼ l 0ð Þ þ
ð

τ

a l τð Þ; τf gdτþ
ð

τ

b l τð Þ; τf gdw τð Þ þ
ð

τ

θ l; τð Þdτ (20)

The models represented by Eqs. (18)–(20) allow one to directly obtain the densities of the distri-
bution of defects f(l|τ) or durability f(τ|l). In particular, Eq. (19) creates a diffusive durability
distribution of kind:

f τjlf
� � ¼ Φ

aτ� lf
b
ffiffiffiffiffiffiffiffiffiffi
aτ=lf

p
( )

þ exp
2a2

b2

� �
Φ � aτþ lf

b
ffiffiffiffiffiffiffiffiffiffi
aτ=lc

p
( )

(21)

It is necessary to point out that such diffusive models present difficulties with respect to a
physical interpretation of the parameters. So, if the physical sense of functions a, b, θ are
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understood, then the sense of component w remains unclear. Nevertheless, as will be shown
later, the practical use of this approach gives rather efficient results.

Using a Monte Carlo method can be considered as another effective approach. The advantage
of this method is the possibility to use determined forms of the equations of the crack growth
with casual parameters. Let us consider an example of the kinetic equation. As is known, it has
the form:

dl
dN

¼ C ΔKð Þm ¼ C Δσ
ffiffiffiffiffi
πl

p
φ lð Þ

n om
(22)

If one accepts that parameters C, m, Δσ, l are casual variables with given probability distribu-
tion functions, use of the Monte Carlo method allows one to obtain casual realizations of the
process trajectory l(N) for a given number N of loading cycles:

l Nð Þ ¼
ðlf

l0

l�m=2 φ lð Þð Þm�1

2
64

3
75
�1

C
XN

j¼1

σmj

8<
:

9=
; (23)

Distribution densities f(l|τ) or f(τ|l) in the case are a result of frequent realizations of the model
expressed by Eq. (23). Obviously, the determination of specified probability distributions is a
complex and labour-consuming task, and representative statistics on the parameters of cyclic
crack resistance are not available at present.

The most productive approach is a creation of special probabilistic models, the parameters of
which can be determined by means of fracture mechanics. Assuming the fundamental basis of
the mechanics of the crack growth, a probabilistic kinetic model can be formulated in the
manner of:

l τð Þ ¼ εNPN þ ετpτ (24)

Increments can be calculated by means of fracture mechanics. As a first approximation, it is
possible to suppose that these values are the parts of the plastic zone at the crack front, where
deformations reach the fracture state ef. Using an energy notation of crack growth, the proba-
bilities can be written as follows:

pN ¼ 1� exp � WN

WfN

� �α� �
, pε ¼ 1� exp � Wε=Wfε

� �βn o
(25)

Obviously, the values of WN and Wε are widely variable, while WfN and Wfε only slowly
change. It is possible to estimate values of WN and Wε by means of computational fracture
mechanics.

The presented models contain initial defect sizes l(0). Therefore, probabilistic models of the
distributions of the defect sizes must be included into the main models. Statistical studies of
defects in welded joints show that it is possible to use a two-parameter Weibull distribution as
a basic probabilistic model for distribution of defect sizes:
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f lð Þ ¼ γ
θ

l
θ

� �γ�1

exp � l
θ

� �γ� �
(26)

An estimation of the parameters of Eq. (26) for structures of different types shows that param-
eter of form γ changes from 0.4 to 4.0. The second parameters θ changes over rather wide
limits (from 1.5 mm to 25 mm and more).

These probabilistic models were used to study crack kinetics in the welded joints for high-
pressure vessels and estimation of durability and reliability functions. The results of calcula-
tion reflect the character of the model trajectories over a range of dispersion in the function l(τ),
which corresponds to those observed in laboratory experiments.

The empirical Paris-Erdogan model, in combination with the statistical simulation method,
was used for modelling kinetic of crack growth in the weld joint of a pipeline in the nuclear
reactor VVER-1000. Processing of the results of the probabilistic modelling of the crack kinetics
allowed one to estimate reliability functions for a weld joint fracture as is shown in Figure 6.

Figure 6. Reliability functions for hermetic breach criterion (1) and fracture criterion (2).
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Producing complete probabilistic diagrams of integrity is a major prospect. These diagrams are
based on information gained from the same model. The structure of complete probabilistic
diagrams of integrity is shown in Figure 7. A complete probabilistic diagram of integrity
presents itself as a number of sections of a surface connecting three parameters: probability P,
safety factor n, and durability N. They allow one to estimate the durability and probability of
its attainment. Additionally, there is a possibility for a decision of an inverse task—the defini-
tion of probability that for a chosen safety factor, a certain durability will be achieved. Thus, a
complete probabilistic diagram of integrity presents itself as a number of sections of a surface
connecting three parameters: probability P, safety factor, and durability.

3.2. Reliability and risk assessment of metal-liner composite overwrapped pressure
vessels

Metal-composite pressure vessels (MCOPVs) have found a wide application in aerospace
and aeronautical industries. Such vessels should combine the impermeability and high weight
efficiency with enhanced long-term safety and durability. To meet these requirements, theoretical

Figure 7. A complete probabilistic integrity diagrams: (a) probability of fatigue, (b) durability distributions, and (c)
functions of equal safety factors.
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safety factor n, and durability N. They allow one to estimate the durability and probability of
its attainment. Additionally, there is a possibility for a decision of an inverse task—the defini-
tion of probability that for a chosen safety factor, a certain durability will be achieved. Thus, a
complete probabilistic diagram of integrity presents itself as a number of sections of a surface
connecting three parameters: probability P, safety factor, and durability.

3.2. Reliability and risk assessment of metal-liner composite overwrapped pressure
vessels

Metal-composite pressure vessels (MCOPVs) have found a wide application in aerospace
and aeronautical industries. Such vessels should combine the impermeability and high weight
efficiency with enhanced long-term safety and durability. To meet these requirements, theoretical

Figure 7. A complete probabilistic integrity diagrams: (a) probability of fatigue, (b) durability distributions, and (c)
functions of equal safety factors.
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and experimental studies on the mechanics of deformation and failure of MCOPVs are requi-
red [20].

Investigate reliability and risk fractures were based on results of numerical stress analysis and
experimental tests’ full-scale samples of MCOPV. The construction of MCOPV was having an
axisymmetric ellipsoid-like shell of revolution with the minor to major diameter ration of
about 0.6 (Figure 8a). The thin-welded liner was made of VT1–0 titanium alloy. The composite
shell was formed by helical winding of IMS-60 carbon fibres impregnated with a polymer
matrix. The stress analysis of MCOPV under internal pressure was performed using the finite
element method. The calculations were carried out with finite element models developed to
reflect all significant geometric and deformation characteristics of the composites vessel
(Figure 8b).

Actual MCOPVs structures will exhibit a non-uniform distribution of stresses and deformation
owing to a number of factors. These include the nuances of liner geometry and its interaction
with the overwrap winding pattern, the relative stiffness of the liner to the overwrap, the liner-
overwrap interface slips characteristics, and the presence of incompatible curvature changes.
Load equilibrium in the bimaterial vessels requires that the total applied pressure be equal to
the sum of the pressure carried by the individual components.

Taking this into account, the calculation of reliability function R(P, τ) included the evaluation
of two components: the reliability R(DM) at the beginning of service and the reliability R(τ, σ)
during operation—R(P, τ) = R(DM)�R(t, σ). The component R(DM) was estimated by means
of a conventional “load-strength” model, assuming the Gaussian law for load and strength
values of MCOPV [20]:

R DMð Þ ¼ Prob DM > 1f g ¼ Φ
μf � μpffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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where Φ is the standard normal distribution function; μf, μp are median values for P and Pf; Vf,
Vp are coefficients of variations for P and Pf, DM = Pf/P is design safety margins.

Figure 8. A metal-lined composite pressure vessel: calculation scheme (a), finite element model (b).
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The Phoenix approach based on the Weibull reliability model was used to determine the term
R(τ, σ). To account the influence of structural-mechanical heterogeneity of MCOPV, a reference
measure M0 was introduced. It is assumed that within M0, the deformation of material is
uniform. The probability of failure-free operation R(τ, σ) can be expressed as follows:

R τ; σð Þ ¼ exp � M
M0

τ
τc

σP
σf

� �α� �β( )
(28)

where M is the total “scale” of MCOPV; τ is the time; τc is the characteristic (reference) time,
which can be considered as time of failure during static test; σp is stress corresponding to
operating pressure Р; σf is stress at burst pressure; and α, β are statistic parameters.

Risk assessment was performed on the basis of an analysis of possible mechanisms of MCOPV
destruction. The event of fracture of the MCOPV decays into two events: the destruction event
of the liner and the event of destruction of the power composite shell. In the first case, the main
parameter controlling the state of the liner is deformation, and in the second case, the stresses
in the composite shell are the determining parameter:

Riskf g ! Leakagef g ! Pf τ; εð Þ ¼ P τjεp ≥ εf
� �

Fracturef g ! Pf τ;σð Þ ¼ P τjσp ≥σf
� �

(
(29)

Reliability functions R(t,σ) for MCOPV in the orbit are shown in Figure 9. As can be seen from
the figure, while ensuring the homogeneity of the properties of the composite sheath and

Figure 9. Functions of reliability depending on the time and the stress level σр/σс.
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operating stresses not exceeding 0.5 of the strength level of the composite material, the reliabil-
ity of MCOPV is ensured at a level of at least 0.999 at the end of operation time in orbit. When
the relative stresses level is increased to 0.6, high reliability is ensured only in the first 500 h of
operation. The load level of more than 0.6 is unacceptable for the MCOPVs.

Quantitative risk assessments were performed for the most dangerous scenarios. The risk
calculation was performed for the time moments 1000 h (the beginning work on the orbit)
and 15,000 h (at the end work on the orbit). The calculation of the risk fracture of MCOPV was
carried out according to the Phoenix approach, replacing the standard fracture stress of the
composite σf by the numerical or experimental estimate of the actual value of the composite
strength σc.

The results of the calculation are presented in the Table 1. The obtained risk assessments can
be regarded as tentative, since they do not take into account possible processes of creep of liner
and composite under load during the MCOPV operation. It should be noted that obtained
values of the probabilities of destruction of the MCOPV belong to the class of extremely
unlikely events. Therefore, the risk of destruction of the MCOPV in the orbit can be considered
acceptable.

4. Conclusion

This chapter provided some aspects to probabilistic modelling in solving analytical problems
of system engineering. The main tasks of engineering design are analysis of system operation
from the moment of the conception and substantiation of the initial idea to the moment of
writing off and wrapping the product so that it does not fail during the service period. When
solving these problems, variability in the employed materials, loads, manufacturing process,
testing techniques, and application inevitably arise. Probabilistic models and probabilistic
methods proceed from the fact that various uncertainties are inevitable end essential features
of the nature on an engineering system or design and provide ways of dealing with quantities
whose values cannot be predicted with absolute certainty. Unlike deterministic methods,

Type of destruction Risk fracture of MCOPV

7-layer shell 9-layer shell

Leakage breach of liner in the test 1.3 � 10�6 1.1 � 10�6

Leakage breach of liner in the space (orbit)

at the beginning work 1.1 � 10�8 2.5 � 10�9

at the end work 2.8 � 10�7 6.3 � 10�8

Fracture of MCOPV in the space

at the beginning work 2.4 � 10�8 4.7 � 10�9

at the end work 1.8 � 10�6 3.7 � 10�7

Table 1. Calculated estimates of risk fracture of MCOPV.
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probabilistic approaches address more general and more complicated situations, in which
behaviour of the engineering system cannot be determined with certainty in each particular
experiment or a situation. Probabilistic models enable one to establish the scope and limits of
the application of deterministic theories and provide a solid basis for substantiated and goal-
oriented accumulation and the effective use of empirical data. Realizing the fact that probabil-
ity of failure of engineering system is never zero, probabilistic methods enable one to quanti-
tative assess the degree of uncertainty in various factors, which determine the safety of system
and design on this basis a system with a low probability of failure.

Analysis of the largest man-caused and natural-technogenic catastrophes of recent years indi-
cates the need to improve methods and means of ensuring the safety of the engineering
systems. One of the main ways in this direction is to improve the historically established
system of forming the scientific basis for engineering calculations of the characteristics of
strength, stability, durability, reliability, survivability, and safety. Of decisive importance is the
need to switch to a new methodological framework and principles for ensuring the safety of
engineering systems by the criteria for risks of accidents and disasters. A special role in this
direction is that security defines all the main groups of requirements for engineering systems:
strength, rigidity, stability, reliability, survivability, and risk.
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Abstract

Abilities of “smart systems” for processing information, adaptation to conditions of uncer-
tainty, and performance of scientifically proven preventive actions in real time are analyzed.
Basic probabilistic models and technologies for the analysis of complex systems, using
“smart systems,” ways of generation of probabilistic models for prognostic researches of
the new systems projected, modernized, or transformed, are proposed. The proposed
methods are described to predict risks to lose integrity for complex structures on the given
prognostic time and rationale of preventive measures considering admissible risk, estimate
“smart system” operation quality, and predict in real time the mean residual time before the
next parameter abnormalities. The methods and technologies are implemented on the level
of the remote monitoring systems. The application is illustrated on the examples of the joint-
stock company “Siberian Coal Energy Company.”

Keywords: analysis, method, model, prediction, probability, quality, risk, safety, smart
system, technology

1. Introduction

All next years and decades form an epoch of using smart systems. What about the usefulness
of smart systems for prediction and rationale of preventive measures against possible threats?
To answer this question, we address to some definitions.
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According to ISO Guide 73, in general, case risk is defined as the effect of uncertainty on
objectives. An effect is a deviation from the expected—positive and/or negative. Objectives
can have different aspects (such as financial, health and safety, and environmental goals) and
can be applied at different levels (such as strategic, organization-wide, project, product, and
process). Risk is often characterized by reference to potential events and consequences or a
combination of these. Risk may be estimated by a probability of potential events, leading to
effects considering consequences. The chapter, including examples, is focused on events lead-
ing to losses of system integrity (often with negative consequences). But it does not limit a
generality of proposed approaches.

According to ISO/IEC/IEEE 15288 “Systems and software engineering—System life cycle pro-
cesses,” a system is a combination of interacting elements organized to achieve one or more
stated purposes. An enabling system is a system that supports a system of interest during its
life cycle stages but does not necessarily contribute directly to its function during operation. A
system of systems (SoS) is a system of interest whose elements are themselves systems. A SoS
brings together a set of systems for a task that none of the systems can accomplish on its own.
Each constituent system keeps its own management, goals, and resources while coordinating
within the SoS and adapting to meet SoS goals. The research covers systems defined in itself as
“smart” system or using “smart” systems (see Figure 1).

For modern or perspective system or for a system of systems from the point of view of
prediction and rationale of preventive measures against possible threats, the “smart” systems
are and will be used as the systems in itself or as system elements or enabling systems. In a

Figure 1. To the definition of “smart system” in a system.
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general case, “smart” is a mnemonic acronym, giving criteria to guide in the setting of objec-
tives, and “smart systems” are defined as miniaturized devices that incorporate functions of
sensing, actuation, and control (www.wikipedia.org, www.thefullwiki.org).

Developing existing researches [1–17], this manuscript includes correct probabilistic interpre-
tation of risk prediction effectively using “smart” systems, some original basic probabilistic
models for risk prediction, the improvement of existing risk control concept, and approaches
for solving some problems of industrial safety for coal branch.

2. Probabilistic interpretation of risk prediction for effective using
“smart” systems

Because “smart” possibilities allow to forecast a future, we should view probabilistic vision of
event prediction, its scientific interpretation, and, unfortunately, some existing illusory vision.
Here, from the scientific point of view for anticipating dangerous development of events, it is
difficult to construct an adequate probability distribution function (PDF) [1–4] of time between
losses of system integrity. Damage may be to some extent estimated on practice (we will
consider that the deviations in estimations can reach 100%). Therefore, leaving an estimation
of a possible damage out of the work, we will stop on researches of a probabilistic component
of risk. What deviations in risk predictions are possible here? To answer this question, it is
necessary to understand typical metrics and engineering methods of risk predictions, in defi-
nition and concept to use “admissible risk,” and then to compare various variants.

In practice probabilistic estimations of system integrity losses are quite often carried out by the
frequency of emergencies or any adverse events. For example, with reference to safety, it can be
frequencies of different danger threats influences, leading to a damage. That is, frequency
replaces estimations of probability (risk to lose integrity of system during prognostic period). It
is correct? From probability theory it is known that for defined PDF one of its characteristics is
the mathematical expectation (Texp.). In turn, for PDF of time between losses of system integrity,
the mathematical expectation is the mean time between neighboring losses of system integrity
Texp., and moreover the frequency λ of system integrity losses is equal to 1/Texp. If to be guided
only by frequency λ (with ignoring PDF) in practice, a large deviation may take place. Indeed, a
probability that event has occurred till moment Texp. can be equal to 0.00 for approximation by
deterministic (discrete) PDF and 0.36 for exponential approximation (see Figure 2). That is, as a
result of erroneous choice of PDF, characterized by identical λ, the enormous difference may
take place! On the one hand, it means ambiguity of a probabilistic estimation of events, being
guided only on frequency λ, and on the other hand, a necessity of search (or creations) of more
adequate PDF of time between losses of system integrity is very high.

Often today, engineers prefer exponential PDF: R(t, λ) = 1 – exp. (�λ∙t). If, for example, for
1 year of prognostic period to put λ about 10�3 times in a year or less, then under Taylor’s
expansion R(t, λ) ≈ λ∙t with accuracy o(λ2∙t2). And, if t = 1 year, the absolute value of frequency
practically coincides with the value of probability. But if value λ∙t increases, it is capable to
exceed 1 and by definition generally cannot be perceived as probability. Resume: focusing on
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According to ISO Guide 73, in general, case risk is defined as the effect of uncertainty on
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within the SoS and adapting to meet SoS goals. The research covers systems defined in itself as
“smart” system or using “smart” systems (see Figure 1).

For modern or perspective system or for a system of systems from the point of view of
prediction and rationale of preventive measures against possible threats, the “smart” systems
are and will be used as the systems in itself or as system elements or enabling systems. In a

Figure 1. To the definition of “smart system” in a system.
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probability is correct from the point of view of universal risk metric. And, focusing on fre-
quency may be incorrect if λ∙t is approximately more than 10�3.

The special importance has the concept of “admissible risk.” The matter is that there should be a
result of the consent of all parties involved in unsafe business on condition that it does not ruin
business; by all it is unequivocally estimated and interpreted (not excluding emergencies) and is
scientifically proven. In practice frequently the “admissible risk” is interpreted as “border strip,”
i.e., it is supposed that if it does not cross this “border strip,” the system integrity cannot be lost.
But in reality it is not so! The residual risk always remains. In operation research the similar
restrictions are considered as a starting point for the decision of synthesis problems, connected
with searching effective preventive measures of system integrity in life cycle. The complex use of
these measures promotes in retaining the risk on the admissible level. It is the typical approach
which should work correctly. And how does it work in practice?

Here, it is to quite pertinently address the developed form of the quantitative requirements,
connected with the level of admissible risks. The elementary forms of requirements are:

• “A frequency λ of system integrity losses should not exceed admissible level λadm.”

• “Probability to lose integrity of system during time Treq should not exceed admissible
level Radm. (Treq).”

• Their combination.

What engineering explanations occur in practice? They are as follows:

• If the limitation on the admissible level of probability Radm. (Treq) is set, it means that
crossing “border strip” should not occur on an interval of time from 0 to Treq. For
exponential approximations there is an unequivocal functional dependence: λadm. = � ln
(1- Radm. (Treq)). That is, this dependence means that a given value of admissible probabil-
ity Radm. (Treq) corresponds unequivocally with a value of the maximum frequency of
system integrity losses.

Figure 2. For the same λ, a probability that event has occurred can be equal to 0.00 for approximation by deterministic
PDF and 0.36 for exponential PDF approximation.
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• If the limitation on the admissible level of maximum frequency of system integrity losses
λadm. is set, it means that for exponential approximations the function of probability from
time t is considered: R(t, λadm.) = 1 – exp. (�λadm.∙t). That is, this is the same “border strip”
but in the form of the function from t and without an obvious binding to value Treq. This
level of limitation by function Radm. (Treq) is logically to interpret also as “admissible” for
the period of time from 0 to t. Admissible risk in the point of probability Padm. (treq.) for
time treq. May be prolonged on the level of PDF by exponential distribution and the
admissible frequency of system integrity losses λ = � ln(1- Рadm. (treq.)). It is convenient,
but is it adequate? In reality a vision about exponential PDF for behavior of “smart”
system may be roughly erroneous (see Figure 3).

Despite obvious incompleteness of the elementary forms of requirements to “admissible risks”
(in reality, only the limitations in one or several points) and the absence of interrelations with a
kind of real PDF of time between losses of system integrity (depending frommany parameters:
structure of system, heterogeneity of threats, different measures of counteraction to threats,
etc.), these forms have got accepted by engineering community. In the further statement of the
work, wewill be guided by these elementary forms of requirements to “admissible risks.” They
also allow to extract latent knowledge from the results of adequate probabilistic modeling.

Today, specifications of safety in different fields characterize a frequency λ of system integrity
losses at the level 10�3–10�7 times a year. As a matter of fact, it is one danger event for 1000 years,
i.e., cannot be tested in system life! In practice it can be estimated bymeans of mathematical and/
or physical modeling. And, from statistics we know only that at the Russian systems of oil and
gas industry, thousand emergencies are annually. But, the number of incidents with a compre-
hensible result (with prevented emergencies) is usually a hundred times more!

Accordingly, there is an important question: what frequencies of system integrity losses should
be used for risk predictions and where does it take? If these are only the frequencies of emergen-
cies, the predicted risks will be essentially underestimated! These final frequencies are output

Figure 3. About erroneous vision of exponential PDF approximation instead of more adequate approximation.
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• If the limitation on the admissible level of maximum frequency of system integrity losses
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i.e., cannot be tested in system life! In practice it can be estimated bymeans of mathematical and/
or physical modeling. And, from statistics we know only that at the Russian systems of oil and
gas industry, thousand emergencies are annually. But, the number of incidents with a compre-
hensible result (with prevented emergencies) is usually a hundred times more!

Accordingly, there is an important question: what frequencies of system integrity losses should
be used for risk predictions and where does it take? If these are only the frequencies of emergen-
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instead of input data for modeling. Estimate, please: if to be guided by these frequencies and to
consider that 50–70% of failures are the result of “human factor,” it should mean that the
frequency of critical errors from “human factor” on systems is about one time in thousand years!
However, that is not so in real life! Errors are committed much more often. But they are under
control, and the majority of them is in due time corrected. As consequence of these counteraction
measures, required system integrity (including safety) is reached. The answer arises obviously:
the frequency λ of system integrity losses used at risk predictions itself should pay off by the
results of probabilistic modeling. Indeed, for adequate risk prediction, there is an important
frequency of all the primary incidents (including neutralized incidents at the expense of control
measures, maintenance, and timely reaction on initial signs of threat development).

Consideration of “smart” system possibilities for proactive diagnostics of system integrity,
monitoring of conditions, and recovering the lost integrity allows to create more adequate

Figure 4. The possible variants of correlations of the limitations to admissible risks, exponential, and an adequate PDF of
time between losses of system integrity with identical frequency of system integrity losses λ.

Figure 5. All requirements to admissible risk are met for an adequate PDF of time between losses of system integrity.
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PDF for risk predictions. In Figure 4 the limitations to admissible risks, fragment of exponen-
tial, and an adequate PDF of time between losses of system integrity with identical frequency
of system integrity losses are demonstrated. The errors in comparison with vision in Figure 3
are noted.

An example when all requirements to admissible risk are met is presented on Figure 5. It is the
right understanding of probabilistic vision of event prediction with scientific interpretation
considering situations in Figure 4.

3. Some basic probabilistic models for risk prediction

Considering possibilities of “smart” systems, two general technologies of providing protection
in different spheres are described: proactive periodical diagnostics of system integrity (tech-
nology 1) and additionally monitoring between diagnostics (technology 2) including recovery
of integrity [2–3, 6–10]. These models allow to create more adequate PDF of time before the
next event of the lost integrity.

3.1. The models for the systems that are presented as one element (“black box”)

Technology 1 is based on proactive diagnostics of system integrity that are carried out period-
ically to detect danger occurrences into a system or consequences of negative influences. The
lost system integrity can be detected only as a result of diagnostics, after which the recovery of
integrity is started. Dangerous influence on system is acted step by step: at first a danger
occurrence into a system and then after its activation begins to influence. System integrity
cannot be lost before an occurred danger is activated. A danger is considered to be realized
only after a danger has activated and influenced on a system. Otherwise, the danger will be
detected and neutralized during the next diagnostic.

Note: it is supposed that used diagnostic tools allow to provide system integrity recovery
after revealing of danger occurrences into a system or consequences of influences.

Technology 2, unlike the previous one, implies that operators alternating each other trace
system integrity between diagnostics. In case of detecting a danger, an operator recovers
system integrity (ways of dangers removing and system recovery are the same as for technol-
ogy 1). Faultless operator’s actions provide a neutralization of a danger. When a complex
diagnostic is periodically performed, this time operators are alternated. An occurrence of a
danger is possible only if an operator makes an error, but a dangerous influence occurs if the
danger is activated before the next diagnostic.

The probability of system operation with required safety and quality within the given
prognostic period (i.e., probability of success) may be estimated as a result of using the next
models for technologies 1 and 2. Assumption: for all time input characteristic, the probability
distribution functions exist. Risk R(Treq) to lose integrity (safety, quality, or separate property,
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e.g., reliability), i.e., to be though one time in “red” range during period Treq, is addition to 1
for probability P(Treq) of providing system integrity (“probability of success,” i.e., to be in
“green” or “yellow” ranges all period Treq). R(Treq) =1-P(Treq) considering consequences.

The next variants for technologies 1 and 2 are possible: variant 1—the given prognostic period
Treq is less than established period between neighboring diagnostics (Treq < Tbetw. + Tdiag);
variant 2—the prognostic period Treq is more than or equals to established period between
neighboring diagnostics (Treq ≥ Tbetw. + Tdiag). Here, Tbetw. is the time between the end of
diagnostic and the beginning of the next diagnostic, and Tdiag is the diagnostic time.

The next formulas for PDF of time between the losses of system integrity are proposed [2–3].

PDF for the model of technology 1 (variant 1): Under the condition of independence for character-
istics, the probability of providing system integrity for variant 1 is equal to

P 1ð Þ Treq
� � ¼ 1�Ωoccur

∗ Ωactiv Treq
� �

, (1)

where Ωoccur(t) is the PDF of time between neighboring occurrences of danger (from the
“green” to the “yellow” range), mathematical expectation Toccur = σ�1; Ωactiv(t) is the PDF of
activation time of occurred danger (threat: from the first input at the “yellow” range to the first
input in the “red” range), and mathematical expectation is β. The PDF Ωoccur(t) and Ωactiv(t)
may be exponential (see rationale in [6]). For different threats a frequency of dangers for these
PDF is the sum of frequencies of every kind of threats.

PDF for the model of technology 1 (variant 2): Under the condition of independence for character-
istics, the probability of providing system integrity for variant 2 is equal to

ð2Þ

where N = [Тreq./(Тbetw. + Тdiag.)] may be real (for PDF) or the integer part (for estimation of
deviations).

Trmn ¼ Treq �N Tbetw þ Tdiag
� �

:

The probability of providing system integrity within the given time P(1)(Tgiven) is defined by
Eq. (1).

PDF for the model of technology 2 (variant 1): Under the condition of independence for character-
istics, the probability of providing system integrity for variant 1 is equal to

ð3Þ

Here, A(τ) is the PDF of time between operator’s errors. A(τ) may be exponential PDF (see
rationale in [6]).

PDF for the model of technology 2 (variant 2): Under the condition of independence of character-
istics, the probability of providing system integrity for variant 2 is equal to
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ð4Þ

where the probability of providing system integrity within the given time P(1)(Treq.) is defined
by Eq. (3).

The final clear analytical formulas for modeling are received by Lebesgue integration of
expression (3).

The models are applicable to the system presented as one element. The main result of such
system modeling is a probability of providing system integrity or of losses of system integrity
during the given period of time. If a probability for all points Тreq. from 0 to ∞ will be
calculated, a trajectory of the PDF for each combined element depending on threats, periodic
control, monitoring, and recovery time is automatically synthesized.

3.2. Probabilistic approach to estimate “smart” system operation quality

In general case “smart” system operation always aims to provide reliable and timely produc-
ing the complete, valid and, if needed, confidential information for its proper further prag-
matic use, including incorporate functions of sensing, actuation, and control. And, potential
threats to “smart” system operation are influencing the used information (Figure 6).

In general case a probabilistic space (Ω, B, P) for an evaluation of system operation processes is
proposed, whereΩ is the limited space of elementary events; B is the class of all subspace ofΩ
space, satisfied to the properties of σ-algebra; and P is the probability measure on a space of
elementary events Ω. Because Ω = {ωk} is limited, there is enough to establish a reflection
ωk ! pk = P(ωk) like that pk ≥ 0 and

P
kpk ¼ 1. Such space (Ω, B, P) is built [6] and proposed

for use because “smart” system may be considered as specially focused information system,
incorporating functions of sensing, actuation, and control. The proposed analytical models and
calculated measures are as follows [6]:

“The model of function performance by a complex system in conditions of unreliability of its
components” (the measures: TMTBF is the mean time between failures; Prel.(Тgiven) is the prob-
ability of reliable operation of IS, composed by subsystems and system elements, during the

Figure 6. Potential threat realization to “smart” system operation on the level of used information.
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PDF for the model of technology 2 (variant 2): Under the condition of independence of character-
istics, the probability of providing system integrity for variant 2 is equal to
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ð4Þ

where the probability of providing system integrity within the given time P(1)(Treq.) is defined
by Eq. (3).

The final clear analytical formulas for modeling are received by Lebesgue integration of
expression (3).

The models are applicable to the system presented as one element. The main result of such
system modeling is a probability of providing system integrity or of losses of system integrity
during the given period of time. If a probability for all points Тreq. from 0 to ∞ will be
calculated, a trajectory of the PDF for each combined element depending on threats, periodic
control, monitoring, and recovery time is automatically synthesized.

3.2. Probabilistic approach to estimate “smart” system operation quality

In general case “smart” system operation always aims to provide reliable and timely produc-
ing the complete, valid and, if needed, confidential information for its proper further prag-
matic use, including incorporate functions of sensing, actuation, and control. And, potential
threats to “smart” system operation are influencing the used information (Figure 6).

In general case a probabilistic space (Ω, B, P) for an evaluation of system operation processes is
proposed, whereΩ is the limited space of elementary events; B is the class of all subspace ofΩ
space, satisfied to the properties of σ-algebra; and P is the probability measure on a space of
elementary events Ω. Because Ω = {ωk} is limited, there is enough to establish a reflection
ωk ! pk = P(ωk) like that pk ≥ 0 and

P
kpk ¼ 1. Such space (Ω, B, P) is built [6] and proposed

for use because “smart” system may be considered as specially focused information system,
incorporating functions of sensing, actuation, and control. The proposed analytical models and
calculated measures are as follows [6]:

“The model of function performance by a complex system in conditions of unreliability of its
components” (the measures: TMTBF is the mean time between failures; Prel.(Тgiven) is the prob-
ability of reliable operation of IS, composed by subsystems and system elements, during the

Figure 6. Potential threat realization to “smart” system operation on the level of used information.
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given period Тgiven; and Pman(Тgiven) is the probability of providing faultless man’s actions
during the given period Тgiven).

“The model complex of call processing” (the measures for the different dispatcher technologies
(for unpriority call processing in a consecutive order for single-tasking processing mode, in a
time-sharing order for multitasking processing mode; for priority technologies of consecutive
call processing with relative and absolute priorities; for batch call processing; for combination
of technologies above): the mean wait time in a queue; the mean full processing time, including
the wait time; Ptim is the probability of well-timed processing during the given time; the
relative portion of all well-timed processed calls; the relative portion of well-timed processed
calls of those types for which the customer requirements are met Ctim).

“The model of entering into IS current data concerning new objects of application domain”
(the measure: Pcompl is the probability that IS contains complete current information about the
states of all objects and events).

“The model of information gathering” (the measure: Pactual. is the probability of IS information
actuality on the moment of its use).

“The model of information analysis” (the measures: Pcheck is the probability of error absence
after checking; the fraction of errors in information after checking; Pprocess is the probability of
correct analysis results obtained; the fraction of unaccounted essential information).

“The model complex of dangerous influences on a protected system” (the measures: Pinf.l.(Тgiven)
is the probability of required counteraction to dangerous influences from threats during the
given period Тgiven).

“The model complex of an authorized access to system resources” (the measures: Pprot is the
probability of providing system protection from an unauthorized access by means of barriers;
Pconf. (Тgiven) is the probability of providing information confidentiality by means of all barriers
during the given period Тgiven).

These models, supported by different versions of software Complex for Evaluation of Infor-
mation Systems Operation Quality, patented by Rospatent№2,000,610,272 (CEISOQ+), may be
applied and improved for solving such system problems in “smart” system life cycle as
rationale of quantitative system requirements to hardware, software, users, staff, and technol-
ogies; requirement analysis; estimation of project engineering decisions and possible danger;
detection of bottlenecks; investigation of problems concerning potential threats to system
operation and information security; testing, verification, and validation of “smart” system
operation quality; rational optimization of “smart” system technological parameters; and
rationale of projects and directions for effective system improvement and development.

3.3. The generation of new models for complex systems

The basic ideas of correct integration of probabilistic metrics are based on a combination and
development of the offered models [2–3, 6–10]. For a complex system estimation with parallel
or serial structure, new models can be generated by methods of probability theory. For this
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purpose in analogy with reliability, it is necessary to know a mean time between losses of
integrity for each element. Let’s consider the elementary structure from two independent
parallel elements that means logic connection “OR” or series elements that means logic con-
nection “AND” (see Figure 7).

The PDF of time between neighboring losses of ith element integrity is Вi(t) = Р (τi ≤ t); then:

(1) Time between losses of integrity for system combined from series connected independent
elements is equal to a minimum from two times τi: failure of the first or second elements (i.e.,
the system goes into a state of lost integrity when either the first or second element integrity
will be lost). For this case the PDF of time between losses of system integrity is defined by
expression

ð5Þ

(2) Time between losses of integrity for system combined from parallel connected independent
elements (hot reservation) is equal to a maximum from two times τi: failure of the first or
second elements (i.e., the system goes into a state of lost integrity when both the first and
second element integrity will be lost). For this case the PDF of time between losses of system
integrity is defined by expression

ð6Þ

Note: The same approach is studied also by Prof. E. Ventcel (Russia) in 80th who has formu-
lated the trying tasks for students.

Thus, an adequacy of probabilistic models is reached by the consideration of real processes of
control, monitoring, and element recovery for complex structure. Applying recurrently expres-
sions (5)–(6), it is possible to create PDF of time between losses of integrity for any complex
system with parallel and/or series structure.

The known kind of the more adequate PDF allows to define accordingly mean time between
neighboring losses of system integrity Texp. (may be calculated from this PDF as mathematical
expectation) and a frequency λ of system integrity losses λ = 1/ Texp..

Risk to lose integrity (safety, quality, or separate property, e.g., reliability) is an addition to 1 for
probability of providing system integrity (correct system operation or “probability of success”)
R = 1�P. The formulas for probabilistic modeling technologies 1 and 2 and the proofs of them
are proposed in [2–3, 6].

All these ideas are implemented by the software technologies of risk prediction for complex
systems, for example, the “mathematical modeling of system life cycle processes,” “know-how”

Figure 7. Illustration of system, combined from series (left) or parallel (right) elements.
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given period Тgiven; and Pman(Тgiven) is the probability of providing faultless man’s actions
during the given period Тgiven).

“The model complex of call processing” (the measures for the different dispatcher technologies
(for unpriority call processing in a consecutive order for single-tasking processing mode, in a
time-sharing order for multitasking processing mode; for priority technologies of consecutive
call processing with relative and absolute priorities; for batch call processing; for combination
of technologies above): the mean wait time in a queue; the mean full processing time, including
the wait time; Ptim is the probability of well-timed processing during the given time; the
relative portion of all well-timed processed calls; the relative portion of well-timed processed
calls of those types for which the customer requirements are met Ctim).

“The model of entering into IS current data concerning new objects of application domain”
(the measure: Pcompl is the probability that IS contains complete current information about the
states of all objects and events).

“The model of information gathering” (the measure: Pactual. is the probability of IS information
actuality on the moment of its use).

“The model of information analysis” (the measures: Pcheck is the probability of error absence
after checking; the fraction of errors in information after checking; Pprocess is the probability of
correct analysis results obtained; the fraction of unaccounted essential information).

“The model complex of dangerous influences on a protected system” (the measures: Pinf.l.(Тgiven)
is the probability of required counteraction to dangerous influences from threats during the
given period Тgiven).

“The model complex of an authorized access to system resources” (the measures: Pprot is the
probability of providing system protection from an unauthorized access by means of barriers;
Pconf. (Тgiven) is the probability of providing information confidentiality by means of all barriers
during the given period Тgiven).

These models, supported by different versions of software Complex for Evaluation of Infor-
mation Systems Operation Quality, patented by Rospatent№2,000,610,272 (CEISOQ+), may be
applied and improved for solving such system problems in “smart” system life cycle as
rationale of quantitative system requirements to hardware, software, users, staff, and technol-
ogies; requirement analysis; estimation of project engineering decisions and possible danger;
detection of bottlenecks; investigation of problems concerning potential threats to system
operation and information security; testing, verification, and validation of “smart” system
operation quality; rational optimization of “smart” system technological parameters; and
rationale of projects and directions for effective system improvement and development.

3.3. The generation of new models for complex systems

The basic ideas of correct integration of probabilistic metrics are based on a combination and
development of the offered models [2–3, 6–10]. For a complex system estimation with parallel
or serial structure, new models can be generated by methods of probability theory. For this
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purpose in analogy with reliability, it is necessary to know a mean time between losses of
integrity for each element. Let’s consider the elementary structure from two independent
parallel elements that means logic connection “OR” or series elements that means logic con-
nection “AND” (see Figure 7).

The PDF of time between neighboring losses of ith element integrity is Вi(t) = Р (τi ≤ t); then:

(1) Time between losses of integrity for system combined from series connected independent
elements is equal to a minimum from two times τi: failure of the first or second elements (i.e.,
the system goes into a state of lost integrity when either the first or second element integrity
will be lost). For this case the PDF of time between losses of system integrity is defined by
expression

ð5Þ

(2) Time between losses of integrity for system combined from parallel connected independent
elements (hot reservation) is equal to a maximum from two times τi: failure of the first or
second elements (i.e., the system goes into a state of lost integrity when both the first and
second element integrity will be lost). For this case the PDF of time between losses of system
integrity is defined by expression

ð6Þ

Note: The same approach is studied also by Prof. E. Ventcel (Russia) in 80th who has formu-
lated the trying tasks for students.

Thus, an adequacy of probabilistic models is reached by the consideration of real processes of
control, monitoring, and element recovery for complex structure. Applying recurrently expres-
sions (5)–(6), it is possible to create PDF of time between losses of integrity for any complex
system with parallel and/or series structure.

The known kind of the more adequate PDF allows to define accordingly mean time between
neighboring losses of system integrity Texp. (may be calculated from this PDF as mathematical
expectation) and a frequency λ of system integrity losses λ = 1/ Texp..

Risk to lose integrity (safety, quality, or separate property, e.g., reliability) is an addition to 1 for
probability of providing system integrity (correct system operation or “probability of success”)
R = 1�P. The formulas for probabilistic modeling technologies 1 and 2 and the proofs of them
are proposed in [2–3, 6].

All these ideas are implemented by the software technologies of risk prediction for complex
systems, for example, the “mathematical modeling of system life cycle processes,” “know-how”

Figure 7. Illustration of system, combined from series (left) or parallel (right) elements.
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(registered by Rospatent №2,004,610,858), and “complex for evaluating quality of production
processes” (patented by Rospatent№2,010,614,145) [8–9].

4. The improvement of existing risk control concept

The purposed approach to improve existing risk control concept includes (see Figure 8) [11–17]:

• Creation and perfection of probabilistic models for problem decision

• Automatic combination and generation of new probabilistic models

• Forming the storehouse of risk prediction knowledge

• For storehouse, dozens of variants of the decision of typical industrial problems for risk
control

For example, system, combined from complex interested system and “smart” system (also it
may be SoS), can be analyzed by the formula (5) and probabilistic models described above (see
Figure 9). The correct operation of this system of system during the given period means during
the given period of prediction both the first and the second complex systems should operate
correctly according their destinations. That is, integrated system is in the state “Integrity
(correct operation)” if “AND” the interested system left and “AND” the “smart” system right
are in the state “Integrity (correct operation).”

Thus, the proposed improved that risk control concept can be useful to perform effectively
functions: risk prediction; rationale of quantitative system requirements to hardware, software,
users, staff, and technologies; requirement analysis; estimation of project engineering decisions
and possible danger; detection of bottlenecks; investigation of problems concerning potential
threats to operation of complex systems; validation of system operation quality; rational
optimization of system parameters; and rationale of plans, projects, and directions for effective
system utilization, improvement, and development. The expected pragmatic effect is as fol-
lows: it is possible to provide essential system quality and safety rise and/or avoid wasted
expenses in system life cycle bases on the rational application of improved concept.

Figure 8. The purposed approach to improve existing risk control concept.
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5. About some problems of industrial safety for coal branch

As an example of effectively solving the problems of industrial safety, we consider an experi-
ence of the joint-stock company “Siberian Coal Energy Company (SUEK)” (see www.suek.
com). SUEK is one of the world’s largest coal companies with production assets in Russia and
a global trading network. SUEK delivers long-term value to shareholders at every stage of the
value chain—mining, processing, transportation, and shipment—through port facilities, sales,
and distribution (Figure 10). This value chain includes different SoS. In practice many SoS of
SUEK use “smart” systems [11, 14].

Below are the aspects researched:

• Probabilistic analysis of the remote monitoring system (RMS) possibilities for increasing
industrial safety of critical infrastructure safety (CIS).

• Estimating in real time the mean residual time before the next parameter abnormalities
considering the results of the control of equipment and technological process conformity
to the set normative in real time.

5.1. Probabilistic analysis of the remote monitoring system possibilities

For coal branch the developments of mine, buildings, and constructions should be equipped
by a complex of systems and means that provide the organization and implementation of coal

Figure 9. System of two different complex systems (serial combination) for modeling integrated system.

Figure 10. The SUEK value chain includes “smart” systems everywhere.
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• Automatic combination and generation of new probabilistic models

• Forming the storehouse of risk prediction knowledge

• For storehouse, dozens of variants of the decision of typical industrial problems for risk
control
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may be SoS), can be analyzed by the formula (5) and probabilistic models described above (see
Figure 9). The correct operation of this system of system during the given period means during
the given period of prediction both the first and the second complex systems should operate
correctly according their destinations. That is, integrated system is in the state “Integrity
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and possible danger; detection of bottlenecks; investigation of problems concerning potential
threats to operation of complex systems; validation of system operation quality; rational
optimization of system parameters; and rationale of plans, projects, and directions for effective
system utilization, improvement, and development. The expected pragmatic effect is as fol-
lows: it is possible to provide essential system quality and safety rise and/or avoid wasted
expenses in system life cycle bases on the rational application of improved concept.
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and distribution (Figure 10). This value chain includes different SoS. In practice many SoS of
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• Probabilistic analysis of the remote monitoring system (RMS) possibilities for increasing
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considering the results of the control of equipment and technological process conformity
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work safety and technological and productions control in normal and emergency conditions.
This complex of systems and means should be integrated into multifunctional safety system
(MFSS) with the following main functions:

• Monitoring and prevention of conditions of occurrence of geodynamic, aerologic, and
technogenic danger.

• The control of technological process conformity to the set normative in real time.

• Application of counteremergency protection systems.

The usual approaches to critical infrastructure safety (CIS) which have been developed in last
dozen years, based on many respects on subjective safety estimations “on places”, have
reached a high but not sufficient level of efficiency. For the account of interests of all interested
parties and the further business development today, rethinking system possibilities of applied
information technologies for increasing safety and extracting the innovative effects are not
used fully till now.

Search of cardinal directions of improving CIS, favorable to business and the state, has led to
comprehension of sharp necessity and expediency of creation and implementation of remote
monitoring system (RMS) that is an important part of MFSS. RMS transforms an internal
information support of separate CIS in a mode of a needed transparency and wide availability
of CIS state in real time for all interested and responsible parties. Along with it on the basis of
rational RMS implementation, the transition from the existing subjective expert approach to
the risk-based approach for critical infrastructure safety receives necessary information filling.

The proposed probabilistic analysis of RMS operation in their influence on integral risks to lose
system integrity is based on researching real remote monitoring systems implemented in
Russia for oil and gas CIS. In application to composed and integrated CIS with RMS and
without RMS, the earlier models, developed by authors, are used [1–10]. The received results
are applicable for an analytical rationale of system requirements to RMS, system definition of
the balanced preventive measures of systems, and subsystem and element integrity support at
limitations on resources and admissible risks.

Requirements to monitoring and prognosis for critical systems are established at the level of
many international standards, for example, ISO 17359, ISO 13381–1, ISO 13379, IEC 61508–1
[18–21], etc. Today, a monitoring of parameter conditions is carried out to increase reliability
and industrial safety of critical systems, improve their health management, and provide pre-
dictive maintenance and operation efficiency. Here, critical systems are understood as objects
of dangerous manufacture and the equipment, energy objects, power and transport systems,
and others. Different data about current conditions of parameters become accessible in real
time. So, for coal mine some of many dozens of heterogeneous parameters are for ventilation
equipment (VE) (temperature of rotor and engine bearings, a current on phases, and voltage of
stator) and for modular decontamination equipment (MDE) (vacuum in the pipeline, the
expense and temperature of a metano-air mix in the pipeline before equipment, pressure in
system of compressed air, etc.). Effects from RMSmay be reached on the basis of gathering and
analytical processing in real time the information on controllable parameters of objects moni-
tored (see Figure 11). RMS is intended for a possibility of prediction, the prevention of possible
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emergencies, minimization of a role of human factor regarding control, and supervising func-
tions. The role of RMS is defined by their functions, to the basic of which concern:

• Remote continuous monitoring of CIS condition in real time (gathering data about key
parameters of technological processes; gathering and processing data of industrial inspec-
tion, the information of technical condition and equipment diagnostics, and the informa-
tion on the presence of failures and incidents; and results of system recovery, etc.)

• Analytical data processing

• Prediction of risks to lose object integrity

• Display of parameter conditions and predictions with the necessary level of details

In this subsection analytical decomposition and the subsequent integration of complex systems
are used according to propositions above in Sections 1–4. Admissible conditions (ranges) of
traced parameters for each element, the reservation possibilities, implemented technologies of
the control, and recovery of integrity are considered.

RMS is intended for a possibility of prediction, the prevention of possible emergencies, mini-
mization of a role of human factor regarding control, and supervising functions. It may be
reached on the basis of gathering and analytical processing in real time the information on
controllable parameters of objects monitored. For example, objects monitored for oil and gas
CIS are the technological equipment and processes of extraction, transportation, refining, the
personnel, systems, and means of safety support.

Figure 11. Example of reaction in real time.
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work safety and technological and productions control in normal and emergency conditions.
This complex of systems and means should be integrated into multifunctional safety system
(MFSS) with the following main functions:

• Monitoring and prevention of conditions of occurrence of geodynamic, aerologic, and
technogenic danger.

• The control of technological process conformity to the set normative in real time.

• Application of counteremergency protection systems.

The usual approaches to critical infrastructure safety (CIS) which have been developed in last
dozen years, based on many respects on subjective safety estimations “on places”, have
reached a high but not sufficient level of efficiency. For the account of interests of all interested
parties and the further business development today, rethinking system possibilities of applied
information technologies for increasing safety and extracting the innovative effects are not
used fully till now.

Search of cardinal directions of improving CIS, favorable to business and the state, has led to
comprehension of sharp necessity and expediency of creation and implementation of remote
monitoring system (RMS) that is an important part of MFSS. RMS transforms an internal
information support of separate CIS in a mode of a needed transparency and wide availability
of CIS state in real time for all interested and responsible parties. Along with it on the basis of
rational RMS implementation, the transition from the existing subjective expert approach to
the risk-based approach for critical infrastructure safety receives necessary information filling.

The proposed probabilistic analysis of RMS operation in their influence on integral risks to lose
system integrity is based on researching real remote monitoring systems implemented in
Russia for oil and gas CIS. In application to composed and integrated CIS with RMS and
without RMS, the earlier models, developed by authors, are used [1–10]. The received results
are applicable for an analytical rationale of system requirements to RMS, system definition of
the balanced preventive measures of systems, and subsystem and element integrity support at
limitations on resources and admissible risks.

Requirements to monitoring and prognosis for critical systems are established at the level of
many international standards, for example, ISO 17359, ISO 13381–1, ISO 13379, IEC 61508–1
[18–21], etc. Today, a monitoring of parameter conditions is carried out to increase reliability
and industrial safety of critical systems, improve their health management, and provide pre-
dictive maintenance and operation efficiency. Here, critical systems are understood as objects
of dangerous manufacture and the equipment, energy objects, power and transport systems,
and others. Different data about current conditions of parameters become accessible in real
time. So, for coal mine some of many dozens of heterogeneous parameters are for ventilation
equipment (VE) (temperature of rotor and engine bearings, a current on phases, and voltage of
stator) and for modular decontamination equipment (MDE) (vacuum in the pipeline, the
expense and temperature of a metano-air mix in the pipeline before equipment, pressure in
system of compressed air, etc.). Effects from RMSmay be reached on the basis of gathering and
analytical processing in real time the information on controllable parameters of objects moni-
tored (see Figure 11). RMS is intended for a possibility of prediction, the prevention of possible
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emergencies, minimization of a role of human factor regarding control, and supervising func-
tions. The role of RMS is defined by their functions, to the basic of which concern:

• Remote continuous monitoring of CIS condition in real time (gathering data about key
parameters of technological processes; gathering and processing data of industrial inspec-
tion, the information of technical condition and equipment diagnostics, and the informa-
tion on the presence of failures and incidents; and results of system recovery, etc.)

• Analytical data processing

• Prediction of risks to lose object integrity

• Display of parameter conditions and predictions with the necessary level of details

In this subsection analytical decomposition and the subsequent integration of complex systems
are used according to propositions above in Sections 1–4. Admissible conditions (ranges) of
traced parameters for each element, the reservation possibilities, implemented technologies of
the control, and recovery of integrity are considered.

RMS is intended for a possibility of prediction, the prevention of possible emergencies, mini-
mization of a role of human factor regarding control, and supervising functions. It may be
reached on the basis of gathering and analytical processing in real time the information on
controllable parameters of objects monitored. For example, objects monitored for oil and gas
CIS are the technological equipment and processes of extraction, transportation, refining, the
personnel, systems, and means of safety support.

Figure 11. Example of reaction in real time.
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The role of RMS is defined by their functions, to the basic of which concern:

• Remote continuous monitoring of CIS condition in real time (gathering data about key
parameters of technological processes; gathering and processing data of industrial inspec-
tion, the information of technical condition and equipment diagnostics, and the informa-
tion on the presence of failures and incidents; and results of system recovery, etc.)

• Analytical data processing

• Prediction of risks to lose CIS integrity

• Display of CIS conditions and predictions with the necessary level of details

Unlike the usual control which is carried out at enterprises (when the state supervising body in
the field of industrial safety and frequently also the enterprise/holding bodies of the industrial
safety control receive the information only upon incident or failure, not possessing the actual
information about deviations at an initial stage when still it is possible to prevent failure), RMS
translates the control, a transparency of CIS conditions, the important real-time information
(about the facts and predictions), and also necessity of proper response to critical deviations for
absolutely new time scale characterized as the scale of real time, measured by seconds-
minutes.

Effects from the remote control can be reached only when quality of RMS operation is pro-
vided. It means that it is reliable and timely producing the complete, valid, and, if needed,
confidential information by RMS.

Generally, system analysis of RMS operation consists in evaluation of reliability, timeliness,
completeness, validity, and confidentiality of the used information. In special cases for com-
pound subsystems and system elements, not all measures may be used. For example, for a
subsystem of information security enough to use the measures to evaluate protection from an
unauthorized access and information confidentiality during the given time period. Depen-
dence of the purposes of researching RMS can be decomposed to the level of compound
subsystems and separate elements (see Figure 6).

In this case according to the system engineering principles, the operation quality of every
component should be evaluated.

For evaluating integral RMS operation quality, the next measure is proposed: the probability of
providing reliable and timely representation of the complete, valid, and confidential informa-
tion during the given time (РRMS(Тgiven)).

In general case

where all measures are calculated by the models proposed in Section 2.

For complex structures the ideas of combination of the models is proposed in [15]. It allows in
an automatic mode to generate new models at the expense that there is possible evaluation of
the measures above.
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When not all system elements and subsystems are captured by RMS capabilities, two sub-
systems, operated in different time scales, are cooperated in the CIS. A part of CIS, captured
RMS, is served in real time, and the other part is in a usual time scale (with information
gathering by a principle “as it is possible to receive”). In many critical situations, this usual
time scale cannot be characterized as adequate to a reality. With the use of the offered
approach, the system with usual control (UC), used for CIS, i.e., without RMS application,
can be estimated. Generally, the analyzed critical infrastructure is presented as a combination
“System+RMS” and usual “System without RMS.” And, “System+RMS” is a combination of
“Structure for RMS” and “RMS” (see Figure 12). For these systems some measures of the
information delivery may not answer requirements of real time—“System+RMS” because
RMS operation quality is inadequate and “System without RMS” without RMS.

All the great number of the factors characterizing threats to analyzed critical infrastructure is
considered as 100%, and total frequency of dangerous deviations is designated through λ∑.
Frequency of potentially dangerous deviations traced by “System + RMS” is designated
(λRMS). Frequency of occurrence of other potentially dangerous deviations which are not
traced by RMS (i.e., for “System without RMS”) is designated (λ∑ � λRMS).

For “System + RMS” the RMS operation quality during the time of prediction Тgiven is evalu-
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prediction Тgiven, designated as RRMS(Тgiven), can be evaluated by the earlier methods [2–3,
5–17]. For the usual “System without RMS,” the same measures РUC(Тgiven) and RUC(Тgiven)
can be used with specified value of input for probabilistic modeling.

Then, in general form, the risk R(Тgiven) to lose integrity for analyzed critical infrastructure
during the time of prediction Тgiven can be evaluated by the formula:
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The role of RMS is defined by their functions, to the basic of which concern:
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In general case

where all measures are calculated by the models proposed in Section 2.

For complex structures the ideas of combination of the models is proposed in [15]. It allows in
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the measures above.
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where expression in square brackets is a probability of successful operation of analyzed critical
infrastructure. Depending on the made risk definition in special cases, it can be interpreted as
probability of safe or reliable operation or probability of norm observance for critical parame-
ters of the equipment or others in the conditions of associated potential threats. The case
λ∑ = λRMS means full capture of critical infrastructure by RMS capabilities.

5.2. Estimating the mean residual time before the next parameter abnormalities

Unfortunately, in the world the universal approach to adequate prognosis of the future param-
eter conditions on the basis of current data is not created yet. The uncertainty level is too high.
Nevertheless, in practice for each concrete case, subjective expert estimations, regression anal-
ysis of collected data, and simulation are often used. And, probabilistic models applied in
some cases contain many simplifications, and they frequently do not consider an infrastructure
of complex systems, heterogeneity of threats, distinctions in technologies of the control, and
recovery of integrity for various elements of these systems [2–3]. The same aspects and also
rarity of many random events (with some exceptions) do an ineffective statistical estimation of
residual time before the next parameter abnormalities. At the same time, scientifically proven
prognosis of a residual time resources is necessary for acceptance of preventive measures on
timely elimination of the abnormality reasons. The above-stated characterizes an actuality of
this and similar researches for different industrial areas [11–17].

Traced conditions of parameters are data about a condition before and on the current moment
of time, but always the future is more important for all. With the use of current data, respon-
sible staff (mechanics, technologists, engineers, etc.) should know about admissible time for
work performance to maintain system operation. Otherwise, because of ignorance of a residual
time resource before abnormality, the necessary works are not carried out. That is, because of
ignorance of this residual time, measures for prevention of negative events after parameter
abnormalities (failures, accidents, damages, and/or the missed benefit because of equipment
time out) are not undertaken. And, on the contrary, knowing residual time before abnormality,
these events may be avoided, or the system may be maintained accordingly. For monitored
critical system, the probabilistic method to estimate the mean residual time before the next
parameter abnormalities for each element and whole system is proposed.

By principles of system engineering (e.g., according to ISO/IEC/IEEE 15288), the complex
system is decomposed to compound subsystems and elements with formal definition of states
(see Figure 13).

For every valuable subsystem (element), monitored parameters are chosen, and for each
parameter, the ranges of possible values of conditions are established: “In working limits,”
“Out of working range, but inside of norm,” and “Abnormality” (interpreted similarly light
signals (“green,” “yellow,” “red”) (see Figure 14). The condition “Abnormality” characterizes a
threat to lose system integrity (on the logic level, this range “Abnormality” may be interpreted
analytically as failure, fault, unacceptable risk or quality, etc.).
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For avoiding the possible crossing of a border of “Abnormality,” a prediction of residual time,
which is available for preventive measures, according to gathered data about parameter
condition fluctuations considering ranges, should be carried out. For prediction the following
are proposed: (1) a choice of probabilistic models for construction (PDF of time before the next
abnormality for one element (“black box”)), (2) development of the algorithm of generation
(PDF of time before the next abnormality for complex system), and 3) formalization of
calculative methods of estimating the mean residual time before the next parameter abnormal-
ities for monitored critical system.

The method allows to estimate residual time before the next parameter abnormality (i.e., time
before the first next coming into “red” range) [14].

The method allows to estimate residual time before the next parameter abnormality Tresid(1) for a
given admissible risk Radm.(Treq) to lose integrity. The estimated Tresid(1) is the solution t0 of equation:

ð7Þ

concerning of unknown parameter t, i.e., Tresid(1) = t0.

Here, R(Toccur, t, Tbetw, Tdiag, Тerr., Treq.) is the risk to lose integrity; it is addition to 1 for
probability P(Treq) of providing system integrity (“probability of success”), and for calculations
formulas (1)–(7) are used (see SubSection 3.1 of this article). So, for exponential PDF, formula
(1) transforms into formula.

Figure 13. Example of system decomposition.
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This formula is used for Eq. (7).

Toccur is the mathematical expectation of PDF Ωoccur (τ); it is defined by parameter statistics of
transition from “green” into “yellow” range (see Figure 3). The other parameters Tbetw and
Tdiag in formula (7) are known. The main practical questions are as follows: what about Treq.
and what about the given admissible risk Radm.(Treq)? For answering we can use the properties
of function R(Toccur, t, Tbetw, Tdiag, Тerr., Treq.):

• If parameter t increases from 0 to∞ for the same another parameters, the function R(…, t,…)
is monotonously decreasing from 1 to 0, i.e., if the mean activation time of occurred danger
(threat: from the first input at the “yellow” range to the first input in the “red” range) is
bigger, to lose integrity is less.

• If parameter Treq increases from 0 to ∞ for the same other parameters, the function R(…,Treq)
is monotonously increasing from 0 to 1, i.e., for large Treq risk approaches to 1.

It means that the such maximal x exists when t = x and Treq. = x and 0 < R(Toccur, x, Tbetw, Tdiag,
Тerr., x) < 1. That is, the residual time before the next parameter abnormality (i.e., time before
the first next coming into “red” range) is equal to the defined x with the confidence level of
admissible risk R(Toccur, x, Tbetw, Tdiag, Тerr., x).

For example, if Toccur = 100, Tbetw = 8 hours, Tdiag = 1 hour, Тerr. = 0, and Radm. = 0.05, unknown x
is defined from equation, considering (1), (7):

So, if Toccur = 100 days, for Radm. = 0.01 residual time x ≈ 2.96 weeks (considering decisions of
recovery problems of integrity every 8 hours).

Figure 14. Elementary ranges for parameter conditions.
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The method is implemented by RMS. At once after crossing “yellow” border from “green,” the
automatic prediction of the mean residual time before the next parameter abnormalities (from
the first input at the “yellow” range to the first input in the “red” range) is displayed (see
Figure 15).

Adequate reaction of responsible staff in real time is transparent for all interested parties.

5.3. About some effects from adequate probabilistic methods and technology applications

Some effects from the proposed adequate probabilistic methods and technologies of RMS are
estimated on the level of predicting risks to lose object safety (integrity) by PDF [16].

Example 5.3.1. According to statistics from multifunctional safety system (MFSS), a frequency
of occurrence of the latent or obvious threats is equal to once a month, and an average time of
development of threats (from occurrence of the first signs of a critical situation up to failure) is
about 1 day. A work shift is equal to 8 hours. The system control is used once for work shift,
and a mean duration of the system control is about 10 minutes (it is supposed that recovery of
object integrity is expected also for 10 minutes). The workers (they may be mechanics, technol-
ogists, engineers, etc.) of medium-level and skilled workers are capable to revealing signs of a
critical situation after their occurrence, and workers of the initial level of proficiency are
incapable. Medium-level workers can commit errors on the average not more often once a
month, and skilled workers are not more often once a year. How consideration of the qualifi-
cation level influences on predicted risks to lose object safety for a year and for 10 years?

The results of modeling. For workers of the initial level of proficiency, risks to lose object safety
are near 1 (losses of integrity are inevitable). For workers of medium-level of proficiency, risk
to lose object safety for a year is about 0.007 and for 10 years is about 0.067, and for skilled

Figure 15. Example of residual time and comments.
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This formula is used for Eq. (7).
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The method is implemented by RMS. At once after crossing “yellow” border from “green,” the
automatic prediction of the mean residual time before the next parameter abnormalities (from
the first input at the “yellow” range to the first input in the “red” range) is displayed (see
Figure 15).

Adequate reaction of responsible staff in real time is transparent for all interested parties.

5.3. About some effects from adequate probabilistic methods and technology applications

Some effects from the proposed adequate probabilistic methods and technologies of RMS are
estimated on the level of predicting risks to lose object safety (integrity) by PDF [16].
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of occurrence of the latent or obvious threats is equal to once a month, and an average time of
development of threats (from occurrence of the first signs of a critical situation up to failure) is
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critical situation after their occurrence, and workers of the initial level of proficiency are
incapable. Medium-level workers can commit errors on the average not more often once a
month, and skilled workers are not more often once a year. How consideration of the qualifi-
cation level influences on predicted risks to lose object safety for a year and for 10 years?

The results of modeling. For workers of the initial level of proficiency, risks to lose object safety
are near 1 (losses of integrity are inevitable). For workers of medium-level of proficiency, risk
to lose object safety for a year is about 0.007 and for 10 years is about 0.067, and for skilled
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Probabilistic Methods and Technologies of Risk Prediction and Rationale of Preventive Measures by Using…
http://dx.doi.org/10.5772/intechopen.75109

43



workers, risk equals to 0.0006 for a year and 0.0058 for 10 years because of effective monitoring
using RMS possibilities.

Example 5.3.2. We will concentrate on the analysis of errors of skilled workers from the point
of object safety. Raising adequacy of modeling, in addition to initial data of Example 5.3.1, we
will consider that mean recovery time of the lost integrity of object equals to 1 day instead of
10 minutes [10]. What effect may be from risk prediction?

Calculated PDF fragment shows (see Figure 16) that risk to lose object safety increases from
0.0006 (for a year) to 0.0119 (for 20 years). Thus, the calculation from PDF mean time between
neighboring losses of object safety Tmean equals to 493 years. That is, the frequency λ = 1/ Tmean

of system safety losses is about 0.002 times a year. It is 6000 times less (!) in comparison with a
primary frequency of occurrence of the latent or obvious threats (once a month). And, esti-
mated Tmean is almost 500 times more in comparison with a primary mean time between errors
of skilled workers (once a year). And, such effect can be reached at the expense of undertaken
control measures, monitoring, and system recovering in case of revealing in time the signs of
threat development. To the point, the frequency λ of system safety losses is extracted latent
knowledge from PDF, built in a calculated form.

If to compare with exponential approximation of PDF with the same frequency λ, the risk to
lose object safety will grow from level 0.002 (for a year) to 0.04 (for 20 years). These are also
extracted latent knowledge considering Taylor’s expansion R(t, λ) ≈ λ∙t (see Section 2). Differ-
ence is in 3.3–3.4 times more against adequate PDF. To feel, it is enough to ascertain that for
created PDF the border of admissible risk 0.002 will be reached for 3 years, not for 1 year as for
exponential PDF. That is, the real duration of effective object operation (i.e., without losses of
safety) is three times more!

Figure 16. Calculated PDF fragment for Example 5.3.2.
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Example 5.3.3. This allowed to estimate operation of object as “black box,” described by
characteristics of skilled workers. On dangerous manufacture critical operations are carried
out by skilled workers in interaction with RMS (including reservation and supports of
another). Formally, they operate as parallel elements with hot reservation. Thereby, the consid-
eration of such interaction allows to increase adequacy of modeling. Let’s estimate risk to lose
object safety for this variant (all input data for each from two parallel elements are the same
that in Example 5.3.2).

Calculated PDF fragment shows (see Figure 17) that risk to lose object safety increases from
0.0000003 (for a year) to 0.00014 (for 20 years). Thus, the mean time between neighboring
losses of object safety Tmean, calculated from known PDF, equals to 663 years. That is, the
frequency λ of system safety losses is about 0.0015 times a year. It is 8000 times less (!) in
comparison with a primary frequency of occurrence of the latent or obvious threats (once a
month). And, at the expense of reservation estimated, Tmean is 34.5% longer in comparison
with Tmean from Example 5.3.2.

If to compare with exponential approximation of PDF with the same frequency λ, the risk to
lose object safety will grow from level 0.0015 (for a year) to 0.03 (for 20 years). Difference is in
200–5000 times more against adequate PDF. The border of admissible risk 0.0015 will be
reached for 195 years, not for 1.3 year as for exponential PDF. That is, the real duration of
effective object operation (i.e., without losses of safety) is 150 times more! Such effect can be
reached at the expense of mutual aid (reservation and supports) of skilled workers using RMS.

Example 5.3.4. Come back to the SUEK value chain (see Figure 10). According to system
engineering principles (see ISO/IEC/IEEE 15288 and Figure 1), we decompose logically this
chain into nine serial components. Components from 1 to 6 are united by MFSS of mine,
component 7 is associated with washing factory, component 8 is associated with transport,
component 9 is associated with port (see Figure 18). For every element of this chain, a specific

Figure 17. Calculated PDF fragment for Example 5.3.3.

Probabilistic Methods and Technologies of Risk Prediction and Rationale of Preventive Measures by Using…
http://dx.doi.org/10.5772/intechopen.75109

45



workers, risk equals to 0.0006 for a year and 0.0058 for 10 years because of effective monitoring
using RMS possibilities.

Example 5.3.2. We will concentrate on the analysis of errors of skilled workers from the point
of object safety. Raising adequacy of modeling, in addition to initial data of Example 5.3.1, we
will consider that mean recovery time of the lost integrity of object equals to 1 day instead of
10 minutes [10]. What effect may be from risk prediction?
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neighboring losses of object safety Tmean equals to 493 years. That is, the frequency λ = 1/ Tmean
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primary frequency of occurrence of the latent or obvious threats (once a month). And, esti-
mated Tmean is almost 500 times more in comparison with a primary mean time between errors
of skilled workers (once a year). And, such effect can be reached at the expense of undertaken
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If to compare with exponential approximation of PDF with the same frequency λ, the risk to
lose object safety will grow from level 0.002 (for a year) to 0.04 (for 20 years). These are also
extracted latent knowledge considering Taylor’s expansion R(t, λ) ≈ λ∙t (see Section 2). Differ-
ence is in 3.3–3.4 times more against adequate PDF. To feel, it is enough to ascertain that for
created PDF the border of admissible risk 0.002 will be reached for 3 years, not for 1 year as for
exponential PDF. That is, the real duration of effective object operation (i.e., without losses of
safety) is three times more!
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set of threats exists. Let us analyze a system of such value chain. The typical systems of this
value chain, including MFSS, are:

1. The control system of ventilation and local airing equipment.

2. The system of modular decontamination equipment and compressed air control.

3. The system of air and gas control.

4. The system of air dust content control.

5. The system of dynamic phenomena control and forecasting.

6. The system of fire prevention protection.

7. The safety system of washing factory.

8. The safety system for transport.

9. The safety system of port.

What about the safety for analyzed value chain for existing threats considering possibilities of
remote monitoring systems (RMS), covering all components of chain?

Let’s put that the workers, interacted with RMS, participate in each chain process. Their
activity is modeled by the models of Section 3, considering examples above. The high ade-
quacy is reached by decomposition of chain system to nine logical subsystems, each of which

Figure 18. Illustration of system, combined from parallel and series subsystems.
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implements corresponding typical functions of Systems 1–9. Safety of whole value chain
system is provided, if “AND” the first subsystem, “AND” the second,…, and “AND” the ninth
subsystem safety are provided (see Figure 18). Reservation of elements for every subsystem is
explained by RMS possibilities. Those input data for every element are the same as in Example
5.3.3.

Calculated PDF fragment shows (see Figure 19) that risk to lose safety increases from 0.000003
(for a year) to 0.0013 (for 20 years). Thus, the mean time between neighboring losses of safety
Tmean equals to 283 years. That is, the frequency λ of system safety losses is about 0.0035 times
a year. It is 2.3 times more often against the results of Example 5.3.3. In comparison with a
primary frequency of occurrence of the latent or obvious threats (once a month), the frequency
λ is 3430 times lower!

For exponential approximation of PDF with the same frequency λ, the risk to lose safety will
grow from level 0.0035 (for a year) to 0.07 (for 20 years). Difference is in 54–1167 times more
against adequate PDF.

The border of admissible risk 0.002 will be reached for 24 years, not for 7 months as for
exponential PDF (see Section 2). That is, the real duration of effective operation (i.e., without
losses of safety) is 41 times more!

Example 5.3.5. Howmuch risks will increase, if in a system of value chain from Example 5.3.4
only medium-level workers are used?

Calculated PDF fragment shows (see Figure 20) that risk to lose safety increases from 0.0009
(for a year) to 0.25 (for 20 years). Thus, the mean time between neighboring losses of safety
Tmean equals to 24 years. That is, the frequency λ of system safety losses is about 0.04 times a
year. It is 11.4 times less often against the results of Example 4 for skilled workers. In

Figure 19. Calculated PDF fragment for Example 5.3.4.
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set of threats exists. Let us analyze a system of such value chain. The typical systems of this
value chain, including MFSS, are:
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6. The system of fire prevention protection.

7. The safety system of washing factory.

8. The safety system for transport.

9. The safety system of port.
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remote monitoring systems (RMS), covering all components of chain?

Let’s put that the workers, interacted with RMS, participate in each chain process. Their
activity is modeled by the models of Section 3, considering examples above. The high ade-
quacy is reached by decomposition of chain system to nine logical subsystems, each of which
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comparison with a primary frequency of occurrence of the latent or obvious threats (once a
month), the frequency λ is 21 times lower!

For exponential approximation of PDF with the same frequency λ, the risk to lose safety will
grow from level 0.04 (for a year) to 0.55 (for 20 years). Difference is 2.2–44.4 times more against
adequate PDF. The border of admissible risk 0.002 will be reached for 2 years, not for one
month as for exponential PDF. That is, the real duration of effective operation (i.e., without
losses of safety) is 24 times more!

6. Instead of conclusion

The proposed probabilistic methods help the system using “smart systems”:

• To predict risks to lose integrity for complex structures on the given prognostic time

• To rationale of preventive measures considering admissible risk

• To estimate “smart system” operation quality

• To predict in real time the mean residual time before the next parameter abnormalities

The algorithm of creating more adequate PDF of time between losses of system integrity,
considering for every element different threats, possibilities of control, monitoring, and recov-
ery, allows to improve accuracy of probability predictions in hundred-thousand times (!) in
comparison with exponential approximation.

The purposed approach allows to improve existing risk control concept, including creation
and perfection of probabilistic models for problem decision, automatic combination, and
generation of new probabilistic models, forming the storehouse of risk prediction knowledge;
for storehouse, dozens of variants of the decision of typical industrial problems for risk control.

Figure 20. Calculated PDF fragment for Example 5.3.5.
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The application of the methods and technologies by the joint-stock company “Siberian Coal
Energy Company,” implemented on the level of the remote monitoring systems, allowed to
rethink system possibilities for increasing reliability and industrial safety, improve
multifunctional safety systems, decrease risks, and provide predictive maintenance and oper-
ation efficiency in company value chain.
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Abstract

Different uncertainties are researched for providing safe and effective development of 
hydrocarbon deposits and rational operation of oil and gas systems (OGS). The original 
models and methods, applicable in education and practice for solving problems of sys-
tem engineering, are proposed. These models allow us to analyze natural and techno-
genic threats for oil and gas systems on a probabilistic level for a given prognostic time. 
Transformation and adaptation of models are demonstrated by examples connected with 
non-destructive testing. The measures of counteraction to threats for the typical manu-
facturing processes of gas preparation equipment on enterprise are analyzed. The risks 
for pipelines, pumping liquefied natural gas across the South American territory, are 
predicted. Results of probabilistic modeling of the sea gas and oil-producing systems 
from their vulnerability point of view (including various scenarios of possible terrorist 
influences) are analyzed and interpreted.

Keywords: analysis, modeling, operation, probability, process, risk, system, threat

1. Introduction

A history of development of the oil and gas industry all over the world, and in the Russian 
Federation, is impressive. Since 1930s large oil and gas fields have been opened; a huge num-
ber of oil refining and petrochemical factories are constructed. In recent years, the role of 
the gas branch has essentially increased; pipeline transport, thanks to which the basic part 
of Russia’s territory is provided with gas, oil and mineral oil, has actively developed; export 
of these products is carried out; there has been development of sea deposits. Hydrocarbon 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 3

Probabilistic Modeling Processes for Oil and Gas

Vsevolod Kershenbaum, Leonid Grigoriev,
Petr Kanygin and Andrey Nistratov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.74963

Provisional chapter

DOI: 10.5772/intechopen.74963

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons  
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,  
distribution, and reproduction in any medium, provided the original work is properly cited. 

Probabilistic Modeling Processes for Oil and Gas

Vsevolod Kershenbaum, Leonid Grigoriev, 
Petr Kanygin and Andrey Nistratov

Additional information is available at the end of the chapter

Abstract

Different uncertainties are researched for providing safe and effective development of 
hydrocarbon deposits and rational operation of oil and gas systems (OGS). The original 
models and methods, applicable in education and practice for solving problems of sys-
tem engineering, are proposed. These models allow us to analyze natural and techno-
genic threats for oil and gas systems on a probabilistic level for a given prognostic time. 
Transformation and adaptation of models are demonstrated by examples connected with 
non-destructive testing. The measures of counteraction to threats for the typical manu-
facturing processes of gas preparation equipment on enterprise are analyzed. The risks 
for pipelines, pumping liquefied natural gas across the South American territory, are 
predicted. Results of probabilistic modeling of the sea gas and oil-producing systems 
from their vulnerability point of view (including various scenarios of possible terrorist 
influences) are analyzed and interpreted.

Keywords: analysis, modeling, operation, probability, process, risk, system, threat

1. Introduction

A history of development of the oil and gas industry all over the world, and in the Russian 
Federation, is impressive. Since 1930s large oil and gas fields have been opened; a huge num-
ber of oil refining and petrochemical factories are constructed. In recent years, the role of 
the gas branch has essentially increased; pipeline transport, thanks to which the basic part 
of Russia’s territory is provided with gas, oil and mineral oil, has actively developed; export 
of these products is carried out; there has been development of sea deposits. Hydrocarbon 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



reservoirs, pipeline transport, oil refining and petrochemical factories, various storehouses of 
oil and gas, sea platforms and terminals and so on are examples of objects of modeling in oil 
and gas systems (OGS)—see Figure 1.

Technological processes of oil and gas branches are various. As a matter of fact, it is all a spec-
trum of processes from hydrocarbon extraction to end-product production. There are geologi-
cal and geophysical researches; drilling; developing of hydrocarbon reservoirs (both on land, 
shelves and on the sea); pipeline transport and oil and gas storage; refining and chemistry. 
The end production of oil and gas manufacturing is used in majority branches of the modern 
economy. Unfortunately, up-to-date claims for deposits of hydrocarbons are the reasons for 
international conflicts.

Features which are necessary for consideration for the creation of control systems by technologi-
cal processes and at construction are peculiar to the oil and gas branch. So technological processes 
are continuous, and objects are difficult and demand at the management level of performing syn-
ergistic researches. Objects of oil and gas manufacturing are technologically dangerous; there-
fore, the role of systems’ safety and ecological monitoring is significant. The initial information 
possesses are characterized by the high level of uncertainty generated by natural factors.

Figure 1. Objects of modeling.
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The automated dispatching control (ADC) meets the requirements of continuous technologi-
cal processes control (ADC is the heterogeneous man–machine control system of the techno-
logical process integrating the dispatcher with an information-operating system, providing 
automatic information gathering, transfer, processing and display [1, 2]).

Theoretical bases for creating heterogeneous control systems are at the formation stage. 
Effective ACD operation in general depends on the quality of modeling objects and manage-
rial processes. Problems of modeling for oil and gas systems should be considered for two 
levels:

• problems of technological process control taking into account features of oil and gas manu-
facture and.

• problems of monitoring and prediction of the integrated metrics, providing safe and com-
petitive development of the OGS enterprises.

In such a manner, the systemic uncertainty inherent in oil and gas technologies due to the 
specificity of the objects under study leads to the need for modeling oil and gas systems, 
the goal of which is ultimately to manage risks at all levels of the hierarchy and all stages of  
the life cycle [1–10].

The problems posed are quite sophisticated, due to the complexity of the systems being stud-
ied, the operation of which is clearly non-linear. And at the same time, it is highly an actual 
one, taking into account the noted role of the OGS in the economy of modern world.

The proposed probabilistic approaches, applicable in the system’s life cycle, help to answer 
the main question: “What rational measures should lead to expected effects without wasted 
expenses, when, by which controllable and uncontrollable conditions and costs?”

2. About the problems that are due to be solved by probabilistic 
modeling

Modeling demands the analysis of specificity for OGS, estimating existing uncertainties. 
Prominent features of objects of oil and gas manufacture, characterizing uncertainties and 
complexity of modeling are presented in Table 1.

The performed analysis has revealed prominent features of uncertainties for separate objects 
of oil and gas manufacture and has shown that probabilistic modeling, models for estimations 
and identifications, a method of Monte-Carlo, is widely and successfully applied for solving 
problems of technological process control. The nature of uncertainty of processes and objects 
of oil and gas manufacture is various; that is in many respects caused by long processes of 
hydrocarbon formation. Therefore, the occurrence of technology of evolutionary modeling as 
often named synergistic analysis (with the theory of non-linear systems and the self-organizing  
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fore, the role of systems’ safety and ecological monitoring is significant. The initial information 
possesses are characterized by the high level of uncertainty generated by natural factors.

Figure 1. Objects of modeling.
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The automated dispatching control (ADC) meets the requirements of continuous technologi-
cal processes control (ADC is the heterogeneous man–machine control system of the techno-
logical process integrating the dispatcher with an information-operating system, providing 
automatic information gathering, transfer, processing and display [1, 2]).

Theoretical bases for creating heterogeneous control systems are at the formation stage. 
Effective ACD operation in general depends on the quality of modeling objects and manage-
rial processes. Problems of modeling for oil and gas systems should be considered for two 
levels:

• problems of technological process control taking into account features of oil and gas manu-
facture and.

• problems of monitoring and prediction of the integrated metrics, providing safe and com-
petitive development of the OGS enterprises.

In such a manner, the systemic uncertainty inherent in oil and gas technologies due to the 
specificity of the objects under study leads to the need for modeling oil and gas systems, 
the goal of which is ultimately to manage risks at all levels of the hierarchy and all stages of  
the life cycle [1–10].

The problems posed are quite sophisticated, due to the complexity of the systems being stud-
ied, the operation of which is clearly non-linear. And at the same time, it is highly an actual 
one, taking into account the noted role of the OGS in the economy of modern world.

The proposed probabilistic approaches, applicable in the system’s life cycle, help to answer 
the main question: “What rational measures should lead to expected effects without wasted 
expenses, when, by which controllable and uncontrollable conditions and costs?”

2. About the problems that are due to be solved by probabilistic 
modeling

Modeling demands the analysis of specificity for OGS, estimating existing uncertainties. 
Prominent features of objects of oil and gas manufacture, characterizing uncertainties and 
complexity of modeling are presented in Table 1.

The performed analysis has revealed prominent features of uncertainties for separate objects 
of oil and gas manufacture and has shown that probabilistic modeling, models for estimations 
and identifications, a method of Monte-Carlo, is widely and successfully applied for solving 
problems of technological process control. The nature of uncertainty of processes and objects 
of oil and gas manufacture is various; that is in many respects caused by long processes of 
hydrocarbon formation. Therefore, the occurrence of technology of evolutionary modeling as 
often named synergistic analysis (with the theory of non-linear systems and the self-organizing  
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Object or process Distinctive factors (uncertainty) and applicable modeling tool

Geological structures (it is the 
isolated area of the earth shell, 
differing from the cross-border 
regions for the tectonic behavior, 
i.e. specific combination of the 
geological formations, its bedding 
and structuring conditions)

The text and cartographical information symbiosis is used. The most popular 
tasks: correlation analysis, cluster analysis, association theory, interpolation 
theory. The spatial data modeling with the variograms evaluation (the spatial 
correlation measure) and other estimations.

Natural phenomena modeling – one of the most progressive lines of the 
modern science. It is based on the digital models of the geological data 
combined with the spatial databases. The computer modeling tasks in the 
practical geology are solved with help of the modeling software packages. 
Actual tendencies of the geostatistics are connected with the development 
of: spatial analogues of the Monte-Carlo methods; approaches based on the 
multipoint statistics; hybrid models with artificial intelligence algorithms 
application; with additional information of the varied type and applications in 
the images processing and transfer area and others [11].

The Oil (it is typified as the oil 
disperse system)

In the oil disperse system the behavior principles and physical–chemical 
properties in the molecular or disperse state can be quite differ from each 
other, and this is the reason of the non-linear response while changing of 
the external input character and scale. Then the phase transitions occur, and 
system properties are changed in a qualitative manner. This field researches 
show that oil systems are structured at the nanoscale level, what creates the 
basics for the new technologies development in the oil and gas industry.

So the phase transitions are possible with the aggregate state changing. This 
is the object of the synergistic analysis; also the physical–chemical analysis 
models are applied; fractal analysis is used.

Hydrocarbons reservoirs They were formed for millions years. Recently the count of hypothesizes about 
the hydrocarbon reservoirs origin increased, and generally speaking the self-
organizing processes are typical for the oil and gas reservoirs.

Hydrocarbons reservoir rock

(it is mine rock containing the voids, 
i.e. the pores, cavities and others and 
having the potential to store and 
filtrate the fluids)

Porosity, permeability are the key indexes for the estimation task solution. The 
deformations are typical for the reservoir rocks. In certain cases it is needed to 
take into account the non-Newtonian fluid and to use the rheological models.

The most dependencies have the non-linear character.

The initial information has the statistical character, then the mathematical 
statistics and probabilistic modeling apparatus is actively applied. The 
percolation task is also has its special features.

Processes of the petrochemical 
industry and oil refining

Non-linear processes with catalysts’ application, and its activity, are varied 
with time. Most wide-spread modeling and engineering evaluations systems 
are actively used for the project design as well as the calculations providing in 
management.

Management of the oil production 
process

(Intelligent field, i.e. I-field)

While solving the problem of the hydrocarbons production on the reservoir 
the task of the adjusted management with Kalman filter application.

In classic case the adjusted management task supposes the object model 
correction with control input generation. Toward to the hydrocarbons 
reservoir the uncertainty is increased with the changing of the object 
characteristics while the reservoir development process.

The tasks of the estimation and identification are widely used and applied.
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processes, the determined chaos, fractal analysis, etc.) has considerably expanded possibili-
ties of the researches of the natural uncertainty of oil and gas manufacture.

Evolutionary processes as a development basis, actively acted not only the system analysis in a 
control context, but also for the decision of problems at level of organizational-economic man-
agement. At this level, the nature of uncertainty is connected with many criteria. In Figure 2,  
the evolution of risk-oriented criteria is shown: from economic criteria to competitiveness.

In different areas, the heterogeneous threats for complex systems are inevitable. The uncer-
tainties in the system’s life cycle are usual. Different problems, connected with evaluations, 
comparisons, selections, controls, system analysis and optimization, are solved by the proba-
bilistic modeling of processes according to system engineering standards (general–ISO/IEC/
IEEE 15288, ISO 9001, IEC 60300, 61,508, CMMI и т.д. and specific for the oil and gas industry 
ISO 10418, 13,702, 14,224, 15,544, ISO 15663, ISO 17776 etc.). The saved-up experience con-
firms the high importance of scientific system researches based on probabilistic modeling. 
For example, in general cases, prediction and optimization are founded on modeling different 
processes. Any process is a repeated sequence of consuming time and resources for outcomes’ 
receiving in all application areas. From the probability point of view, the moments for any 
activity beginning and ending are random events on the timeline. In practice, a majority of 
timed activities is repeated during the system’s life cycle (estimations, comparisons, analysis, 
rationale, etc.) [1–10]. See some problems that are due to be and can be solved by the mathe-
matical modeling of processes according to ISO/IEC/IEEE 15288 “Systems and software engi-
neering. System life cycle processes” in Figure 3. The applications of models allows one to 
manage rationally risks, raise the quality and safety of oil and gas systems and at the expense 
of them be successful in the market—see in Figure 4 the example of formalized problems 
which are solved on the basis of probabilistic modeling in the life cycle [6].

Object or process Distinctive factors (uncertainty) and applicable modeling tool

Management in the emergency 
situations and accidents

In the oil disperse system occur the negative phenomena, which are connected 
with the phase transitions in technological processes of the oil refining, 
hydrocarbons reservoirs development, wells drilling and other processes of 
the oil and gas industry.

These phenomena may include: the asphaltenes, paraffins and salts 
sedimentations, gas hydrates formation and others.

Physical–chemical analysis of the oil disperse systems is supposed to be the 
key point in development of the decisions support systems in the emergency 
situations.

Combined to the experimental researches practice the computer modeling at 
the molecular level is carried. Based on the results the type of the catastrophe 
is evaluated and the order parameter is identified.

Finally the recommendations to the management in the emergency situations 
are developed.

Table 1. Distinctive uncertainties of the objects and processes in the oil and gas industry.
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Object or process Distinctive factors (uncertainty) and applicable modeling tool
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In the oil disperse system the behavior principles and physical–chemical 
properties in the molecular or disperse state can be quite differ from each 
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So the phase transitions are possible with the aggregate state changing. This 
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Hydrocarbons reservoirs They were formed for millions years. Recently the count of hypothesizes about 
the hydrocarbon reservoirs origin increased, and generally speaking the self-
organizing processes are typical for the oil and gas reservoirs.

Hydrocarbons reservoir rock

(it is mine rock containing the voids, 
i.e. the pores, cavities and others and 
having the potential to store and 
filtrate the fluids)

Porosity, permeability are the key indexes for the estimation task solution. The 
deformations are typical for the reservoir rocks. In certain cases it is needed to 
take into account the non-Newtonian fluid and to use the rheological models.

The most dependencies have the non-linear character.

The initial information has the statistical character, then the mathematical 
statistics and probabilistic modeling apparatus is actively applied. The 
percolation task is also has its special features.

Processes of the petrochemical 
industry and oil refining

Non-linear processes with catalysts’ application, and its activity, are varied 
with time. Most wide-spread modeling and engineering evaluations systems 
are actively used for the project design as well as the calculations providing in 
management.

Management of the oil production 
process

(Intelligent field, i.e. I-field)

While solving the problem of the hydrocarbons production on the reservoir 
the task of the adjusted management with Kalman filter application.

In classic case the adjusted management task supposes the object model 
correction with control input generation. Toward to the hydrocarbons 
reservoir the uncertainty is increased with the changing of the object 
characteristics while the reservoir development process.

The tasks of the estimation and identification are widely used and applied.
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processes, the determined chaos, fractal analysis, etc.) has considerably expanded possibili-
ties of the researches of the natural uncertainty of oil and gas manufacture.

Evolutionary processes as a development basis, actively acted not only the system analysis in a 
control context, but also for the decision of problems at level of organizational-economic man-
agement. At this level, the nature of uncertainty is connected with many criteria. In Figure 2,  
the evolution of risk-oriented criteria is shown: from economic criteria to competitiveness.

In different areas, the heterogeneous threats for complex systems are inevitable. The uncer-
tainties in the system’s life cycle are usual. Different problems, connected with evaluations, 
comparisons, selections, controls, system analysis and optimization, are solved by the proba-
bilistic modeling of processes according to system engineering standards (general–ISO/IEC/
IEEE 15288, ISO 9001, IEC 60300, 61,508, CMMI и т.д. and specific for the oil and gas industry 
ISO 10418, 13,702, 14,224, 15,544, ISO 15663, ISO 17776 etc.). The saved-up experience con-
firms the high importance of scientific system researches based on probabilistic modeling. 
For example, in general cases, prediction and optimization are founded on modeling different 
processes. Any process is a repeated sequence of consuming time and resources for outcomes’ 
receiving in all application areas. From the probability point of view, the moments for any 
activity beginning and ending are random events on the timeline. In practice, a majority of 
timed activities is repeated during the system’s life cycle (estimations, comparisons, analysis, 
rationale, etc.) [1–10]. See some problems that are due to be and can be solved by the mathe-
matical modeling of processes according to ISO/IEC/IEEE 15288 “Systems and software engi-
neering. System life cycle processes” in Figure 3. The applications of models allows one to 
manage rationally risks, raise the quality and safety of oil and gas systems and at the expense 
of them be successful in the market—see in Figure 4 the example of formalized problems 
which are solved on the basis of probabilistic modeling in the life cycle [6].

Object or process Distinctive factors (uncertainty) and applicable modeling tool

Management in the emergency 
situations and accidents

In the oil disperse system occur the negative phenomena, which are connected 
with the phase transitions in technological processes of the oil refining, 
hydrocarbons reservoirs development, wells drilling and other processes of 
the oil and gas industry.

These phenomena may include: the asphaltenes, paraffins and salts 
sedimentations, gas hydrates formation and others.

Physical–chemical analysis of the oil disperse systems is supposed to be the 
key point in development of the decisions support systems in the emergency 
situations.

Combined to the experimental researches practice the computer modeling at 
the molecular level is carried. Based on the results the type of the catastrophe 
is evaluated and the order parameter is identified.

Finally the recommendations to the management in the emergency situations 
are developed.

Table 1. Distinctive uncertainties of the objects and processes in the oil and gas industry.
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The summary of the analysis of existing approaches is presented in the next section.

An existing risk control concept tries to consider different uncertainties. But in the appli-
cation for various areas, the results of information gathering and processing are not used 
purposefully for modeling, because as the used models of risk prediction that are used in a 
majority of complex systems, are specific, results and interpretations are not comparable. A 
universal objective scale of measurement is not established yet. Moreover, the terms “accept-
able quality” and “admissible risk” should be defined on a probability scale level only in 
dependence with corresponding methods and precedents (considering system analogue). For 
heterogeneous threats, an analytical rationale of the balanced preventive measures of system 
integrity support at limitations on admissible risks and resources cannot be solved in many 
cases. The probabilistic modeling, aimed at pragmatic effects, helps to prove probability lev-
els of” acceptable quality” and “admissible risk” for different systems in uniform interpreta-
tion, creates techniques to solve different problems for quality and helps in risk optimization. 
It supports making-decisions in quality and safety and/or helps to avoid wasted expenses 
in the system’s life cycle—see the proposed purposeful way in Figure 5, based on dozens of 
probabilistic models and software tools [6]. There are proposed universal metrics for system 
processes: probabilities of success or failure during a given period for an element, subsystem 
and system. A calculation of these metrics within the limits of the offered probability space 
built on the basis of the theory for random processes allows one to predict quality and risks on 
a uniform probability scale, quantitatively proving comprehensive levels of acceptable qual-
ity and admissible risks from “precedents cases.” The prediction of risks can use widely safety 
monitoring data and statistics. In practice, an application of the proposed model and method 

Figure 2. Evolution of risk-oriented criteria.
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Figure 3. The problems that are due to be and can be solved by probabilistic modeling processes.

Figure 4. Examples of formalized problems which are solved on the base of probabilistic modeling.
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allows a customer to formulate better justified requirements and specifications, a developer to 
implement them rationally without wasted expenses and a user to use the system’s potential 
in the most effective way [1–12].

In a general case, a probabilistic space (Ω, B, P) for the evaluation of system operation pro-
cesses should be proposed, where Ω is a limited space of elementary events; B is a class of all 
subspaces of the Ω space, satisfied to the properties of σ algebra; P is a probability measure 
on the space of elementary events Ω. Because Ω = {ωk} is limited, there is enough to establish 
a reflection ωk→pk = P(ωk) like pk

30 and   ∑ 
k
      p  

k
   = 1 .

The descriptions for some from the proposed probabilistic models and methods for their 
transformations, adaptations, applications and result interpretations are the following.

3. Model for estimating non-destructive testing

Problems of item content analysis are everywhere for any oil and gas systems in their life 
cycle. Pipes and pipelines, the equipment (e.g., fountain armature, columned heads and 
welded tanks), monolithic walls of buildings and the constructions, to be checked in the pres-
ence of emptiness, can be considered as such items—see Figure 6.

For solving some problems of item content analysis, the existing probabilistic model “infor-
mation faultlessness after checking” may be used by renaming input and output [6]. For 
example, for estimating non-destructive testing, the probability of soundness of the checked 

Figure 5. The proposed way to support making-decisions in quality and safety.
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item (renamed) may be estimated instead of the probability of information faultlessness dur-
ing the required term (according to referenced model [6]). A soundness of the checked item 
means the zero of defects (or anomalies) after non-destructive testing during the given term.

What about the effectiveness of non-destructive testing methods for some technical items?

Example 1: Let an application of some instruments of non-destructive testing be planned in 
the applications to check 10,000 conditional items (the items can be meters of pipes, square 
meters of walls in storehouses and so on). The operator using instruments forms a system 
for non-destructive testing. Speed of testing equals 5000 items a day. Taking into account 
the human factor, a frequency of first-type errors (when the absence of defect [anomaly] is 
accepted as defect [anomaly]) equals one error a week. The mean time between second-type 
errors for the system (when real defect [anomaly] does not come to light) is equal once a 
month. The non-destructive testing is performed permanently for 10 days. It needs to estimate 
the maximum density of defects (anomalies) for which the probability of soundness of the 
checked 10,000 conditional items is more than 0.90.

Results of probabilistic modeling have shown that the required density is about 0.02%, that is, 
2 defects (anomalies) on 10,000 items. In addition it is expedient to notice that since density of 
defects about 1%, the probability of soundness is stabilized at level 0.88. It does not fall as less, 
because first-type and second-type errors seldom occur in example 1.

Example 2: Continuing example 1, it needs to prove minimum speed of non-destructive test-
ing, the checked volume for which the probability of soundness of 10,000 conditional items 
will exceed 0.95 at continuous work within 8 h of working hours.

The results of probabilistic modeling are reflected in Figure 7.

The analysis shows that the found rational speed is about 1100 items per hour. And the part of 
defects after the control in the checked-up volume of 10,000 items will be 0.0008% against the 
primary 0.02%. It can be interpreted: at the checked volume of 1,00,000 items (i.e., in 10 times 
more primary 10,000, when quantity of defects is 20), the average residual quantity of defects 

Figure 6. Examples of item content analysis.
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item (renamed) may be estimated instead of the probability of information faultlessness dur-
ing the required term (according to referenced model [6]). A soundness of the checked item 
means the zero of defects (or anomalies) after non-destructive testing during the given term.

What about the effectiveness of non-destructive testing methods for some technical items?

Example 1: Let an application of some instruments of non-destructive testing be planned in 
the applications to check 10,000 conditional items (the items can be meters of pipes, square 
meters of walls in storehouses and so on). The operator using instruments forms a system 
for non-destructive testing. Speed of testing equals 5000 items a day. Taking into account 
the human factor, a frequency of first-type errors (when the absence of defect [anomaly] is 
accepted as defect [anomaly]) equals one error a week. The mean time between second-type 
errors for the system (when real defect [anomaly] does not come to light) is equal once a 
month. The non-destructive testing is performed permanently for 10 days. It needs to estimate 
the maximum density of defects (anomalies) for which the probability of soundness of the 
checked 10,000 conditional items is more than 0.90.

Results of probabilistic modeling have shown that the required density is about 0.02%, that is, 
2 defects (anomalies) on 10,000 items. In addition it is expedient to notice that since density of 
defects about 1%, the probability of soundness is stabilized at level 0.88. It does not fall as less, 
because first-type and second-type errors seldom occur in example 1.

Example 2: Continuing example 1, it needs to prove minimum speed of non-destructive test-
ing, the checked volume for which the probability of soundness of 10,000 conditional items 
will exceed 0.95 at continuous work within 8 h of working hours.

The results of probabilistic modeling are reflected in Figure 7.

The analysis shows that the found rational speed is about 1100 items per hour. And the part of 
defects after the control in the checked-up volume of 10,000 items will be 0.0008% against the 
primary 0.02%. It can be interpreted: at the checked volume of 1,00,000 items (i.e., in 10 times 
more primary 10,000, when quantity of defects is 20), the average residual quantity of defects 
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will not exceed 1. It means that under the second example conditions, 19 from 20 defects will 
be revealed in time with probability 0.95 and more.

4. Models for “black box” and for complex structures

The probabilistic approaches for modeling “black box” and complex structures operating in 
conditions of heterogeneous threats are proposed.

4.1. “Black box”

There are two general technologies proposed of providing protection from critical influences 
on the system: technology 1 is the periodical diagnostics of system integrity (without the 
continuous monitoring between diagnostics) and technology 2 is the continuous monitoring 
between periodical diagnostics added to technology 1—see Figure 8.

Technology 1 is based on periodical diagnostics of system integrity, which is carried out to detect 
danger source penetration from threats (destabilizing factors) into a system or the consequences of 
negative influences. The lost system integrity can be detected only as a result of diagnostics, after 
which system recovery starts. Dangerous influence on a system is acted upon step by step: at first, 
a danger source penetrates into a system and then after its activation begins to influence. System 
integrity cannot be lost before a penetrated danger source is activated. Danger from threats (desta-
bilizing factors) is considered to be realized only after a danger source has influenced a system.

Technology 2, unlike the previous one, implies that operators alternating each other trace sys-
tem integrity between diagnostics (the operator may be a man or a special device or their 

Figure 7. The way for rationale speed of non-destructive testing.
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combination). In case of detecting a danger source an operator recovers system integrity. The 
ways of integrity recovering are analogous to the ways of technology 1. Faultless operator’s 
actions provide the neutralization of a danger source trying to penetrate into a system. When 
operators alternate a complex diagnostic is held. A penetration of a danger source is possible 
only if an operator makes an error but a dangerous influence occurs if danger is activated 
before the next diagnostic. Otherwise the source will be detected and neutralized during the 
next diagnostic.

It is supposed for technologies 1 and 2 that the used diagnostic allows to provide necessary 
system integrity recovery after revealing danger source penetration into a system or conse-
quences of influences. Assumption: for all time input characteristics, the probability distribu-
tion function (PDF) exists. Thus, the probability of the correct system operation within the 
given prognostic period (i.e., the probability of success) may be computed as a result of the 
use of models. For identical damage risk, to lose integrity is an addition to 1 for the probability 
of correct system operation, R = 1−P [3–4].

There are possible next variants for technologies 1 and 2: variant 1 in the given prognostic period 
Treq is less than the established period between neighboring diagnostics (Treq < Tbetw. + Tdiag); 
variant 2 in the assigned period Treq is more than or equals to the established period between 
neighboring diagnostics (Treq 3Tbetw. + Tdiag). Here, Tbetw. is the time between the end of the diag-
nostic and the beginning of the next diagnostic, Tdiag is the diagnostic time.

4.2. Integration of probabilistic models for complex structures

The main output of integration modeling is the probability of the correct system operation 
or risk to losing system integrity during the given period of time. If probabilities for all 

Figure 8. Some accident events for technology 2 (left – “Correct operation”, right – “a loss of integrity” during Treq.).
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will not exceed 1. It means that under the second example conditions, 19 from 20 defects will 
be revealed in time with probability 0.95 and more.

4. Models for “black box” and for complex structures

The probabilistic approaches for modeling “black box” and complex structures operating in 
conditions of heterogeneous threats are proposed.

4.1. “Black box”

There are two general technologies proposed of providing protection from critical influences 
on the system: technology 1 is the periodical diagnostics of system integrity (without the 
continuous monitoring between diagnostics) and technology 2 is the continuous monitoring 
between periodical diagnostics added to technology 1—see Figure 8.

Technology 1 is based on periodical diagnostics of system integrity, which is carried out to detect 
danger source penetration from threats (destabilizing factors) into a system or the consequences of 
negative influences. The lost system integrity can be detected only as a result of diagnostics, after 
which system recovery starts. Dangerous influence on a system is acted upon step by step: at first, 
a danger source penetrates into a system and then after its activation begins to influence. System 
integrity cannot be lost before a penetrated danger source is activated. Danger from threats (desta-
bilizing factors) is considered to be realized only after a danger source has influenced a system.

Technology 2, unlike the previous one, implies that operators alternating each other trace sys-
tem integrity between diagnostics (the operator may be a man or a special device or their 

Figure 7. The way for rationale speed of non-destructive testing.
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combination). In case of detecting a danger source an operator recovers system integrity. The 
ways of integrity recovering are analogous to the ways of technology 1. Faultless operator’s 
actions provide the neutralization of a danger source trying to penetrate into a system. When 
operators alternate a complex diagnostic is held. A penetration of a danger source is possible 
only if an operator makes an error but a dangerous influence occurs if danger is activated 
before the next diagnostic. Otherwise the source will be detected and neutralized during the 
next diagnostic.

It is supposed for technologies 1 and 2 that the used diagnostic allows to provide necessary 
system integrity recovery after revealing danger source penetration into a system or conse-
quences of influences. Assumption: for all time input characteristics, the probability distribu-
tion function (PDF) exists. Thus, the probability of the correct system operation within the 
given prognostic period (i.e., the probability of success) may be computed as a result of the 
use of models. For identical damage risk, to lose integrity is an addition to 1 for the probability 
of correct system operation, R = 1−P [3–4].
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nostic and the beginning of the next diagnostic, Tdiag is the diagnostic time.
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The main output of integration modeling is the probability of the correct system operation 
or risk to losing system integrity during the given period of time. If probabilities for all 

Figure 8. Some accident events for technology 2 (left – “Correct operation”, right – “a loss of integrity” during Treq.).
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points Тreq. from 0 to ∞ are computed, it means a trajectory of the PDF, depending on the 
characteristics of threats, periodic control, monitoring and recovery. And the building of 
PDF is the real base to prediction metrics P and R for given time Тreq.. In analogy with reli-
ability, it is important to know a mean time between neighboring losses of integrity like 
mean time between neighboring failures in reliability (MTBF), but in application to quality, 
safety, etc.

For complex systems, parallel or serial structure existing models with known PDF can be 
developed by usual methods of probability theory. Let’s consider the elementary structure 
from two independent parallel or series elements. Let PDF of time between losses of the ith 
element of integrity be Вi(t), that is, Вi(t) = Р (τi ≤ t); then:

1.  Time between losses of integrity for the system combined from series-connected indepen-
dent elements is equal to a minimum from two times τi: failure of first or second elements 
(i.e., the system goes into a state of lost integrity when either the first or second element 
integrity is lost). For this case the PDF of time between losses of system integrity is defined 
by expression:

 В (t)  = Р (min  ( τ  1  ,  τ  2  )  ≤ t)  = 1 − Р (min  ( τ  1  ,  τ  2  )  > t)  = 1 − Р ( τ  1   > t) Р ( τ  2   > t)   
= 1– [1 −  В  1   (t) ]   [1 −  В  2   (t) ]   (1)

2.  Time between losses of integrity for system combined from parallel-connected indepen-
dent elements (hot reservation) is equal to a maximum from two times τi: failure of first 
and second elements (i.e., the system goes into a state of lost integrity when both first and 
second elements have lost integrity). For this case the PDF of time between losses of system 
integrity is defined by the expression:

  В (t)  = Р (max ( τ  1  ,  τ  2  )  ≤ t)  = Р ( τ  1   ≤ t) Р ( τ  2   ≤ t)  =  В  1   (t)   В  2   (t)   (2)

Applying recurrently expressions (1), (2), it is possible to build PDF of time between losses of 
integrity for any complex system with parallel and/or series structures.

All these ideas for analytical modeling operation processes are supported by the software 
tools “Mathematical modeling of system life cycle processes”—“know how” (registered by 
Rospatent №2,004,610,858), “Complex for evaluating quality of production processes” (regis-
tered by Rospatent №2,010,614,145) and others [1–4].

5. Optimization

By using the models and software tools above the problems of optimization for an element, 
subsystem and system can be solved through calculating probabilities of success or failure 
during a given period on the timeline. This approach considers the threats, conditions of 
counteractions and the given admissible risk established by the precedent principle. Thus, the 
final choice of integrated measures is allocated on a payoff to the customer in view of specific-
ity of the created or maintained system.
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For example, the next general formal statements of problems for optimization can be used [6]:

1.  For the stages of system concept, development, production and support: System param-
eters, technical and management measures, presented in terms of time characteristics of 
threats, control and/or monitoring of conditions and comprehensible recovery of lost integ-
rity are the most rational for the given period if the minimum amount of expenses for the 
creation of the system is reached at limitations on an admissible level of risk to lose integrity 
and/or probability of an admissible level of quality and expenses for operation under other 
developments, operations or maintenance conditions.

2.  On an operation stage: System parameters, technical and management measures, presented 
in terms of time characteristics of threats, control and/or monitoring of conditions and com-
prehensible recovery of lost integrity, are the most rational for the given period of operation 
if the minimum of risks to system integrity loss is reached at limitations on the admissible 
level of risk and/or probability of an admissible level of quality and expenses for operations 
under other operations or maintenance conditions.

The combination of these formal statements also can be used in the system’s life cycle.

The approach for using the developed models, methods and software tools to analyze and 
optimize system processes is illustrated in Figure 9.

Figure 9. The approach to analyze and optimize system processes.
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6. Examples for complex structures: quality prediction for 
manufacturing processes

A typical set of manufacturing processes of gas preparation equipment (GPE) on the enter-
prise includes:

• processes connected with operation of entrance threads;

• processes of low temperature gas separations;

• process of economical measure of gas;

• processes of gas heating and reduction;

• processes of candle and torch separation;

• processes connected with storage and use methanol;

• processes connected with storage, supply and drainage dumps of the weathered condensa-
tion and diesel fuel;

• managing processes in the engineering division;

• managing processes in the manufacturing division;

• managing processes in booster compressor station division;

• managing processes in the administrative department.

Not to tire the attentive reader, we will not state results of modeling for all processes—in 
examples 3 and 4, there are only results for processes connected with the operation of entrance 
threads and managing processes.

Example 3: It is required to predict the quality of the production processes and reliability of 
equipment connected with the operation of entrance threads.

Input data for modeling are formed as an analysis result of the average statistical data and 
requirements for production processes of the enterprise. A separate quality of each group of 
processes is estimated; then, quality of productions for GPE as a whole is predicted. Let an 
average time of recovery of each group of the processes earlier is equal to the duration of work 
of one shift, that is, 8 h. The predicted period is 1 month, 1 year and 5 years at observance of 
set modes for processes.

Note: For a pre-emergency condition, input data can essentially differ; that will cause also 
change of modeling results.

For the decision the models above are used. The results of modeling of the productions con-
nected with the operation of entrance threads are analyzed in Figure 10.

Results of modeling: Owing to the recovery in time technological and production processes 
as a result of periodic control, the mean time between failures (MTBF), affecting quality, 
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increases from 1361 to 20,431 h, that is, by 15 times. It is reached at the expense of timely 
reaction in process control. The integral probability of the performing processes, connected 
with the operation of entrance threads with an acceptable quality, is 0.97 for a month of GPE 
operation, 0.70 for GPE operation in a year and 0.32 for GPE operation in 5 years. The last 
probability (0.32) means that it may be a real one or more accidents or failures for 5 years of 
GPE operation, when counter-emergency measures should be performed. Risk of this is about 
0.68, that is, twice more than the probability of success.

And what about reliability? The maintenance and diagnostic measures are performed every 
half a year according to recommendations of equipment suppliers. How much it is effectively 
for real operation conditions on the level of predicted reliability?

Results of predicting reliability of equipment connected with the operation of entrance threads 
are demonstrated in Figure 11. Expected integral MTBF is equal to 5770 h. It is 3.5 times less in 
comparison with 20,431 h owing to daily periodic control (see the earlier section).

Summary: The account of daily results of control and measurements is necessary. Otherwise, 
if it is to be guided by only guarantee recommendations of equipment suppliers’ occurrence, 
at least one accident or failure demanding counter-emergency measures of protection annu-
ally is possible and for 5 years it is inevitable.

Figure 10. Prediction of quality of production processes connected with operation of entrance threads.
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№ Processes Probability of providing 
acceptable quality during a year

1 Processes connected with operation of entrance threads 0.70–0.90

2 Processes of low temperature gas separations 0.62–0.87

3 Processes of economical measure of gas 0.9999

4 Processes of gas heating and reduction 0.94

5 Processes of candle and torch separation 0.82

6 Processes connected with storage and use methanol 0.63

7 Processes connected with storage, supply and drainage dumps of the 
weathered condensation and diesel fuel

0.60

8 Managing processes in engineering Division, manufacturing Division, 
booster compressor station Division, administrative Department

0.67

Table 2. Comparative results of production processes modeling.

7. General estimation of predicted quality

Example 4: The next system question is very important: What about the benefit for enter-
prise “the prediction of complex quality” based on the probabilistic modeling of processes? 

Figure 11. Predicted reliability of equipment connected with operation of entrance threads.
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Modeling allows one to compare the quality of various productions on a uniform scale, to 
establish levels of acceptable quality, taking into account expenses, to allocate “bottlenecks” 
in each of these processes and also to develop the general and separate recommendations 
about process improvements. For example, the comparative results of modeling of produc-
tion processes are demonstrated in Table 2.

Thus, with other things being equal, a more complex structure of processes, as a rule, pos-
sesses more risks. It should be considered.

On the basis of the analysis of modeling results, numerous logical decisions should be made 
by enterprise management according to the criterion “quality-risks-cost.”

8. Examples of complex structures: modeling pipelines

Example 5: There is system which consists of a 560-km pipeline for pumping liquefied natural 
gas across the South American territory (the source of modeling data is a technical report of 
one of the oil companies). All lay of the line conventionally is divided into three parts (sub-
systems) by service conditions: first part through the jungle (200 km), second part through the 
mountains (300 km) and third through the plains (60 km). These characteristics of pipeline 
subsystems are presented in Table 3. It is assumed that the annual profit of operation of the 
pipeline in the first 5 years is 1500.000 and after is 2500.000 conventional units of accounts per 
year. It is required to predict the risks taking into account profits and the estimated costs (in 
conventional units of account) for the construction and maintenance of various sections of the 
pipeline between 10 and 50 years of its operation.

Characteristics Part through the 
jungle (200 km)

Part through the 
mountains (300 km)

Part through the 
plains (60 km)

The frequency of potentially hazards impacts 
on 100 km lay of the line (technical, natural, 
human or criminal, etc.)

15 times a year 10 times a year 50 times a year

The period between system controls the 
integrity of area

1 month 1 month 1 week

The mean time to failure of monitoring tools 
at the area (without using or using existing/ 
prospective monitoring tools)

1 day/1 year 1 day/1 year 1 day/1 year

The resistance of areas (the average time of 
preserving the integrity) for the dangerous 
influences statistically and in comparison 
with analogues

228.1 days 331.8 days 1217 days

The average cost of construction and 
maintenance of the area, over 1 km,

1000 c.u. per year 2000 c.u. per year 200 c.u. per year

Average recovery time pipeline integrity after 
occurrence of the fault

10 days

Table 3. Characteristics of hazards, measures of control, monitoring and maintaining pipeline integrity.
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The solution of a problem: The traditional approach to risk analysis is limited by the obtain-
ment values of the frequency of potential hazard impacts on a 100-km lay of the line— see the 
first row of characteristics in the table. The proposed solution allows not only for obtaining 
risks from frequency but also implies how security will change as a result of management. 
Traditional approaches are not possible to feel the effectiveness of the measures taken for 
measures of control, monitoring and maintaining integrity. Measures should not seem effec-
tive but should be really effective! It is necessary to understand their influence on securing 
ultimate security. The correct understanding of the possibilities of the impact on safety from 
measures of control, monitoring and maintaining integrity will allow rationally managing 
their parameters. The proposed approach provides for the use of these and other data of 
Table 3 as input data for subsequent mathematical modeling using the models of Section 3. 
The results of predictive modeling for 10 and 50 years showed the following (see Figure 12).

As a result of applying technologies, which had been developed in 2008, the average time 
achievable of the safe operation is approximately 3000–5000 h. At the same mean time, fail-
ure in the jungle is 5767–8745 h; in the mountains it is 8255–12,676 h; and on the plain it is 
29,500–1,22,145 h. Note that the upper estimate was inherent for the systematic maintaining 
of pipeline integrity (when all failures and critical areas with potential danger are identified) 

Figure 12. Predicted risks taking into account monitoring possibilities.
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in the jungle and in the mountains every month and at the plains weekly. Subsystems’ state 
monitoring is tracked mainly in the days of control. The analysis of the results of the calcula-
tions shows that systematic monitoring allows one to increase the safety of operations of the 
pipeline in the jungle and in the mountains by 1.5 times, in the plain by 4 times, but through-
out the 560-km stretch of the pipeline it is by 1.6 times! This is a real job for pre-emption as 
compared with the case of the absence of any control; when troubleshooting, it is only after 
the accident that cannot be overlooked. It is assumed that operative repair with restore the 
integrity follows after the failure detection immediately.

Promising technologies will implement a continuous monitoring of the pipeline at any point. 
For example, it may be a scan of the air situation using electronic locator fighters of the fourth 
and fifth generations with the smart cover. Similarly, intellectual filling of the pipeline will 
signal the dangers of the results with relevant coordinates and diagnosis. If we know the 
location and cause of the potential failure of the restoration of the integrity it becomes a rou-
tine “matter of technique.” Under these conditions there’s real will be the mean time of safe 
operation of the pipeline of about 165,000 h, which is achieved when the mean time of fail-
ure of monitoring tools is about a year. The mean time of failure in the jungle will be more 
than 28,0000 h, in the mountains more than 40,000 h and on the plains more than 18 million 
h (as in the engines of space vehicles!). The analysis of calculation results shows that ratio-
nal frequency of periodically controlled, continuous monitoring and prompt removal of the 
detected faults increase security in 33–54% compared to existing technology.

The results obtained show clearly the following:

• for the existing technologies, the security risks for 10 years constitute 0.95–0.97 (which 
means that a number of accidents seem almost inevitable, while in the jungles, with a prob-
ability 0.91–0.94, in the mountains with a probability 0.88–0.92 and on the plains with a 
probability 0.42–0.75; in 50 years, the risk exceeds 0.99 (dozens of accidents, even in the 
jungle, with a probability of 0.98–0.99, in the mountains with a probability of 0.97–0.98 and 
on the plains with a probability of 0.78–0.94);

• for the promising technologies, the security risks in 10 years constitute 0.35 (i.e., practically 
for some 10 years, we can even avoid accidents, and in the jungle, the accident will be possible 
with a probability of 0.24, in the mountains with a probability of 0.18 and on the plains with a 
probability of 0.005), in 50 years it is 0.73 (2–4 crashes in 50 years in the jungle with a probabil-
ity of 0.61, in the mountains with a probability of 0.52 and in the plain with probability 0.02);

• the cost will be in 10 years 8.012.000 c.u. and over 50 years it will be 40.060.000 c.u.; more-
over, the costs of an area of the pipeline in the mountains are twice more than costs in the 
jungles and on the order more than ones on the plains;

• the approximate profit of the pipeline owner costs less and without adjustment of inflation 
in 10 years is 11.988.000 c.u.; that in one and a half times exceeds the costs, and in 50 years is 
79.940.000 c.u., which is double the costs. Moreover, the expenditure will produce returns 
in less than in a year. That means that when using promising technologies the quantity of 
accidents may be reduced on the matter; even these accidents happen either in the jungle or 
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Figure 12. Predicted risks taking into account monitoring possibilities.
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79.940.000 c.u., which is double the costs. Moreover, the expenditure will produce returns 
in less than in a year. That means that when using promising technologies the quantity of 
accidents may be reduced on the matter; even these accidents happen either in the jungle or 
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in the mountains. It’s quite a profitable and secure project. It must be admitted that the level 
of security obtained—the risks are 0.35 in 10 years and 0.73 in 50 years—can be considered 
as normative “acceptable.”

Thus, the examples of forecasting the security operation of the pipelines have illustrated the 
ability to proactively manage risk. The effectiveness is not just using the universal models 
but also in the justification of the necessary system requirements for new materials (pipes 
should be intelligent with the ability of continuous monitoring and mean time of failure for 
at least a year) and in technologies of restoring functional integrity, in minimizing risks on 
the basis of the control parameters of the processes of control, monitoring and restoring even 
before promising technologies have appeared! It is therefore proposed to manage the risks 
for pipelines of the future even before their creation and based on this, to justify the technical 
requirements to the system and their components.

Summary for Example 5:

1. Rational control, continuous monitoring and prompt elimination of the revealed accidents 
and failures allow one to increase the safety tens of times compared to the lack of a systematic 
control and monitoring!

2. With using advanced technology accidents and failures on plains it is possible to virtually 
excludes, and in the jungles and mountains to reduce of their number many times.

9. Examples of modeling sea gas-and-oil producing system (GOPS) 
processes

There are many standards used in the oil and gas industry (ISO 10418 “Basic surface safety 
systems”, ISO 13702 “Control & mitigation of fire & explosion”, ISO 14224 “Reliability/main-
tenance data”, ISO 15544 “Emergency response”, ISO 15663 “Life cycle costing”, ISO 17776 
“Assessment of hazardous situations” etc.), but they focus on technical aspects and do not 
consider terrorist threats.

The principal difference of GOPS consists of the fact that safety problems should be resolved 
in the sea because long distances from the shore and probable ice conditions in northern 
regions exclude any help from the outside—see Figure 13.

Oil and gas are usually produced on stationary stills and concrete platforms located up to 200 km 
from the shore at the depth from several dozens to several hundred meters. There are nearly 
5000 sea platforms dispersed all over the world. Dozens of thousand oil wells are drilled from 
these platforms. Produced oil is delivered to the buyers by tankers or directly through pipelines.

Produced gas before transportation goes into the liquefied natural gas terminals. After 
the liquefaction its volume reduces by 600 times, that makes its transportation profitable. 
Statistics shows that during the time of sea field development, emergencies are distributed 
in the following ways [10, 11]: drilling—32% (including 23% at survey and 9% at production 
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drilling); gas-and-oil production—19%; ship collision and towing of floating drilling rigs and 
blocks for platform construction —14%; storms—11%; floating drilling rigs’ delivery to the 
point of drilling—6%; and other kinds of works—18%.

A safety policy concerning sea GOPS safety includes accident prevention and drawing, plans 
concerning failure consequences of liquidation and actions taken in case of emergencies. 
Special brigades are formed and trained to prevent and liquidate failure consequences. High-
quality materials and pipes and application of computer diagnostics for pipe integrity moni-
toring provide safety of the GOPS operation.

All safety measures undertaken nowadays provide system protection from inexperienced 
personnel (because according to statistics about 80% of all failures are connected with the 
human factor) or from the natural causes and “cataclysms” which are of an unpremeditated 
character. However, the attitude to safety cardinally varies in case of terrorist threats because 
terrorist actions are malicious and aimed at damaging the system through its vulnerable “bot-
tlenecks.” As a result the existing risks of system safety violation essentially grow.

The examples 6 and 7 are devoted to modeling processes of possible terrorist influence 
and GOPS safety provision (including platforms, coastal technological complexes includ-
ing terminals for floating storage and offloading, liquefied natural gas terminals, pipelines, 
tubing stations) and to withdraw quantitative evaluations of their vulnerability in various 
scenarios.

Example 6: connected with an estimation of effectiveness of a safety monitoring system for sea 
GOPS. Before we start the analysis of possible terrorist threats, let us consider the basic dan-
gers that can arise on sea platforms in case of failures. They are explosions of fuel-air mixed 

Figure 13. Some explanation of conditions for examples 6 and 7.
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clouds; generation and burning of fire balls; oil spill and burning; separation and spread of 
technological equipment parts; and others. Each of these dangers can aggravate consequences 
of failures, that is, lead to the “dominoes” effect. To control risks the following measures are 
taken: application of safe technologies; measures preventing dangerous situations; applica-
tions of systems providing early detection of emergencies; control over operating parameters 
of the technological process, the signal system and the notification about emergency tech-
nologies; measures directed on mitigation of emergency consequences; and preparation of a 
platform staff to react immediately.

The analysis shows that the basic preventive mechanism of risk reduction is safety monitoring 
in various variations of its application. Let us estimate commonly used safety technologies, 
technology 1 (periodical diagnostics of system integrity without the continuous monitoring 
between diagnostics) and technology 2 (continuous monitoring between periodical diagnos-
tics is added to technology 1)—see Section 4.

Let’s estimate efficiency of sea GOPS safety technologies used in the case of emergencies for 
dozens of years. Thus we take into account that the basis of safety systems consists of auto-
matic facilities’ mean time where failures of which are estimated for several years.

To form inputs for probabilistic modeling the arising of basic dangers for sea platforms in the 
case of failures is considered. There is generally one of the abovementioned technologies to 
provide safety of GOPS components (platforms, coastal technological complexes including 
floating storage and offloading terminals, liquefied natural gas terminals, pipelines, tubing sta-
tions). The script of emergency development provides frequency of danger source appearance 
equal to 1 time per 24 h with a mean time of activization within an hour. Time between the ter-
mination of the previous and the beginning of the next diagnostics taking into account broken 
integrity recovery is 2 h. Let us suppose that monitoring is performed by automatic means of 
tracking the integrity of system components. To such means systems of fire and gas detection, 
systems of water fire-fighting and foaming, circled fire mains, systems of platform irrigation, 
pressure relief systems, emergency switching of systems, various locking device and so on 
may be related. Let the mean time between failures of these means be not less than 2 years.

It needs to estimate a safety of the sea platform operation in such scenarios within several 
hours, a day, several weeks and a month.

The integrated results of calculations prove that at the realization of technology 1, the 
required safety is provided only for several working days—what is inadmissible in practice. 
If the most effective technology, technology 2 is realized, the probability that a dangerous 
influence does not occur within 24 h is above 0.99997, that is, the probability of emergency 
is about 0.00003. At the same time provision of the required safety within a month in condi-
tions of daily failure danger this risk increases up to 0.001 that also appears to be a practically 
admissible result.

Summary for example 6: An effectiveness of the existing safety systems of sea GOPSs appears 
to be rather enough or high if the frequency of danger source appearances is about once a 
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day. The high level of GOPS protection in emergencies is mainly provided by application of 
approved automatic safety technologies.

Against the background of proved measures of counteraction to sources of emergency the situ-
ation concerning the struggle against terrorist threats appears to be cardinally worse because 
this problem is still at the initial stage. Other things being equal, let us estimate the expected sea 
GOPS protection from terrorist threats with differences in abilities of a security service operator 
to reveal suspicious actions and objects which can be a means of terrorist purpose realization.

Example 7: Let the deliberately formal conditions of a terrorist influence scenario be similar to 
the emergency dangers in example 6. Let us suppose that for providing protection of sea GOPS 
platforms from terrorist threats, any of the protecting technologies are used. Let the scenario 
of the potentially dangerous influence of terrorists provide the frequency of a danger source 
appearance from air, the water table or from under water equal to 1 time per 24 h with the 
mean time of activation after penetration onto a platform equal to 1 h. The time between the 
termination of the previous and the beginning of the following diagnostics taking into consid-
eration the broken integrity recovery is 2 h. Let us assume the mean continuous time of poten-
tially faultless operators’ works in each shift to be 6 hours. It is required to evaluate the safety 
of the sea platform operation in such scenarios within several hours, days, weeks and a month.

The integrated calculation results prove that without any additional protection the system 
remains in safety with the probability of 0.9 only within 2–3 h. It is explained by a compara-
tive rarity of a danger source appearance. If the 1st technology of counteraction to terrorists 
is applied (this technology exists on the most of platforms and implies visual tracking of air 
conditions, the working hours what is an equivalent to the case if there are no measures of 
counteraction to terrorists on a platform at all.

If the most effective second technology is used, the probability of GOPS integrity within a day is 
more than 0.92, that is, the risks of latent introductions of a terrorist danger source into a system 
and the overcoming of all technological protection barriers preventing realization of terrorist 
threats in the conceived volume approximate to 0.08. At the same time to provide the required 
safety within a month in conditions of daily danger that a sudden terrorist attack happens, this 
risk runs up to 0.93. The main cause of this is insufficient preparedness of operators to recognize 
terrorist threats at the background of other technical threats. That’s why it is necessary to increase 
the mean time between failures of a safety service operator to tens and hundreds of hours what 
requires creation of special “smart subsystems” in order to support operator functions (radar-
tracking, optical, acoustic, electromagnetic means etc.). Compare the results of examples 6 and 7.

Pragmatic interpretation of example 7 results: If the characteristics of terrorist dangers 
growing are similar to the characteristics of emergency danger, the risks of terrorist threats’ 
realization in the conceived volume are incommensurably higher. Owing to insufficient pre-
paredness and technical equipment of operators for timely and valid recognition of terrorist 
threats at the background of other technical threats, a variety of GOPSes are completely help-
less in case of terrorist dangers that are growing.
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requires creation of special “smart subsystems” in order to support operator functions (radar-
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10. Instead of conclusion

The presented probabilistic approaches allow us to research different problems for providing 
safe and effective development of hydrocarbon deposits and rational operation of oil and gas 
systems. Their application in the system’s life cycle helps to answer the main question. “What 
rational measures should lead to expected effects without wasted expenses, when, by which 
controllable and uncontrollable conditions and costs?” The efficiency from implementation is 
commensurable with expenses for system creation.

The probabilistic modeling, comprehensive and systematic studies on the competitiveness 
of OGS have been carried out in Gubkin Russian State University of Oil and Gas (National 
Research University) over a period of several years. These researches are concerned with the 
most important economic branch, which largely determines the country’s energy security and 
efficiency. Certainly, the integral view of OGS competitiveness seamlessly includes the most 
important components of quality, safety, energy efficiency, environmental compatibility, eco-
nomic aspects and so on. In turn, these components are also complex, integral and affect a 
wide range of activities. Moreover, competitiveness as a complex integral metric characterizes 
the studied considered systems and objects (as living organisms) that have the property of 
changes in the life time. The proposed probabilistic models and methods are widely used in 
the practice of education and research.
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The probabilistic modeling, comprehensive and systematic studies on the competitiveness 
of OGS have been carried out in Gubkin Russian State University of Oil and Gas (National 
Research University) over a period of several years. These researches are concerned with the 
most important economic branch, which largely determines the country’s energy security and 
efficiency. Certainly, the integral view of OGS competitiveness seamlessly includes the most 
important components of quality, safety, energy efficiency, environmental compatibility, eco-
nomic aspects and so on. In turn, these components are also complex, integral and affect a 
wide range of activities. Moreover, competitiveness as a complex integral metric characterizes 
the studied considered systems and objects (as living organisms) that have the property of 
changes in the life time. The proposed probabilistic models and methods are widely used in 
the practice of education and research.
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Abstract

In this chapter, the need of probabilistic modeling for design, construction, and operation
of oil and gas pipelines is justified. Such modeling should use information and databases
on deterministic and statistical dependencies related to deformation, damage accumula-
tion, failure, fracture accidents, and catastrophes. The probabilistic design equations and
their parameters for the characteristics of strength, durability, fracture toughness, risks of
accidents, and manmade catastrophes are given. The economic efficiency of pipeline
management based on controlling probabilistic characteristics through conducting diag-
nostic, repair-and-renewal operations while ensuring the acceptable levels of reliability
and safety parameters is substantiated. The results of studies in the field of statistics and
probabilities of emergency situations during manufacturing, construction, and operation
conducted by Russian and foreign specialists are presented.

Keywords: oil and gas transportation, pipeline transport, main pipelines system,
pipe steel, pipeline strength, yield strength

1. Introduction

Oil, gas and chemical complex (OGCC) is one of the system and fund forming in our country. It
includes tens of thousands of oil and gas production facilities, over 500,000 km of field and
main pipelines for transportation of liquid and gaseous hydrocarbons, thousands of large oil
and gas storage facilities, and hundreds of major oil and gas refineries for fuel and chemical
products for civil and military use.
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These figures indicate the exceptional importance of the integrated safety and security of the
national oil, gas, and chemical complex, which constitute a significant part of the national and
international safety problems. The scientific analysis of these problems, and the solution of
fundamental, practical and economically significant tasks in the field of safety are becoming
more relevant as the scope and geography of OGCC expands in Russia.

In the second half of the twentieth century and the beginning of the twenty-first century,
environmental and economic damage, accidents, and injuries at the facilities of the OGCC
(including objects of the main pipeline systems (MPS)) became the subject of active interaction
between state authorities, sectorial scientists, and design, technological, construction, and
operating organizations. The leading roles in this interaction belong to the Security Council,
Rostekhnadzor, the Russian Academy of Sciences, the research centers of the largest compa-
nies (Transneft, Gazprom, Rosneft), and the leading universities in the country.

In the traditional and advanced safety developments for OGCC and MPS facilities, the priority
will be under scientifically grounded combination of research, rationale, regulation, and exper-
tise, as well as improvement of strength, durability, and safety of the technologies in the light
of the emerging spectrum of threats and risks in the context of diversifying economy.

The solution of these problems mainly lies in deterministic, statistical, and probabilistic
methods of modeling, calculations, tests, and justification of performance of OGCC and MPS
facilities.

Therefore, the major focus is on the probabilistic, statistical, and deterministic analysis of
strength and durability of the main pipelines for oil and gas transportation.

2. Basic design dependencies

In the second half of the twentieth century and the beginning of the twenty-first century in
Russia and abroad, branched pipeline systems for hydrocarbons transportation, including the
main and field oil and gas product pipelines have been constructed. At present, one of the
world’s largest pipeline systems operates in Russia (Table 1) with a total length of more than
500,000 km.

Design, construction, and operation of pipelines for many decades were based [1–5] mainly on
the strength standards. These standards (in the form of state standards (GOST), industry
standards (OST), building norms and rules (SNiP), guidelines (RD), technical regulations
(TR), federal rules and regulations (FNiP), methodological recommendations (MR)) were
based on:

• Classical strength theories (I) maximum normal stresses (II) maximum deformations
(III) maximum tangential stresses (IV) maximum forming energy

• Analysis of designed operational nominal stresses by methods of material resistance
and the theory of rods, plates, and shells

Probabilistic Modeling in System Engineering82

• Use of the calculations of allowable stresses [ ] or limiting resistances Rи

• Basic characteristics of the mechanical properties of pipe steels that determine the resis-
tance to plastic deformation, failure, and loss of stability

Generally, the conditions of pipeline’s strength, at present, can be described (Figure 1) [1–3] by
the functional relation:

ð1Þ

where —maximum designed stress for the most dangerous operating conditions (taking

into account internal and external pressure р, axial forces N, bending , and torque in a
critical section and a critical point); —critical (ultimate) stress, determined from the test

No. Type Purpose Length (ths. km)

1 Main pipelines Gas pipelines 180.2

Oil pipelines 55.3

Product pipelines include:
Ammonia pipelines
NGL pipelines

22.2
1.4
4.3

Total 257.8

2 Field pipelines General purpose 250.0

Total 507.2

Table 1. Types, purposes, and length of pipeline systems.

Figure 1. Scheme of operational loading of the pipeline.
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data of standard specimens on strain (compression) at the stages of the beginning of fluidity
(yield point ), reaching the ultimate strength (ultimate stress limit ) or the beginning of

buckling (critical stress ); —longitudinal force along the x-axis; —

bending moments around the y- and z-axes; —torque around the x axis; —

margin of safety ( ); —pipeline wall thickness; D—diameter of the pipeline (external,
internal, or mean); Е—modulus of longitudinal elasticity; —Poisson’s ratio; and Rв—bend
radius of the pipeline axis.

All the calculated parameters of Eq. (1) can be considered in deterministic, statistical, and
probabilistic formulation, taking into account the complication of operational conditions and
the improvement of engineering methods of mathematical modeling, physical experimenta-
tion, and normative calculations.

The calculation of stresses as a function in Eq. (1) is the initial independent goal of
solving boundary value problems—analysis of nominal stress-strain states under complex oper-
ational and exploitational loading regimes at all stages of the life cycle of pipes and pipelines.

In expression (1), based on the static tension diagram of a standard sample (Figure 2) in the
conditional coordinates (without taking into account the reduction in the cross-
sectional area and increasing the sample length), as critical stress is used [3–5]

• In the yield zone: the yield strength as the ultimate resistance to elastic deformation—the
limit of proportionality , the yield strength at the yield plateau, the conditional yield
strength corresponding to the achievement of a given plastic deformation, for example, 0.2%
( ), or a specified elastoplastic deformation, for example, 0.5 ( ) or 1% ( 0)

Figure 2. Static tension diagram of a standard sample.
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• In the ultimate stress zone: ultimate strength-ultimate resistance as the maximum
engineering stress at the stage of uniformity loss of plastic deformations and neck forma-
tion under tension

The calculated plastic (еp = 0.2%) and elastoplastic deformations (е = 0.5% and е = 1%) for
modern tube steels are substantially smaller than the relative elongation in case of failure.

In this connection, for tube steels .

Introduction to calculation (1) stresses in the form of the above characteristics makes
it possible to exclude the appearance of mechanical properties of three dangerous limit
states:

• Beginning of fluidity and formation of plastic deformations ( , , , , ).

• Failure after reaching the ultimate strength ( ).

• Total loss of stability after reaching critical stresses.

This required the use of three safety margins :

• Yield strength .

• Tensile strength .

• Critical stress under loss of stability .

Hence, in accordance with Eq. (1), the allowable stress must be minimal:

ð2Þ

Since for the first two limiting states ≤ for tube steels hardening in the elastoplastic
range, then safety margins are ≤ .

According to the third limiting state, there are two possible cases:

If then ≤ .

If then ≤ .

When calculating pipeline’s strength in limiting states in accordance with national standards
and when the design resistances Ry (inadmissibility of plastic deformation development) and
Rи (inadmissibility of destruction) are used, then

ð3Þ

where m—condition load effect factor; Kн—design safety factor; n—load safety factor; K1, K2—
material resistance factor; and —factor for biaxial stress states.
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From Eqs. (2) and (3), it follows that margins and in the calculations for the allowed
stresses are related to the factors m, K1, K2, and Kн, in Eq. (3) for calculations on the limiting
states at and :

ð4Þ

.In essence, the safety margins and stability according to Eqs. (2)–(4) reflect the role
of statistical and probabilistic uncertainties, inaccuracies, ignorance, and responsibility of
pipeline systems.

Based on strength and stability calculations under Eq. (1) with addition of Eqs. (2) and (3) for
the pipeline with given p,N,Mв,Mt, Rв, andD, the wall thickness is chosen to be greater than
the minimum ratio of yield strength and strength to margins and with subsequent
binding of stability with and .

Equation (2) defines the area of allowable stresses for deterministic normative calculations of
pipeline strength (Figure 1).

The values of the factors in the calculations according to the norms [2] are given in Table 2.

3. Trends in improving methods of rationing, calculation, and management
of mechanical properties of pipe steels

In the evolution ( ) of pipeline transport in Russia and abroad, three trends have been and are
currently dominant (Figure 3) in view of Eqs. (1)–(4) in deterministic formulation [3–7]:

• Increase of the diameter of pipelines D (from 250–300 to 1200–1400 mm) and pressures p
(from 2.0–2.5 to 14.0–16.0 MPa)

• Increase of mechanical properties of pipe steels (yield strength ) (from 200–250 to 600–
800 MPa) and strength (from 400–450 to 700–900 MPa)

• Decrease in safety margins (from 1.8–3.2 to 1.2–1.5) and (from 2.4–3.5 to 1.6–1.8)

At the first stages (1930–1960) of the development of pipeline systems, carbon (with a carbon
content of 0.22–0.35%), unalloyed steels with larger of the abovementioned margins and ,

№. Factor Symbol Value

1. Condition load effect factor m 0.6–0.9

2. Load reliability factor K1 1.1–1.5

3. Material resistance factor K2 1.34–1.55

4. Design safety factor Kн 1.0–1.05

Table 2. Calculated normative values of factors.
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and lesser p, D, , and were predominantly used. Under these conditions, when deter-
mining the thickness of the pipe wall , the margins and yield strength proved to be key

factors, because they gave smaller permissible stresses under Eqs. (2) and (3).

The idea that increasing the pipe steels yield strength is crucial in those years led to
the desire of metal scientists, technologists, and designers to reduce the material consump-
tion of pipelines by increasing the yield strength by all available methods and means
(alloying steels, thermomechanical processing of sheets and pipes while reducing margins

). The same approach was typical for the development of general engineering, energet-
ics, oil and gas chemistry, transport, and construction.

In the process of accelerated development of pipeline systems, low-alloy steels, low-carbon
low-alloy steels, and low-alloy thermo-hardened steels have been consistently used since
the 1960s.

This aspiration not supported by the necessary scientific justifications led to:

• Significant problems with increased damageability of objects such as pressure vessels
and pipelines with high parameters of pressure P and temperature t in thermal
power engineering, bearing structures of civil and industrial buildings

• Extended brittle fractures and loss of stability of the main pipelines

From the generalized statistical analysis of damage and destruction of various objects (includ-
ing those working under increased pressure), it follows that engineering materials, design, and
technological solutions associated with increase of and decrease of are insufficient to
prevent large-scale emergency and sometimes catastrophic situations. It became clear that the
existing engineering practice of calculation focused on the designation of independent margins

and and the basic characteristics of strength and is entailed with the danger of a
real and reliable operation of pipeline systems.

Figure 3. Basic determinate variations in design parameters of pipelines.
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real and reliable operation of pipeline systems.

Figure 3. Basic determinate variations in design parameters of pipelines.
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One of the main problems was a complex, interrelated deterministic, statistical, and probabi-
listic analysis of the determining parameters—safety margins , , and and mechanical
properties and in Eqs. (1)–(4). According to Eqs. (2) and (3), the minimum allowable

stresses give the maximum quantitative coherence between these parameters:

ð5Þ

Managing safety margins and for the purpose of their reduction should be carried out in
accordance with ratio / , which is featuring, as shown on Figure 1, the hardening degree
(or module) of tubular steels in the elastoplastic range beyond the yield point . For the
majority of actually used pipe steels as they are improved with existing hardening methods,
with the growth of and , the ratio / is increased due to preferential growth of
(Figure 4).

In the nomenclature and types of the previously used tube carbon steels (Figures 1 and 2) with
reduced yield strength (less than 300 MPa) and a ratio / (less than 0.6), the traditional
calculations of the yield strength with margins were of primary importance. With a
further increase in the yield strength and decrease in the safety margin , the calculations
for the ultimate strength with margins have become determinative, in accordance with
Eq. (5).

However, in this case, the problem of increasing the danger of stability loss under
and an uncontrolled dangerous transition to large plastic deformations according to Eq. (2)
remains, in fact, not explicitly reflected in Eq. (5), due to a reduction in the degree of hardening
of steels with a simultaneous increase of and the ratio / . Such conclusion in the
framework of modern concepts of strength calculations [1, 3–6] required a gradual transition
from calculations in stresses to calculations in deformations е. This transition already
received not only its scientific justification [6–8] but also its practical implementation in norms

Figure 4. Coherence between strength margins and mechanical properties of pipe steels.
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and substantiation of strength of the vessels and pipelines in nuclear reactors [8–10] and space
and missile systems [11].

4. Modern problems of justifying the strength of pipeline systems

Four strategic tasks are being solved by methods of deterministic, statistical, and probabilistic
modeling and calculation nowadays in Russia:

• Design and construction of new pipelines for liquid and gaseous hydrocarbons transpor-
tation (including marine and harsh climatic conditions of Siberia, the North Sea and the
Arctic Sea)

• Extension of operation of existing pipelines within the limits of modern regulatory
requirements for strength and durability

• Resolving the issues of complex technical diagnostics, repair, and restoration works in the
damage areas beyond the norms of permissible defects for the prolongation of safe exploi-
tation within the assigned terms

• Decommissioning in cases of significant exhaustion and formation of dangerous critical
and un-repairable defects

The solution of these tasks must meet the modern requirements of:

• The federal legislation on justification and ensuring industrial safety by risk criteria

• Industry norms and rules for justifying strength, durability, and reliability

The tasks of justifying and ensuring industrial safety of pipeline systems in accordance
with the criteria of strength, resource, and risks in compliance with the Federal Law No.
116-FZ “On Industrial Safety of Hazardous Production Facilities” are resolved with the
coordinating and decisive role of Rostekhnadzor with the participation of the Russian
Academy of Sciences, leading oil and gas companies as Transneft, Gazprom, Rosneft, the
Russian Union of Oil and Gas Constructors and leading academic and industry institutes
and universities.

The main directions of scientific research and applied developments in this direction are
reflected in the proceedings of the I and II Forums on industrial safety [12].

The solution of problems of formation and development of industry norms and rules for
substantiating the strength, durability, resource, and reliability of pipelines is concentrated in
the research institutes of Transneft and Gazprom.

In normative documents [13] that are governing the industry, the following assumptions were
made:

• Temporary technological heredity is not explicitly taken into account from the processes of
obtaining the parentmetal and the production of sheets and pipes in factories and enterprises.
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and substantiation of strength of the vessels and pipelines in nuclear reactors [8–10] and space
and missile systems [11].

4. Modern problems of justifying the strength of pipeline systems

Four strategic tasks are being solved by methods of deterministic, statistical, and probabilistic
modeling and calculation nowadays in Russia:

• Design and construction of new pipelines for liquid and gaseous hydrocarbons transpor-
tation (including marine and harsh climatic conditions of Siberia, the North Sea and the
Arctic Sea)

• Extension of operation of existing pipelines within the limits of modern regulatory
requirements for strength and durability

• Resolving the issues of complex technical diagnostics, repair, and restoration works in the
damage areas beyond the norms of permissible defects for the prolongation of safe exploi-
tation within the assigned terms

• Decommissioning in cases of significant exhaustion and formation of dangerous critical
and un-repairable defects

The solution of these tasks must meet the modern requirements of:

• The federal legislation on justification and ensuring industrial safety by risk criteria

• Industry norms and rules for justifying strength, durability, and reliability

The tasks of justifying and ensuring industrial safety of pipeline systems in accordance
with the criteria of strength, resource, and risks in compliance with the Federal Law No.
116-FZ “On Industrial Safety of Hazardous Production Facilities” are resolved with the
coordinating and decisive role of Rostekhnadzor with the participation of the Russian
Academy of Sciences, leading oil and gas companies as Transneft, Gazprom, Rosneft, the
Russian Union of Oil and Gas Constructors and leading academic and industry institutes
and universities.

The main directions of scientific research and applied developments in this direction are
reflected in the proceedings of the I and II Forums on industrial safety [12].

The solution of problems of formation and development of industry norms and rules for
substantiating the strength, durability, resource, and reliability of pipelines is concentrated in
the research institutes of Transneft and Gazprom.

In normative documents [13] that are governing the industry, the following assumptions were
made:

• Temporary technological heredity is not explicitly taken into account from the processes of
obtaining the parentmetal and the production of sheets and pipes in factories and enterprises.
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• Mechanical properties (including limits and ) of structural pipe steels in the process
of pipeline transportation, construction, and operation of pipelines are assumed to be
unchanged.

• Strength margins in Eq. (1) and margins and in Eqs. (2), (4), and (5) are accepted
unchanged for all stages of the life cycle .

• Degradation of pipes and pipelines is associated mainly with a decrease in wall thickness
due to corrosion (general and local) and erosion.

• The crucial part in material consumption reduction is in the increase in nominal operating
stresses , yield strength , and strength and reduction of margins and
according to the Eq. (1).

The normative approach has an important development element in comparison with [2, 13]—
in it, the strength and durability evaluation is carried out not only by nominal stresses

but also by local deformations in the concentration zones created by structural, techno-
logical, and operational factors (welds, defects, corrosion). This makes the normative calcula-
tion of the strength of pipelines comply with both the modern deformation criteria [6, 7] and
the norms in nuclear power engineering and rocket and space technology [9–11].

5. Main directions of development of pipeline strength standards

Taking into account parts 1–3, the perspective directions of calculation and experimental
analysis of the strength of pipelines in the deterministic interpretation should include:

• Direct quantitative accounting of the degradation and aging in time of tube steels at
various temperatures t and the number of cycles N, leading to a change in the basic design
characteristics—the yield strength and strength :

ð6Þ

where and —kinetically varying yield and strength limits

for a given time τ, temperature t, stress , and deformation e; —generalized

functionals describing the change in the basic mechanical properties under the influence of
temperature t, time τ, stress σ, cyclic N, and deformation e factors at all stages of the life cycle
of the pipeline.

The functional Fс τ; t; σ; e;Nf g with its parameters τ, t, σ, e, and N essentially reflects the
processes of degradation and aging of pipeline steels in the process of sheet and pipe
manufacturing, their transportation, construction, testing, and exploitation of pipelines.

Despite of a huge number of studies in factory laboratories; scientific institutes; design, con-
struction, and operation organizations; and powerful industry research centers, in Russia and
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abroad, it has not yet been possible to obtain and justify this functional Fc with the appropriate
statistical and probabilistic equations and parameters. The prerequisites for the formation of a
system of initial equations for the functional Fc are presented in [4, 8, 11, 13, 14].

Currently, knowledge on the processes of aging and degradation in time τ of carbonaceous
and low-alloy steels is reduced to the following basic provisions (Figure 5):

• Natural aging (curve 1) of steels in the initial state (е = σ= 0) at room temperature to is
characterized by a slow increase in the yield strength σy, reaching values of 1.1–1.25 in
about 30–40 years τ; furthermore, the ratio of the yield strengths σy τð Þ to the tensile
strengths decreases.

• Thermal aging (curves 2I and 2II) of steels in the initial state (е = σ = 0) at elevated
temperatures t1 and t2 (t1 > t0; t2 > t1) leads to an accelerated growth of the yield point
σт τ; tð Þ at the initial stages of exposure (up to 103–104 h) with its subsequent reduction
(steel over ageing).

• Deformation aging (curve 3) of steels in the riveted state for е > 0 even at room tempera-
ture t0 gives a smaller change of σy τ; eð Þ than the natural one.

• Dynamic aging (curve 4) at elevated temperatures in the plastically deformed state (e > 0)
under stress conditions (σ > 0) can be accompanied at first by an insignificant increase,
while later there is a fall in yield strength σy τ; t; е; σð Þ and strength σи τ; t; е; σð Þ with a
decrease in the degree of hardening of tube steels in the plastic area.

In all cases of aging (curves 1–4), the ratio of the yield strengths σy to the tensile strengths σи
increases (due to a smaller change in the tensile strength σи as compared to the yield point σy).

In the normative strength calculations [10], it is suggested not to take into account the areas of
increase in the yield strength σy τ; t; е; σ;Nð Þ due to aging, which goes to the margin of safety. In
the refined basic and normative calculations of the strength of pipelines, one should take into
account [4–9, 14–16]:

Figure 5. Scheme of aging processes of pipe steels.
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• Natural aging (curve 1) of steels in the initial state (е = σ= 0) at room temperature to is
characterized by a slow increase in the yield strength σy, reaching values of 1.1–1.25 in
about 30–40 years τ; furthermore, the ratio of the yield strengths σy τð Þ to the tensile
strengths decreases.

• Thermal aging (curves 2I and 2II) of steels in the initial state (е = σ = 0) at elevated
temperatures t1 and t2 (t1 > t0; t2 > t1) leads to an accelerated growth of the yield point
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• Continuous σи under all types of aging and degradation and the change in values σy and
σи in Eq. (6)

• Effects of degradation of mechanical properties—decrease in relative yield point
σy ¼ σy=σи; σy τ; t; е; σ;Nð Þ ≤ 1;

• The decrease in plasticity (δк from Figure 2), which accompanies aging and degradation,
as well as the fracture toughness

In accordance with the above, based on Eqs. (2)–(5), and taking into account Figures 2–5

ny ¼
σy τ; t; σ; e;Nð Þ

σsnmax
, (7)

ny=nи ¼ σy τ; t; σ; e;Nð Þ=σи τ; t; σ; e;Nð Þ: (8)

Equations (7) and (8) mean that the safety margins ny and nи are dependent on the aging and
degradation processes of the tubular steels, time-dependent τ, temperature t, the cyclicity N,
and the stress-strain state σ – е. This circumstance, which was not explicitly reflected in
domestic [1, 2] and foreign [11, 12] regulatory materials, is to be taken into account in promis-
ing developments of pipe strength standards.

In [2–5], an experimental analysis was made of the time-dependent change in the characteris-
tics of the mechanical properties of tube steels, primarily the yield strength σy and strength σy
from the tensile tests of samples cut from the pipes in the initial state and after prolonged use.
The time τ was varied from τ ffi 5� 10�2 to 3� 105 h, operating temperature from �45 to
+50�C, stress σ from 0.6 σy to 1.0 σy, and deformation e from 0.8 � 10�3 to 3 � 10�3.

The averaged data from these tests showed that the reduction of the yield strength
σy τ; t; е; σ;Nð Þ during exploitation from the initial τ0 to the maximum of τ = 2, 3�105 h was 10–
15% of the yield strength σy:Meanwhile, the ratio of the yield strengths to the tensile strengths
increased by 1.15–1.2. This means that the margin ny of the yield strength σy can be reduced by
1.1–1.17 times, and the margin nи of the ultimate strength σи by 1.20–1.25 times. This corre-
sponds to the generalized statistical experimental data from Transneft, obtained during tests of
laboratory samples from actually operated pipes.

However, it should be borne in mind that the bulk of pipeline damage is associated with the
most severe damage of surface layers of pipes (due to corrosion, erosion, mechanical impacts).
In the standard tensile testing of samples (with surface layers removed during their manufac-
ture), this type of damage has little effect on the strength characteristics σy and σи. For the
experimental evaluation of the effect of surface damages, other tests are carried out. For
example, cyclic bending tests of samples of full-scale gauge without surface treatment showed
a reduction in the endurance limits at basic N = 105–106 by 15–18% [16]. This should affect the
abovementioned decrease in margins nт and nв (up to 10–15%).

For these margins ny and nи, the degradation of pipelines is significant due to a decrease in
time τ because of corrosion and erosion of the wall thickness δ that is included in Eq. (1) for
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determining the nominal maximum operating stresses σsnmax. As shown by laboratory tests and
observations of the actual processes of metal loss while in the operation due to these mecha-
nisms, the rate of corrosion and erosion reduction of the wall thickness dδ=dτ can be from 0.05–
0.1 to 0.3 mm/year. With wall thicknesses from 10 to 30 mm, the decrease of margins can reach
10–30%.

Thus, the aging of tubular steels and the degradation of pipes can, in the course of operation,
with unfavorable combinations of all the abovementioned damaging factors lead to a substan-
tial reduction in determined margins ny and nи and breach of strength as shown by Eqs. (1), (7),
and (8). The number of such cases in real operation [3–5, 14] in the period of 1970–2015
gradually decreased from 1.2–1.0 to 0.12–0.14 damages per 1000 km per year.

6. Analysis of resistance to the development of cracks

A special place in the analysis of the pipeline strength is and will be occupied by the problems
of their crack resistance and survivability, when formation and development of cracks of
technological and operational origin are observed [3–6, 13–19]. In calculating the strength of
pipelines with cracks of depth ℓ in thickness and length a over the surface, equations and
criteria for linear and nonlinear fracture mechanics are used [3–7, 12, 13]. Then, the local stress-
strain state at the crack tip is determined from the solution of the boundary value problem by
numerical methods with defining of stresses σsmaxк and deformations еsmaxк:

σsmaxk; е
s
maxk

� � ¼ σsnmax � Kσℓ, (9)

where σsnmax—maximum rated stress in Eq. (1); and Kσℓ—effective coefficient of stress concen-
tration in the zone of cracks.

The value Kσℓ is determined on samples with cracks:

Kσℓ ¼ Fℓ D; σ; ℓ; a; S∗f g, (10)

where Fℓ D; σ; ℓ; a; S∗f g—function of pipe geometry D, δð ) and cracks (ℓ, а); and S∗—the struc-
tural parameter of the material, determined experimentally when testing samples with cracks.

Since σsmaxк > σ
s
nmax and Fk D; δ; ℓ; af g ≥ 1, then safety margins from Eq. (7) for pipes with cracks

taking into account Eq. (9) will be further reduced (Figure 6):

ny
� �

ℓ
; nиð Þ

ℓ

n o
¼ ny; nи
� �

=Fk D; δ; ℓ; S∗; af g: (11)

In general, all the parameters of Eqs. (9)–(11) are deterministic, statistical, and probabilistic.

In calculating the strength of pipelineswith defects, two basic estimated defect sizes are introduced:

• ℓо – Initial size (depth) of the defect, determined by the accepted methods of flaw detec-
tion (with their resolving power, sensitivity)
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However, it should be borne in mind that the bulk of pipeline damage is associated with the
most severe damage of surface layers of pipes (due to corrosion, erosion, mechanical impacts).
In the standard tensile testing of samples (with surface layers removed during their manufac-
ture), this type of damage has little effect on the strength characteristics σy and σи. For the
experimental evaluation of the effect of surface damages, other tests are carried out. For
example, cyclic bending tests of samples of full-scale gauge without surface treatment showed
a reduction in the endurance limits at basic N = 105–106 by 15–18% [16]. This should affect the
abovementioned decrease in margins nт and nв (up to 10–15%).

For these margins ny and nи, the degradation of pipelines is significant due to a decrease in
time τ because of corrosion and erosion of the wall thickness δ that is included in Eq. (1) for
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determining the nominal maximum operating stresses σsnmax. As shown by laboratory tests and
observations of the actual processes of metal loss while in the operation due to these mecha-
nisms, the rate of corrosion and erosion reduction of the wall thickness dδ=dτ can be from 0.05–
0.1 to 0.3 mm/year. With wall thicknesses from 10 to 30 mm, the decrease of margins can reach
10–30%.

Thus, the aging of tubular steels and the degradation of pipes can, in the course of operation,
with unfavorable combinations of all the abovementioned damaging factors lead to a substan-
tial reduction in determined margins ny and nи and breach of strength as shown by Eqs. (1), (7),
and (8). The number of such cases in real operation [3–5, 14] in the period of 1970–2015
gradually decreased from 1.2–1.0 to 0.12–0.14 damages per 1000 km per year.

6. Analysis of resistance to the development of cracks

A special place in the analysis of the pipeline strength is and will be occupied by the problems
of their crack resistance and survivability, when formation and development of cracks of
technological and operational origin are observed [3–6, 13–19]. In calculating the strength of
pipelines with cracks of depth ℓ in thickness and length a over the surface, equations and
criteria for linear and nonlinear fracture mechanics are used [3–7, 12, 13]. Then, the local stress-
strain state at the crack tip is determined from the solution of the boundary value problem by
numerical methods with defining of stresses σsmaxк and deformations еsmaxк:

σsmaxk; е
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maxk

� � ¼ σsnmax � Kσℓ, (9)

where σsnmax—maximum rated stress in Eq. (1); and Kσℓ—effective coefficient of stress concen-
tration in the zone of cracks.

The value Kσℓ is determined on samples with cracks:

Kσℓ ¼ Fℓ D; σ; ℓ; a; S∗f g, (10)

where Fℓ D; σ; ℓ; a; S∗f g—function of pipe geometry D, δð ) and cracks (ℓ, а); and S∗—the struc-
tural parameter of the material, determined experimentally when testing samples with cracks.

Since σsmaxк > σ
s
nmax and Fk D; δ; ℓ; af g ≥ 1, then safety margins from Eq. (7) for pipes with cracks

taking into account Eq. (9) will be further reduced (Figure 6):
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ℓ
; nиð Þ

ℓ

n o
¼ ny; nи
� �

=Fk D; δ; ℓ; S∗; af g: (11)

In general, all the parameters of Eqs. (9)–(11) are deterministic, statistical, and probabilistic.

In calculating the strength of pipelineswith defects, two basic estimated defect sizes are introduced:

• ℓо – Initial size (depth) of the defect, determined by the accepted methods of flaw detec-
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• ℓк – The critical size (depth) of the defect at which the margin of safety ny (or nи) in Eq. (10)
becomes less than 1

The calculations ℓк take an elliptical (ℓ=а ≈ 1=3Þ or extended ℓ=а ! ∞ð Þ fracture shape. Typi-
cally, the most dangerous ones are surface cracks, taking into account more intensive accumu-
lation of corrosion, erosion, and mechanical damage in the surface layers.

The second and most common way of assessing the strength of pipelines is to estimate
margins ny

� �
е and nиð Þе according to the equations and criteria of linear and nonlinear

fracture mechanics [3, 7, 10, 16]. In this approach, the stress intensity factors are determined
by the calculation for the given σsnmax in Eq. (1) and Fk D; δ; ℓ; af g in Eq. (9):

Ks
I ¼ σsnmax

ffiffiffiffiffiffi
πℓ

p
� Fk D; δ; ℓ; af g (12)

When a sample or a pipe with a crack breaks up, a critical value of the stress intensity factor is
reached at the crack tip in accordance with the linear fracture mechanics. Then, in calculating
the crack, resistance (survivability) of pipes with cracks by analogy with Eq. (2) introduced a
margin by the stress intensity factor:

nk ¼ KIc

Ks
I
: (13)

By the values of Ks
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The difference in margins according to Eqs. (11) and (14) should not be significant.

In the event of plastic deformations, instead of the stress intensity factors KI and KIc, the strain
intensity factors should be used [4, 6, 8].
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A generalized analysis of the strength, resource, reliability, survivability, and safety of complex
technical systems of pipeline transport is made in one of the volumes [17] of the multivolume
series “Safety of Russia.”

7. Statistical characteristics and probabilistic modeling of pipeline
systems

Multiparameter pipelines with a wide range of service lives are functioning nowadays in
Russia and in various countries across the world, according to parts 1 and 2 (Figure 7).

In further analysis of their initial and residual strength, durability, and crack resistance, both
statistical data on service life τ and statistical data on changes in the mechanical properties of
tubular steels σy, σи, KIc, as well as on developing defects ℓ, should be taken into account. This
consideration can be performed on the basis of Eqs. (1)–(15) in both deterministic and statisti-
cal forms.

According to statistical data [20] on oil pipelines of Russia with a total length of more than
70,000 km (see Table 1), about 70% of them have a service life of more than 30 years. Their age
structure is shown in Figure 7.

Statistical studies of mechanical properties (tensile strength σи) of 29 tube steels were carried
out in 217 pipe sections manufactured at 14 plants. Upward bias from data on technical
conditions was revealed in 8.9% cases and downward bias 2.6%.

Primary and repeated in-tube condition diagnostics on the length of more than 80,000 km of oil
and gas pipelines revealed the presence of unacceptable corrosion and mechanical and erosive
damage in 0.2–0.3% of pipes. This required repair and restoration works, as well as replacement
of pipes or its sections. These works over the past 20 years have made it possible to reduce the
frequency of accidents on pipelines from 0.14–0.16 to 0.09–0.10 per 1000 km per year.

The generally recognized statistical characteristic of the technical condition and safety of pipe-
lines with due regard of their period of operation is [1, 3–7, 17–20] the number of system failures
(failures No τð Þ) generated per time unit. The failure of a specific section of the pipeline is a very

Figure 7. Statistics on the service life of pipelines.
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rare event, even for a fairly long period of time τ. But taking into account the considerable length
of the whole system (more than 70,000 km), the reduced frequency or failure flow Po τð Þ at the
length L (L = 1000 km) will have a finite value depending on the time of operation τs:

Po τð Þ ¼ dNo τð Þ=dτs
L

: (15)

The failure flow Po τð Þ, in our country and abroad, of oil and gas pipelines decreases over time
—from 0.3 to 0.4 in the 1960s and 1970s to 0.012–0.015 at the present.

According to Eq. (15), the reliability Ро(τ) of section L at a given time τ can be estimated [1, 4, 6,
7, 18] by the failure flow Po τð Þ:

Pо τð Þ ¼ 1� Po τð Þ: (16)

In this case, the value of Ро(τ) can be considered as a statistical and probabilistic indicator of
the technical risk Ro(τ) of the failure:

RoðτÞ ¼ 1� Po τð Þ (17)

On the basis of (16) and (17), the safety Sо(τ) of the MPS functioning at can be consid-
ered as.

Figure 8. Age structure of long-term running main pipelines of large diameter.
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ð18Þ

According to operational statistical data on failures Nо and failure flows dN� / d , the standard
(permissible) operating time [ ] can be established—a resource of reliable operation excluding
the transition of the MPS to the critical (ultimate) state.

Operational experience shows that the service life of the pipeline, as well as of other complex
technical systems, can be conveniently divided into three main periods (Figure 9):

• Run-in period (τI), when there is a high failure rate (Nо), associated with unacceptable
defects in construction and installation works and factory defects in pipes

• Stabilization period (τII), when the number of failures is minimal and their increase is
insignificant

• Wear period (τIII), associated with a steady increase in the number of failures and a
decrease in throughput due to the occurrence of damage accumulation processes and the
formation and development up to critical dimensions (K) of the initial and operational
defects of metal pipes, welded joints, protective coatings, etc.

For mastered deterministic technologies of designing and manufacturing, the following corre-
lations are fulfilled:

τk ¼ τI þ τII þ τIII :

τI << τII < τIII : (19)

The allowed period [ ] of reliable operation of pipelines based on the allowed failure flow may
include periods τI and τII and part of the period:

Figure 9. The failure of technical systems in dependence from the period of operation.
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τs ≤ τI þ τII þ kτIII < τk, τ½ � ¼ τk
nτ

(20)

where k—coefficient of using the pipeline with damages (k < 1); and nτ—service life margin.

Equations (15) and (16) are valid both for MPS and for their individual elements when failures
are associated with the development in the length of time of operational defects. At the same
time, for the main pipeline transport, the period of operation and margins nτ with determinis-
tic, statistical, and probabilistic approaches should be taken into account under Eqs. (15)–(20).

The period of stable operation of the pipeline according to Eq. (20) can be increased by carrying
out special organizational and technical measures, including the implementation of local or
major repairs, diagnostic surveys, efficiency improvement of the corrosion protection system,
etc. The most important aim of these measures is the extension of the safe operation period for
the entire system (MPS) as well as for individual sections and pipes (the transition from curve 1
to curve 2 in accordance with Figure 9), subject to specified safety and reliability parameters.

Considering economic consequences Vo τð Þ, failures No τð Þ, risks Ro τð Þ, and costs for improving
reliability and safety Z τð Þ allows us to evaluate the economic effectiveness of integrated
measures to improve the working capacity of MPS:

Vо τð Þ ¼ Vo τð Þ 1� kpPo τð Þ� � ¼ Vo τð ÞPo τð Þ, (21)

where Vо τð Þ and Vo τð Þ—designed throughput of the system with and without consideration
for reliability; and kp—coefficient of influence of failures on the throughput.

Therefore, in accordance with Eqs. (1)–(4), the requirements for MPS operation efficiency are
inextricably linked to the high requirements for ensuring reliability Po τð Þ, safety So τð Þ, and risk
management Ro τð Þ in the process of its operation τ ¼ τs, which determines the priority impor-
tance of economic, environmental, and industrial safety of transportation of oil, oil products,
and gas. These issues are assigned to the scope of strategic planning at the federal, regional,
and sectoral levels.

Statistical information on the quantities σs and σи, σy makes it possible to construct the proba-

bility density functions f σsð Þ and f σи; σy
� �

(Figure 10) describing the operational loads (nom-
inal σs and strength characteristics) from Eq. (21).

The probability of fracture Рр as an extremely dangerous (critical) failure, accident, and catas-
trophe will be determined by the overlapping of the distribution density functions f σsð Þ and
f σи; σy
� �

. In general, all the parameters of Eq. (21) are time-dependent τ ¼ τs.

Parameter Рр τð Þ is taken into account when assigning the safety margins {nи, ny}, and Eq. (2)
makes it possible to estimate the strength properties in accordance with the following equation:

Рро τð Þ ¼ 1� Рр τð Þ: (22)

In the calculations for the permissible stress under codes and rules for building [16], this
approach is reflected in the separation from the total factor of margin n factors of homogeneity
ko, overload kп, and operating conditions m:
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n ¼ n ko; kп, mð Þ (23)

As a result, the calculated strength (σри , σ
р
y) and load σsр are calculated by multiplying their

mathematical expectation by the corresponding factors:

σри, y ¼ ko σи,y
� �

m; σ
s
р ¼ kп σsð Þm: (24)

The values of the factors in Eqs. (23) and (24) will depend on the assumed probability of
fracture Рр, which is determined by the safety characteristic So τð Þ, the shape of the load
distribution curves, and the strength in Figure 9:

ko ¼ 1� zpvи, y; kп ¼ 1þ zpvs, (25)

where vи, y, zp—factors of variability and quantiles of distribution of the strength characteristics
of the material; and vs—variation factor of the operational load.

Statistical analysis [5, 7] of the distribution functions of the mechanical properties of low-alloy
steels (type 15ХСНD-С 0.12–0.18, Ci 0.4–0.7, Mn 0.4–0.7, Ni 0.3–0 (6%)) on a large number of
n = 2500 laboratory samples from a 15-mm-thick sheet showed the acceptability of the use of
the normal distribution law.

The generalization (Figure 11) of the test results of this steel at n = 22.000 samples with
thickness of 5 to 24 mm revealed while increasing thickness δ, decrease of the yield strength
for the probabilities P = (1%, 50%, 99%), as well as the variation coefficients v.

In the generally accepted normative calculations for the strength of the MPS, the time param-
eters τ are not explicitly introduced in Eqs. (1) and (2). They become necessary in the future
specified calculations of the strength σи τð Þ and σy τð Þ, reliability Po τð Þ, safety So τð Þ, and effi-
ciency Vo τð Þ under Eqs. (15)–(25) in case of assessing the technical condition and extending the
life of the functioning facilities and while designing new MPS:

Figure 10. The scheme for determining the probability of fracture Рр by parameters of reliability and durability.
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The currently developed combined probability statistical method [4] makes it possible to
assess the reliability Po τð Þ as a function of time τs on the basis of analysis of the initial
deterministic, statistical, and probabilistic information about the design К τð Þ and technological
Т τð Þ features of MPS objects, the operating loads Q τð Þ and environmental impactsФ τð Þ, stress-
strain states in the coordinates σ τð Þ � е τð Þ and probable mechanisms of accumulation of
damage d τð Þ, and nucleation and development of defects l τð Þ.
The main design parameters will be determined under:

σи τð Þ; σy τð Þ; So τð Þ;Po τð Þ� � ¼
Fв K τð Þ;T τð Þ;Q τð Þ;Ф τð Þf g;
Fp σ τð Þ; е τð Þf g;
Fn d τð Þ; l τð Þf g,

8>><
>>:

(26)

The abovementioned basic calculated dependencies in equations (1)–(26) allow [1, 3–7, 18–20]
to make the transition from traditional deterministic engineering calculations of strength with
the standard characteristics of mechanical properties σy, σи to calculations of strength, durabil-
ity, crack resistance, reliability, and safety using new developing statistical and probabilistic
methods of mathematical and physical modeling and refined calculations.

8. Conclusion

Ultimately, the problems of functional and strength reliability, resource, and safety of pipeline
systems should cover all stages of the life cycle of facilities, representing three interrelated and
interdependent processes: design, construction, and operation.

Designing while taking into account the prospects of statistical and probabilistic modeling of
reliability and safety criteria should include the development and coordination of the technical

Figure 11. Dependence of yield strength σy, factors of variation v of yield strength σy, strength δи, and elongation δk from the
rolled thickness δ.
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assignment with the introduction of basic requirements and criteria for strength, resource, and
safety in accordance with applicable standards and development of physical and mathemati-
cal models for regular, damaged, and emergency situations. When designing facilities of new
generations, strength analysis should be carried out in accordance to the basic standard and
additional verification calculations, based on known internal and external influences and
object characteristics, parameters of stress-strain state, and damaging factors with justification
of initial resources for reliable and safe operation.

In the subsequent stages of design andmanufacturing, reliability problemswill be addressed, inclu-
ding selection, justification, and development of materials technology and control in accordance
with existing norms and rules. Generally, for themanufactured elements ofMPS, the actualmechan-
ical properties and their deviations from the technical requirements, the level of real defectiveness,
the geometry parameters, and their deviations should be established. On their grounds, the basic
design parameters of strength and resource will be refined. At this stage, the issues of stability and
safety of the elements require an analysis of possible failures for reasons of technological heredity.

At the operational stage, the system of routine diagnostics of the main characteristics of the MPS
facility and the external environment that determine reliability will be specified, and information
will be collected on confirming or adjusting design decisions on strength and resource. As the
finalized design resource is exhausted, an evaluation of the residual life of safe operation should
be carried out. To harmonize all deterministic, statistical, and probabilistic information for all
stages of the life cycle of an object, it is necessary to use unified mathematical and physical
models, calculation equations, criteria, and computer programs for MPS.

In the future, considering formation of a new legal and regulatory framework, in which the
standardized requirements for safety So τð Þ, risksRo τð Þ, as well as economic efficiencyVo τð Þwill be
of decisive importance, reverse solutions will be decided. At the same time, all the scientific and
methodological potential accumulated in previous years will be fully utilized in selecting models,
methods, design equations, and design parameters to achieve the required values So τð Þ,Ro τð Þ, and
Vo τð Þ in engineering design and technological and operational solutions for pipeline systems for oil
and gas transportation.
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assignment with the introduction of basic requirements and criteria for strength, resource, and
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design parameters of strength and resource will be refined. At this stage, the issues of stability and
safety of the elements require an analysis of possible failures for reasons of technological heredity.
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models, calculation equations, criteria, and computer programs for MPS.

In the future, considering formation of a new legal and regulatory framework, in which the
standardized requirements for safety So τð Þ, risksRo τð Þ, as well as economic efficiencyVo τð Þwill be
of decisive importance, reverse solutions will be decided. At the same time, all the scientific and
methodological potential accumulated in previous years will be fully utilized in selecting models,
methods, design equations, and design parameters to achieve the required values So τð Þ,Ro τð Þ, and
Vo τð Þ in engineering design and technological and operational solutions for pipeline systems for oil
and gas transportation.
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Abstract

To explore offshore oil fields in deepwater, the use of a floating production storage and
offloading (FPSO) unit coupled to a shuttle tanker is economically and technically feasible.
Shuttle tankers like system for oil transportation are increasingly being accepted as a
preferred transportation method for remote and deepwater offshore developments. The
offloading operation is considered one of the riskiest operations in offshore environment.
The chapter presents a risk-based analysis method aiming at defining the risk profile
associated with an offloading operation. For offloading operations, the risk profile is
usually evaluated considering that the offloading operation has an approximate duration
of 24 hours. The method follows three basic steps: identification of hazard, definition of
failure scenarios and their probability of occurrence, and evaluation of failure conse-
quences. The decision-making theory is used to evaluate the possibility of emergency
disconnection during the operation. The method is applied to evaluate the risk profile of
an offloading operation in Campos Basin, Brazil, considering a FPSO moored with Differ-
entiated Complacent Anchoring System (DICAS). The method is used to model the risk
scenario associated with shuttle tanker main engine failure as initiating event. The
changes in environmental conditions have great influence in risk profile and increase the
probability of disconnection.

Keywords: probability risk assessment (PRA), risk profile, offloading operation,
Markovian process, Bayesian techniques

1. Introduction

The occurrence of accidents in complex systems, such as offshore and onshore oil and gas
processing plants, power plants, and chemical process industries, is financially expensive
because the accidents can cease plant operations and even can cause harm to people, property,
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and environment. For this reason, to identify vulnerable factors that become unacceptable
operating scenarios is a challenge in the risk assessment of complex systems. The risk assess-
ment seeks to minimize undesirable event probability and their impact both for the environ-
ment and for the people involved in the operations. The impact in the operation can be
measured as economic consequences based on the extension of equipment damage and on
reduction of plant performance.

The search for oil fields no longer occurs exclusively onshore, but includes the oceans of the
world. This fact has contributed to the development of rigs for drilling and production offshore
in deepwater.

The current method for crude oil export in deepwater is using floating production storage and
offloading (FPSO). The FPSO is a floating vessel, in that it is equipped with internal or external
turret, and equipment to refine crude oil, and storage capacity. Therefore, FPSO have an
offloading system to transfer the crude oil to shuttle tankers. As you can see in [1, 2], the
shuttle tankers are increasingly being accepted as a preferred transportation method for
remote and deepwater offshore developments, for example, according to ONIP (Programa
Nacional de Mobilização da Indústria Nacional do Petróleo e Gás Natural) in 2002, Brazil had
46.0% of the total oil production of Petrobras located in deepwater (400–1000 m) and 29.9% in
ultra-deepwater, with water depth greater than 1000 m [3]. More recently, shuttle tankers have
become the main way to distribute the crude oil produced offshore on Brazilian fields [4]. The
options for methods of offloading from a FPSO and shuttle tanker include remote single point
mooring, tandem offloading, and alongside configuration.

The tandem offloading operation is frequently a complex and difficult marine operation. FPSO
may rotate due to waves and wind actions, and this rotates according to the weather that
generates linear motions of a ship (surge, sway, and yaw). To stay connected for loading and at
the same time maintain a safe separation distance, shuttle tanker must position itself aligned
with the FPSO position. As we show in [5], the situation is dramatically changed in the tandem
offloading operation in terms of positioning complexity and damage potential [5], due to the
significant amount of mass involved (e.g., a 150,000-dwt shuttle tanker) in close distance to an
installation (FPSO) for a long period of time.

To analyze the nature of the incidents in maritime operations, it is necessary to define a
complex relationship among design procedures, equipment, environmental conditions, and
operational procedures. To gain a full understanding and comprehensive awareness of safety
in each situation, it is necessary to use a systemic approach to consider all the aspects that may
lead to hazardous events and to consider different uncertainty sources [6]. In complex system
safety assessment, a systemic approach means to consider all functional entities that constitute
the system, exploring patterns and inter-relationships within subsystems and seeing undesired
events as the products of the working of the system.

In the 1980s and 1990s, the most risk analysts have been trained in the “classical” approach
to risk analysis, where probability exists as a quantity characterizing the failure of the system
being studied and independent of the analyst. This concept of probability is frequency based,
and the results of the risk analyses provide estimates of these “true” probabilities. For operations
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involving complex nonlinearities and multicomponent system, especially, new techniques for
risk analysis upon of abnormal event are needed. The quantification of risk cannot be handled
with traditional statistical methods since it requires the quantification of the probability of
accidental events that in most cases are rare [7].

The incidents in maritime operations often involve the analysis of low-probability events for
which few data are available. Classical statistical methods are inefficient in these cases. Bayes-
ian techniques are useful because of their ability to deal with sparse data and to incorporate a
wide variety of information gained based on expert judgment. A further practical advantage of
the subjective probability framework in risk assessment applications is that propagation of
uncertainties through complex models is relatively simple.

In the last few decades, has been several studies examined trends about Bayesian techniques
in risk assessment [7–13], such as those presented by Avan and Kvaloy [7] discussing some
of the practical challenges of implementing Bayesian thinking and methods in risk analysis,
emphasizing the introduction of probability models and parameters and associated uncer-
tainty assessments. Siu and Kelly [8] present a tutorial on Bayesian parameter estimation
especially relevant to probability risk assessment. Jun et al. [9] divide the system failure
mode based on the criticality analysis using multistage event tree. They predict failure rates
and the time to failures and consequently can predict the system reliability. Eleye-Datubo
et al. [10] show in a marine evacuation scenario and that of authorized vessels to floating,
production, storage, and offloading collision, based on a commercial computer tool. Meel
and Seider [11] developed Bayesian model to predict the number of abnormal events in the
next time interval utilizing information from previous intervals and determine fuzzy mem-
berships to various critical zones to indicate the proximity of abnormal events to incipient
faults, near misses, incidents, and accidents. Kalantarnia et al. [12], for example, use Bayes-
ian theory to update the likelihood of the event occurrence and failure probability of the
safety system and hence develop a dynamic failure assessment for a process. Yun et al. [13]
use Bayesian estimation for insufficient LNG system failure data; the risk values estimated
with these insufficient data may not show statistical stability or represent specific conditions
of an LNG facility.

The quantification of risk requires the quantification of the likelihood of rare accidental
events, which normally cannot be done without employing engineering judgment. In this
paper the relationship between characteristics and causes of accidents and system compo-
nents involved in hazardous offloading is analyzed about one type of consequence associ-
ated with the incident. This chapter presents a quantitative risk analysis based on Bayesian
techniques; the relation between the probability of occurrence of each hazardous event and
its consequence could be found; we have developed these concepts in [14]. The objective
this approach is providing safety for offloading operations in deepwater oil fields. We
consider both FPSO and shuttle as one integrated system. We present the application of
risk-based analysis techniques to evaluate offloading operations between a FPSO and a
shuttle tanker that could be used to develop actions and procedures to minimize the cons-
equences of an accident for the operation. The methodology presented can provide a model
in which reasoning is justified, while it enables a powerful marine decision-support
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solution that is simple to use, flexible, and appropriate for the risk assessment task. The
methodology with Bayesian approach as for decision support is presented in Section 2; we
presented the initials theoretically developed in [14], but we include it here again, for the
sake of clarity. In Section 3, the application example is presented, and finally, in Section 4
the results and final comments are presented.

2. Dynamic risk assessment methodology

Risk can be represented by Eq. (1) which relates the undesired event’s occurrence probability
and the consequences:

Risk ¼ pi; ci
� �

Risk ¼ pi; ci
� �

(1)

where pi is the ith event occurrence probability and ci is the effect of the ith event occu-
rrence [14].

For complex systems, the possibility that an unexpected scenario shows up is related to an
initial event or failure which happens in a specific component. For each one of the system’s or
subsystems’ components, it is necessary to know the probabilities that the unexpected condi-
tion (failure) shows up, and its consequences and states must be evaluated.

In this context, another important decision-making aspect in complex systems is the need for
creating a model which can consider dynamic characteristics of system. In the case under
analysis, these characteristics are given by the transition between states corresponding to safe
operating zones [15].

Hence, let ST be a variable that represents a state of system, and let K be a scenario. The
probability that K be true given the system is in the state ST can be represented by Eq. (2) [5]:

P KjSTð Þ ¼ P STjKð Þ∙P Kð Þ
P STð Þ (2)

where P(ST|K) is the probability that the system was in the ST state given a scenario K, P(K) is
the probability that a scenario K be true, and P(ST) is the probability that the system is in the
state ST.

The method is based on probability risk assessment and Markovian process to aid decision-
making (see Figure 1). To calculate the probability of accident scenario, the Bayesian approach
is presented in detail in [5]. It is used to estimate the probabilities that the system is in each
state stochastic model are applied. This methodology allows, quantitatively, to assess the
consequences of the events of broad impact and to see relationship between the environment
changes and those impacts. The methodology can be summarized in four steps: accident
modeling, failure probability assessment with Bayesian techniques, evaluation of conse-
quences, and Markovian process to aid decision-making.
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2.1. Accident modeling

The first step identifies the objective of the risk assessment and to identify and to select the
undesirable consequences of interest. These consequences may include items like degrees of
harm to environment or degrees of loss of operation. This step covers relevant design and
operational information including operating emergency procedures.

In this same step, the hazard identification is based on techniques that allow, qualitatively, to
assess the consequences of the events of broad impact and to see the effects on the environ-
ment, personnel, and facilities. It requires the identification of the hazard event that is one or
more physical conditions with the potential to cause damaged. Aiming this stage is to depict
the consequences and to determine their causes, because the procedure is based on the selec-
tion of hazard events [16].

To determine the hazard events, “brainstorming” technique is used involving experienced
personnel as well as the procedures used for the practice of routine operations using a
question-answer technique based on preliminary hazard analysis (PHA) concepts. Apart from
human factors, failures of components installed in complex system are systematically consid-
ered by applying the methodology of failure modes and effect analysis, which usually starts
from identifying failure modes of each item composing the whole system. Based on informa-
tion about the system, interviews, and expert opinions, many hazards affecting the system are
identified [15].

Figure 1. Probabilistic risk assessment methodology.
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analysis, these characteristics are given by the transition between states corresponding to safe
operating zones [15].

Hence, let ST be a variable that represents a state of system, and let K be a scenario. The
probability that K be true given the system is in the state ST can be represented by Eq. (2) [5]:

P KjSTð Þ ¼ P STjKð Þ∙P Kð Þ
P STð Þ (2)

where P(ST|K) is the probability that the system was in the ST state given a scenario K, P(K) is
the probability that a scenario K be true, and P(ST) is the probability that the system is in the
state ST.

The method is based on probability risk assessment and Markovian process to aid decision-
making (see Figure 1). To calculate the probability of accident scenario, the Bayesian approach
is presented in detail in [5]. It is used to estimate the probabilities that the system is in each
state stochastic model are applied. This methodology allows, quantitatively, to assess the
consequences of the events of broad impact and to see relationship between the environment
changes and those impacts. The methodology can be summarized in four steps: accident
modeling, failure probability assessment with Bayesian techniques, evaluation of conse-
quences, and Markovian process to aid decision-making.
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2.1. Accident modeling

The first step identifies the objective of the risk assessment and to identify and to select the
undesirable consequences of interest. These consequences may include items like degrees of
harm to environment or degrees of loss of operation. This step covers relevant design and
operational information including operating emergency procedures.

In this same step, the hazard identification is based on techniques that allow, qualitatively, to
assess the consequences of the events of broad impact and to see the effects on the environ-
ment, personnel, and facilities. It requires the identification of the hazard event that is one or
more physical conditions with the potential to cause damaged. Aiming this stage is to depict
the consequences and to determine their causes, because the procedure is based on the selec-
tion of hazard events [16].

To determine the hazard events, “brainstorming” technique is used involving experienced
personnel as well as the procedures used for the practice of routine operations using a
question-answer technique based on preliminary hazard analysis (PHA) concepts. Apart from
human factors, failures of components installed in complex system are systematically consid-
ered by applying the methodology of failure modes and effect analysis, which usually starts
from identifying failure modes of each item composing the whole system. Based on informa-
tion about the system, interviews, and expert opinions, many hazards affecting the system are
identified [15].

Figure 1. Probabilistic risk assessment methodology.
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The accident modeling is finished with scenario modeling based on the use of the event tree.
An event tree is used to identify the various paths that the system could take, starting with the
initiating event and studying the failure progress as a series of successes or failures of interme-
diate events called hazard events, until an end state is reached. That sequence of events is
named failure scenario for which the consequences are estimated.

2.2. Failure probability assessment

In this step the failure probability of occurrence of a failure scenario is calculated combining
two conventional reliability analysis methods: fault tree analysis (FTA) and event tree.

The probability of each failure scenario is determined by summing the probability of each set
of events which lead to this outcome. Each sequence probability is obtained by simply multi-
plying the probabilities of the events represented in each branch of the event tree in the case of
independence case; if there is dependence between events, the Bayesian methods are used. The
probabilities of the hazard event are obtained by solution of fault trees associated with each
hazard event. Fault tree analysis is a systematic, deductive, and probabilistic risk assessment
tool which clarifies the causal relations leading to a given undesired event. A fault tree is
quantified considering that its basic events tend to follow a probability distribution. The failure
probability of basic events is calculated using Bayesian methods.

2.2.1. Bayesian ideas and data analysis

The Bayesian techniques are appropriate for use in offshore offloading operation analysis
because the Bayesian statistical analysis involves the explicit use of subjective information
provided by the expert judgment, since initial uncertainty about unknown parameters of
failure distribution of basic events must be modeled from a priori expert opinion or based on
insufficient data and evidence collected. Bayes’ theorem has been proven to be a powerful
coherent method for probabilistically processing new data, as they become available over time,
so that the current posterior distribution can then be used as the prior distribution when the
next set of data becomes available.

The Bayesian method starts identifying the parameter to be estimated. This involves the
consideration of the form of the likelihood function appropriate to the evidence that will be
collected. The second step is development of prior probabilities to describe the system current
state of knowledge. The next step incorporates information through the collection of evidence
and construction of the likelihood function selected in the stage one. The final step results in
new probabilities using Bayes’ theorem, called posterior distribution, to describe your state of
knowledge after combining the prior probabilities with the evidence [17].

The selection of an appropriate likelihood function requires engineering knowledge specific to
the process being modeled, as well as the way the new data or evidences are generated. When
modeling the number of failures associated with a given piece of equipment, the Poisson distri-
bution is the proper likelihood function. While when modeling the number of failures on system
demands, the binomial distribution is the proper likelihood function. For data in form of expert
judgment, lognormal distribution is a proper likelihood function. For continuous data, for
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instance, time to failure, the exponential distribution is the proper likelihood [8]. However,
situations can arise where more complicated likelihood functions need to be constructed. Given
a process model, general approaches for developing functions of random variables can be used
to develop likelihood functions [18].

Prior distributions can be specified in different forms depending on the type and source of
information as well as the nature of the random variable of interest. The prior distributions can
be informative prior distributions when it is one that reflects the analyst’s beliefs concerning an
unknown parameter or noninformative prior distributions when large amounts of data are
available and when the analyst’s prior beliefs are relatively vague. This paper deals with
informative prior distributions deals. When it is assumed that the prior is a member of some
parametric family of distributions, the form can be parametric and numerical. Among the
parametric form are the gamma or lognormal for rates of events and beta for event probabil-
ities per demand. Bayesian statistics combines knowledge about the parameter, which is
reflected by the prior distribution, and information from the data, which is contained in the
likelihood function. Using Bayes’ theorem in its continuous form, the prior probability distri-
bution of a continuous unknown quantity, P0(x), can be updated to incorporate new evidence
E, as shown in Eq. (3):

P xjEð Þ ¼ L Ejxð Þ∙P0 xð ÞÐ
L Ejxð Þ∙P0 xð Þ∙dx (3)

where P(x|E) is the posterior probability distribution of the unknown quantity x given evi-
dence E and L(E|x) is the likelihood function.

For some combinations of likelihood functions and prior distributions, Eq. (3) must be
evaluated numerically. For a given model, there is a family of distributions where if the
prior distribution is a member of this family, then the posterior distribution will be a
member of the same family. These families of distribution are called conjugate distribution
[19]. The conjugate likelihood and prior are most commonly used in probability risk assess-
ment as well as the form of the resulting posterior distributions. These combinations are
shown in Table 1.

Prior P0(x) Likelihood L(E|x) Posterior P(x|E)
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Γ αþβð Þ
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Table 1. Typical prior and likelihood functions [19].

Decision-Making Model for Offshore Offloading Operations Based on Probabilistic Risk Assessment
http://dx.doi.org/10.5772/intechopen.75833

111



The accident modeling is finished with scenario modeling based on the use of the event tree.
An event tree is used to identify the various paths that the system could take, starting with the
initiating event and studying the failure progress as a series of successes or failures of interme-
diate events called hazard events, until an end state is reached. That sequence of events is
named failure scenario for which the consequences are estimated.
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probabilities of the hazard event are obtained by solution of fault trees associated with each
hazard event. Fault tree analysis is a systematic, deductive, and probabilistic risk assessment
tool which clarifies the causal relations leading to a given undesired event. A fault tree is
quantified considering that its basic events tend to follow a probability distribution. The failure
probability of basic events is calculated using Bayesian methods.

2.2.1. Bayesian ideas and data analysis

The Bayesian techniques are appropriate for use in offshore offloading operation analysis
because the Bayesian statistical analysis involves the explicit use of subjective information
provided by the expert judgment, since initial uncertainty about unknown parameters of
failure distribution of basic events must be modeled from a priori expert opinion or based on
insufficient data and evidence collected. Bayes’ theorem has been proven to be a powerful
coherent method for probabilistically processing new data, as they become available over time,
so that the current posterior distribution can then be used as the prior distribution when the
next set of data becomes available.

The Bayesian method starts identifying the parameter to be estimated. This involves the
consideration of the form of the likelihood function appropriate to the evidence that will be
collected. The second step is development of prior probabilities to describe the system current
state of knowledge. The next step incorporates information through the collection of evidence
and construction of the likelihood function selected in the stage one. The final step results in
new probabilities using Bayes’ theorem, called posterior distribution, to describe your state of
knowledge after combining the prior probabilities with the evidence [17].

The selection of an appropriate likelihood function requires engineering knowledge specific to
the process being modeled, as well as the way the new data or evidences are generated. When
modeling the number of failures associated with a given piece of equipment, the Poisson distri-
bution is the proper likelihood function. While when modeling the number of failures on system
demands, the binomial distribution is the proper likelihood function. For data in form of expert
judgment, lognormal distribution is a proper likelihood function. For continuous data, for
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instance, time to failure, the exponential distribution is the proper likelihood [8]. However,
situations can arise where more complicated likelihood functions need to be constructed. Given
a process model, general approaches for developing functions of random variables can be used
to develop likelihood functions [18].

Prior distributions can be specified in different forms depending on the type and source of
information as well as the nature of the random variable of interest. The prior distributions can
be informative prior distributions when it is one that reflects the analyst’s beliefs concerning an
unknown parameter or noninformative prior distributions when large amounts of data are
available and when the analyst’s prior beliefs are relatively vague. This paper deals with
informative prior distributions deals. When it is assumed that the prior is a member of some
parametric family of distributions, the form can be parametric and numerical. Among the
parametric form are the gamma or lognormal for rates of events and beta for event probabil-
ities per demand. Bayesian statistics combines knowledge about the parameter, which is
reflected by the prior distribution, and information from the data, which is contained in the
likelihood function. Using Bayes’ theorem in its continuous form, the prior probability distri-
bution of a continuous unknown quantity, P0(x), can be updated to incorporate new evidence
E, as shown in Eq. (3):

P xjEð Þ ¼ L Ejxð Þ∙P0 xð ÞÐ
L Ejxð Þ∙P0 xð Þ∙dx (3)

where P(x|E) is the posterior probability distribution of the unknown quantity x given evi-
dence E and L(E|x) is the likelihood function.

For some combinations of likelihood functions and prior distributions, Eq. (3) must be
evaluated numerically. For a given model, there is a family of distributions where if the
prior distribution is a member of this family, then the posterior distribution will be a
member of the same family. These families of distribution are called conjugate distribution
[19]. The conjugate likelihood and prior are most commonly used in probability risk assess-
ment as well as the form of the resulting posterior distributions. These combinations are
shown in Table 1.
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Table 1. Typical prior and likelihood functions [19].
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2.3. Evaluation of consequences and making decision

The effects on the system attributable to hazardous event are defined, and Markovian process is
used tomodel the probability of changes during offloading operation that could cause changes in
the risk profile developed in step 2. The decision-making theory is used to evaluate the possibility
of emergency disconnection during the operation given the result of Markovian process.

Consequences of hazardous events or abnormal incidents on the shuttle tanker and offloading
operation are described and explained. A severity numerical scale is defined for hazardous
event classification. This scale was defined for three sets—safety of personal, facilities, and
environment—the first is related to the damages or the lesions that can be caused to the
employees and others, the second refers to damages in equipment or installations in shuttle
tanker or FPSO, and the third is associated with the damages on fauna, flora, and ecosystem.
That classification is presented in Table 2.

The risk is the combination between the failure probability and the severity magnitudes [20].
The decision-making part is related with accepting a certain risk scenario. The decision-
making theory is used to evaluate the possibility of emergency disconnection during the
operation. The risk is associated with an uncertain event or condition that, if it occurs, has a
negative effect on system operational condition.

2.4. Markovian process

The state of a deterministic dynamical system is some variable which fixes the value of all
present and future observables. Consequently, the present state determines the state at all
future. However, strictly deterministic systems are rather thin on the ground, so a natural
generalization is to say that the present state determines the distribution of future states.

Description Set

Personal Facilities Environment

Insignificant I No significant harm to people,
without removal of staff in the
interior of the installation

No significant harm to
installation

No significant harm to installation,
contamination of environment in
minimum concentration

Minor II Slight harm to people in
installation, no significant harm
to people outside installation

Minor damage or
degradation of the
installation, with repair at
low cost

Contamination of environment
below maximum concentration,
though concentration between
minimum and medium

Major III Serious harm to people in
installation and/or slight harm to
people outside installation

Major damage or degradation
of the installation, with
possible repair

Contamination of environment
below maximum concentration,
though concentration between
medium and maximum

Catastrophic IV Single fatality or multiple severe
harm to people inside and
outside of installation

Damage or degradation
without possible repair or
repair take a long time to do

Contamination of environment
above maximum concentration

Table 2. Relative severity criteria for hazardous event classification [15].
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The probability of the system on “i state” is calculated as an approximate discrete model,
based on that for small steps (Δθ toward zero) with recurrent algorithm. Assumed two states,
the basic steps of the procedure are:

1. Declare initial variable counter k = 0, θk = 0, andθ end.

2. Declare probability distribution of the initial state. In this case it is assumed that
shuttle tank begins the offloading operation in operative zone: P1(θk = 0) = 1 and
P2(θk = 0) = 0.

3. Select time steps (Δθ).

4. Save tk, P1(θk), P2(θk), and increment counter: k = k + 1.

5. Calculate θk= θk-1+ Δθ.

6. Calculate state transition rates (pijk(θ)) for θ=(θk-1 + θk)/2.

7. Calculate transition matrix Mk for transition rates of step 4 using Eq. (5).

8. Calculate probability of the system state i at tk as:

9. P θkð Þ ¼ Mk∙P θk�1ð Þ

3. Return to step 4: The procedure continues until t = tend

The Markovian process shows the probability that the position of shuttle tanker will change
from operational zone to alert zone in each environmental condition. That change affects the
decision of continuing the offloading operation. The decision-making theory can be used to
evaluate the need for disconnection in the case of occurrence of an environmental change
coupled to a critical component failure in the shuttle tanker.

4. Application of the methodology

The method is applied on the analysis of the offloading operation, when the crude oil is
transported to shore by shuttle tankers through an offloading arrangement with the use of
a shuttle tanker with dynamic positioning systems (DP). From the point of view of the
shuttle tanker, tandem offloading operation can in principle be summarized into the
following five operational stages [15]: (1) approach, tanker approaches FPSO and stops at
a predefined distance; (2) connection, messenger line, hawser, and loading hose are con-
nected; (3) loading, oil is transferred from FPSO to tanker; (4) disconnection, manifold is
flushed, and loading hose and hawser are disconnected; and (5) departure, tanker reverses
away from FPSO while sending back hawser messenger line and finally sails away from
oil field. In the first stage, the shuttle tanker approaches FPSO, at a maximum speed of 1.5
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knots, and this stage finishes when shuttle tanker stood 50–100 m behind the FPSO;
distance is considered appropriate to begin the connection stage. In the second stage, to
physically connect shuttle tanker and FPSO, some activities are executed, for example, the
messenger line crosses from one ship to the other allowing the mooring hawser and hose
to be connected. The tanker may position itself by its own dynamic positioning system so
that the hawser is not tensioned. As for safety reasons, a tug boat is also connected to the
ship stern acting as a redundant component to control hawser tension. In the third stage,
tests are realized, and the valves in vessels are open, and oil is transferred from FPSO to
tanker. During this stage, transfer rates are slow initially as the integrity of both vessel
systems are checked and gradually increased to a maximum transfer flow. When loading
is completed and stopped, the hose is flushed, and the valves are closed. Finally, the hose
is dropped and sends to FPSO the hose messenger line and the hawser. The shuttle tanker
moves off away FPSO (MCGA [21]).

Patino Rodriguez et al. [15] found 56 hazardous events for shuttle tank. The connection
stage is the phase with the highest number of hazardous event. In fact, this stage involves
more activities associated with mooring hawser and hose connection, besides the smallest
distance between shuttle tanker and FPSO. For all hazardous events, their causes were
identified, as well as the activities executed aiming at minimizing the occurrence of these
causes (mitigating scenarios). In a similar way, the consequences resulting from the haz-
ardous event are identified. Some of these are characterized as catastrophic. Most of them
are related to dynamic positioning system (DPS) failures. Considering that one of the most
important aspects in the offloading operation is to keep the position between FPSO and
shuttle tanker, the initiating event selected as for risk assessment is “DPS failure.” The
considered accident sequence is shown in Figure 2 modeled as an accident progression of
four hazard events: (1) auxiliary engine failure, (2) main engine failure, (3) tug failure, and
(4) towing cable failure.

The fault tree for the four hazard events that appears in the event tree was developed. For all
basic events of the four fault trees, the parameter to be estimated is failure rate, and the Poisson
distribution is selected as likelihood function. Poisson distribution is considered as appropriate
function given information available in database is the number of failures, r, in each time
interval, t, [22, 23]. Analyzing the type and source of information (expert judgment and
literature data) as well as the nature of the time to failure that is the random variable of
interest, gamma distribution is selected as appropriate “prior distribution.” The conjugate
family with respect to the risk model is shown in Table 1. Using Bayes’ theorem (Eq. 2) the
posteriori distribution is obtained:

Figure 2. Event sequence diagram of the accident progression for offloading operation.

Probabilistic Modeling in System Engineering114

P λjEð Þ ¼
λ∙tð Þr
r! ∙e�λ∙t

h i
∙ βα ∙λα�1

Γ αð Þ ∙e�β∙λ
h i

Ð∞
0

λ∙tð Þr
r! ∙e�λ∙t

h i
∙ βα ∙λα�1

Γ αð Þ ∙e�β∙λ
h i

∙dλ
)

P λjEð Þ ¼ βþ t
� �αþr

∙λαþr�1

Γ αþ rð Þ

" #
∙e� βþtð Þ∙λ (4)

As an example, the posterior distribution is calculating for fuel system failure (see Figure 3)
one component of main engine.

Aiming to obtain the probability that K be true given the system is in the state ST represented
by Eq. (2), it is necessary to estimate the posterior mean value of failure rate. To calculate the
failure probability of hazard events, we use fault tree analysis. Then for all basic events of the
fault trees, the failure probability was determined using Bayesian inference. The posterior
distribution is calculated, using the conjugate distribution. By analyzing the type of informa-
tion availability, the Gamma distribution is selected as appropriate prior distribution, and
Poisson distribution is selected as likelihood function. We calculate substituting in Eq. (4) the
failure rates for fuel system failure (see Table 3). The prior distribution was estimated using
databases that recorded the rate failure to equipment used in offshore industry.

The calculated probabilities for the basic events are used as input to a fault tree to determine
the probability of the event hazard: “no fuel flow.”Using probability theory and assuming that
the fuel system is operated for t = 43,800 h (time between maintenance), the probability of “no

Figure 3. Fault tree for fuel system failure.

Decision-Making Model for Offshore Offloading Operations Based on Probabilistic Risk Assessment
http://dx.doi.org/10.5772/intechopen.75833

115



knots, and this stage finishes when shuttle tanker stood 50–100 m behind the FPSO;
distance is considered appropriate to begin the connection stage. In the second stage, to
physically connect shuttle tanker and FPSO, some activities are executed, for example, the
messenger line crosses from one ship to the other allowing the mooring hawser and hose
to be connected. The tanker may position itself by its own dynamic positioning system so
that the hawser is not tensioned. As for safety reasons, a tug boat is also connected to the
ship stern acting as a redundant component to control hawser tension. In the third stage,
tests are realized, and the valves in vessels are open, and oil is transferred from FPSO to
tanker. During this stage, transfer rates are slow initially as the integrity of both vessel
systems are checked and gradually increased to a maximum transfer flow. When loading
is completed and stopped, the hose is flushed, and the valves are closed. Finally, the hose
is dropped and sends to FPSO the hose messenger line and the hawser. The shuttle tanker
moves off away FPSO (MCGA [21]).

Patino Rodriguez et al. [15] found 56 hazardous events for shuttle tank. The connection
stage is the phase with the highest number of hazardous event. In fact, this stage involves
more activities associated with mooring hawser and hose connection, besides the smallest
distance between shuttle tanker and FPSO. For all hazardous events, their causes were
identified, as well as the activities executed aiming at minimizing the occurrence of these
causes (mitigating scenarios). In a similar way, the consequences resulting from the haz-
ardous event are identified. Some of these are characterized as catastrophic. Most of them
are related to dynamic positioning system (DPS) failures. Considering that one of the most
important aspects in the offloading operation is to keep the position between FPSO and
shuttle tanker, the initiating event selected as for risk assessment is “DPS failure.” The
considered accident sequence is shown in Figure 2 modeled as an accident progression of
four hazard events: (1) auxiliary engine failure, (2) main engine failure, (3) tug failure, and
(4) towing cable failure.

The fault tree for the four hazard events that appears in the event tree was developed. For all
basic events of the four fault trees, the parameter to be estimated is failure rate, and the Poisson
distribution is selected as likelihood function. Poisson distribution is considered as appropriate
function given information available in database is the number of failures, r, in each time
interval, t, [22, 23]. Analyzing the type and source of information (expert judgment and
literature data) as well as the nature of the time to failure that is the random variable of
interest, gamma distribution is selected as appropriate “prior distribution.” The conjugate
family with respect to the risk model is shown in Table 1. Using Bayes’ theorem (Eq. 2) the
posteriori distribution is obtained:

Figure 2. Event sequence diagram of the accident progression for offloading operation.
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As an example, the posterior distribution is calculating for fuel system failure (see Figure 3)
one component of main engine.

Aiming to obtain the probability that K be true given the system is in the state ST represented
by Eq. (2), it is necessary to estimate the posterior mean value of failure rate. To calculate the
failure probability of hazard events, we use fault tree analysis. Then for all basic events of the
fault trees, the failure probability was determined using Bayesian inference. The posterior
distribution is calculated, using the conjugate distribution. By analyzing the type of informa-
tion availability, the Gamma distribution is selected as appropriate prior distribution, and
Poisson distribution is selected as likelihood function. We calculate substituting in Eq. (4) the
failure rates for fuel system failure (see Table 3). The prior distribution was estimated using
databases that recorded the rate failure to equipment used in offshore industry.

The calculated probabilities for the basic events are used as input to a fault tree to determine
the probability of the event hazard: “no fuel flow.”Using probability theory and assuming that
the fuel system is operated for t = 43,800 h (time between maintenance), the probability of “no

Figure 3. Fault tree for fuel system failure.
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fuel flow” is 8.390E-04. The prior and posterior density of basic event that has more influence
on system failure is shown in Figure 4, associated with the failure of the centrifugal pump. A
90% interval estimate for failure rate is found by computing the 5th and 95th percentiles of
gamma distribution, and the interval is between 2,96E-04 and 5,08E-04.

The same procedure is used for other subsystems, and the probability of hazard event “main
engine failure” is found by solving the fault tree associated with that failure. In the same way,
that procedure is applied to find the probability of all hazard events as shown in Table 4.

Connected to the hazard event, the operation involves risks related to collisions during the
offshore operation as presented in Figure 2. The event tree in Figure 5 is the failure scenario
development associated with the failure in DPS, considering the probabilities presented in
Table 4.

The proposed method for risk assessment seems to be suitable for complex systems analysis,
since it not only allows for the identification of critical consequences, but it is also a tool to
make decisions, because it enables a quantitative evaluation of accident progression in systems
that change their operational condition throughout time.

The sequence of abnormal events is determined, and the consequences are estimated using the
event tree. The initiating event selected is the shuttle tanker change from operational zone to
alert zone. The accident sequence considered is modeled as an accident progression of five
hazard events, and we have four consequence categories. The fault tree for the five hazard
events was developed as shown in Figure 5. The shuttle tanker is loss of position in powered
condition, and its subsequent collision with the FPSO is the most significant risk.

Equipment E[P0(λ)]
[failure/h]

ST[P0(λ)]
[failure/h]

P(λ|E)
[failure/h]

Equipment E[P0(λ)]
[failure/h]

ST[P0(λ)]
[failure/h]

P[λ|E]
[failure/h]

Booster pump 1.10E-03 1.10E-03 2.24E-05 Fuel pumps 1.43E-03 1.13E-03 3.55E-05

Bypass valve 2.28E-05 1.50E-05 1.59E-05 Heater 4.54E-05 3.74E-05 1.93E-05

Centrifugal pump 7.36E-04 1.20E-04 3.95E-04 Main tank 2.13E-04 2.13E-04 2.06E-05

Centrifuge 1.69E-05 5.94E-06 1.55E-05 Mixing tank 9.50E-06 9.11E-06 6.87E-06

Check valve 3.60E-07 5.10E-07 3.49E-07 Piping: blockage 3.70E-07 6.18E-07 3.54E-07

Daily service tank 9.50E-06 9.11E-06 6.87E-06 Piping: breakage 4.40E-07 9.57E-07 4.03E-07

Fuel pump control shaft 3.00E-05 3.00E-05 1.30E-05 Pressure regul.
Valve

8.81E-06 1.25E-05 4.98E-06

Engine centrif. Pump 1.13E-04 2.81E-05 8.62E-05 Settling 4.37E-04 6.26E-04 1.08E-05

Filter heated 2.00E-06 2.00E-06 1.84E-06 Settling tank 6.26E-05 1.12E-04 6.43E-06

Flow meter 1.32E-05 3.26E-06 1.27E-05 Three-way valve 2.28E-05 1.50E-05 1.59E-05

Fuel injector: blockage 7.24E-06 1.02E-05 4.43E-06 Transfer pump 7.36E-04 1.20E-04 3.95E-04

Fuel injector: breakage 2.00E-07 2.00E-07 1.98E-07 Viscosity regulator 6.39E-06 8.96E-06 4.12E-06

Fuel Pumps 1.43E-03 1.13E-03 3.55E-05 VIT system 2.06E-07 2.06E-07 2.04E-07

Table 3. Failure rates and standard deviations of the basic events of fault tree for fuel system failure.
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The failure scenario presented in Figure 5 can occur at any time during offloading operation. The
position of the tanker in relation to FPSO during offloading is controlled. In case it reaches the
alert zone, as shown in Figure 6, the tanker can be disconnected and the offloading is aborted. So
the consequence of the failures considered in the study can be more severe depending of the
relative position of the tanker.

It is essential to consider the probability of the change of the shuttle tanker position from
operational zone to alert zone, as shown in Figure 6, during offloading. The distribution
parameters are estimated using a simulator that reproduces ship motions in a specific opera-
tion condition and environmental condition. We used these conditions of waves, wind, and
currents.

After finding the failure probability of all hazard events, the failure probability for scenar-
ios is calculated by multiplying hazard events. The probability of each consequence

Figure 4. The prior density and posterior density for centrifugal pump failure rate.

Hazard event P(λ|E) [failure/h] 90% interval estimate for rate failure

5% 95%

Dynamic positioning system (DPS) failure 1.58E-05 3.18E-07 5.29E-05

Auxiliary engine failure 1.97E-04 1.01E-04 3.18E-04

Main engine 4.95E-05 9.70E-06 1.14E-04

Tug failure 2.28E-05 1.17E-06 6.82E-05

Towing cable failure 2.18E-03 0.001837 0.002555

Table 4. Posterior probabilities for hazard events involved in the offloading operation and a 90% interval estimate for
failure rate.
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that change their operational condition throughout time.
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position of the tanker in relation to FPSO during offloading is controlled. In case it reaches the
alert zone, as shown in Figure 6, the tanker can be disconnected and the offloading is aborted. So
the consequence of the failures considered in the study can be more severe depending of the
relative position of the tanker.

It is essential to consider the probability of the change of the shuttle tanker position from
operational zone to alert zone, as shown in Figure 6, during offloading. The distribution
parameters are estimated using a simulator that reproduces ship motions in a specific opera-
tion condition and environmental condition. We used these conditions of waves, wind, and
currents.

After finding the failure probability of all hazard events, the failure probability for scenar-
ios is calculated by multiplying hazard events. The probability of each consequence
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category is calculated by adding the probabilities of the scenarios with the same conse-
quence category. The random variable that corresponds to the angle between the FPSO
and shuttle tanker during offloading operation is modeled as Weibull distribution. Accor-
ding to the standards of the offloading operation in Brazil, the angle in the operational
zone should not be greater than 45 degrees; as a result of these conditions, the parameter
of four consequence categories was estimated, and the equation for transition rate is
determined. Let us consider the two states established before: operational zone and alarm
zone.

The transition rates between states are not constant; then the stochastic process can be modeled
as semi-Markov process which shows the probability of the position of the shuttle tanker
changing from operational zone to alert zone in a given environmental condition.

By applying the results obtained from the simulation, Markovian analysis, and event tree, the
probability that a K scenario is true is obtained, given the system is in the ST state.

In Eq. (5) we define a K � K state transition probability matrix Mk.

Figure 5. Event tree for the offloading operation.

Figure 6. Markov state transition diagram.

Probabilistic Modeling in System Engineering118
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1� p12k∙Δθ p21k∙Δθ
p12k∙Δθ 1� p21k∙Δθ

� �
(5)

where pij(θ)Δθ is the probability of the system, which is operational zone at position θ, will
come alert zone in the interval (θ, θ+Δθ).

The state transition rates correspond to the following event rates: the shuttle tanker gets out of
the operational zone, and the shuttle tank gets into the operational zone. In each state (ST)
there are a number of possible events that can cause a transition. A ship dynamics simulator
that determines ship maneuvering characteristics was used to calculate the transition. The
simulator can accurately reproduce ship motion in the presence of waves, wind, and currents.
Table 5 shows typical environmental conditions in the fall and in the spring for Campos Basin
(Brazil). Hence, with the program outputs, it was possible to calculate the angle between FPSO
and shuttle tanker at any moment during the offloading operation.

According to the standards of the offloading operation in Brazil, this angle within the opera-
tional zone should not be greater than 45 degrees. Weibull probability functions were found as
proper distributions to represent the angle between FPSO and shuttle tanker during the
offloading operation both inside and outside the operational zone. The parameters and transi-
tion rate equation are shown in Table 6.

Then, using the recurrent algorithm shown in the section of Markovian process, the probability
(P(ST)) that the shuttle tanker is inside the operational zone, without any failure, is 0.7918. In
the same way, inducing the hazard events in ship dynamics simulator is possible to simulate
the consequence categories and to determine the probability that the system was in the ST state
given a scenario K as shown in Table 7.

Applying Eq. (2) the probability that a scenario K is true given the system is in the state ST is
obtained. For instance, the probability that shuttle tanker is without main propulsion, making

Current [m/s] Wind [m/s] Wave [m]

0.71 S 11.16 SE 2.9 SE

Table 5. Environmental conditions.

State Parameter Weibull distribution Transition
rate equation

Consequence category

0 C B A

Inside the operational zone β = 1.641;
η = 12.97

β = 1.596;
η = 13.05

β = 1.473;
η = 12.01

β = 1.691;
η = 14.34

β
η ∙

θk
η

� �β�1

Outside the operational zone β = 10.99;
η = 30.07

β = 8.604;
η = 60.51

β = 8.499;
η = 60.40

β = 7.259;
η = 63.21

Table 6. Parameters and transition rate for offloading operation.
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possible the collision between the shuttle tanker and the FPSO, given that shuttle tanker is in
the inside the operational zone is

P K ¼ CjST ¼ 1ð Þ ¼ 0:1954ð Þ∙ 0:43ð Þ
0:7918

¼ 0:1059

5. Conclusion

The tandem offloading operation is a complex and difficult marine operation. It may range
from once every 3 to 5 days, depending on the production rate, storage capacity of FPSO, and
shuttle tanker size. The duration of the operation takes about 24 hours based on FPSO storage
capacity and oil transfer rate. Meanwhile, a suitable environmental condition is required.
Shuttle tanker loss of position in powered condition and subsequently collision with FPSO is
the most significant risk.

The proposed method for risk assessment seems to be suitable for complex systems since it
allows not only the identification of critical consequences to analyze this kind system but also
is a tool to make decision because it allows a quantitative evaluation of accident progression in
system that change its operational condition during the time.

The development of the fault tree and event tree is important for the understanding of the
functional relation between system components and the relationship with accident progres-
sion. Based on the modeling of each accident scenario, the Bayesian analysis is performed
considering the evidence of database and knowledge of offloading operation. The objective of
Bayesian estimation was to develop a posterior distribution for a set of uncertain parameters
allowing estimating a probability for several consequence categories as an integral part of
current theories on decision-making under uncertainty.

Based on results of a ship dynamics simulator, the method allows to carry out the probability
that the shuttle tanker was in a given position, indicating the variation of the position of the
tanker in relation to the FPSO due to environmental conditions.

For the case under analysis, which considered the position between FPSO and shuttle tanker
during offloading operation, defined by two operational states, the probability that a failure
scenario is true given the system is in a specific operational state is obtained. Both states have
the distribution of positions represented by a Weibull probability function.

State Consequence category

P(ST) P(K = C) P(K = B) P(K = A)

Inside the operational zone 0.7918 0.19546 0.039312 0.03528

Outside the operational zone 0.2082 0.80454 0.96069 0.96472

Table 7. Probabilities that the tanker is inside a given location each for each consequence category.
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The method is a proactive methodology to prevent accidents through risk assessment aiming
at identifying and depicting a system, to reduce failures and to minimize consequences of the
hazardous events. The results of the analysis support the development of mitigating scenarios
for the causes of hazardous events and contingency scenarios for the consequences of hazard-
ous events.
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Abstract

The significance of event scenarios from a variety of natural hazards —from seismotec-
tonic over meteorological, hydrological up to biological ones — to all types of industrial 
facilitieshas been recognized in the near past and needs to be addressed systematically 
in the safety assessment. The most recent approaches for assessing the risk contribu-
tion from these hazards and their consequences start with a site-specific qualitative as 
well as quantitative screening of those individual hazards and event combinations with 
such hazards, which can be directly related, correlated, or occur independently during 
the mission time of another. In the second step, for those hazards and hazard combina-
tions remaining with a non-negligible occurrence frequency, a detailed analysis of the 
facility-specific event scenario including interdependencies between the hazards to be 
considered, and the safety features and countermeasures in the facility being investigated 
is conducted in order to estimate the corresponding risk contribution and consequences.

Keywords: natural hazard(s), event combination(s), risk contribution, interdependencies, 
screening, countermeasures

1. Introduction

Natural hazards frequently cause disturbances for different types of critical infrastructures 
and, therefore, have a substantial impact on the safe and reliable operation of the respective 
infrastructures such as telecommunication, processes, and energy industry. Furthermore, the 
set of natural hazards can strongly affect the different types of transport infrastructures such 
as road, rail, waterways, and aviation.
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In case of the electrical power industry, the impact, in particular of seismotectonic, hydrologi-
cal, and meteorological hazards, is diversified. Examples are the energy production and the 
transmission and distribution lines of the suppliers where strong winds like tornados result in 
a disruption of the production (e.g., in case of wind turbines) or of the distribution lines due 
to trees fallen on overhead lines. An expected low water level may require the shutdown of a 
nuclear power plant because of potential core cooling problems.

Hazards can arise not only individually but often occur together with other events or hazards. 
The experience has shown that a variety of combinations of different types are possible. If 
and how frequently such hazard combinations do occur at a nuclear facility site depends on 
the site characteristics but also on the facility to be investigated and its design against various 
events.

In particular, for combinations of natural hazards with other events, the operating experi-
ence of the more recent past has shown that at least some of the huge amount of theoreti-
cally possible hazard combinations cannot be excluded to occur in principle. Some of these 
combinations represent—like individual hazards—low-frequency, high-damage events, oth-
ers are more frequent, but the damage potential is much lower (so-called high-frequency, 
low-damage events).

For systematically considering all hazard combinations having the potential to impair the 
safe operation of an industrial facility, but enabling the analyst to exclude non-negligible 
combinations as well, the entire set of hazards, which can be anticipated at the site of the 
facility being analyzed, needs to be identified. In the second step, the individual hazards 
have to undergo a qualitative and quantitative screening process. In the third step, hazard 
combinations have to be identified starting from those individual hazards identified and not 
screened out by qualitative arguments. For these hazard combinations, again the screening 
has to be performed.

2. Different types of hazards and hazard combinations

When considering those hazards which may impair the safe operation of an industrial facility, 
in principle, two types of hazards have to be distinguished: internal and external hazards.

Internal hazards are those occurring under the responsibility of the operator of the indus-
trial facility on the site of the corresponding installations (e.g., one or more industrial 
plants).

External hazards are those ones occurring independent of the facility being analyzed, off-site, 
and out of the responsibility of the plant operator. External hazards may result from natural 
causes—so-called natural hazards—or maybe induced by humans—so-called man-made haz-
ards. Natural hazards can be further subdivided into different classes of hazards correspond-
ing to the types of phenomena covered.
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Although this chapter focuses on natural hazards, it is important to list and characterize all 
types of hazards in order to enable the analyst to perform a complete screening of hazard 
combinations.

2.1. Systematic binning of hazards

In Table 1, an overview of the different classes of internal and external hazards is given. 
Tables 2–10 provide for all hazard classes mentioned in Table 1 the binning of individual 
hazards to the different hazard classes.

I. External hazards

1. Natural hazards

Class A:  Seismotectonic hazards

Class B:  Flooding and other hydrological hazards

Class C:  Meteorological hazards

Class D:  Extraterrestrial hazards

Class E:  Biological hazards

Class F:  Geological hazards

Class H:  Natural fires

2. Man-made hazards (Class Z)

II. Internal hazards (Class I)

Table 1. Overview of hazard classes, from [1].

Hazard Type of individual seism tectonic hazard

A1 Earthquake (vibration ground motion (including long duration)

A2 Vibration ground motion induced or triggered by human activity

A3 Surface faulting (fault capability)

A4 Liquefaction, lateral spreading

A5 Dynamic compaction (seismically induced soil settlement)

A6 Permanent ground displacement subsequent to earthquake

Table 2. Class A hazards according to [2].
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Hazard Type of individual hydrological hazard

B1 Tsunami

B2 Flash flood by local extreme precipitation

B3 Flooding by melting snow

B4 Flooding by extreme precipitation outside the plant boundary

B5 Extreme groundwater increase

B6a High water level due to obstructions in the course of the river

B6b Low water level due to obstructions in the course of the river

B7a High water level by natural changes in the course of the river

B7b Low water level by natural changes in the course of the river

B8 Flooding by high fresh water waves due to volcanism, land, or snow slide

B9a High water level with wave formation due to failure of water control or retention systems (e.g., damns, 
dykes, etc.)

B9b Low water level with wave formation due to failure of water control or retention systems (e.g., damns, 
dykes, etc.)

B10 Seiche

B11 Tidal bore (running extremely river-up)

B12 Tidal high water, spring tide

B13 Storm-induced waves and monster waves

B14 Storm surge

B15 Corrosion resulting from contact with salt water

B16 Instability of coastal areas (of rivers, lakes, oceans) by erosion due to strong water flows or sedimentation

B17 Water flotsam (mud, debris, etc.)

Table 3. Class B hazards according to [2].

Hazard Type of individual meteorological hazard

C1 Precipitation, snow pack

C2a High air temperature

C2b Low air temperature

C3a High ground temperature

Probabilistic Modeling in System Engineering128

Hazard Type of individual meteorological hazard

C3b Low ground temperature

C4a High cooling water temperature

C4b Low cooling water temperature

C5a High humidity

C5b Low humidity

C6 Extremes of air pressure

C7 Drought

C8 Low ground water

C9 Low seawater level

C10 Icing

C11 White frost, rime

C12 Hail

C13 Permafrost

C14 Recurring soil frost

C15 Lightning

C16 High wind

C17 Tornado

C18 Waterspout

C19 Snowstorm

C20 Sandstorm

C21 Salt spray

C22 Wind-blown debris

C23 Snow avalanche

C24 Surface ice

C25 Frazil ice

C26 Ice barriers

C27 Mist, fog

Table 4. Class C hazards according to [2].
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Hazard Type of individual extra-terrestrial hazard

D1 Coronal mass ejection, solar flare

D2 Meteorite fall

Table 5. Class D hazards according to [2].

Hazard Type of individual biological hazard

E1 Marine/river/lake growth

E2 Crustacean/mollusk growth

E3 Fish, jellyfish

E4 Airborne swarms, leaves

E5 Infestation

E6 Biological flotsam

E7 Microbiological corrosion

Table 6. Class E hazards according to [2].

Hazard Type of individual geological hazard

F1 Subaerial slope instability

F2 Underwater landslide, and so on

F3 Debris flow, mud flow (including seismically triggered events)

F4 Natural ground settlement

F5 Ground heave

F6 Karst, leeching of soluble rocks (limestone, gypsum, anhydrite, halite)

F7 Sinkholes

F8 Unstable soils

F9 Volcanic hazards close to the volcano source

F10 Volcanic hazards far away for the volcano source

F11 Methane release

F12 Natural radiation

F13 Pole reversal (polar motion)

Table 7. Class F hazards according to [2].
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Hazard Type of individual natural fire hazard

H1 Wildfire

Table 8. Class H hazards according to [2].

Hazard Type of individual man-made hazard

Z1 Industrial accidents: explosions

Z2 Industrial accidents: releases of hazardous substances

Z3 Industrial accidents: missiles

Z4 Accidental consequences of military facilities

Z5 Accidental military releases of hazardous substances

Z6 Accidental consequences of military activities

Z7 Ship accidents: direct impact

Z8 Ship accidents: Collisions with SSC

Z9 Ship accidents: Releases of solid or liquid substances

Z10 Transportation accidents: direct impact

Z11 Transportation accidents: explosions

Z12 Transportation accidents: releases of hazardous substances

Z13 Pipeline accidents: fire or explosion

Z14 Pipeline accidents: releases of hazardous substances

Z15 Accidental aircraft crash in the airport area

Z16 Accidental aircraft crash in air lanes/corridors

Z17 Satellite crash

Z18 Drone crash

Z19 Off-site excavation and construction work

Z20 External grid stability

Z21 Industrial impurity of high voltage insulations (of switchgears, etc.)

Z22 Electromagnetic interference (EMI)

Z23 Underground high-voltage Eddy currents (off-site)

Z24 Flooding due to man-made failure of water control or retention systems

Z25 Man-made fire (off-site)

Z26 Log jam (e.g., by driftwood)

Z27 Bore by water management activities

Z28a High water level by building structures (wave breakers, moles, languets)

Z28b Low water level by building structures

Z29 Man-made ground settlement

Table 9. Class Z hazards according to [2].
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For a systematic assessment of the contribution of natural hazards to risk, only the hazard 
classes A to H have to be considered as initially occurring individual hazards.

2.2. Categories of hazard combinations

When combining hazards with other anticipated events, three different categories of combi-
nations need to be distinguished (see also [1]):

Related events:

• Category 1: Consequential (or subsequent) events:

The events are causally related. An initial event, for example, an external hazard, results in 
another consequential event, for example, an internal hazard. Typical examples are seismic 
and consequential internal explosion and/or fire, internal fire and consequential internal 
flooding, external flooding and consequential high energy arcing fault (HEAF) of a compo-
nent and subsequent fire.

• Category 2: Correlated events:

Two or more events, at least one of them representing a hazard, do occur as a result from a 
common cause. The common cause can be any anticipated event including external hazards. 
The two or more events correlated by this common cause could even occur simultaneously1. 

1 “Simultaneous” here does not mean that the events occur exactly at the same time but that the second event occurs 
before the previous one has been completely mitigated.

Hazard Type of individual internal hazard

I1 Internal fire

I2 Internal flooding

I3 Component failure (including high energy faults)

I4 Pipe breaks (whip/jet effects, flooding)

I5a Heavy load drop/falling objects

I5b Collapse of structural building elements

I6 On-site collision of vehicles

I7 Internal explosion

I8 Multi-unit impact

I9 Electromagnetic interference (EMI)

I10 Missiles

I11 Release of hazardous substances

I12 On-site excavation and construction

I13 Underground high-voltage Eddy currents (on-site)

Table 10. Class I hazards according to [2].
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Typical examples are electromagnetic interference (EMI) as common cause for a station black-
out (SBO) and an internal fire as two correlated events or Tsunami as common cause for exter-
nal flooding, internal flooding, and internal fire as three correlated events.

• Category 3: Unrelated events:

An initial event, for example, a (external or internal) hazard occurs independently from 
but simultaneously1 to a hazard without any common cause. Typical examples are exter-
nal flooding and independent internal fire or explosion, seismic event, and independent 
internal fire.

For each category of event combinations with hazards involved those combinations, which 
can occur site-specifically and according to the design and protection features of the facil-
ity or plant to be analyzed, have to be identified and undergo a systematic screening. In 
the frame of the assessment of the contribution of natural hazards to risk, some hazard 
classes cannot be combined with natural hazards (hazard classes A to H) depending on 
the category of combinations. This limits the amount of principally possible combinations 
significantly.

3. Hazards screening

For limiting further detailed analyses only to those hazards and hazard combinations, 
which can occur at the site and in the facility under investigation, a systematic screening 
is needed. In Germany, a clearly structured, systematic approach for hazards identifica-
tion and screening has been developed in the recent past by GRS for probabilistic risk 
assessment of nuclear power plant sites with respect to hazards [2]. This approach uses 
for the collection and processing of generic as well as site- and plant-specific informa-
tion needed for screening and detailed analysis an analytical tool called Hazards Library. 
Based on the information and data available in general and the plant under investiga-
tion, a step-wise screening with a qualitative and a quantitative screening step, first for 
individual hazards and, based on the results of the qualitative screening, afterwards also 
for hazard combinations, is done. The screening can be performed semi-automatically 
based on questions to be answered for the qualitative screening and applying preselected 
quantitative criteria for the quantitative screening. A schematic overview of the screening 
approach is given in Figure 1.

3.1. Individual hazards screening

The first step is the identification of those hazards, which cannot be directly excluded as prac-
tically impossible for the site being analyzed. For the assessment of natural hazards, in this 
first step, the hazard classes Z and I can be excluded as non-natural hazards.

For a given site, for example a riverine site in central Europe far from any coastal and/or tidal 
influence in an area with relatively high seismicity and no volcanic history, a variety of natu-
ral hazards can be excluded.
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For a systematic assessment of the contribution of natural hazards to risk, only the hazard 
classes A to H have to be considered as initially occurring individual hazards.

2.2. Categories of hazard combinations

When combining hazards with other anticipated events, three different categories of combi-
nations need to be distinguished (see also [1]):
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The two or more events correlated by this common cause could even occur simultaneously1. 

1 “Simultaneous” here does not mean that the events occur exactly at the same time but that the second event occurs 
before the previous one has been completely mitigated.
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Table 10. Class I hazards according to [2].
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3.1.1. Qualitative screening of individual hazards

The qualitative screening of individual hazards, which is mainly based on information available 
for the site being analyzed and from relevant operating experience, provides a list of site-
specific remaining individual hazards, which cannot be physically excluded. Some hazards 
can be easily screened out from further analysis because of the general conditions not being 
met at the site, such as hurricane or tropical cyclone, which do only occur in areas with tropic 
or sub-tropic climate, or sandstorms, which cannot be assumed based on results of detailed 
analyses (e.g., for siting and design of building structures) being available for the site ground. 
In case of a plant site on rock, several hazards such as sinkholes can be easily screened out.

As a result, the following individual hazards remain for the site being investigated after  
qualitative screening:

Seismotectonic hazards: A1, A3, A5;

• Hydrological hazards: B2, B3, B4, B6a, B8, B9a;

• Meteorological hazards: C1, C2b, C3b, C4b, C5a, C10, C11, C12, C14, C15, C16, C19, C22, 
C24, C25, C27;

Figure 1. Overview of the stepwise approach for screening of hazards and hazard combinations, from [1].
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• Biological hazards: E6;

• Geological hazards: F6.

For these, individual natural hazards remaining after the qualitative screening, the second, 
quantitative screening step needs to be carried out.

3.1.2. Quantitative screening of individual hazards

The quantitative screening of individual natural hazards needs predefined quantitative cri-
teria for screening out hazards by occurrence frequency or damage frequency. Such criteria 
are either available in the national or international regulation (e.g., for nuclear power plants, 
quantitative screening criteria by the regulatory bodies in charge of nuclear oversight are 
available), or conservative (pessimistic) cut-off criteria have to be defined for the facility to be 
investigated based on best practices.

For those hazards, for which the quantitative screening step needs to be carried out, the ranges 
of their occurrence frequencies have to be conservatively estimated. These are compared to 
cut-off frequency value corresponding to the screening criterion applied by the analyst.

Depending on the design of the facility with its protection measures and the corresponding 
safety margins for those hazards not screened out by frequency, a decision needs to be taken; 
one must decide for which hazards a rough risk estimate is sufficient and for which a detailed 
probabilistic analysis is needed.

For this purpose, the design requirements (national or international ones, for example, by the 
European Community) and their implementation at the site, for which the risk assessment 
shall be carried out, together with the site- and plant-specific boundary conditions and pre-
cautionary provisions against hazards impact need to be considered.

In case of the facility, for which the screening approach has been verified, the design against 
natural hazards such as external flooding covers events occurring once in 10,000 years cor-
responding to an occurrence frequency of 10−4 per year. Less frequent events as well as events 
with an occurrence frequency close to the design threshold but a damage probability of more 
than one order of magnitude lower can be screened out quantitatively.

The screening of hydrological (Class B) hazards for the reference site provides the result that 
B6, B8, and B9a can be screened out and only B2 “flash flood (torrent) by local extreme pre-
cipitation”, B3 “flooding by melting snow” and B4 “flooding by extreme precipitation outside 
the plant boundary” remain for more detailed risk assessment. With respect to meteorologi-
cal hazards (Class C), only C16 “high wind” remains at least for a rough analysis. Individual 
biological hazards are also screened out by frequency.

Those individual hazards screened out are stored in a list L0,individual, those remaining after 
screening have to be considered for risk assessment and are stored, depending on their dam-
age frequencies either in a list Lrough,individual for only rough risk estimates or in a list Ldetail,individual 
for detailed analyses.
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with an occurrence frequency close to the design threshold but a damage probability of more 
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B6, B8, and B9a can be screened out and only B2 “flash flood (torrent) by local extreme pre-
cipitation”, B3 “flooding by melting snow” and B4 “flooding by extreme precipitation outside 
the plant boundary” remain for more detailed risk assessment. With respect to meteorologi-
cal hazards (Class C), only C16 “high wind” remains at least for a rough analysis. Individual 
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Those individual hazards screened out are stored in a list L0,individual, those remaining after 
screening have to be considered for risk assessment and are stored, depending on their dam-
age frequencies either in a list Lrough,individual for only rough risk estimates or in a list Ldetail,individual 
for detailed analyses.
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3.2. Hazard combinations screening

For a comprehensive Hazards probabilistic risk assessment according to the state-of-the-art, 
hazard combinations have to be included in the analyses. Since the number of hazards in Lgen 
and the resulting combinations is much too high to consider all combinations from the begin-
ning in a generic manner, the screening of the hazard combinations starts from those hazards 
(Ltotal,individual) which cannot be qualitatively excluded at the nuclear power plant site being 
analyzed, and this in turn significantly reduces the hazards’ screening effort.

In order to limit the analytical effort, at least for related hazards in a first step only first order 
combinations are qualitatively as well as quantitatively screened. For those combinations not 
screened out, potential second order combinations are identified and screened out. If there 
are still combinations remaining after screening, this process is repeated for the next order of 
combinations as long as there are combinations not yet screened out.

3.2.1. Qualitative screening of hazard combinations

From the list of individual hazards which may occur at the plant under investigation, differ-
ent types of hazard combinations (consequential, correlated, and unrelated ones) involving 
the remaining individual hazards after qualitative screening for rough or detailed analysis 
(stored in Lrough,individual and Ldetail,individual) are identified. For these site- and plant-specific hazard 
combinations identified, the qualitative and quantitative hazards screening steps have again 
to be carried out (cf. Figure 1).

3.2.1.1. Category 1 combinations of consequential hazards

As already mentioned, for screening of causally related event combinations of natural haz-
ards with other hazards, combinations of man-made or internal hazards with consequential 
natural hazards can be excluded.

For the site being investigated, only few individual natural hazards of the classes A, B, C, E, 
and F remain after the qualitative screening. For these, physically possible category 1 combi-
nations have to be identified and screened out. As an exemplary result from [3], the following 
combinations with hydrological (Class B) hazards remain for quantitative screening (Figure 2):

3.2.1.2. Category 2 combinations of correlated hazards

For the qualitative screening of event correlations in the first step, the common causes have to be 
identified. These have to be systematically correlated to the different consequential events by phe-
nomena. Typical correlations are possible between different hydrological hazards induced by pre-
cipitation (C1) as common cause. Examples of results from [3] are provided hereafter in Figure 3.

The final result of the qualitative screening of related hazards for the reference site analyzed 
is the following:
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The longer duration external flooding hazards B3 and B4 resulting from snow melt or ex-
treme precipitation can induce internal flooding hazards I2. All those external hydrological 
hazards with flooding potential not screened out individually besides B6a can in principle 
result in biological flotsam at the reference site.

• External flooding hazards from various origins and with differing duration B2, B3, and B4 
can occur as correlated events from the same root cause or together with the meteorological 
hazard C1 (precipitation) correlated, for example, by extreme weather conditions. In addi-
tion, flash flood B2 and heavy rainwater flooding B4 can occur correlated to F1 (subaerial 
slope instability).

Figure 2. Result of the qualitative screening for combinations of those hydrological hazards not screened out at the site 
being investigated with other hazards.
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3.2.1.3. Category 3 combinations of unrelated hazards

Hazards that occur independently of each other have no common cause and are unrelated. 
The simultaneous occurrence is in general highly unlikely and is therefore investigated on an 
international level mainly for hazards of longer duration. In the example of the hydrological 
hazards not screened out qualitatively (B2, B3, B4, B6a, B8, B9a) a broad majority of combina-
tions with unrelated events is not possible or very unlikely.

Figure 3. Correlations of the hydrological hazards B2, B3, B4, B6a, B8, and B9a not screened out qualitatively with other 
hazards due to a common cause, from [3].
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In the first step, all those individual hazards not qualitatively screened out can be considered 
for this third category of combinations. This results in a relatively long list of category 3 com-
binations, for which qualitative screening is necessary.

3.2.2. Quantitative screening of hazard combinations

In the example of a German nuclear power plant site, given cutoff values from the German 
regulation [4] have been applied to the occurrence frequency and to the damage frequency.

The qualitative screening for category 1 combinations provides the following result for caus-
ally related combinations at the reference site with the hydrological hazards B2, B3, B4, B6a, 
B8, and B9a: Combinations of these hazards with E6 (biological flotsam) and F1 (subaerial 
slope instability) have been screened out quantitatively. Therefore, no category 1 combina-
tions remain after the quantitative screening; higher order combinations are also not to be 
assumed.

The following category 2 combinations that remain after qualitative screening for the refer-
ence plant site have been analyzed: A meteorite fall (D2) can cause correlations of I2 (internal 
flooding) with B6a, B8, or B9a. I2 can also occur together with B6a, B8, or B9a as consequence 
of man-made explosions (Z1, Z4, Z6, Z11, or Z13). Resulting from a common cause such as 
a thunderstorm precipitation (C1) or F1 (subaerial slope instability) can be observed corre-
lated with B2 or B4. All these correlations have been excluded quantitatively for the reference 
facility.

For category 3 combinations B2, B3, B4, B6a, B8, or B9a have to be assumed to occur indepen-
dent from other hazards. Such combinations have only to be analyzed, if their occurrence fre-
quencies exceed a given cut-off value under consideration of the durations of the individual 
hazards. According to this argumentation, in the example of screening for hydrological haz-
ards for a given German site, only combinations of B2 with B3 or B4 finally remain for further 
detailed risk analysis.

It could be demonstrated that the remaining number of hazard combinations is significantly 
lower after qualitative and quantitative screening of hazard combinations.

4. Detailed analyses

The plant model for risk assessment of the facility under consideration needs to be extended 
by taking into account those hazards and hazard combinations remaining after screening. It 
has to be analyzed, which structural elements, plant operational components, or even com-
plete systems maybe impaired in their required function (so-called initiating events, IEs). 
That also requires to extend the original list of risk-relevant functional unavailabilities, the 
so-called basic events (BEs) in the plant model by those ones related to the hazards and haz-
ard combinations to be considered as well as by the corresponding failure dependencies. This 
requires another two analytical steps:
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After identification of the potential hazard induced initiating events, these have also to be 
screened with respect to their significance for the facility. In this context, it is important 
to analyze within that screening step if and how far the identified initiating events from 
hazards do occur quasi simultaneously and need to be modeled as common cause initiat-
ing events.

• In a further step, the potential unavailability of structure, systems, and components de-
pending on the impact by hazards needs further extension of the risk analysis model of 
the facility requiring for each hazard and hazard combination not screened out to identify 
those items which may functionally failing (so-called hazard equipment lists HEL as de-
fined in [3]) and the corresponding failure dependencies (so-called hazards dependency 
list HDL, details see [3]). Again, for limiting the analytical effort, a reduction of these lists 
according to their risk significance by qualitative arguments and quantitative criteria is 
important.

As provided in more detail in [1, 3], the hazard equipment list for a single hazard Hk covers 
the entire number j of structures, systems, and components SSCj identified to be vulnerable to 
Hk and for which their failure contributes to the risk induced by Hk:

   H  k  EL =   { SSC  1  , … ,  SSC  m  }   
Hk

   . 

In order to quantify the failure probabilities of the remaining structures, systems, and compo-
nents vulnerable to the hazard Hk, information from the facility being analyzed such as tech-
nical reliability of systems and components and other factors affecting the hazard-induced 
scenarios like human reliability in case of actions (e.g., for the remaining hydrological hazards 
B2, B3, and B4 and their combinations, temporary flood protection measures) have to be taken 
in a predefined period to prevent damage.

In a further analytical step, the dependencies among the failure characteristics of the vulner-
able structures, systems, and components need to be investigated. Each dependency in this 
list HkDL = {D1,…, Dn}Hk is characterized by a triple Dk = {Ak,Sk,ck} of parameters, which include 
the set of dependent structures, systems, and components Sk, the common characteristics of 
the elements of Sk (e.g., water level as cause for a flooding hazard-induced dependency) Ak, 
and a correlation factor ck for the dependency strength. The hazard equipment lists and haz-
ard dependency lists need to be generated based on the corresponding parameters to be esti-
mated and are used for the qualitative plant model extension. For adequately modeling the 
dependencies between the structures, systems, and components and/or the hazards impact, 
the fault trees of the analytical risk analysis model need to be modified and multiplied for 
the different hazards to be considered. In addition, new elements of the fault trees have to 
be specified (see also [5]) within the database representing a probabilistic model of a plant 
system.

A schematic overview of the approach for the plant model extension by hazards is given in 
Figure 4.
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The model extension also needs to take into account any countermeasures for preventing a 
risk-significant impact to the facility or mitigating the consequences of the hazards such that 
the damage to the facility remains non-negligible.

A typical example for preventive countermeasures is the timely implementation of rotatable 
bulkheads or stop logs as temporary means for protecting water ingress in case of flooding 
hazards. An example for mitigative measures in case of flooding events is the use of por-
table equipment to remove water from buildings with systems or components needed for safe 
operation of the facility such that their required function will not be inadmissibly impaired. 
In this context, the time and flooding scenario-dependent success paths including the manual 
actions to be taken have to be included in the probabilistic plant model considering also the 
human factor adequately in the corresponding HRA (human reliability analysis) model. As a 
result, additional end states (damage states) of the fault trees can be determined.

5. Conclusions and outlook

The systematic assessment of natural hazards including their contribution to risk and their 
consequences such as physical and operational impacts on critical infrastructures is still of 

Figure 4. Extension of the model of the facility being analyzed for probabilistic risk assessment of hazards, adapted 
from [3].
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great importance and has to take into account the specific boundary conditions of the site and 
facility under consideration. The evaluation and (re)modification of planning and technical 
criteria will potentially influence the scope and placement of future projects, in particular 
adjustments in construction techniques and systems employed to better reflect the demands 
of potentially more variable and extreme climatic conditions.

Therefore, a reliable and meaningful assessment of hazards and combination of hazards is 
important, based on comprehensive, traceable qualitative and quantitative screening analyses 
as a prerequisite of detailed (probabilistic) safety assessments.

The extensions and enhancements of the methods for systematically considering natural 
external hazards in risk assessment have been successfully validated as far as applicable for 
a selected German nuclear power plant site. In this context, the potential for further iterative 
improvements has been recognized. Moreover, advances in the methodological approach 
for those hazards, for which according to the site characteristics of the reference plant the 
methods could not been applied, seem to be necessary. The methodology will be completed 
in the near future in order to address the entity of hazards of the different hazard classes 
identified in [2] and the corresponding hazard combinations and to provide a procedure for 
assessing their risk.

In order to limit the analytical efforts and to prevent mistakes as much as possible in the 
screening of the huge amount of hazards and hazard combinations, the development of an 
analytical tool for supporting the screening of hazards has already been started. By means of a 
scroll down menu based on qualitative arguments formulated as questions to be answered by 
yes or no, such as “Is the site a tidal site?”, various hazards can be directly screened out quali-
tatively. The menu offers to provide inputs on a generic or plant design-specific basis. The 
tool will offer, in a second step, to also semi-automatically perform the quantitative screening 
by selecting from a predefined menu of quantitative criteria, such as an occurrence frequency 
threshold value and apply these to those hazards or hazard combinations not qualitatively 
screened out. The tool will be as far as possible independent of database software products to 
enable any possible user to apply it without software restrictions. In addition, the output will 
be documented in simple, written text form as well as graphically.

For the detailed analyses in the frame of hazard risk assessment it is intended to advance the 
topological modeling methods provided by GRS in the analytical tool pyRiskRobot [5] for an 
as far as practicable automated integration of event combinations within particular natural 
hazards in the probabilistic plant models.
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Abstract

The work describes reliability and security growth models for modifiable software sys-
tems as a result of revisions and tests performed for specified input data areas. The work
shows that the known reliability growth models are of monotonically increasing type,
which is not in line with current multi-version team technologies of software development
that are primarily based on the open-source code. The authors suggest new non-
monotonically increasing models of software reliability evaluation and planning that
allow taking into account the effect of decreased reliability resulting from updates or
wavefront errors. The work describes the elaborated bigeminal and generic reliability
evaluation model as well as the models and test planning procedures. The work includes
calculated expressions for the evaluation of the model accuracy and shows that the
developed models are adequate to real data. An example is given of transition from
probability models to fuzzy models in case of incomplete basic data. The work provides
general recommendations for selection of software tool testing models.

Keywords: modifiable systems, program tests, software reliability, software security,
test planning, reliability growth models, debugging models, nonmonotone models,
open-source reliability

1. Introduction

According to the ISO/IEC 17000 standards, the main procedures of software compliance evalua-
tion include acceptance tests, certifications tests, and follow-up inspection control.

For the purpose of certification tests, the software to be assessed for compliance is submitted in
a complete form, usually upon the final completion of acceptance testing. At the same time,
during preliminary and acceptance tests, the assessed software is revised in order to correct
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detected errors of different types. Considering all this, at the stage of certification, the informa-
tion systems and software products can be regarded as non-modifiable, while at the stage of
acceptance tests, they are defined as modifiable systems. This defines the difference in
approaches to developing the mathematical test models.

2. Non-monotonic models of software reliability and security evaluation

In the course of preliminary acceptance testing and trial operation of information systems, it is
important to define the moment when the testing can be considered complete and the system
can undergo commissioning procedures. As for high-security software (including software
intended for processing of confidential information or software used in critical system appli-
cations), current regulatory documents require that the test results be formalized1. In these
cases, the test completion criteria (documented in test certificates), besides the very fact that the
specified requirements are met, also include the values of test confidence parameters and
parameters of the achieved level of reliability or correctness considering the specified evalua-
tion accuracy. For these purposes it is reasonable to use mathematical models [1, 2] that are
classified in this work in the following way (Figure 1):

• Debugging models that allow assessing the software reliability parameters depending on
the results of program runs on specified data areas and subsequent program modifications

• Time reliability growth models that allow assessing the software reliability parameters
depending on the time of test considering the corrected program errors

Figure 1. The classification of mathematical models of tests.

1
ISO/IEC 15408–3:2008. IT—Security techniques—Evaluation criteria for IT security—Part 3.

Probabilistic Modeling in System Engineering148

• Test confidence models that allow assessing confidence parameters of the test procedure

• Program complexity models based on the relationship between the software complexity
metrics and program quality, reliability, and safety parameters

It should be noted that the latter three classes of test models are rather well developed2 [3–14].
For example, today, about 200 time models are known, mainly, NHPP models (e.g., [15–21]).
At the same time, debugging models (also known as reliability growth models based on input
data areas and revisions) are usually related only to Nelson’s model and its modifications [22]
developed at the dawn of the programming theory and do not reflect peculiarities of the
modern team software development methods.

The early stage of testing is the typical scope of application for the debugging models. This is
due to the fact that this period of a software system lifecycle is characterized by active
modification of the programs aimed at correcting the detected errors. The models described
in the literature reflect monotonic (typically, exponential, or logistic) growth of software oper-
ation reliability, which is not always true, as, for instance, in the case of implementation of the
open-source software, multi-version or multiple replica software developed at different times
by absolutely different teams of developers with diverse qualification, different styles, using
various technologies and development systems, etc. This chapter is devoted to justification of
new non-monotonic models and calculation of expressions of their parameters. We shall
assume that the software reliability is a set of properties that characterize the ability of the
program to maintain the specified level of availability in specified conditions during the
specified period of time.3 It is important to note that if the level of availability is restricted by
security and vulnerability defects, the term reliability shall be equal to the term information
security.

Definition of the software reliability is fundamentally different from that of the hardware,
mainly, due to the fact that the software is not prone to aging in time. Two characteristics of
the software reliability can be mentioned:

1. As a characteristic, reliability can alter only as the result of the software modification (i.e.,
when the tested object is changed), and the level of reliability can either increase or
decrease.

2. Values of the software reliability parameters are valid for those input data classes that were
used for their calculation.

A number of debugging models were described in the literature, namely, Nelson’s model,
matrix model, LaPadula model, and other models [2, 5, 12, 13, 22], that reflect the stepwise
monotonic growth of reliability and thus do not take into account the possibility of obvious
reliability decrease, for example, due to introduction of global wavefront errors or addition of
new functionality. Experience gathered by the test laboratory shows that application of such
mathematical models either gives unreliable results or significantly increases the time required

2
IEEE Std. 1633–2008 (R2016). Recommended Practice on Software Reliability.

3
GOST 28806–90. Software quality. Terms and definitions.
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to assess the software reliability [23]. That is why it is necessary to substantiate a non-
monotonic software reliability model and obtain calculated values of its parameters which are
also required to assess its reliability.

According to the abovementioned first property of the software reliability, the process of
software modification can be represented in the form of random transitions from one reliability
state to another. The moments of transition are modifications of the tested object, which can be
described as any changes of the program aimed at correcting the detected errors or developing
the program.

We shall define the main software reliability indicator as the level of the program reliability,
which represents the probability of its error-free starting for a set of basic data from the specified
range. Considering the above said, we have the following software reliability change model:

Pu ¼ P0 þ
Xu

j¼1

ΔPj, (1)

where P0 is the initial level of reliability (0 ≤P0 < 1), u is the number of completed revisions of
the software, and ΔPj is increment of reliability after j revision.

The process of software reliability change can be graphically presented as a stepwise reliability
growth function (Figure 2).

Figure 2. Change of the reliability level as a result of revisions.
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If we view software as a modifiable system, the change of the software reliability level after j
number of revisions can be represented using the following linear operator:

ΔPj ¼ Aj 1� Pj�1
� �� BjPj�1, (2)

where Pj�1 is the probability of error-free operation of the software after (j-1) revision,
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is the probability of detection of software errors after (j-1) revision, Aj is the revision
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and u is the number of completed revisions.

The obtained expression (Eq. (3)) takes into account the possibility of uneven reliability growth
of the tested object and the general trend of ΔPj growth decrease when the level of reliability Pj

increases. However, when the model is presented in this way, it is generally monotonic since it
does not take into account the different effects produced by fundamentally different types of
modifications, for instance, changes of the software in order to correct errors or introduce new
functional elements. Besides, the model does not reflect the degree of modification complexity
and, consequently, probability of wavefront errors. Obviously, the model represented in this
form can be regarded as a monotonic reliability growth model [23].

2.1. Bigeminal model of software reliability and security evaluation

In order to overcome the drawback described in the previous section, we offer a bigeminal
reliability evaluation model based on metrics of the source code modification kij, for example,
for error correction and software updates. This metric has no limits (i.e., the complexity metric
that is most suitable for the software system and development system can be used4), which
ensures comprehensive description of the considered process. Thus, if the revision efficiency
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to assess the software reliability [23]. That is why it is necessary to substantiate a non-
monotonic software reliability model and obtain calculated values of its parameters which are
also required to assess its reliability.

According to the abovementioned first property of the software reliability, the process of
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the program.
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which represents the probability of its error-free starting for a set of basic data from the specified
range. Considering the above said, we have the following software reliability change model:

Pu ¼ P0 þ
Xu

j¼1

ΔPj, (1)

where P0 is the initial level of reliability (0 ≤P0 < 1), u is the number of completed revisions of
the software, and ΔPj is increment of reliability after j revision.

The process of software reliability change can be graphically presented as a stepwise reliability
growth function (Figure 2).
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where u is the number of completed revisions of the software, a1 is the efficiency factor of the
software revisions aimed at error correction, a2 is the efficiency factor of the software revisions
aimed at introduction of new functions, and kij is the scope of j revision with the purpose of
correction or update.

The bigeminal model (Eq. (4)) depends on four parameters (P0, P∞, a1, a2Þ that can be easily
calculated with the use, for instance, of the maximum likelihood method.

2.2. Generic model of software reliability and security evaluation model

Though the bigeminal model has the advantage of being mathematically simple, it does not
take into account peculiarities of various types of software modifications relating to new
functionality, correction of global and local errors, elimination of vulnerabilities, issues of
integration and upgrade or degradation of the operating system, optimization, etc.

In order to address these issues and increase the model accuracy, we should introduce classi-
fication of modifications (including corrected errors) taking the following calculated expres-
sion for the revision efficiency factor:

Aj ¼
Xe

i¼0

aikij, (5)

where e is the number of software modification classes.

Considering all this, we can obtain a generic non-monotonic reliability evaluation model:

Pu ¼ P∞ � P∞ � P0ð Þ
Yu

j¼1

1�
Pe

i¼1 aikij
P∞

� �
, (6)

where e is the number of software modification classes.

This model depends on (e + 2) parameters. The following section includes an example of the
model parameter calculation using the maximum likelihood method.

2.3. Calculated expressions of reliability and security evaluation model parameters

The maximum likelihood method can be used to calculate parameters of the bigeminal (Eq. (4))
and generic (Eq. (6)) models. The following data obtained during the software tests can be used
as the initial statistics: the set of tests nj

� �
, the set of failed tests (failures) bmj

� �
between

revisions, and the set of revision complexity metrics kij
� �

. In this case, if the software runs are
considered independent, the function of maximum likelihood represents the probability of
obtaining the total sample (ni, bmj, j ¼ 1, u) of the number of failures in the performed series of
software runs:
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Lu ¼
Yu

j¼1

Cnj
mjP

ni�bmj

j 1� Pj
� �cmj, (7)

where Cnj
mj =

nj!

bmj ! nj�bmj

� �, u is the number of the last software revision, Pj is the probability of

success of each of the nj runs of j series, andcmj is the number of failures in nj runs.

For the sake of convenience, we can take the logarithm of the function Lu and modify the
function in the following way:

ln Luð Þ ¼
Xu
J¼1

cmj ln 1� P∞ þ P∞ � P0ð Þ
Yj
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1�
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� � ! 

þ nj �cmj
� �

ln P∞ þ P∞ � P0ð Þ
Yj

l¼1

1�
Xe

i¼1

aikij
P∞

� � ! !
:

(8)

The obtained reduced function is convex and is defined for a convex set; that is why in order to
find the maximum of the likelihood function, we can use, for example, the modified steepest
descent method with the variable increment parameter hr:
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,

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

(9)

where r is the iteration number.

The following new calculated expressions of partial derivatives of the reduced maximum
likelihood function were obtained during this study:
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dlnLj
dai

¼
Xj

l¼0

wj
P0 � P∞

P∞
αl γli

� �� �
,

8>>>>>>>>>>><
>>>>>>>>>>>:

(10)

Models for Testing Modifiable Systems
http://dx.doi.org/10.5772/intechopen.75126

153
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wherewj ¼ nj�mj

Pj
� mj

1�Pj
;αj ¼

Qj
l¼1 1�

Pe

i¼1
aikli

P∞

� �
;βj ¼

Pj
l¼1

Pe

i¼1
aikli

1�
Pe

i¼1
aikli=P∞

,γji ¼
Pj

l¼1
�kli

1�
Pe

i¼1
aikli=P∞

.

Judging from the practical experience, the following accuracy is sufficient in order to define
evaluations P0,P∞,a1, …, ae:

Prþ1
0 � Pr

0 ≤ 0:001;

Prþ1
∞ � Pr

∞ ≤ 0:001;

arþ1
i � ari ≤ 0:0001:

8>><
>>:

Improving accuracy of parameters, ai (i ¼ 1, e) definition is related to their strong effect on the
function Pj of reliability evaluation. Zero-order approximations can be found using the statis-
tical modeling method for logical intervals:

0 ≤P0 ≤ 1� M0

N0

� �
;

1� M∞

N∞

� �
≤P∞ ≤ 1;

1
Kie

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M∞N0

N∞M0

s !
≤ ai ≤

1
Kmax
i e

,

8>>>>>>>>><
>>>>>>>>>:

(11)

where M0 is the number of failures in the first N0 runs, M∞ is the number of failures in the last
N∞ runs, and Kmax

i is the maximum value of kij when j ¼ 1, u and Ki ¼
Pe

i¼1 kji.

Thus, if we assume thatcP0 , cP∞ , ba1 , …, bae are random values distributed evenly on previously
specified intervals, we should perform a certain number of samples and select a set of param-
eters corresponding to the maximum likelihood function. This set shall be considered to be the
desired initial values. As the experience shows, during the initial stages of tests, the general
trend of software reliability increase due to modifications may not be present. This can lead to
unreliable results obtained with the use of the maximum likelihood method (an infinite num-
ber of iterations will be required to calculate the function maximum).

In order to overcome this drawback, the method of relative entropy minimization can be used:

Iu ¼
Xu

j¼1

mj

nj
ln

mj

njPj
þ nj �mj

nj
ln

nj �mj

nj 1� Pj
� �

 !
, (12)

where mj is the number of failed runs of the total number nj of runs of j series and u is the
number of completed software revisions.

In order to check the necessary and sufficient condition for acceptability of the maximum
likelihood method, the following ratio can be used:

Pu
j¼1 j� 1ð Þ nj �mj

� �
Pu

j¼1 j� 1ð Þ >

Pu
j¼1 nj �mj
� �

u
: (13)
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2.4. Estimation of accuracy of software reliability and security evaluation model

Authors of the absolute majority of reliability growth models do not provide any analytical
assessment of their accuracy, which makes it difficult to select a specific model. This works
allows excluding this drawback. The accuracy of the software reliability estimation can be
characterized by the root-mean-square deviation. In order to obtain an accuracy estimation
model, it is convenient to use the linearization method [24]. In this case, the root-mean-square
deviation shall be defined according to the following equation:

σj ¼ ð ∂Pj=∂P0
� �2δ2P0

þ…þ ∂Pj=∂ae
� �2δ2ae þ 2

∂Pj

∂P0

� �
∂Pj

∂P∞

� �
δP0 δP∞ rP0P∞

þ…þ , (14)

where rxy is correlation factor of parameters x and y.

The following original calculated expressions were obtained in this work in order to get the
values of partial derivatives of the reliability growth function:
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P∞
αjγji,

;

8>>>>>>>><
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where αj ¼
Qj
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, and γji ¼
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.

Other parameters of the formula can be defined from the covariance matrix that includes
dispersions and correlation moments of the desired values:

K ¼

δ2P0
δP0δP∞rP0P∞

…
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…
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3
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The following equation can be used for its formulation:

K ¼ �M�1, (17)

where M is matrix of the second partial derivatives of the likelihood function:

M ¼

∂2 lnLu
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The following original calculated expressions were obtained in this work in order to get second
partial derivatives:
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;
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where wj ¼ nj�mj

Pj
� mj

1�Pj
.
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2.6. Input data normalization of the developed models

Nonstandard situations occurring in the course of the information system operation may lead
to the disruption of specified input data, which, according to the second property of the
software reliability, results in the inadequacy of obtained values. This situation occurs when
invalid input data classes are used and the frequency of utilization of the input data classes
does not correspond to the frequency that was used during testing or specified in the technical
requirements. This may happen during trial operation aimed at performing accelerated tests of
the software, due to the change of environment and in other cases. This situation can be taken
into account by correcting the calculated reliability values. The correction can be done using
the method of multiple factor analysis. In this case, the program input classes are broken into n
equivalence classes. The function of reliability value dependence on frequency nj of application
of equivalency classes is calculated:
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where xi is the frequency of application of i-class of input data and βi is the significance ratio of
i-class of input data.

The study has shown that first-order polynomial is sufficient for correction:
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where xi is the frequency of application of fig-class of input data and βi is the significance ratio
of i-class of input data.
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This model has two unknown parameters that can be easily found with the help of the least
squares methods.

2.7. Approbation of the non-monotonic software reliability and security evaluation model

The study has shown that the suggested non-monotonic models (Eqs. (4) and (6)) provide high
accuracy (σj < 0:001) when the number of revisions exceeds 10 and the number of runs exceeds
50. In order to control the model consistency with the basic data, the Mises criterion was used
(at threshold value of 0.01) [25]:

ω2
nn∈ 0:26; 1:9½ �
bu 0:01ð Þ ¼ 2:1,

(22)

where ω2
n is the Mises criterion and bu is the threshold value.

Analysis of the effect of the software revision efficiency factor on the model (Eq. (6)) accuracy
has shown that the accuracy can increase by an order of magnitude on the condition that
revision classes are taken into account. Comparison of the suggested models with the well-
known debugging models has demonstrated a number of their advantages, namely:

• Taking into account the possible steep decrease of reliability due to upgrades

• Possibility of taking into account the revision complexity

• Absence of restrictions for tests and information acquisition

• Possibility of taking into account the software reliability values obtained during the
previous stages of development and implementation

• Absence of subjective factors, such as programmer’s qualification and the level of devel-
opment technology

• Ease of application since there is no need to calculate probability of all program paths as,
for example, in Nelson’s model and its modifications [22]

Thus, the study actually substantiates the method of test planning based on utilization of the
non-monotonic software reliability evaluation model using the results of runs and revisions.
Within the scope of the suggested method, we obtained calculated expressions of parameters
of the software reliability evaluation model and estimated accuracy and test planning. The
suggested generic non-monotonic model (Eq. (6)) allows considering probable moments of the
software reliability decrease typical, for instance, for open-source software development, mul-
tiple version software, etc. Accuracy of the generic model depends on how the task of software
revision classification is solved. The model can be integrated with software reliability values
obtained during the early stages of the software development. Simplification of the model
allows reducing it to exponential NHPP models of reliability growth used at the stages of
information system operation and upgrade [23].

The main advantage of the suggested non-monotonic models is the possibility to increase
accuracy by more than 10% (as the results of introducing revision categories), which is equal
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to 5–15% reduction of the required number of software runs during test procedures. It should
be noted that debugging models provide low accuracy at low statistics; however, this draw-
back can be avoided by using appropriate accuracy increase techniques, including Wald’s
method.

The suggested method and models can be also recommended to estimate the parameters of
various modifiable and learning systems.

3. Test planning and software revision models

In the course of the software reliability management, it is necessary to plan the cost of testing in
order to achieve the required level of the software reliability. Thus, it is useful to evaluate the
trends relevant to the software development and implementation and predict the number of
remaining errors and complexity of their correction.

The models (Eqs. (3), (4), (6)) described above can be used to calculate a number of planning
indicators. Unfortunately, statistical models of reliability evaluation do not allow predicting
the frequency of corrections of a specific type but only use this information. Specific revisions
that depend on operating conditions, the achieved level of reliability, requirements for the
software reliability, developers’ qualification and experience and, consequently, their content
may differ. In order to consider the revision types, it is reasonable to use the theory of multiple
factor analysis. Since the change of the number of specific corrections is considered within the
scope of revisions, the software modification complexity function can be approximated using,
for example, a quadratic polynomial in one variable:

kj ¼ κ0 þ κ1jþ κ2j2, (23)

where κ0, κ1, and κ2 are the polynomial parameters (j ¼ 1, u).

It is easy to demonstrate that the polynomial parameters have the following form:
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(24)

Then, assuming that the estimation Pu of the model parameters and the achieved software
reliability level was obtained based on the available test data, we have the following calculated
expression of the reliability-level prediction model:
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Then, assuming that the estimation Pu of the model parameters and the achieved software
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Prq ¼ P∞ � P∞ � Puð Þ
Yuþj
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i¼1 aikij
P∞

� �
, (25)

where Prq is the required level of the software reliability, u is the number of the last revision,
and j is the quantity of planned revisions.

The quantity of revisions required to achieve the desired level of reliability can be calculated
using the cyclic recalculation of the expression (Eq. (25)). To this end Pu is calculated using the
formula (Eq. (25)); further, in the cycle the value Puþj is defined by increasing j. When the
condition Puþj ≥Prg is met, the cycle stops.

To simplify application of the predictive model, let us assume that Aj ¼ a, which corresponds
to the transition from the model (Eq. (6)) to (Eq. (3)). Then, after we reduce the expression
(Eq. (25)) and take its logarithm, we will obtain the following expression required to evaluate
the number J of software revisions that are necessary to achieve the desired level of reliability:

J ¼
ln P∞�Prg

P∞�Pu

� �

ln 1� a=P∞ð Þ

0
@

1
A

������

������
, (26)

where ℵk k is the operation of obtaining of the nearest biggest integer ℵ and a is the averaged
software revision efficiency factor.

Assuming that revisions do not introduce additional errors (i.e., P∞ ¼ 1), we can obtain the
formula for the number of remaining errors after u revision:

Nu ¼
ln 1�Prq

1�Pu

� �

ln 1� að Þ

0
@

1
A

������

������
: (27)

4. Fuzzy model of software reliability and security evaluation-based on test
results

Testing of software complexes for compliance with requirements for reliability and security is
one of the most time-consuming and difficult stages of implementation of automation system.
This is primarily due to the extreme structural complexity of modern software and its hetero-
geneity. Incomplete information on the software structure, principles and functioning, hetero-
geneity of its composition, presence of imported elements, and insufficient specifications make
it difficult to evaluate and predict the software reliability. In these cases, traditional approaches
to acquisition and forecasting of reliable values are associated with significant costs; that is
why models based on the fuzzy sets of theory that allow estimating the software reliability
with practically acceptable accuracy are of immediate interest [26–28].

At the present time, the literature describes fuzzy models of software reliability evaluation.
These models are peculiar for their focus on static and dynamic analysis of the software graph,
which is practically difficult due to the extreme structural complexity of the modern software
systems and environments. We suggest describing the software testing and debugging process
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by a non-monotonic software reliability growth function utilizing the fuzzy sets of theory in
order to take into account the incompleteness of input data.

It is possible to demonstrate that the non-monotonic software reliability growth function looks
as follows:

Pn ¼ P∞ � P∞ � P0ð Þ 1� a
P∞

� �n

, (28)

where Pn is the probability of successful software run after n revision, a is the revision effi-
ciency factor, P0 is the initial level of reliability, and P∞ is the maximum level of reliability.

This model depends on three parameters that can be conveniently calculated with the help of the
maximum likelihood method. To create the likelihood function, it is reasonable to use the data
recorded during the software tests, namely, the order of revisions, results of the software runs
(whether any vulnerabilities were detected or not), and number of runs between the revisions.

It is easy to show that the maximum likelihood function logarithm will look as follows:

ln Lnð Þ ¼
Xn
J¼1

cmj ln 1� P∞ þ P∞ � P0ð Þ 1� a=P∞ð Þi
� ��

þðnj �cmj
�

ln P∞ þ P∞ � P0ð Þ 1� a=P∞ð Þi
� ��

:

wherecmj is the number of failures in nj tests and n is the number of revisions.

The function ln Lnð Þ is convex and is defined for a convex set; that is why in order to effectively
find the maximum of the likelihood function we can use, for example, the modified steepest
descent method with the variable increment parameter, which allows obtaining the desired
parameters of the model (Eq. (28)). The greatest difficulty of modeling the automation system
operational readiness is determined by the fact that the software reliability level has to be
evaluated in conditions of considerable uncertainty, namely:

1. Fuzziness of cause-and-effect relationship of the automation system as an ergatic system
does not allow clear distinction between successful and unsuccessful revisions.

2. Definition of the amount of revisions as a function of the software metric characteristics
does not always line up with reality. Knowledge of the software developers is required.

3. A number of errors appear as the result of shortcomings of the debugging and update
procedures. Some errors are automatically eliminated at the final stages of the software
development and do not require correction.

These uncertainties introduce a significant portion of subjectivity to the software reliability
evaluation. The fuzzy set of theory allows taking them into account without substantial
alteration of the model (Eq. (3)). This work is primarily aimed at solving this task.

4.1. Development of a fuzzy software reliability and security model

Let us present the information on the debugging process in the form of the set X ¼ xif g, where
xi is the software revision (i ¼ 1, n). The number of relevant revisions is defined as
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m ¼Pn
i¼1 χi, where χi={0,1} is the characteristic function defining the presence of revision xi.

Let us formalize the probable fuzziness of the software revision by transition from the charac-
teristic function {0,1} to continuum [0,1]. Then, we have:

1. Fuzzy set A ¼ хi;μA хið Þ� �� �
representing a set of ordered couples of revisions хi of the

universal set X и membership functions that characterize availability of revisions.

2. Set of relevant revisions R ¼ mf g, m ¼ 0, n.

In this case, the fuzzy set of relevant revisions will look as follows:

M ¼ m;μM mð Þ� �� �
, (29)

where μM mð Þ is the membership function defining the level of confidence in the fact that the
number of relevant revisions is equal to m.

In general, the membership function can be found using the following expression:

μM ¼ maxmin μi1 ;…μim ;μj1
;…;μj n�mð Þ

n o
: (30)

For the purpose of practical calculation, it is convenient to expand the revision membership
function in ascending and descending order:

μ0 ≥μ1 ≥… ≥μm ≥μmþ1 ≥… ≥μn;

μ0 ≤μ1 ≤… ≤μm ≤μmþ1 ≤… ≤μn :

8>><
>>:

(31)

This provides the main calculated ratio: μM mð Þ ¼ min μmþ1

�
, μmÞ: The number of relevant

revisions corresponding to the maximum level of confidence (i.e., to the maximum member-
ship function) is equal to:

m ¼
Xn

i¼0

mi, (32)

where mj ¼
0, если μi < μi;
1, если μi ≥μi :

(

The maximum membership function can be calculated in the following way:

μmax ¼ min max
1<i<m

μi;μi

� �
: (33)

By applying the generalization principle, we can move from the fuzzy set of relevant revisions
(Eq. (29)) to the desired fuzzy set of the software reliability levels:

P ¼ Pm;μP Pmð Þ� �� �
, (34)

where μP Pmð Þ ¼ min μiþ1

�
, μiÞ, m ¼ 0, n; and Pm —reliability level defined according to the

formula (Eq. (3)).
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It is important to note that considering the monotonic dependence of the software reliability level
from the number of revisions, it is possible to formalize the fuzzy set P (Eq. (34)) with the
complex of hierarchically ordered crisp sets. According to the decomposition theorem, we have:

μP ¼ ⋃
α∈ 0;1½ �

αμPα

� �
, (35)

where μPα
¼

0, если μ xð Þ ≥α;
1, если μ xð Þ < α:

(

Then, by defining the value α based on the specific software operating conditions and accuracy
of expert estimation, we can obtain the interval (guaranteed) software reliability level:

Ρ ¼ Pm jμM mð Þ ≥α� �
: (36)

4.2. Example of possible application of fuzzy sets

Below is the simplest example of calculation of the software reliability level. During the
debugging stage, 48 tests were carried out, 5 groups of defects were detected, and required
revisions were performed. After the expert opinions were processed, the information on
debugging was obtained in the form of a fuzzy set of revisions:

A ¼ 1; 0:0ð Þ; 2; 0:4ð Þ; 3; 0:2ð Þ; 4; 1:0ð Þ; 5; 0:9ð Þf g: (37)

Having arranged the fuzzy set A by the membership function values, we obtained a fuzzy set
of relevant revisions:

M ¼ 0; 0:0ð Þ; 1; 0:2ð Þ; 2; 0:4ð Þ; 3; 0:6ð Þ; 4; 0:1ð Þ; 5; 0:0ð Þf g: (38)

After we calculated reliability levels using the formulae (Eq. (3)), we obtained a fuzzy subset of
the software reliability levels:

P ¼ 0:31; 0:2ð Þ; 0:69; 0:4ð Þ; 0:97; 0:6ð Þ; 0:98; 0:1ð Þf g: (39)

According to the accepted assurance level α=0.4, we have.

P ¼ 0:69; 0:97½ �: (40)

Thus, practical solutions suggested in the work take into account the uncertainties of software
development and testing conditions. This allows obtaining rather accurate maximum and inter-
val estimates of the software reliability and security. Analytical expressions allow simplifying the
software reliability analysis as compared with the methods based on expert judgments. It is
reasonable to apply the described results for planning of system and complex tests.

5. Evaluation models and test planning selection criteria

It should be noted that there is no universal model of the software evaluation and test planning.
Moreover, beside the described classes of models, studies suggest simulation models [29],
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m ¼Pn
i¼1 χi, where χi={0,1} is the characteristic function defining the presence of revision xi.
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M ¼ m;μM mð Þ� �� �
, (29)

where μM mð Þ is the membership function defining the level of confidence in the fact that the
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In general, the membership function can be found using the following expression:

μM ¼ maxmin μi1 ;…μim ;μj1
;…;μj n�mð Þ

n o
: (30)

For the purpose of practical calculation, it is convenient to expand the revision membership
function in ascending and descending order:

μ0 ≥μ1 ≥… ≥μm ≥μmþ1 ≥… ≥μn;

μ0 ≤μ1 ≤… ≤μm ≤μmþ1 ≤… ≤μn :

8>><
>>:

(31)

This provides the main calculated ratio: μM mð Þ ¼ min μmþ1

�
, μmÞ: The number of relevant

revisions corresponding to the maximum level of confidence (i.e., to the maximum member-
ship function) is equal to:

m ¼
Xn

i¼0

mi, (32)

where mj ¼
0, если μi < μi;
1, если μi ≥μi :

(

The maximum membership function can be calculated in the following way:

μmax ¼ min max
1<i<m

μi;μi

� �
: (33)

By applying the generalization principle, we can move from the fuzzy set of relevant revisions
(Eq. (29)) to the desired fuzzy set of the software reliability levels:

P ¼ Pm;μP Pmð Þ� �� �
, (34)

where μP Pmð Þ ¼ min μiþ1

�
, μiÞ, m ¼ 0, n; and Pm —reliability level defined according to the

formula (Eq. (3)).
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It is important to note that considering the monotonic dependence of the software reliability level
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μP ¼ ⋃
α∈ 0;1½ �

αμPα

� �
, (35)

where μPα
¼

0, если μ xð Þ ≥α;
1, если μ xð Þ < α:

(

Then, by defining the value α based on the specific software operating conditions and accuracy
of expert estimation, we can obtain the interval (guaranteed) software reliability level:

Ρ ¼ Pm jμM mð Þ ≥α� �
: (36)
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P ¼ 0:69; 0:97½ �: (40)

Thus, practical solutions suggested in the work take into account the uncertainties of software
development and testing conditions. This allows obtaining rather accurate maximum and inter-
val estimates of the software reliability and security. Analytical expressions allow simplifying the
software reliability analysis as compared with the methods based on expert judgments. It is
reasonable to apply the described results for planning of system and complex tests.

5. Evaluation models and test planning selection criteria

It should be noted that there is no universal model of the software evaluation and test planning.
Moreover, beside the described classes of models, studies suggest simulation models [29],
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structural models [22], fuzzy models [26, 27], interval models [30], software dynamic models
[31–33], software/hardware complex models [34, 35], Bayesian model modifications [19, 30, 36,
37], as well as neural networks applied for certain scientific purposes [38, 39]. In order to select a
suitable model, a number of qualitative and quantitative criteria can be suggested [40].

The following qualitative criteria can be used:

1. Ease of application that primarily concerns the degree of the model adequacy to the
statistic collection system, i.e., utilized input data can be easily obtained; the data must be
representative; and the input and output data must be clear for the experts.

2. Validity: the model must be reasonably (sufficiently) accurate to solve the tasks of analysis
or synthesis in the field of software security. The positive property of the model that allows
reducing the input sample is the ability to use a priori information and integrate data from
other models.

3. Applicability for various tasks. Some models allow estimating a wide range of param-
eters necessary for experts at different stages of the software lifecycle, for instance,
reliability values, expected number of errors of different types, predicted time and
financial expenditure, developers’ qualification, test quality, software cover parameters,
etc.

4. Simplicity of implementation including the possibility of automated estimation based on
well-known mathematical packages and libraries, model learning after revisions, taking
into account the incomplete or incorrect input statistics, and other restrictions of the
models.

The following quantitative criteria can be used:

• Evaluation accuracy parameters.

• Predictive model’s quality parameters (convergence, noise tolerance, prediction accuracy,
consistency).

• Information criteria of predictive model’s quality (dimensionality, BIC/AIC criteria).

Combined and integral parameters, for instance:

IC ¼ max
XK

i¼1

kiχi, (41)

where ki is the weighting factor of i property of the considered model selected by the expert
and χi. is the characteristic function of the i property.

As the study has shown, there are a lot of mathematical models that allow estimating the
software reliability and security at different stages of lifecycle, which is important for budget
planning. On a practical level, the described classification of models simplifies selection and
integration of the models based on the available statistics.
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It is important to bear in mind that due to the dynamic nature, complexity, and heterogeneity
of modern software development projects, the described models are not able to meet strict
requirements for accuracy and serve for making intuitive decisions relating to the software test
planning for all sets of input data. However, the results obtained from the model application
are useful both for substantiating the labor content of the tests and for preparation of reports,
which can increase the customer’s confidence in the work deliverables.

6. Conclusion

1. The chapter presents a new class of probabilistic step models for software reliability (and
security) assessment which allows to improve the adequacy and accuracy of evaluation for
modern multi-version software systems (e.g., open-source software). One of the main
features of the developed models is taking into account the effect of reducing the degree
of reliability when updating programs.

These mathematical models have undergone a detailed study and lead to a method that
allows planning and monitoring the level of software reliability at the stages of prelimi-
nary testing, trial operation, acceptance testing, inspection, and testing after modifications.
Completeness and consistency of the method is ensured by the fact that the developed
models do not impose strict limitations on the taxonomy of errors, modifications, tests,
and input data.

2. The results of the proposed version of the test process modeling can be used at different
stages of the software life cycle and integrated into various systems for modeling the
reliability and safety of software. To do this the chapter proposes qualitative and quantita-
tive criteria for selecting software test models.

3. It should be mentioned that in the field of information security the use of mathematical
models becomes a mandatory procedure in case of checking the high confidence level of
the software. This is determined by the methodology of Common Criteria5 regulated by
ISO/IEC 15408.

In the field of quality and functional safety of software, the application of mathematical models
is welcomed to reduce the level of subjectivity in testing using black box method, fuzzing,
functional testing, etc. (see the lines of international standards IEC 61508, IEC 61511, and ISO/
IEC 33001 and also the Russian new standard GOST R 56939). In this respect, IEC 61508–
7:20106 is extremely useful because it regulates the relationship between the classes of software
testing and the use of formal and semiformal models in detail.

5
www.commoncriteriaportal.org

6
IEC 61508–7:2010 Functional safety of electrical/electronic/programmable electronic safety-related systems—Part 7:
Overview of techniques and measures.
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and input data.
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Abstract

In this chapter, we propose a probabilistic model for train delay propagation. There are
deduced formulas for the probability distributions of arrival headways and knock-on
delays depending on distributions of the primary delay duration and the departure
headways. We prove some key mathematical statements. The obtained formulas allow to
predict the frequency of train arrival delays and to determine the optimal traffic adjust-
ments. Several important special cases of initial probability distributions are considered.
Results of the theoretical analysis are verified by comparison with statistical data on the
train traffic at the Russian railways.

Keywords: train traffic, stochastic model, train delay propagation, probabilistic modeling,
operative management

1. Introduction

The trains’ movement is subject to a variety of random factors which leads to unplanned
delays. This causes the scattering of the arrival times, hence, the inconvenience to passengers
and consignees. Knowledge of the arrival times’ distribution properties leads to the possibility
of predicting the characteristics of the train traffic and making correct decisions on the trans-
portation process management. This makes it possible to improve the punctuality of train
traffic and save resources, in particular, electric power.

The properties of the arrival headways distributions allow us to estimate the probability of
delays emergence and theirs characteristics, which are important from a practical point of
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view. Probabilistic modeling of the delay propagation process along the train flow is the main
tool for solving this problem.

The models for the distribution of delays in a dense train flow are divided into two classes.
These are deterministic and stochastic models. Stochastic models take into account the
unpredictable nature of obstacles in the railway. Amathematical model, proposed in the present
chapter, make it possible to determine the probability distributions of the arrival headways of
two consecutive trains at the station. The distribution properties are analyzed for different
scattering of input random variables (the primary delay and the initial headways). Comparison
of theoretical distributions with real statistics of train traffic on the Russian railways is
performed.

2. Literature review

A substantial volume of literature is devoted to study of the train delays effect on the railway
functioning. Deterministic models for primary and knock-on delays description were pro-
posed in [1, 2]. These models based on the application of graph theory allow adjust the train
traffic schedule. However, such approach considering the different characteristics of train
traffic (e.g., travel and dwell times, headways, etc.) as deterministic values does not take into
account the uncertainties that arise in reality.

Stochastic modeling takes the influence of random factors (e.g., see [3–8]) into account.
Authors of [7] determine a probabilistic distribution of the arrival times. The problem of
finding a distribution of arrival train delays is examined in [8]. It should be noted that in these
papers, special cases of primary delay distribution are considered. It is supposed in [8] that the
random duration of the primary delay corresponds to some generalization of the exponential
law. The paper [7] employs discretization of the delay distribution.

Some of the researchers have analyzed statistical data on deviations of the train arrival times
from the planned ones. In particular, the papers [9–11] show that scattering of these deviations
correspond to the exponential distribution.

3. Description of models and analysis of the arrival headways distribution

3.1. The first model

Trains follow one path one after another in one direction from station A to station B with the
same average speed v0. Let the total number of trains is n. The distance from the train j to the
train (j � 1) is denoted by Xj þ s0, where j = 2, 3, …, n, s0 > 0 is the minimal safe distance
between trains, and X2, X3, …, Xn are the random variables (without any assumptions about
their distributions). All trains have the same destination station.
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Let us also introduce the notations: μj ¼ Xj=v0, t0 ¼ s0=v0. Suppose that train 1 departs from

station A at the time t ¼ 0. Then, the moment T mð Þ of departure train m can be found as (as
shown at Figure 1):

T mð Þ ¼
Xm

j¼2

μj þ m� 1ð Þt0, m ¼ 2, 3,…, n (1)

Assume that at some point in time, train 1 makes unplanned stop. The duration of this stop is
random value τ. The subsequent trains suffer knock-on delays, when the value τ is large
enough. Following train stops when the distance to the front train is reduced to s0. It is
assumed that as soon as the front train restore running, then the next one immediately follows
it. The following problem is considered: to find out the probability distribution of the random
arrival headway between the trains (k� 1) and k at the destination B (denote this headway as νk),
assume that only the first train makes an unplanned stop. In other words, we need to find the
(cumulative) distribution functionsWk tð Þ ¼ Ρ νk < tð Þ, k = 2, 3,…, n. Call this problem by the first
problem.

3.2. The second model

Suppose that train 1 was delayed at station A at the moment t ¼ 0 and waited for a random

time τ. If τ < μ2, then trains 2, 3, and so on, depart at the planned times: T 2ð Þ, T 3ð Þ, etc. If τ > μ2,

then train 2 will be delayed and will depart at the time τþ t0 > T 2ð Þ: Train 3 departs according
to the same rule depending on the delay time of train 2, and so on. In this formulation, νk is
actual departure headway between the trains with numbers (k � 1) and k. It is required to
determine the distribution functions Wk tð Þ of random variables νk, k = 2, 3, …, n.

Example 1. Let n = 5, μk ¼ 2, k ¼ 2, 5, t0 ¼ 1. The moments of planned departures of trains

satisfy the equalities T kð Þ ¼ 3 k� 1ð Þ, k ¼ 1, 5. Figure 2 shows the process of headways νk
forming, k ¼ 2, 5, depending on the six values of the interval τ. The dots represent real train
departure times that result from the primary delay τ.

The basic model assumptions are follows: (1) only train 1 is exposed to primary delay τ. (2)

T kð Þ � T k�1ð Þ > t0, k = 2, 3, …, n.

Denote by R kð Þ the real departure time of the train with number k, which depends on τ and t0.

Figure 1. Departure times of trains 1, 2, and 3 from station A.
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We suppose that the departure times of trains satisfy the following two rules. Let k be fixed,

2 ≤ k ≤ n. The first rule: if R k�1ð Þ ≤T kð Þ � t0, then R kð Þ ¼ T kð Þ. The second rule: if R k�1ð Þ ≥T kð Þ � t0,

then R kð Þ ¼ R k�1ð Þ þ t0. Obviously, R kð Þ ≥T kð Þ.

In what follows, we use the notation I x∈Að Þ ¼ 1, if x∈A,
0, if x∈R\A,

�
where A is an arbitrary set on

the real line R.

Suppose that the total number of trains is equal to n ≥ 2. Formally, we set νk ¼ 0 if k > n. Let us
proceed to the formulation of the obtained results. We note that the proofs of the majority of
the assertions are not given here due to the condition on the size. They take up a lot of space
and will be published in our other work.

Theorem 1. 1. If τ < μ2, then ν2 ¼ μ2 þ t0 � τ, νk ¼ μk þ t0, 3 ≤ k ≤ n.

2. Let k be a fixed integer, 2 ≤ k ≤n. If τ ≥
Pk

j¼2 μj, then ν2 ¼ … ¼ νk ¼ t0.

3. If
Pk

j¼2 μj ≤ τ <
Pkþ1

j¼2 μj, then

νkþ1 ¼ I kþ 1 ≤ nð Þ
Xkþ1

j¼2

μj þ t0 � τ

2
4

3
5, (2)

Figure 2. The headways νk for some values τ.
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νm ¼ I m ≤ nð Þ μm þ t0
� �

, m ¼ kþ 2,…, n (3)

Theorem 2. Let n ≥ 2. For any k, 2 ≤ k ≤ n, the following formula holds

Wk tð Þ ¼ I t > t0ð Þ Ρ μk < t� t0; τ <
Xk�1

j¼2

μj

0
@

1
Aþ Ρ τþ t� t0 >

Xk

j¼2

μj; τ ≥
Xk�1

j¼2

μj

0
@

1
A

2
4

3
5, (4)

in particular,

W2 tð Þ ¼ I t > t0ð ÞΡ τþ t� t0 > μ2

� �
(5)

Let us introduce the notations, G xð Þ ¼ Ρ τ < xð Þ, G xð Þ ¼ Ρ τ > xð Þ. Note that G xð Þ þ G xð Þþ
Ρ τ ¼ xð Þ ¼ 1. We denote by g xð Þ the density function of τ in the case when it is absolutely
continuous.

Further, some corollaries of Theorem 2 are formulated.

Corollary 1. Let μj, 2 ≤ j ≤ n, be arbitrary positive numbers, then for 2 ≤ k ≤n

Wk tð Þ ¼ I t0 < t ≤μk þ t0
� �

G
Xk

j¼2

μj � tþ t0

0
@

1
Aþ I t > μk þ t0

� �
, (6)

in particular,

W2 tð Þ ¼ I t > t0ð ÞG μ2 � tþ t0
� �

: (7)

Example 2. Let the primary delay τ have exponential distribution, that is,

g tð Þ ¼ I t ≥ 0ð Þλe�λt, λ > 0 (8)

As initial parameters, we take the following quantities.

λ ¼ 0:4, t0 ¼ 3, μ2 ¼ 5, μ3 ¼ 6, μ4 ¼ 10 (9)

Graphs of the functions W2 tð Þ from Eq. (7), W3 tð Þ and W4 tð Þ from Eq. (6) with the parameters
(Eq. (9)) are depicted in Figure 3.

It should be noted that in this and the subsequent examples, we use the following measures for

the values: μk, T
kð Þ, t0, τ, τk, νk, T, b, Ενk (minutes, min); λ (1/min); Dνk (min2). The product αβ

(as mean of μk ), where α is a shape parameter, β is a scale parameter (in min).

Corollary 2. Let μj ¼ T, 2 ≤ j ≤n, be a positive constant, then for 2 ≤ k ≤n

Wk tð Þ ¼ I t0 < t ≤T þ t0ð ÞG k� 1ð ÞT � tþ t0ð Þ þ I t > T þ t0ð Þ, (10)

Probabilistic Model of Delay Propagation along the Train Flow
http://dx.doi.org/10.5772/intechopen.75494

175



We suppose that the departure times of trains satisfy the following two rules. Let k be fixed,

2 ≤ k ≤ n. The first rule: if R k�1ð Þ ≤T kð Þ � t0, then R kð Þ ¼ T kð Þ. The second rule: if R k�1ð Þ ≥T kð Þ � t0,

then R kð Þ ¼ R k�1ð Þ þ t0. Obviously, R kð Þ ≥T kð Þ.

In what follows, we use the notation I x∈Að Þ ¼ 1, if x∈A,
0, if x∈R\A,

�
where A is an arbitrary set on

the real line R.

Suppose that the total number of trains is equal to n ≥ 2. Formally, we set νk ¼ 0 if k > n. Let us
proceed to the formulation of the obtained results. We note that the proofs of the majority of
the assertions are not given here due to the condition on the size. They take up a lot of space
and will be published in our other work.

Theorem 1. 1. If τ < μ2, then ν2 ¼ μ2 þ t0 � τ, νk ¼ μk þ t0, 3 ≤ k ≤ n.

2. Let k be a fixed integer, 2 ≤ k ≤n. If τ ≥
Pk

j¼2 μj, then ν2 ¼ … ¼ νk ¼ t0.

3. If
Pk

j¼2 μj ≤ τ <
Pkþ1

j¼2 μj, then

νkþ1 ¼ I kþ 1 ≤ nð Þ
Xkþ1

j¼2

μj þ t0 � τ

2
4

3
5, (2)

Figure 2. The headways νk for some values τ.

Probabilistic Modeling in System Engineering174

νm ¼ I m ≤ nð Þ μm þ t0
� �

, m ¼ kþ 2,…, n (3)

Theorem 2. Let n ≥ 2. For any k, 2 ≤ k ≤ n, the following formula holds

Wk tð Þ ¼ I t > t0ð Þ Ρ μk < t� t0; τ <
Xk�1

j¼2

μj

0
@

1
Aþ Ρ τþ t� t0 >

Xk

j¼2

μj; τ ≥
Xk�1

j¼2

μj

0
@

1
A

2
4

3
5, (4)

in particular,

W2 tð Þ ¼ I t > t0ð ÞΡ τþ t� t0 > μ2

� �
(5)

Let us introduce the notations, G xð Þ ¼ Ρ τ < xð Þ, G xð Þ ¼ Ρ τ > xð Þ. Note that G xð Þ þ G xð Þþ
Ρ τ ¼ xð Þ ¼ 1. We denote by g xð Þ the density function of τ in the case when it is absolutely
continuous.

Further, some corollaries of Theorem 2 are formulated.

Corollary 1. Let μj, 2 ≤ j ≤ n, be arbitrary positive numbers, then for 2 ≤ k ≤n

Wk tð Þ ¼ I t0 < t ≤μk þ t0
� �

G
Xk

j¼2

μj � tþ t0

0
@

1
Aþ I t > μk þ t0

� �
, (6)

in particular,

W2 tð Þ ¼ I t > t0ð ÞG μ2 � tþ t0
� �

: (7)

Example 2. Let the primary delay τ have exponential distribution, that is,

g tð Þ ¼ I t ≥ 0ð Þλe�λt, λ > 0 (8)

As initial parameters, we take the following quantities.

λ ¼ 0:4, t0 ¼ 3, μ2 ¼ 5, μ3 ¼ 6, μ4 ¼ 10 (9)

Graphs of the functions W2 tð Þ from Eq. (7), W3 tð Þ and W4 tð Þ from Eq. (6) with the parameters
(Eq. (9)) are depicted in Figure 3.

It should be noted that in this and the subsequent examples, we use the following measures for

the values: μk, T
kð Þ, t0, τ, τk, νk, T, b, Ενk (minutes, min); λ (1/min); Dνk (min2). The product αβ

(as mean of μk ), where α is a shape parameter, β is a scale parameter (in min).

Corollary 2. Let μj ¼ T, 2 ≤ j ≤n, be a positive constant, then for 2 ≤ k ≤n

Wk tð Þ ¼ I t0 < t ≤T þ t0ð ÞG k� 1ð ÞT � tþ t0ð Þ þ I t > T þ t0ð Þ, (10)

Probabilistic Model of Delay Propagation along the Train Flow
http://dx.doi.org/10.5772/intechopen.75494

175



in particular,

W2 tð Þ ¼ I t > t0ð ÞG T � tþ t0ð Þ: (11)

Example 3. Let τ has density (Eq. (8)). As initial parameters, we take the following quantities:

λ ¼ 0:4, t0 ¼ 4, T ¼ 8: (12)

Graphs of the functions W2 tð Þ from Eq. (11), W3 tð Þ and W4 tð Þ from Eq. (10) with the parame-
ters (Eq. (12)) are depicted in Figure 4.

Figures 3 and 4 show that in the case of constant μj, the primary delay τ practically does

not affect the fourth train and all subsequent ones. This is consistent with the equality
limk!∞ Wk tð Þ ¼ I t > t0 þ Tð Þ which, as it is not difficult to verify, follows from Eq. (10).

Remark 1. It is known that the distribution of sum of the independent random variables is
the convolution of their distributions. The convolution of distribution functions F1 and F2 is
determined by the formula F1∗F2ð Þ xð Þ ¼ Ð∞�∞ F1 x� yð ÞdF2 yð Þ, where the integral sign means
the improper Riemann-Stieltjes integral. We consider exceptionally piecewise-continuous
distribution functions, then the indicated integral exists with the exception of the case when
F1 and F2 have at least one common discontinuity point (e.g., [12]). The convolution opera-
tion is permutable. In the case, when F1 ¼ F2 ¼ … ¼ Fm ¼ F, we shall use the following

notations: F∗2 ≔F∗F, F∗m ≔F∗F∗ m�1ð Þ, m ≥ 2. By definition, we assume that F∗1 ≔F. The
convolution f 1∗f 2

� �
xð Þ of densities f 1 and f 2 is defined as the improper Riemann integralÐ∞

�∞ f 1 x� yð Þf 2 yð Þdy.

Figure 3. Behavior of the functions Wk tð Þ, k = 2, 3, 4.
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Corollary 3. Let μj, 2 ≤ j ≤n, be independent identically distributed random variables with a continu-

ous distribution function Ψ xð Þ. Let τ be independent of μj, 2 ≤ j ≤ n. Then

W2 tð Þ ¼ I t > t0ð Þ
ð∞
�∞

G z� tþ t0ð ÞdΨ zð Þ, (13)

Wk tð Þ ¼ I t > t0ð Þ Ψ t� t0ð Þ þ
ð∞
�∞

ð∞
t�t0

G zþ u� tþ t0ð ÞdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
� �

, 3 ≤ k ≤ n: (14)

Corollary 4. Let μj, 2 ≤ j ≤n, be independent identically distributed random variables with a density

function ψ xð Þ. Let τ be independent of all μj and has a density function g xð Þ. Then

W2 tð Þ ¼ I t > t0ð Þ
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g xð Þdx
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3 ≤ k ≤ n:

Remark 2. The integration limit “�∞” can be replaced by 0 in Corollaries 3 and 4 if μj ≥ 0. On

the other hand, we may consider in these corollaries the case when μj takes values of different

signs. From a practical point of view, such an approach is acceptable if the probability that
these random quantities take negative values is small enough. This assumption allows to
consider, for example, models in which the random variables μj are normally distributed with

Figure 4. Behavior of the functions Wk tð Þ, k = 2, 3, 4.
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in particular,
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Figure 3. Behavior of the functions Wk tð Þ, k = 2, 3, 4.
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a variance small enough and to use the property that the class of normal distributions is closed
with respect to the convolution operation.

Example 4. Let τ has the density (Eq. (8)), and all μj have the same gamma density

ψ tð Þ ¼ I t > 0ð Þ e
�t=βtα�1

Γ αð Þβα , (17)

where α > 0, β > 0, Γ αð Þ ¼ Ð∞0 xα�1e�xdx is gamma function. Put

λ ¼ 0:3, t0 ¼ 5, α ¼ 14, β ¼ 0:5: (18)

One can show that in the example under consideration it follows from Eqs. (15) and (16) that

Wk tð Þ ¼ I t > t0ð Þ 1� Γ α; t� t0 þ bð Þ=β� �
Γ αð Þ þ aeλ t�t0þbð Þ 1

1þ λβ

� � k�1ð Þα Γ α; 1þ λβ
� �

t� t0 þ bð Þ=β� �
Γ αð Þ

" #
,

where Γ α; yð Þ ¼ Ð∞y xα�1e�x dx is incomplete gamma function. Graphs of the distribution func-

tions Wk tð Þ, 2 ≤ k ≤ 5, with the parameters (Eq. (18)) are depicted in Figure 5.

It is not difficult to verify that for Wk tð Þ from Example 4 the following formula holds:

lim
k!∞

Wk tð Þja¼1, b¼0

¼ lim
k!∞

I t > t0ð Þ 1� Γ α; t� t0ð Þ=β� �
Γ αð Þ þ eλ t�t0ð Þ 1

1þ λβ

� � k�1ð Þα Γ α; 1þ λβ
� �

t� t0ð Þ=β� �
Γ αð Þ

 !" #

¼ W∞ tð Þ≔ I t > t0ð Þ 1� Γ α; t� t0ð Þ=β� �
Γ αð Þ

� �
:

Figure 5. Behavior of the functions Wk tð Þ, k = 2, 3, 4, 5.
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It can be seen from Figure 5, curves W4 tð Þ,W5 tð Þ and so on are practically merged. Hence, in
the case under consideration, one can draw the following conclusion: primary delay τ affects
to fifth and all successive trains approximately like on the fourth one.

Remark 3. We define the 0-fold convolution as a generalized function with the following
property: the equality

Ð∞
�∞ v tð Þψ∗0 tð Þdt ¼ v 0ð Þ holds for any bounded continuous function v tð Þ.

Then, Eq. (16) for k ¼ 2 coincides with Eq. (15).

We do not give proofs for the statements of Section 3 because of limitations on the volume. We
will make this in another work.

4. Some results on the knock-on delays

Denote by N the random number of knock-on delays (within the framework of the model
under consideration).

Lemma 1. For each fixed integer m, 1 ≤m ≤ n� 1,

Ρ N ≥mð Þ ¼ Ρ τ >
Xmþ1

j¼2

μj

0
@

1
A: (19)

Proof. Easily seen: N ¼ 0f g ¼ t0 ≤ τþ t0 ≤T 2ð Þ
n o

, N ¼ mf g ¼ T mþ1ð Þ < τþmt0 ≤T mþ2ð Þ � t0
n o

,

m = 1, 2, …, n – 2, N ¼ n� 1f g ¼ τþ n� 1ð Þt0 > T nð Þ
n o

: This implies that

Ρ N ≥mð Þ ¼ Ρ τþmt0 > T mþ1ð Þ
� �

¼ Ρ τ >
Xmþ1

j¼2

μj

0
@

1
A: □

Here and below, the sign □ denotes the end of the proof.

The corollaries of this lemma are given below. Their proofs are simple and therefore we do not
present them.

Corollary 5. If μj ¼ T is a constant value, 2 ≤ j ≤n, then for every fixed integer m, 1 ≤m ≤n� 1, we

have the equality Ρ N ≥mð Þ ¼ G mTð Þ.
Corollary 6. If μj ¼ T is a constant value, 2 ≤ j ≤ n, and τ is exponentially distributed with parameter

λ, then for every fixed integer m, 1 ≤m ≤n� 1, the following equality holds,

Ρ N ≥mð Þ ¼ e�λmT :

Corollary 7. If μ2, …, μn are independent identically distributed random variables with a density
function ψ, then for every fixed integer m, 1 ≤m ≤n� 1, we have the equality

Probabilistic Model of Delay Propagation along the Train Flow
http://dx.doi.org/10.5772/intechopen.75494

179



a variance small enough and to use the property that the class of normal distributions is closed
with respect to the convolution operation.

Example 4. Let τ has the density (Eq. (8)), and all μj have the same gamma density
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Γ αð Þβα , (17)

where α > 0, β > 0, Γ αð Þ ¼ Ð∞0 xα�1e�xdx is gamma function. Put
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One can show that in the example under consideration it follows from Eqs. (15) and (16) that
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where Γ α; yð Þ ¼ Ð∞y xα�1e�x dx is incomplete gamma function. Graphs of the distribution func-

tions Wk tð Þ, 2 ≤ k ≤ 5, with the parameters (Eq. (18)) are depicted in Figure 5.

It is not difficult to verify that for Wk tð Þ from Example 4 the following formula holds:

lim
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Figure 5. Behavior of the functions Wk tð Þ, k = 2, 3, 4, 5.
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It can be seen from Figure 5, curves W4 tð Þ,W5 tð Þ and so on are practically merged. Hence, in
the case under consideration, one can draw the following conclusion: primary delay τ affects
to fifth and all successive trains approximately like on the fourth one.

Remark 3. We define the 0-fold convolution as a generalized function with the following
property: the equality

Ð∞
�∞ v tð Þψ∗0 tð Þdt ¼ v 0ð Þ holds for any bounded continuous function v tð Þ.

Then, Eq. (16) for k ¼ 2 coincides with Eq. (15).

We do not give proofs for the statements of Section 3 because of limitations on the volume. We
will make this in another work.

4. Some results on the knock-on delays

Denote by N the random number of knock-on delays (within the framework of the model
under consideration).

Lemma 1. For each fixed integer m, 1 ≤m ≤ n� 1,

Ρ N ≥mð Þ ¼ Ρ τ >
Xmþ1

j¼2

μj

0
@

1
A: (19)

Proof. Easily seen: N ¼ 0f g ¼ t0 ≤ τþ t0 ≤T 2ð Þ
n o

, N ¼ mf g ¼ T mþ1ð Þ < τþmt0 ≤T mþ2ð Þ � t0
n o

,

m = 1, 2, …, n – 2, N ¼ n� 1f g ¼ τþ n� 1ð Þt0 > T nð Þ
n o

: This implies that

Ρ N ≥mð Þ ¼ Ρ τþmt0 > T mþ1ð Þ
� �

¼ Ρ τ >
Xmþ1

j¼2

μj

0
@

1
A: □

Here and below, the sign □ denotes the end of the proof.

The corollaries of this lemma are given below. Their proofs are simple and therefore we do not
present them.

Corollary 5. If μj ¼ T is a constant value, 2 ≤ j ≤n, then for every fixed integer m, 1 ≤m ≤n� 1, we

have the equality Ρ N ≥mð Þ ¼ G mTð Þ.
Corollary 6. If μj ¼ T is a constant value, 2 ≤ j ≤ n, and τ is exponentially distributed with parameter

λ, then for every fixed integer m, 1 ≤m ≤n� 1, the following equality holds,

Ρ N ≥mð Þ ¼ e�λmT :

Corollary 7. If μ2, …, μn are independent identically distributed random variables with a density
function ψ, then for every fixed integer m, 1 ≤m ≤n� 1, we have the equality
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Ρ N ≥mð Þ ¼
ð∞
�∞

G uð Þψ∗m uð Þdu:

In what follows, τ1 ¼ τ is the delay duration of the first train, τk, k = 2, …, n, is the knock-on
delay of the k-th train. The problem is to find the distribution functions Gk tð Þ ¼ Ρ τk < tð Þ, k = 2,
3,…, n. Note that the solution of this problem, which we call by the second problem, allows us
to find the distribution of the deviations of the real arrival times from the planned ones.

In what follows, we will use the notation a ∨ b instead of max a; bð Þ.
Theorem 3. The following formula holds:

τk ¼ τk�1 � μk

� �
∨ 0, 2 ≤ k ≤ n: (20)

Corollary 8. The following formula holds:

τk ¼ τ�
Xk

j¼2

μj

0
@

1
A ∨ 0, 2 ≤ k ≤ n: (21)

It should be noted that within the framework of our model the deviation of the real arrival time
from the planned one for k-th train coincides with τk, 1 ≤ k ≤n. Figure 6 illustrates this statement.

Figure 6. Deviation arrival times from the schedule: delays τ1 and τ2.
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The dotted lines (lines 1 and 2) represent the scheduled trajectories of trains 1 and 2, solid lines
(1 and 2) depict the real trajectories taking into account the delays. It can be seen that the
arrival time of the train 1 differs from the schedule at τ and the train 2 on the τ2.

Denote μk ¼
Pk

j¼2 μj, 2 ≤ k ≤ n. As it follows from the assumption that the random variables

μ2,…,μk have the same distribution function Ψ tð Þ. They are mutually independent. The ran-

dom variable μk has the distribution function Ψ∗ k�1ð Þ tð Þ.
Corollary 9. The distribution function of τk has the following form:

Gk tð Þ ¼ I t > 0ð ÞΡ τ� μk < t
� �

, 2 ≤ k ≤n: (22)

The next Corollaries 10 and 11 follow from Corollary 9 in an obvious way.

Corollary 10. Let μj > 0, 2 ≤ j ≤ n be some constant values. Then

Gk tð Þ ¼ I t > 0ð ÞG tþ μk

� �
: (23)

Corollary 11. Let μj ¼ T > 0, 2 ≤ j ≤ n be a constant value. Then

Gk tð Þ ¼ I t > 0ð ÞG tþ k� 1ð ÞTð Þ: (24)

Corollary 12. Let μj, 2 ≤ j ≤n be independent identically distributed random variables with a continu-

ous distribution function Ψ tð Þ. Let τ be independent of μ2,…,μn. Then

Gk tð Þ ¼ I t > 0ð Þ
ð∞
�∞

G tþ yð ÞdΨ∗ k�1ð Þ yð Þ: (25)

Corollary 13. Let μj, 2 ≤ j ≤n be independent identically distributed random variables with a density

function ψ tð Þ. Let τ be independent of μj, 2 ≤ j ≤n and has a density function g tð Þ. Then Gk tð Þ ¼
I t > 0ð Þ Ð∞�∞

Ð tþy
�∞ g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy.

5. Proof of Theorem 3 and its corollaries

Lemma 2. The following formula is valid:

τ2 ¼ τ� μ2

� �
∨ 0: (26)

Proof. Let t > 0 be the time spent by the train on the path length (distance to the place, where
an unplanned stop of the train 1 occurred). We show the equality τ2 ¼ 0 holds under the
condition τ ≤μ2. The departure time of the train 1 after stopping is tþ τ. The time point
when train 2 reaches s can be written as μ2 þ t0 þ t. The knock-on delay of train 2 will not
occur, i.e., τ2 ¼ 0, in the case, when the indicated time points are separated by the value r ≥ t0,
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3,…, n. Note that the solution of this problem, which we call by the second problem, allows us
to find the distribution of the deviations of the real arrival times from the planned ones.
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The dotted lines (lines 1 and 2) represent the scheduled trajectories of trains 1 and 2, solid lines
(1 and 2) depict the real trajectories taking into account the delays. It can be seen that the
arrival time of the train 1 differs from the schedule at τ and the train 2 on the τ2.
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j¼2 μj, 2 ≤ k ≤ n. As it follows from the assumption that the random variables

μ2,…,μk have the same distribution function Ψ tð Þ. They are mutually independent. The ran-

dom variable μk has the distribution function Ψ∗ k�1ð Þ tð Þ.
Corollary 9. The distribution function of τk has the following form:

Gk tð Þ ¼ I t > 0ð ÞΡ τ� μk < t
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, 2 ≤ k ≤n: (22)

The next Corollaries 10 and 11 follow from Corollary 9 in an obvious way.

Corollary 10. Let μj > 0, 2 ≤ j ≤ n be some constant values. Then

Gk tð Þ ¼ I t > 0ð ÞG tþ μk

� �
: (23)

Corollary 11. Let μj ¼ T > 0, 2 ≤ j ≤ n be a constant value. Then

Gk tð Þ ¼ I t > 0ð ÞG tþ k� 1ð ÞTð Þ: (24)

Corollary 12. Let μj, 2 ≤ j ≤n be independent identically distributed random variables with a continu-

ous distribution function Ψ tð Þ. Let τ be independent of μ2,…,μn. Then

Gk tð Þ ¼ I t > 0ð Þ
ð∞
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G tþ yð ÞdΨ∗ k�1ð Þ yð Þ: (25)

Corollary 13. Let μj, 2 ≤ j ≤n be independent identically distributed random variables with a density

function ψ tð Þ. Let τ be independent of μj, 2 ≤ j ≤n and has a density function g tð Þ. Then Gk tð Þ ¼
I t > 0ð Þ Ð∞�∞

Ð tþy
�∞ g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy.

5. Proof of Theorem 3 and its corollaries

Lemma 2. The following formula is valid:

τ2 ¼ τ� μ2

� �
∨ 0: (26)

Proof. Let t > 0 be the time spent by the train on the path length (distance to the place, where
an unplanned stop of the train 1 occurred). We show the equality τ2 ¼ 0 holds under the
condition τ ≤μ2. The departure time of the train 1 after stopping is tþ τ. The time point
when train 2 reaches s can be written as μ2 þ t0 þ t. The knock-on delay of train 2 will not
occur, i.e., τ2 ¼ 0, in the case, when the indicated time points are separated by the value r ≥ t0,
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i.e., r ¼ μ2þ t0 þ t� tþ τð Þ ≥ t0, or, which is the same thing, τ ≤μ2. The considered case is
illustrated in Figure 7a.

The knock-on delay of the duration τ2 ¼ τ� μ2 will occur when τ > μ2. Indeed, since trains
after a random stop depart simultaneously, then the equality tþ τ ¼ μ2 þ t0 þ t� t0ð Þ þ τ2
holds, i.e., τ ¼ μ2 þ τ2. The case under consideration is illustrated in Figure 7b. Thus, the
validity of Eq. (26) is shown. □
Proof of Theorem 3. We shall use the method of mathematical induction. The equality (Eq. (20))
for k = 2 is established by Lemma 2. Let Eq. (20) be satisfied. We show that:

τkþ1 ¼ τk � μkþ1

� �
∨ 0, 2 ≤ kþ 1 ≤ n: (27)

It follows from the inductive hypothesis that τk ¼ 0 under the condition τk�1 ≤μk. But if the
delay of the k-th train is 0, then the next train does not undergo any delay, that is, τkþ1 ¼ 0. The
present case is illustrated in Figure 8.

In the case, when τk�1 > μk, a knock-on delay of the k-th train occurs and equals to τk ¼
τk�1 � μk (according to the inductive hypothesis). Further, two cases are possible: either (1) a
delay τk entails a delay τkþ1, or (2) τkþ1 ¼ 0.

Case 1. If the k-th train is delayed, then (k + 1)-th one will be delayed only if τk > μkþ1, and its
delay duration is τkþ1 ¼ τk � μkþ1 (this fact follows from the equality of the moments of

departure of the k-th and (k + 1)-th trains after an unscheduled stop: T kð Þ þ t� k� 1ð Þt0 þ τk ¼
T kþ1ð Þ þ t� kt0 þ τkþ1). Case 1 is illustrated in Figure 9a.

Figure 7. Two traffic scenarios: (a) lack of the knock-on delay; (b) knock-on delay occurs.
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Case 2. If the k-th train is delayed, then (k + 1)-th one will not be delayed (τkþ1 ¼ 0) only if
τk ≤μkþ1. Case 2 is illustrated in Figure 9b. Note that if the knock-on delay of the k-th train
occurs, a conflict of the k-th train with (k + 1)-th is described similar to the interaction of trains 1
and 2 (see Lemma 2). All described cases lead to Eq. (20). □
Proof of Corollary 8. We indicate that Eq. (21) is similar to Eq. (20). According to the statement of
Theorem 3, we have:

τ2 ¼ τ� μ2

� �
∨ 0, τ3 ¼ τ2 � μ3

� �
∨ 0, τk ¼ τk�1 � μk

� �
∨ 0: (28)

Using the method of mathematical induction and taking into account that μk�1 þ μk ¼ μk, we
obtain Eq. (21) from Eq. (28). □

Figure 8. The case, when τk�1 ≤μk: knock-on delays of k-th and consecutive trains are not observed.

Figure 9. Two traffic scenarios: (a) the case, when τk�1 > μk, τk > μkþ1: all trains up to (k + 1)-th are detained; (b) the case,
when τk�1 > μk , τk ≤μkþ1: all trains from (k + 1)-th up to n-th are not delayed.
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i.e., r ¼ μ2þ t0 þ t� tþ τð Þ ≥ t0, or, which is the same thing, τ ≤μ2. The considered case is
illustrated in Figure 7a.

The knock-on delay of the duration τ2 ¼ τ� μ2 will occur when τ > μ2. Indeed, since trains
after a random stop depart simultaneously, then the equality tþ τ ¼ μ2 þ t0 þ t� t0ð Þ þ τ2
holds, i.e., τ ¼ μ2 þ τ2. The case under consideration is illustrated in Figure 7b. Thus, the
validity of Eq. (26) is shown. □
Proof of Theorem 3. We shall use the method of mathematical induction. The equality (Eq. (20))
for k = 2 is established by Lemma 2. Let Eq. (20) be satisfied. We show that:

τkþ1 ¼ τk � μkþ1

� �
∨ 0, 2 ≤ kþ 1 ≤ n: (27)

It follows from the inductive hypothesis that τk ¼ 0 under the condition τk�1 ≤μk. But if the
delay of the k-th train is 0, then the next train does not undergo any delay, that is, τkþ1 ¼ 0. The
present case is illustrated in Figure 8.

In the case, when τk�1 > μk, a knock-on delay of the k-th train occurs and equals to τk ¼
τk�1 � μk (according to the inductive hypothesis). Further, two cases are possible: either (1) a
delay τk entails a delay τkþ1, or (2) τkþ1 ¼ 0.

Case 1. If the k-th train is delayed, then (k + 1)-th one will be delayed only if τk > μkþ1, and its
delay duration is τkþ1 ¼ τk � μkþ1 (this fact follows from the equality of the moments of

departure of the k-th and (k + 1)-th trains after an unscheduled stop: T kð Þ þ t� k� 1ð Þt0 þ τk ¼
T kþ1ð Þ þ t� kt0 þ τkþ1). Case 1 is illustrated in Figure 9a.

Figure 7. Two traffic scenarios: (a) lack of the knock-on delay; (b) knock-on delay occurs.
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Case 2. If the k-th train is delayed, then (k + 1)-th one will not be delayed (τkþ1 ¼ 0) only if
τk ≤μkþ1. Case 2 is illustrated in Figure 9b. Note that if the knock-on delay of the k-th train
occurs, a conflict of the k-th train with (k + 1)-th is described similar to the interaction of trains 1
and 2 (see Lemma 2). All described cases lead to Eq. (20). □
Proof of Corollary 8. We indicate that Eq. (21) is similar to Eq. (20). According to the statement of
Theorem 3, we have:

τ2 ¼ τ� μ2

� �
∨ 0, τ3 ¼ τ2 � μ3

� �
∨ 0, τk ¼ τk�1 � μk

� �
∨ 0: (28)

Using the method of mathematical induction and taking into account that μk�1 þ μk ¼ μk, we
obtain Eq. (21) from Eq. (28). □

Figure 8. The case, when τk�1 ≤μk: knock-on delays of k-th and consecutive trains are not observed.

Figure 9. Two traffic scenarios: (a) the case, when τk�1 > μk, τk > μkþ1: all trains up to (k + 1)-th are detained; (b) the case,
when τk�1 > μk , τk ≤μkþ1: all trains from (k + 1)-th up to n-th are not delayed.
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Proof of Corollary 9. It follows from Corollary 8 that τk ¼ 0 if τ ≤μk (see, e.g., Figure 8), and
τk ¼ τ� μk if τ > μk (see, e.g., Figure 9a). Using the law of total probability, we obtain the
following chain of equalities:

Gk tð Þ ¼ Ρ τk < tð Þ ¼ I t > 0ð ÞΡ τk < tð Þ
¼ I t > 0ð Þ Ρ τk < tjτ ≤μk

� �
Ρ τ ≤μk

� �þ Ρ τk < tjτ > μk

� �
Ρ τ > μk

� �� �

¼ I t > 0ð ÞΡ τ� μk ≤ 0
� �þ I t > 0ð ÞΡ 0 < τ� μk < t

� � ¼ I t > 0ð ÞΡ τ� μk < t
� �

: □

Proof of Corollary 12. Apply the well-known assertion to Eq. (22): if Y1 and Y2 are independent
random variables, then for any function of two variables f �; �ð Þ and any c∈R, the following
equality holds: Ρ f Y1;Y2ð Þ < cð Þ ¼ Ð∞�∞ Ρ f y;Y2ð Þ < cð ÞdF1 yð Þ, where F1 is the distribution func-

tion of Y1. Consequently, Gk tð Þ ¼ I t > 0ð Þ Ð∞�∞ Ρ τ� y < tð ÞdΨ∗ k�1ð Þ yð Þ. This implies Eq. (25). □
Proof of Corollary 13. The assertion follows from Eq. (25). □
Note that the function Gk tð Þ has a jump at zero which is equal to:

Gk 0þð Þ ¼ Ð∞�∞ Gþ yð ÞdΨ∗ k�1ð Þ yð Þ, where Gþ yð Þ ¼ limt!0þ G tþ yð Þ.
In the case, when τ and μj are absolutely continuous, it follows from Eq. (25) that

Gk tð Þ ¼ I t > 0ð Þ
ð∞
�∞

ðtþy

�∞
g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy, (29)

where g �ð Þ and ψ �ð Þ are the density functions of τ and μ1, respectively, ψ
∗j yð Þ is the j-fold

convolution of the density ψ �ð Þ. In this case, we also have

gk tð Þ≔ I t > 0ð ÞG0
k tð Þ ¼ I t > 0ð Þ

ð∞
�∞

g tþ yð Þψ∗ k�1ð Þ yð Þdy: (30)

If we assume that τ ≥ 0, then we deduce from Eq. (29) that

Gk tð Þ ¼ I t > 0ð Þ
ð∞
�t

ðtþy

0
g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy, (31)

and we get from Eq. (30),

gk tð Þ ¼ I t > 0ð Þ
ð∞
�t
g tþ yð Þψ∗ k�1ð Þ yð Þdy: (32)

6. Corollary of Theorem 2 when the distribution of primary delay is a
mixture of exponential and one-point distributions

Consider the cumulative distribution function of the following type:

G xð Þ � Ρ τ < xð Þ ¼ I x ≥ bð Þ 1� ae�λ x�bð Þ
� �

, (33)
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where 0 ≤ a ≤ 1, b ≥ 0, and λ > 0 are some parameters. Such distribution function is considered,
for example, in [8]. It is easy to see that G xð Þ ¼ 1� að ÞG0 x� bð Þ þ aG x� b;λð Þ, where G0 xð Þ is
the distribution function of the degenerate distribution concentrated at the point x ¼ 0,
G x;λð Þ ¼ I x ≥ 0ð Þ 1� e�λx

� �
.

Let us find out the form of the distribution functions (Eqs. (13) and (14)) in the case of Eq. (33),
when the function Ψ is continuous. In what follows, we mean that n ≥ 3.

Lemma 3. Let the function G be defined by Eq. (33), and Ψ be continuous. Then

W2 tð Þ ¼ I t > t0ð Þ Ψ t� t0 þ bð Þ þ aeλ t�t0þbð Þ
ð∞
t�t0þb

e�λzdΨ zð Þ
� �

, (34)

Wk tð Þ ¼ I t > t0ð Þ Ψ t� t0ð Þ þ aeλ t�t0þbð Þ
ð∞
b
e�λudΨ∗ k�2ð Þ uð Þ

ð∞
t�t0

e�λzdΨ zð Þ
��

þ
ðb
�∞

e�λu
ð∞
t�t0�uþb

e�λzdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�

þ
ðb
�∞

Ψ t� t0 � uþ bð Þ �Ψ t� t0ð Þð ÞdΨ∗ k�2ð Þ uð Þ
�
, k ≥ 3:

(35)

Proof. According to Eq. (33), one may conclude that function G xð Þ has a unique discontinuity
point x ¼ b. Hence, the integral

Ð∞
�∞ G z� tþ t0ð ÞdΨ zð Þ exists for any continuous distribution

function Ψ. Note that if Ψ zð Þ had a discontinuity point z ¼ t1, then the function G z� tþ t0ð Þ
would also be discontinuous at the point z ¼ t1 for t ¼ t0 þ t1 � b, and then the considered
integral would not exist (see Remark 1). Since

G xð Þ ¼ I x < bð Þ þ I x ≥ bð Þae�λ x�bð Þ, (36)

then

ð∞
�∞

G z� tþ t0ð ÞdΨ zð Þ ¼ Ψ t� t0 þ bð Þ þ aeλ t�t0þbð Þ
ð∞
t�t0þb

e�λzdΨ zð Þ: (37)

In accordance with Eq. (13), the relation (Eq. (34)) is proved.

Let k ≥ 3. It follows from Eq. (14) that

Wk tð Þ ¼ I t > t0ð Þ Ψ t� t0ð Þ þ
ð∞
�∞

V uð ÞdΨ∗ k�2ð Þ uð Þ
� �

, (38)

where V uð Þ ¼ Ð ∞t�t0
G zþ u� tþ t0ð ÞdΨ zð Þ. Given Eq. (36), it is easy to see that

V uð Þ ¼ V1 uð Þ þ V2 uð Þ, (39)

V1 uð Þ ¼ ae�λ u�tþt0�bð Þ Ð∞
t�t0

I zþ u� tþ t0 ≥ bð Þe�λzdΨ zð Þ, V2 uð Þ ¼ Ð ∞t�t0
I zþ u� tð þt0 < bÞdΨ zð Þ.
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Proof of Corollary 9. It follows from Corollary 8 that τk ¼ 0 if τ ≤μk (see, e.g., Figure 8), and
τk ¼ τ� μk if τ > μk (see, e.g., Figure 9a). Using the law of total probability, we obtain the
following chain of equalities:

Gk tð Þ ¼ Ρ τk < tð Þ ¼ I t > 0ð ÞΡ τk < tð Þ
¼ I t > 0ð Þ Ρ τk < tjτ ≤μk

� �
Ρ τ ≤μk

� �þ Ρ τk < tjτ > μk

� �
Ρ τ > μk

� �� �

¼ I t > 0ð ÞΡ τ� μk ≤ 0
� �þ I t > 0ð ÞΡ 0 < τ� μk < t

� � ¼ I t > 0ð ÞΡ τ� μk < t
� �

: □

Proof of Corollary 12. Apply the well-known assertion to Eq. (22): if Y1 and Y2 are independent
random variables, then for any function of two variables f �; �ð Þ and any c∈R, the following
equality holds: Ρ f Y1;Y2ð Þ < cð Þ ¼ Ð∞�∞ Ρ f y;Y2ð Þ < cð ÞdF1 yð Þ, where F1 is the distribution func-

tion of Y1. Consequently, Gk tð Þ ¼ I t > 0ð Þ Ð∞�∞ Ρ τ� y < tð ÞdΨ∗ k�1ð Þ yð Þ. This implies Eq. (25). □
Proof of Corollary 13. The assertion follows from Eq. (25). □
Note that the function Gk tð Þ has a jump at zero which is equal to:

Gk 0þð Þ ¼ Ð∞�∞ Gþ yð ÞdΨ∗ k�1ð Þ yð Þ, where Gþ yð Þ ¼ limt!0þ G tþ yð Þ.
In the case, when τ and μj are absolutely continuous, it follows from Eq. (25) that

Gk tð Þ ¼ I t > 0ð Þ
ð∞
�∞

ðtþy

�∞
g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy, (29)

where g �ð Þ and ψ �ð Þ are the density functions of τ and μ1, respectively, ψ
∗j yð Þ is the j-fold

convolution of the density ψ �ð Þ. In this case, we also have

gk tð Þ≔ I t > 0ð ÞG0
k tð Þ ¼ I t > 0ð Þ

ð∞
�∞

g tþ yð Þψ∗ k�1ð Þ yð Þdy: (30)

If we assume that τ ≥ 0, then we deduce from Eq. (29) that

Gk tð Þ ¼ I t > 0ð Þ
ð∞
�t

ðtþy

0
g zð Þdz

� �
ψ∗ k�1ð Þ yð Þdy, (31)

and we get from Eq. (30),

gk tð Þ ¼ I t > 0ð Þ
ð∞
�t
g tþ yð Þψ∗ k�1ð Þ yð Þdy: (32)

6. Corollary of Theorem 2 when the distribution of primary delay is a
mixture of exponential and one-point distributions

Consider the cumulative distribution function of the following type:

G xð Þ � Ρ τ < xð Þ ¼ I x ≥ bð Þ 1� ae�λ x�bð Þ
� �

, (33)
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where 0 ≤ a ≤ 1, b ≥ 0, and λ > 0 are some parameters. Such distribution function is considered,
for example, in [8]. It is easy to see that G xð Þ ¼ 1� að ÞG0 x� bð Þ þ aG x� b;λð Þ, where G0 xð Þ is
the distribution function of the degenerate distribution concentrated at the point x ¼ 0,
G x;λð Þ ¼ I x ≥ 0ð Þ 1� e�λx

� �
.

Let us find out the form of the distribution functions (Eqs. (13) and (14)) in the case of Eq. (33),
when the function Ψ is continuous. In what follows, we mean that n ≥ 3.

Lemma 3. Let the function G be defined by Eq. (33), and Ψ be continuous. Then

W2 tð Þ ¼ I t > t0ð Þ Ψ t� t0 þ bð Þ þ aeλ t�t0þbð Þ
ð∞
t�t0þb

e�λzdΨ zð Þ
� �

, (34)

Wk tð Þ ¼ I t > t0ð Þ Ψ t� t0ð Þ þ aeλ t�t0þbð Þ
ð∞
b
e�λudΨ∗ k�2ð Þ uð Þ

ð∞
t�t0

e�λzdΨ zð Þ
��

þ
ðb
�∞

e�λu
ð∞
t�t0�uþb

e�λzdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�

þ
ðb
�∞

Ψ t� t0 � uþ bð Þ �Ψ t� t0ð Þð ÞdΨ∗ k�2ð Þ uð Þ
�
, k ≥ 3:

(35)

Proof. According to Eq. (33), one may conclude that function G xð Þ has a unique discontinuity
point x ¼ b. Hence, the integral

Ð∞
�∞ G z� tþ t0ð ÞdΨ zð Þ exists for any continuous distribution

function Ψ. Note that if Ψ zð Þ had a discontinuity point z ¼ t1, then the function G z� tþ t0ð Þ
would also be discontinuous at the point z ¼ t1 for t ¼ t0 þ t1 � b, and then the considered
integral would not exist (see Remark 1). Since

G xð Þ ¼ I x < bð Þ þ I x ≥ bð Þae�λ x�bð Þ, (36)

then

ð∞
�∞

G z� tþ t0ð ÞdΨ zð Þ ¼ Ψ t� t0 þ bð Þ þ aeλ t�t0þbð Þ
ð∞
t�t0þb

e�λzdΨ zð Þ: (37)

In accordance with Eq. (13), the relation (Eq. (34)) is proved.

Let k ≥ 3. It follows from Eq. (14) that

Wk tð Þ ¼ I t > t0ð Þ Ψ t� t0ð Þ þ
ð∞
�∞

V uð ÞdΨ∗ k�2ð Þ uð Þ
� �

, (38)

where V uð Þ ¼ Ð ∞t�t0
G zþ u� tþ t0ð ÞdΨ zð Þ. Given Eq. (36), it is easy to see that

V uð Þ ¼ V1 uð Þ þ V2 uð Þ, (39)

V1 uð Þ ¼ ae�λ u�tþt0�bð Þ Ð∞
t�t0

I zþ u� tþ t0 ≥ bð Þe�λzdΨ zð Þ, V2 uð Þ ¼ Ð ∞t�t0
I zþ u� tð þt0 < bÞdΨ zð Þ.
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By using equalities

u; zð Þ : u ≥ b; z > t� t0; z ≥ t� t0 � uþ bf g ¼ u; zð Þ : u ≥ b; z > t� t0f g,
u; zð Þ : u < b; z > t� t0; z ≥ t� t0 � uþ bf g ¼ u; zð Þ : u < b; z ≥ t� t0 � uþ bf g,

we receive
ð∞
�∞

V1 uð ÞdΨ∗ k�2ð Þ uð Þ ¼ aeλ t�t0þbð Þ
ð∞
b

ð∞
t�t0

e�λ zþuð ÞdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�

þ
ðb
�∞

ð∞
t�t0�uþb

e�λ zþuð ÞdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�
:

(40)

Since u; zð Þ : u ≥ b; z > t� t0; z < t� t0 � uþ bf g ¼ ∅,

u; zð Þ : u < b; z > t� t0; z < t� t0 � uþ bf g ¼ u; zð Þ : u < b; t� t0 < z < t� t0 � uþ bf g,

then
ð∞
�∞

V2 uð ÞdΨ∗ k�2ð Þ uð Þ ¼
ðb
�∞

ðt�t0�uþb

t�t0
dΨ zð Þ

� �
dΨ∗ k�2ð Þ uð Þ: (41)

It follows from Eqs. (39)–(41) that
ð∞
�∞

V uð ÞdΨ∗ k�2ð Þ uð Þ ¼ aeλ t�t0þbð Þ
ð∞
b
e�λudΨ∗ k�2ð Þ uð Þ

ð∞
t�t0

e�λzdΨ zð Þ
�

þ
ðb
�∞

ð∞
t�t0�uþb

e�λzdΨ zð Þ
� �

e�λudΨ∗ k�2ð Þ uð Þ
�

þ Ð b�∞ Ψ t� t0 � uþ bð Þ �Ψ t� t0ð Þð ÞdΨ∗ k�2ð Þ uð Þ:

(42)

The equalities Eq. (38) and Eq. (42) entail Eq. (35). □
Below we give without a proof a corollary of Lemma 3 in the case when μj are not random

variables, and they are equal to the same constant.

Corollary 14. Let μj ¼ T > 0, 2 ≤ j ≤n, be a constant. Let function G be defined by Eq. (33). Then, for

2 ≤ k ≤ n, the following formula holds:

Wk tð Þ ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ I 0 < t� t0 ≤Tð Þae�λ k�1ð ÞT�tþt0�bð Þ þ I t� t0 > Tð Þ� �

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ I 0 < t� t0 ≤ k� 1ð ÞT � bð Þae�λ k�1ð ÞT�tþt0�bð Þ�

þ I t� t0 > k� 1ð ÞT � bð Þ� þ I b ≥ k� 1ð ÞTð ÞI t > t0ð Þ:
(43)

Furthermore,

Ενk ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ t0 þ T � a
λ
e�λ k�2ð ÞT�bð Þ 1� e�λT� �h i

þ I b ≥ k� 1ð ÞTð Þt0

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ t0 þ k� 1ð ÞT � bþ a
λ

e�λ k�1ð ÞT�bð Þ � 1
� �h i

:

(44)
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Dνk ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ a
λ2 e

�λ k�2ð ÞT�bð Þ 2 1� e�λT� �� ae�λ k�2ð ÞT�bð Þ 1� e�λT� �2 � 2λTe�λT
h i

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ a
λ2 e

�λ k�2ð ÞT�bð Þ 2 eλ k�2ð ÞT�bð Þ � e�λT
� �h

� ae�λ k�2ð ÞT�bð Þ eλ k�2ð ÞT�bð Þ � e�λT
� �2 � 2λ k� 1ð ÞT � bð Þe�λT

i
:

(45)

Example 5. Figure 10 depicts the graphs of the functionsWk tð Þ defined by Eq. (43) with k = 2, 3
for the following parameters:

a ¼ 1, b ¼ 0, λ ¼ 0:26, t0 ¼ 4, T ¼ 7: (46)

We calculated the values of Ενk and Dνk using the formulas (44) and (45) (see Table 1).

Remark 4. It can be easily seen that the larger k, Wk tð Þ from Eq. (43) is closer to
W tð Þ≔ I b ≥ 0ð ÞI t > t0 þ Tð Þ. This agrees with Figure 10 and the formulas (44) and (45) due to
whichwehaveΕνk ! t0 þ T, Dνk ! 0 as k ! ∞, and alsowith the results of calculations inTable 1.

Let the random variable τ be distributed with the density (Eq. (33)) with parameters a ¼ 1,
b ¼ 0. Now, we find the condition on the parameter T, under which the probability that at least

k ¼ 2 k ¼ 3 k ¼ 5 k ¼ 8 k ¼ 10

Ενk 7.77702 10.47779 10.98629 10.99994 10.99999

Dνk 5.68009 2.33067 0.068156 0.00029 7.63176 � 10�6

Table 1. The behavior Ενk and Dνk with growth of the parameter k.

Figure 10. Behavior of the functions W2 tð Þ and W3 tð Þ.
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By using equalities

u; zð Þ : u ≥ b; z > t� t0; z ≥ t� t0 � uþ bf g ¼ u; zð Þ : u ≥ b; z > t� t0f g,
u; zð Þ : u < b; z > t� t0; z ≥ t� t0 � uþ bf g ¼ u; zð Þ : u < b; z ≥ t� t0 � uþ bf g,

we receive
ð∞
�∞

V1 uð ÞdΨ∗ k�2ð Þ uð Þ ¼ aeλ t�t0þbð Þ
ð∞
b

ð∞
t�t0

e�λ zþuð ÞdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�

þ
ðb
�∞

ð∞
t�t0�uþb

e�λ zþuð ÞdΨ zð Þ
� �

dΨ∗ k�2ð Þ uð Þ
�
:

(40)

Since u; zð Þ : u ≥ b; z > t� t0; z < t� t0 � uþ bf g ¼ ∅,

u; zð Þ : u < b; z > t� t0; z < t� t0 � uþ bf g ¼ u; zð Þ : u < b; t� t0 < z < t� t0 � uþ bf g,

then
ð∞
�∞

V2 uð ÞdΨ∗ k�2ð Þ uð Þ ¼
ðb
�∞

ðt�t0�uþb

t�t0
dΨ zð Þ

� �
dΨ∗ k�2ð Þ uð Þ: (41)

It follows from Eqs. (39)–(41) that
ð∞
�∞

V uð ÞdΨ∗ k�2ð Þ uð Þ ¼ aeλ t�t0þbð Þ
ð∞
b
e�λudΨ∗ k�2ð Þ uð Þ

ð∞
t�t0

e�λzdΨ zð Þ
�

þ
ðb
�∞

ð∞
t�t0�uþb

e�λzdΨ zð Þ
� �

e�λudΨ∗ k�2ð Þ uð Þ
�

þ Ð b�∞ Ψ t� t0 � uþ bð Þ �Ψ t� t0ð Þð ÞdΨ∗ k�2ð Þ uð Þ:

(42)

The equalities Eq. (38) and Eq. (42) entail Eq. (35). □
Below we give without a proof a corollary of Lemma 3 in the case when μj are not random

variables, and they are equal to the same constant.

Corollary 14. Let μj ¼ T > 0, 2 ≤ j ≤n, be a constant. Let function G be defined by Eq. (33). Then, for

2 ≤ k ≤ n, the following formula holds:

Wk tð Þ ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ I 0 < t� t0 ≤Tð Þae�λ k�1ð ÞT�tþt0�bð Þ þ I t� t0 > Tð Þ� �

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ I 0 < t� t0 ≤ k� 1ð ÞT � bð Þae�λ k�1ð ÞT�tþt0�bð Þ�

þ I t� t0 > k� 1ð ÞT � bð Þ� þ I b ≥ k� 1ð ÞTð ÞI t > t0ð Þ:
(43)

Furthermore,

Ενk ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ t0 þ T � a
λ
e�λ k�2ð ÞT�bð Þ 1� e�λT� �h i

þ I b ≥ k� 1ð ÞTð Þt0

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ t0 þ k� 1ð ÞT � bþ a
λ

e�λ k�1ð ÞT�bð Þ � 1
� �h i

:

(44)
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Dνk ¼ I 0 ≤ b ≤ k� 2ð ÞTð Þ a
λ2 e

�λ k�2ð ÞT�bð Þ 2 1� e�λT� �� ae�λ k�2ð ÞT�bð Þ 1� e�λT� �2 � 2λTe�λT
h i

þ I k� 2ð ÞT < b < k� 1ð ÞTð Þ a
λ2 e

�λ k�2ð ÞT�bð Þ 2 eλ k�2ð ÞT�bð Þ � e�λT
� �h

� ae�λ k�2ð ÞT�bð Þ eλ k�2ð ÞT�bð Þ � e�λT
� �2 � 2λ k� 1ð ÞT � bð Þe�λT

i
:

(45)

Example 5. Figure 10 depicts the graphs of the functionsWk tð Þ defined by Eq. (43) with k = 2, 3
for the following parameters:

a ¼ 1, b ¼ 0, λ ¼ 0:26, t0 ¼ 4, T ¼ 7: (46)

We calculated the values of Ενk and Dνk using the formulas (44) and (45) (see Table 1).

Remark 4. It can be easily seen that the larger k, Wk tð Þ from Eq. (43) is closer to
W tð Þ≔ I b ≥ 0ð ÞI t > t0 þ Tð Þ. This agrees with Figure 10 and the formulas (44) and (45) due to
whichwehaveΕνk ! t0 þ T, Dνk ! 0 as k ! ∞, and alsowith the results of calculations inTable 1.

Let the random variable τ be distributed with the density (Eq. (33)) with parameters a ¼ 1,
b ¼ 0. Now, we find the condition on the parameter T, under which the probability that at least

k ¼ 2 k ¼ 3 k ¼ 5 k ¼ 8 k ¼ 10

Ενk 7.77702 10.47779 10.98629 10.99994 10.99999

Dνk 5.68009 2.33067 0.068156 0.00029 7.63176 � 10�6

Table 1. The behavior Ενk and Dνk with growth of the parameter k.

Figure 10. Behavior of the functions W2 tð Þ and W3 tð Þ.
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m of knock-on delays will occur would not exceed a given probability p. Note that the
departure headway is equal to T þ t0.

According to Corollary 6, it is necessary to solve the inequality exp �λmTð Þ ≤ p. As a result, we
obtain the desired condition:

T ≥ 1= mλð Þð Þln 1=pð Þ (47)

(see also [13]). Denote by T m; p;λð Þ the minimal T satisfying the inequality (Eq. (47)).

Example 6. Let us fix λ ¼ 0:26. The behavior of T m; p;λð Þ as a function of the continuous param-
eter m with p ¼ 0:1 and p ¼ 0:05 is shown in Figure 11a. Obviously, T m; p;λð Þ is the decreasing
function with respect to the argument p. Exact calculations can be made using the formula:

T m; p;λð Þ ¼ 1= mλð Þð Þln 1=pð Þ: (48)

Let p ¼ 0:1. The behavior of T m; p;λð Þ as a function of the continuous parameter m with
λ ¼ 0:26 and λ ¼ 0:15 is shown in Figure 11b. In accordance with Eq. (48), T m; p;λð Þ is the
decreasing function with respect to the argument λ. In the case of exponential density g tð Þ, we
have Ετ ¼ 1=λ. Therefore, the decrease of λ leads to increase in the average of primary delay
and the departure headways (if we want to reduce the number of knock-on delays).

We also obtain the corollaries of Lemma 3 in the case when μj are distributed according to the

gamma-law with the density (Eq. (17)).

Corollary 15. If primary delay τ has an exponential distribution g tð Þ ¼ I t > 0ð Þλe�λt and μk, 2 ≤ k ≤n,
has the density (Eq. (17)), then the following formulas are true:

Gk tð Þ ¼ I t > 0ð Þ 1� e�λt λβþ 1
� �� k�1ð Þα� �

, (49)

gk tð Þ ¼ I t > 0ð Þ λβþ 1
� �� k�1ð Þαλe�λt: (50)

Remark 5. The function gk tð Þ ¼ I t > 0ð ÞG0
k tð Þ is not a density, in particular, because ofÐ∞

�∞ gk tð Þdt ¼ Ð∞0 gk tð Þdt ¼ Gk ∞ð Þ � Gk 0þð Þ ¼ 1� hk 6¼ 1, where hk is the jump of the function

Gk tð Þ at the origin. At the same time, the function ~gk tð Þ≔ 1
1�hk

gk tð Þ is a density.

Figure 11. The behavior of the function T m; p;λð Þ: (a) λ ¼ 0:26, p ¼ 0:1, or p ¼ 0:05; (b) p ¼ 0:1, λ ¼ 0:26, or λ ¼ 0:15.
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Corollary 15 can be reformulated as follows.

Corollary 15*. Let primary delay τ is exponentially distributed with a parameter λ, and μk, 2 ≤ k ≤n,
have the same gamma distribution with the density (Eq. (17)). Then, τk has the distribution function of

the form Eq. (33) with a ¼ λβþ 1
� �� k�1ð Þα, b = 0, and, consequently,

Ρ τk ¼ 0ð Þ ¼ Gk 0þð Þ ¼ 1� λβþ 1
� �� k�1ð Þα

:

Remark 6. Let Ρ τ2 ¼ 0ð Þ ¼ p, 0 < p < 1: Then by Corollary 15*, Ρ τk ¼ 0ð Þ ¼ 1� 1� pð Þk�1,
3 ≤ k ≤ n. Hence, Ρ τk ¼ 0ð Þ ! 1 as k ! ∞.

Example 7. Let μ2,μ3,… be independent random variables having the same density function
(Eq. (17)). We perform three series of experiments and investigate a behavior of distribution of
the arrival time deviations τk with various combinations of parameters: α, β, k. The results are
presented in graphical form in Figures 12–15 The functions Gk tð Þ are calculated by formula
(49), and the functions gk tð Þ by formula (50). Note that product αβ is the mean of μk. Parameter
λ is equal to 0.25 and αβ ¼ 7 as it observes in reality.

Figure 12. Behavior of distribution G2 tð Þ when (a) α ¼ 0:5, 3, 8 and (b) β ¼ 0:1, 0:5, 1.

Figure 13. Behavior of distribution G3 tð Þ when (a) α ¼ 0:5, 3, 8 and (b) β ¼ 0:1, 0:5, 1.
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Figure 12. Behavior of distribution G2 tð Þ when (a) α ¼ 0:5, 3, 8 and (b) β ¼ 0:1, 0:5, 1.

Figure 13. Behavior of distribution G3 tð Þ when (a) α ¼ 0:5, 3, 8 and (b) β ¼ 0:1, 0:5, 1.

Probabilistic Model of Delay Propagation along the Train Flow
http://dx.doi.org/10.5772/intechopen.75494

189



7. Comparison with statistics of real train traffic

Let us consider the following random variable: the deviation of the real moment of arrival at a
certain station from the scheduled one. Denote it by ξ. Statistical analysis of data on this
random variable, received from the Russian railways, has led to the conclusion that in many
cases, they obey the modified exponential law with the distribution function of the form
Eq. (33) with b ¼ 0: Using data on the suburban trains of the direction “Moscow-Tver” for the
period: January, 11–15, February, 1–6, 2016, we obtained a sample from the distribution of ξ of
the size n ¼ 50 with the sample mean 1.44 and sample variance 2.7. We tested the hypothesis
that ξ obeys distribution (Eq. (33)) with λ ¼ 0:35 and a ¼ 0:64. To this end, we applied the
Kolmogorov goodness-of-fit test with the significance level α ¼ 0:05 and obtained the fit
between the hypothesis and the sample data (see Figure 16).

Remark 7. It should be noted that in considered example the deviation ξ is nonnegative. But in
reality, it can frequently be both positive and negative. Positive values are due to arisen delay.
Negative values occur due to the fact that sometimes early arrivals take place.

Figure 14. Behavior of distribution G4 tð Þ when (a) α ¼ 0:5, 3, 8 and (b) β ¼ 0:1, 0:5, 1.

Figure 15. Behavior of distributions Gk tð Þ (a) and densities gk tð Þ (b), k ¼ 2, 3, 4 and α ¼ 3.
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Remark 8. Although the hypothetical distribution function from Figure 16 is constructed for
deviations without any details about the train number k, it is well correlated with the graph of
the function G2 tð Þ with α ¼ 0:5 from Figure 12.

This allows us to assume that the distribution of the deviation ξ is mainly determined by the
distribution of the delay τ2.

Remark 9. It was verified that if the length of the random variables μj have the same gamma

distribution, any variation of the parameters of this distribution (α and β) has a rather small
influence on behavior of output distribution (see Figures 12–15).

Remark 10. Since the primary delay has a great influence on formation of the output distribu-
tion of deviations from the schedule (τk), then a knowledge of the primary delay distribution in
each particular situation allows to predict the distribution of knock-on delays.

One important practical effect of the considered model is that it enables us to estimate the
standard deviation (SD) of the actual arrival delays at the destination station. As an example,
we calculated this parameter for the suburban railway line. The data analyzed were collected
at the Tver station in the period of January 2016 and February 2016.

Example 8. Due to statistical data, we can consider that τ has the exponential distribution with
the parameter λ ¼ 0:25 (i.e., τ has the distribution function (Eq. (33)) with λ ¼ 0:25, a ¼ 1,
b ¼ 0), and μ2 has gamma distribution with the density function (Eq. (17)), where α ¼ 0:6,
β ¼ 11:7. Using formulas (49) and (50) with k ¼ 2, we have:

SD2 ¼
ð∞
�∞

t� a2ð Þ2dG2 tð Þ ¼
ð∞
�∞

t2dG2 tð Þ � a22 ¼
ð∞
0
t2 g2 tð Þdt� a22 ≈ 10:987:

Here a2 ¼
Ð∞
�∞ tdG2 tð Þ ¼ 1

λ λβþ 1
� ��0:6

≈ 1:763,
Ð∞
�∞ t2 dG2 tð Þ ¼ 2

λ2 λβþ 1
� ��0:6

≈ 14:088,

ð∞
0
t2 g2 tð Þdt� a22 ¼

2
λ2 λβþ 1
� ��0:6 � 1

λ2 λβþ 1
� ��1:2

≈ 10:987:

Figure 16. The empirical distribution function and the calculated function of the form Eq. (33).
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tion of deviations from the schedule (τk), then a knowledge of the primary delay distribution in
each particular situation allows to predict the distribution of knock-on delays.

One important practical effect of the considered model is that it enables us to estimate the
standard deviation (SD) of the actual arrival delays at the destination station. As an example,
we calculated this parameter for the suburban railway line. The data analyzed were collected
at the Tver station in the period of January 2016 and February 2016.
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Thus, theoretical SD ≈
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10:987

p
≈ 3:315 min. This corresponds with the real statistics which

shows the SD amount is 3.32 min for the mentioned station.

8. Conclusions

The mathematical model of train traffic proposed in the chapter allows us to find conditions on
initial headways, which provide a smallness of frequency of a large number of delays. In other
words, the formulas for the distributions of arrival headways obtained in the chapter enable to
optimize the frequency of arriving train delays.
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Abstract

This chapter is devoted to the probabilistic risk analysis of collision of satellites with space
debris. The uncertainty and random space-time characteristics of dynamic space objects
are researched for the rationale of preventive measures for space systems and technologies.
The proposed approach is illustrated by analyzing space debris and their distribution
on satellite orbits. The actuality is confirmed bymany dangerous convergences of controlled
satellites and fragments of the old objects that have been discarded and transformed
into uncontrolled debris. The research demonstrates a possibility of probabilistic modeling
allows calculating preventive measures for avoiding collisions.

Keywords: probabilistic risk, calculating, space systems, control of space, modeling,
control system, crucial situations

1. Introduction

Space systems are essential to human progress. They are an integral part of everyday life and
the development of science. Now, there are thousands of satellites that provide remote sensing
of the Earth in near-earth space, assist navigation, provide accurate weather forecasts, etc. The
use of space systems involves the ability to control satellites. The control of the space objects
includes the ability to change their orbit and orientation. One of the difficult tasks in objects
control is the problem of evading uncontrolled objects or space debris, an example of which is
shown in Figure 1 [1]. System of space monitoring is created in developed countries to solve
these problems, and the main task is to track the trajectory of space objects and assess the risk
of possible collisions. The technology of space control systems mostly reduced to the modeling
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Abstract

This chapter is devoted to the probabilistic risk analysis of collision of satellites with space
debris. The uncertainty and random space-time characteristics of dynamic space objects
are researched for the rationale of preventive measures for space systems and technologies.
The proposed approach is illustrated by analyzing space debris and their distribution
on satellite orbits. The actuality is confirmed bymany dangerous convergences of controlled
satellites and fragments of the old objects that have been discarded and transformed
into uncontrolled debris. The research demonstrates a possibility of probabilistic modeling
allows calculating preventive measures for avoiding collisions.
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1. Introduction

Space systems are essential to human progress. They are an integral part of everyday life and
the development of science. Now, there are thousands of satellites that provide remote sensing
of the Earth in near-earth space, assist navigation, provide accurate weather forecasts, etc. The
use of space systems involves the ability to control satellites. The control of the space objects
includes the ability to change their orbit and orientation. One of the difficult tasks in objects
control is the problem of evading uncontrolled objects or space debris, an example of which is
shown in Figure 1 [1]. System of space monitoring is created in developed countries to solve
these problems, and the main task is to track the trajectory of space objects and assess the risk
of possible collisions. The technology of space control systems mostly reduced to the modeling
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and prediction of space objects motion. This chapter gives examples of probabilistic risk
analysis of collisions with space debris and preventive measures to avoid such collisions.

Analysis of the complex systems for control in the space branch requires a large volume of
simulation. The mathematical model of a complex system is created using the principles
of the functional association of the models of elements and subsystems into a single
program complex of the implemented algorithms. This complex accomplishes an imitation
of the processes for the entire variety of input conditions and current states of the real
system [2].

There are some questions that arise in the possible risk analysis of space objects collision,
including collision with space debris. Methods of risk analysis and predictive preventive
measures are based on probabilistic modeling. The questions of choosing the modeling
method are the most determining while analyzing risks and substantiating security space
systems.

The index of efficiency R is the mathematical expectation of functional Y, which is determined
on a set of functions

Z t;ωð Þ∈Z

The output processes of a system in a single implementation characterize the function Z(t,ω0)
with a fixed value ω ¼ ω0. A single implementation is a random interval of time t∈[0, T] of
system functioning. Assume that Ω is a space of elementary events ω with the possible
measure P(A), where A is a random measurable subset Ω. Then,

R ¼
ð

Ω

φ z t;ωð Þð ÞdP (1)

Figure 1. Space debris.
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Every complicated system realizes transformation of input signals into output ones. The
system model makes the same.

Assume that X is a set of input signals x t;ωXð Þ∈X , ΩX is a space of elementary events ωX

with probabilistic measure Рх, and that for every ωX ∈ΩX, there is an input signal x t;ωXð Þ∈X.

The system properties are described with a random operator H x t;ωXð Þ;ω0ð Þ. There is a proba-
bilistic measure Рн in the set Ωн. Elements of this set are ωH ∈ΩH .

By definition, a random operator H x t;ωXð Þ; ωHð Þis a set of nonrandom operators
H x t;ω0

X

� �
; ω0

H

� �
, defined for each ω0

H ∈ΩH . It implements the mapping of the set X to the set
Z for all ωx ∈Ωxin the set Z. It means that every implementation of Z t;ω0ð Þ is a result of
transformation of an input signal x t;ω0
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by a nonrandom operator H x t;ω0
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; ω0

H

� �
. In the

operator form, the process of transformation is

Z t;ω0ð Þ ¼ H x t;ω0
X

� �
; ω0� �

(2)

It follows from Eq. (2) that for a known structure of a random operator H, elementsω from the
set Ω are generated by the elements ωX ∈ΩXand ωH ∈ΩH , and for every ωX;ωHð Þ, there is
only one point ω of space Ω. This correspondence allows the integral Eq. (1) to be written this
way:

R ¼
ð

Ω¼ ΩX�ΩH½ �

φ H x tð Þ; ωXð Þ; ωH½ �f gdPXdPH (3)

Under real conditions, the structure of a random operator H and the probabilistic measures Рх,
Pн are got by basis of a priory information I and information Z, which are obtained in natural
tests of elements and the whole system. An example of such tests is the archives of ballistic
situations that were created by the space control systems of Russia and the US.

The problem of calculating R can be regarded as a statistical problem of the synthesis of

decision rules W provided estimates bR with certain preassigned properties. The task deter-
mines the ultimate goals that include calculating indicators of efficiency of the complicated
technical systems, risks of usage, and possible preventive measures.

In the operator form, the evaluation operation R can be written as:

bR ¼ W Z; I;Hð Þ (4)

While choosing rules W, it is required that the calculations related to finding bR by Eq. (4) are

technically implementable, and the properties of the estimates bR satisfy the conditions of
maximum achievable accuracy. In the problems of assessing the characteristics of complex
technical systems, these requirements are usually decisive.

The features of the space systems tests consist in the fact that they can be carried out in the
conditions of the regular functioning of the system in a very limited volume. Experiments on
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the system in crucial situations and operating modes usually requires considerable effort and
material costs, and it is sometimes associated with a risk of system failure, which is unaccept-
able for space systems. That is why while evaluating the system’s efficiency indicators, it is
necessary to consider that the sample ~Z t;ω1ð Þ,…, ~Z t;ωnð Þ reflects the results of the tasks
performed by the system only under normal operating conditions. In other words, the direct
use of the sample ~Z t;ω1ð Þ,…, ~Z t;ωnð Þ to determine the characteristics of the system over a
wide range of its operation, including critical modes, is practically impossible.

Calculation of system performance indicators for normal conditions of its operation is carried
out in several stages:

a. a number of values φ ~Z t;ω1ð ÞÞ,…,φ ~Z t;ωnð ÞÞ��
are calculated;

b. statistical properties of random variables φ ~Z t;ωið ÞÞ�
are determined, relying on known

laws of distribution of measurement errors;

c. the a priori information about the value of R is expressed as the a priori density of the
distribution P (R);

d. a criterion for the optimality of the W estimates bR is chosen.

In the presence of the aforementioned information, it is possible to combine a priori informa-
tion with the real information obtained in the process of carrying out field experiments to
obtain estimates.

In calculating the integrals in Eq. (3) by simulation modeling methods, it is necessary:

a. to develop a model that allows the generation of processes Z t;ωð Þ ¼ H x tð Þ;ωXð Þ; ωHð Þfor
different ωX; ωHð Þ;

b. to determine the method of setting up experiments on the model, provided that the
probabilistic measures Px, Pn are given;

c. to develop algorithms for processing simulation results;

d. to build a plan for conducting experiments and processing their results.

However, in modeling real systems, the estimated situation proves to be much more compli-
cated, because the structure of the random operator H and the probability measures Px, Pn are
determined as a result of the complex processing of a priori information and information
obtained from field testing of the elements and the entire system as a whole. The limitation of
real statistics and a priori information usually leads to the fact that both the operator H and the
measures Px, Pn will contain errors, which in the general case are of a probabilistic nature.

It follows that in assessing the performance indicators of complex systems and their risks,
there will be components due to errors in the definition of the operator H and errors in
calculating the probability measures Px and Pn. In addition, modeling errors arise from inac-
curacies in the implementation of the operator H on computational means and the limited
amount of statistical data obtained by experimenting on the model.

Probabilistic Modeling in System Engineering198

Collectively, the aforementioned errors determine the total modeling error, which in general
will be a random quantity consisting of deterministic and random components.

Further examples of probabilistic risk analysis and justification of preventive measures for
space systems and technologies will be illustrated by using examples of the risk of collision of
spacecraft with space debris.

The basis for assessing the risk of collisions in space is trajectory measurements.

2. Factors of uncertainty in processing trajectory measurements

In applied mathematics, the development of methods for processing trajectory measurements
occupies a special place because of their complexity. General methodological problems in this
area have not been solved in many respects due to the possibility of obtaining subjective
conclusions or the use of excessive formalization, which makes it difficult to extract practically
useful results.

An important role in solving problems associated with the development of methods for
processing trajectory measurements is played by the concept of randomness. The concept of
randomness is a certain type of uncertainty, characteristic of frequently observed events.

The methods used to solve problems related to the processing of trajectory measurements can
be divided into sections corresponding to those deductive theories whose apparatus is used to
solve problems from other fields of knowledge. If the studied problem, the solution of which
provides the development of new methods for processing trajectory measurements, can be
represented as a certain set of objects related by relations, then it is always possible either to
find a suitable formalism to solve the problem or to create a new mathematical structure
suitable for solving the problem.

It should be noted that the question of whether it is possible to single out objects forming a
population in such a problem area as the development of new methods for processing trajec-
tory measurements that allows them to be interpreted as sets connected by relations is a matter
of not applied mathematics, but a part of the science of developing and testing of complex
space systems.

The limited knowledge of the processes and phenomena studied does not allow the creation of
absolutely accurate models of elements, including space systems and technologies. In addition,
it is impossible to carry out an infinite number of experiments on the system model because of
real limitations. For these reasons, the accuracy of the estimates obtained will be determined
by the reliability of the information on the structure and parameters of the models being
created, and also by the errors caused by the imperfection of the methods used for setting and
processing the experiments carried out on the model.

If the accuracy of calculating the indicators will be sufficient for practical purposes, then the
application of simulation methods can be considered justified. In practice, a series of control
checks is carried out for this purpose, the main purpose of which is to establish a measure of
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proximity between the real and simulated processes. If, according to the results of the compar-
ison, it turns out that for all input conditions, the differences in the simulation of real processes
do not exceed some given critical values, then the model is considered adequate for the system
under analysis. Otherwise, the system model needs to be improved.

In the process of modeling, it is possible to use various assumptions and coarsening, as a result
of which the mathematical formulation of the investigated problem can only be its approxi-
mate reflection. When carrying out formalizations, there always arises the question of the
adequacy of the resulting mathematical description of problems associated with the develop-
ment of methods for processing trajectory measurements. If the solution of the content prob-
lem is not complicated and requires a numerical solution, an adequacy check can be made by
experimental calculations using the initial data for which the desired results are obtained
experimentally. The calculated results should differ from the reference data by no more than
the task of assessing the risks of collision of space vehicles or carrying out preventive measures
eliminating the danger of such a collision allows.

2.1. Analysis of the risk of collisions of space appliances

The area where most artificial earth satellites operate is very extensive; its volume is about
1012–1013 km3.

The density of artificial Earth satellites and space debris can be estimated by numbers in the
order of 1015, and this number is constantly increasing. For example, in 2007, China tested an
anti-satellite missile, sending it to one of its old satellites, adding about 3500 extra fragments in
the area between 160 and 2000 km above the surface. This is a very large amount of objects and
they must somehow be taken into account. The general picture of the contamination of near-
Earth space is clearly shown in Figure 2 [3]. The orbital information on more than 20,000 space
objects (SO) of more than 10 cm in size has been fixed and regularly updated.

Figure 2. Earth space.

Probabilistic Modeling in System Engineering200

Simulation of the motion of such satellites reduces to obtaining, as a rule, systems of ordinary
differential equations of motion of an object and their integration by one or another method.
As a result, the dependence of the motion parameters on time is obtained for the given initial
conditions. These equations are a form of representation of the laws of dynamics and kinemat-
ics and can be supplemented by equations of control.

By managing the catalogs of space objects (and such catalogs exist both in Russia and in the
US), one can assess the mutual position and carry out the forecast of their movement. In
particular, it is possible to assess the dangerous convergence and even collision of space
vehicles. The main method for determining the motion of space objects is modeling.

Simulation of the motion of controlled space objects can be performed with different goals
determined by the specific content of the tasks being solved. Among the tasks that involve the
use of motion models for controlled objects, let us dwell on the identification of parameters
and SO states based on the results of their measurements. Such a task is the basis for justifying
the control actions in order to evade the collisions of space vehicles.

Any of the models used in solving the problem presented earlier is a mathematical idealization
of real motion. Therefore, in modeling, of course, a special question arises about the adequacy
of the mathematical description of the real movement of an object. The adequacy of the model
is directly dependent on the degree of confidence in the a priori data, the completeness of their
accounting for modeling, and the accuracy of the model’s reproduction on a computer.

Requirements for accuracy in modeling can be considered to be dictated by the content of the
problem being solved.

The a priori data on motion include the laws of kinematics and dynamics, the parameters (for
example, the traction force, the nature of its variation in time and the time of the engine, the
aerodynamic coefficients), the characteristics of the surrounding space (for example, the model
of the atmosphere, the gravitational potential), the characteristics of the interaction of the
object with the surrounding medium. Sometimes it becomes possible to use the data about
the software path (program parameters) of the movement of the object. The a priori informa-
tion may include the law governing the apparatus (for example, the method of parallel
approach) and the features of its implementation by the control system (lag, other manage-
ment errors). These data can include both deterministic and random parameters with known
distribution laws.

The most reliable are usually the laws of dynamics and kinematics of the motion of objects. The
validity of kinematic constraints such as “the linear velocity vector of the object is the first time
derivative of the vector of its position” is beyond doubt. At the same time, the use of the
dynamics relations should be carried out taking into account that they are sufficiently close to
the real movement only under the conditions of their formulation. In many practical applica-
tions, the object is idealized as a material point located at its center of mass.

If by the conditions of the solution of the problem this assumption is relatively rough, then the
degree of confidence in describing the trajectory of the movement of the object as a material
point can turn out to be low. If necessary, the object can be considered as a system of rigid
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bodies and clarify the description. If it is required to take into account more subtle effects that
have a noticeable effect on the components of the object’s motion that are of interest, for
example, on orientation in space, then the movements of the fuel components in the supply
lines and the like can be modeled.

The degree of confidence in the mathematical model is determined not only by the nature of
the idealization of the object (material point, aggregate of rigidly bound bodies, etc.), but also
careful consideration when modeling individual factors affecting the movement of the appa-
ratus. The adequacy of the model also depends on the accuracy of knowledge of the parame-
ters appearing in the formulas (ballistic coefficient, aerodynamic coefficients). These values are
determined, as a rule, experimentally and are therefore known with some errors.

As criteria of comparison and estimation of models of movement of SO, it is expedient to apply
those or other modeling functional errors.

Denote λ tð Þ is the real change in the motion parameter on the time interval, O;Т½ �, λM tð Þ are the
process simulating this motion. Then, the absolute deviation of the model motion from the real
is a function of time ΔλM tð Þ ¼ λM tð Þ � λ tð Þ, describing the modeling errors in time. As the
values that generalize such errors, extreme, averaged and confidence indicators can be used.

By extreme exponents, we mean the largest (least) values of some characteristics of a function
ΔλM tð Þ, for example, a module ΔλM tð Þ:

α1 λM tð Þ½ � ¼ max
t∈ O;T½ �

ΔλM tð Þj j

When the average is implemented, this or that characteristic of the function ΔλM tð Þ is averaged
over a time interval O;T½ �. An example of averaged index of modeling quality is the average
square error of modeling:

α2 λM tð Þ½ � ¼
ðT

O

ΔλM tð Þ½ �2dt:

The introduction of confidence indicators in quality is associated with the random nature of the
modeling errors caused, for example, by the presence of random components in the movement
of the object. The appearance of such components is due to fluctuations in the properties of the
environment surrounding the SO, the parameters of various elements of the flight control
system, and so on.

Confidence indicators are complex and combine a confidence interval and a confidence prob-
ability.

The confidence interval is the range of values of some characteristic β of the function
ΔλM tð Þ: B ¼ βmin; βmax

� �
.

The confidence probability P is the probability that the calculated value of the characteristic
β ¼ β ΔλM tð Þ½ � in the confidence interval B.
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The confidence level of the modeling quality is the interval B, in which the error characteristic
falls with a confidence probability.

In modeling, the influence of the atmosphere, the rotation of the earth, reactive forces, etc., can
be taken into account to some extent. To simplify the model, a number of factors that deter-
mine the movement of the object, but are insignificant, are combined and replaced in the noise
component model (“useful noise”). Useful noise is a random amount included in the model.

The resulting solution of the equations is the deterministic basis of the simulated motion. It can
be supplemented by random specially imitated components, which are introduced additively,
multiplicatively or additively-multiplicatively.

2.2. Differential equations of the spatial motion of space systems

Let us consider the system of equations of translational and rotational motions of SO. The first
subgroup of equations characterizes the displacement of the center of mass, and the second
characterizes the orientation of the object in space.

In doing so, we will use the normal terrestrial coordinate system. For simplicity, we assume
that the acceleration of gravity is constant in magnitude and direction, Coriolis acceleration is
absent; the curvature of the Earth is neglected, the wind is not taken into account.

The simplest way is that the velocity of the translational motion of the center of mass of the
rocket relative to the Earth is described in the projections on the axis of the trajectory coordi-
nate system Oxk yk zk, since υxk ¼ υ,υyk ¼ υzk ¼ 0 in this case. Then,

_V ¼
X

Fx=m; _Vwzk
¼
X

Fyk=m; _Vwyk
¼ �

X
Fzk=m,

where
P

Fx,
P

Fyk ,
P

Fzk are the projections on the axis of the specified coordinate system of
the resultant force acting on the center of mass of the object; ωyk ,ωzk are the projections of the
angular velocity of rotation of the trajectory coordinate systemOxk yk zk relatively fixed system
Oxgygzg on the axis of the trajectory coordinate system. To determine them, we use the

relations that reveal the relationship of these components of the angular velocity with the
orientation angles of the trajectory coordinate system with respect to the normal one:

ωΧk ¼ _Ψ sinθiωyk ¼ _Ψ cosθiωzk ¼ θ

Here θ and Ψ are the angles of the path and the slope of the trajectory. As a result of the
substitution, we obtain a system of equations of the form

_V ¼
X

FxR=m, _V ¼
X

FyR=m,V _ψ cosθ ¼
X

FzR=m

In the right-hand side of the equations, we include the components of the traction force,
gravity, and control forces.
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When obtaining an expression for the aerodynamic force, we use the velocity coordinate
system 0xayaza, and then from it, we proceed to the trajectory system. Projections of this force
on the coordinate axis of the last system are represented in the form

RAxR ¼ –xR ¼ –xa;

RAyR ¼ yR ¼ ya cosγa–za sinγa;

RAzR ¼ zR ¼ ya cosγa þ za sinγa

where γа is an angle of rotation of the velocity system relative to the trajectory system.

Further equations that take into account the features of the motion of the SO will lead to a
system of equations of motion.

Solving this system, we find all the characteristics of the motion of the rocket or SO:

V tð Þ,θ tð Þ,ψ tð Þ, xg tð Þ, yg tð Þ, r tð Þ,ϑ tð Þ,γ tð Þ,α tð Þ, β tð Þ,γa tð Þ,ϖx tð Þ,ϖy tð Þ,ϖz tð Þ, m tð Þ, zg tð Þ,ψ tð Þ:

Naturally, the initial conditions for integration must be given.

With a rigorous theoretical approach to the solution of the problem of modeling, it is obviously
impossible to separate the equations describing only the translational motion of the center of
mass or only the rotational motion of the relative center of mass, and the equations of longitu-
dinal and transverse motion. The relationship between translational and rotational movements
is manifested through so-called cross-links.

The probability that the calculated values of the parameters of two SO movements
β ¼ β ΔλM tð Þ½ � in the confidence interval is estimated. In each of them, one can predict the risk
of a dangerous convergence.

The same task is directly related to the definition of collision risk with space debris (CD). For
probabilistic modeling of collision risks with space debris, special programs are used, for
example:

Model SDPA [4] is a semi-analytic stochastic model for medium- and long-term forecasting of
technogenic SG larger than 1 mm in low Earth orbits (LEOs) and geosynchronous Earth orbits
(GEOs), for constructing the spatial distribution of concentration and velocity characteristics,
as well as estimating collision risk [5].

The model uses summary data on SO of various sizes (including space debris without “bind-
ing” them to a specific source of pollution).

The measurement errors are estimated on the basis of averaging of the last measurements of
the orbital parameters. In calculations of dangerous convergence, errors are calculated in
several models, for example, in the orbital coordinate system, in the elements of the orbit, and
in models of direct integration. The error matrix is used to calculate the collision probability.
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If we consider the problem in posing the risk of collision of an uncontrolled SO with a
controlled spacecraft (SC), then it is necessary to consider the process of mutual proximity in
three-dimensional space and in the picture plane.

In this three-dimensional space, the spacecraft structure is considered as a sphere of a given
radius. The region of possible position of the SO is represented in the form of an ellipsoid
whose parameters and orientation are determined by the total error matrix

CSCþSO ¼ CSC þ CSO

In the picture plane, the SV and the SO region are represented as a circle and an ellipse,
respectively.

The problem reduces to the search for the probability of hit of a random vector whose density
is given by the ellipsoid of scattering errors into the sphere of a given cone in Figure 3, where
Tdc is the time of dangerous convergence, and V and Dv are the speed.

For example, the approach of a SO to an ISS is considered safe if Pc < 10�5. For the value of Pc in
the range between 10�4 and 10�5, the collision risk is high enough, therefore, when planning the
control of the spacecraft, necessary maneuvers should be provided for the purpose of evasion.

To assess the characteristics of the collision risk, an archive of dangerous convergence (ADC)
between all objects in the catalog is maintained in the Information and Analytical Center for
Near-Earth Space Monitoring, taking into account the data of the catalog of the American
USSSN; they are available on the Internet [6, 7].

The ADC gathers all potentially dangerous convergences between all cataloged SOs. “Poten-
tially dangerous” means either convergence of two SOs to a distance less than a given distance

Figure 3. Geometric interpretation of the relative location of spacecraft and space objects in outer space at the time of
dangerous convergence.
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Δ, or a closer distance to a greater probability with a collision probability pc greater than the
threshold pmin. Such convergences are about ≈15,000 per day. The archive is more than 20 years
old. For each convergence, the following characteristics are stored in the ADC: the convergence
time, trajectory and non-trajectory parameters of the objects convergence, the residuals at the
moment of convergence and their probabilistic characteristics, the probability of collision. Briefly,
the algorithm for the supporting ADC is described in the book [8]. There, a method for evaluat-
ing various risk characteristics using ADC is also described. For more detail, see Ref. [9].

2.3. Modeling of space debris

At present, there are several models of the objects fragmentation at hypersonic collision.
Review of the probabilistic models of space debris is represented in monograph [5]. The main
result of collision of two objects with masses M1 and M2 becomes formation of the large
number of fragments of various shapes, masses, and dimensions. The following features are
used to describe the effect of the collision:

• Nf (>m), Nf (>d) — the number of fragments with mass more than m, or dimensions more
than d. This is one of the fundamental characteristics. Some assumption about fragments
shape and weight are used to recalculate the mass values to dimension values;

• A/m(d) — the ratio of the square of the typical cross section to mass for fragments of
different sizes. This parameter is related to the difference of shapes and materials of the
colliding objects; it is necessary in the analysis of the evolution of SD to calculate the
deceleration of fragments in the atmosphere;

• p(ΔV)— the statistical distribution of the incremental speed of fragments by their size and
direction. As a result of collision, some of the energy goes to changing speed of fragments,
which leads to the spread of SD in some part of interplanetary space.

Experiments show that hundreds and even thousands of space debris objects formed in
collisions with the satellites. In 2009, the collision of a communications satellite Iridium with
Russian satellite Kosmos-2251 resulted in about 600 shards that flew at an altitude from 500 to
1300 km [10].

Space debris poses a great danger to functioning spacecrafts because of the large relative
velocities of convergence (Table 1). In recent years, collisions with space debris have killed
several spacecrafts.

Given the fact that simulation of motion of space debris is performed under conditions of
essential indeterminacy of the input data and using the processing algorithms of random

Kalashnikov KAMAZ with cargo Space debris

Bullet weight: 7.9 g Mass: 14.5 t Mass of fragment: 40 g

Muzzle velocity: 715 m/s Velocity: 90 km/h Relative speed:15 km/s

Kinetic energy: 2 kJ Kinetic energy: 4.5 MJ Kinetic energy: 4.5 MJ

Table 1. Comparative analysis of the kinetic energy of objects [3].
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events in large part, methods of probabilistic risk analysis and justification of preventive
measures of damage reducing become most common for cosmic systems and technologies.

The movement of each element of the system of space objects can be divided into two compo-
nents. First, the orbital object moves on a trajectory that can be represented in the elliptical
form in the general case in the current time, which oriented in space in a certain way (osculat-
ing orbit). Second, the trajectory of the orbital object changes over time (generally, form and
orientation are changing). Meanwhile, trajectories of motion of orbital objects change much
slower than the position of orbital objects on these trajectories. Therefore, it is proposed to
model changes of trajectories and identify the parts of the trajectories for the current moment
in time, which are located from each other at a dangerous distance, from the point of view of
possibility of collisions of orbital objects (nodes of mechanical conflicts). In other words, to
simulate the nodes of mechanical conflicts, speed changing of which corresponds to speed
changing of trajectories. For orbital objects, trajectories of which form a node conflict, it is
necessary to determine the time intervals of their movement through the node conflicts with-
out a significant investment of time (on the dangerous part of trajectory). Hence, the method of
modeling system of orbital objects is based on the method of modeling the nodes of mechan-
ical conflicts and the method of determining the time intervals of movement of the orbital
object through a node of conflicts.

Tasks of the analysis of conflicts of orbital objects can be divided into two classes. In the first
class, there are the tasks, where it is possible to analyze only the risk of collisions and not to
predict specific orbital conflicts. Their solution is based on the consideration of the altitude-
latitudinal density distribution of the orbital objects at a specific point in time.

In the second class, there are the tasks that demand prediction of orbital collisions. This
prediction boils down to the prediction of convergence of pairs of orbital objects at a danger-
ous distance, from the point of view of their collision at possible deviations of objects from
their calculated trajectories (these can be called dangerous or conflict convergences). In many
cases, it is sufficient to predict only dangerous convergence of the orbital objects, and not to
simulate the effects of conflicts, which change the trajectories of the colliding objects and form
new orbital objects. Such tasks are solved when it is necessary to predict dangerous collisions
for spacecraft, which can make the maneuver to avoid collisions. The task of prediction of
dangerous convergence can be used as a base for models of near-Earth space contamination by
orbital objects. The direct deterministic method is the most common. It is based on the forma-
tion of an archive of dangerous convergences of all possible pairs of orbital bodies at a
specified time interval, which is included in the considered set of orbital objects (for each
dangerous convergence, the passing time interval, the geometric characteristics of convergence
and the probability of collision are determined).

The traditional method to predict dangerous convergence is based on modeling the movement
of objects and analyzing the current distance between them. There is a difficulty in this
method. The relative speed of orbital objects can be more than 10 km/s. Meanwhile, the
convergence at a dangerous distance of several kilometers lasts less than 1 s. Therefore, the
prediction of dangerous convergences requires modeling with a correspondingly small time
step. At larger sizes of sets of orbital objects, it leads to significant time consumption.
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step. At larger sizes of sets of orbital objects, it leads to significant time consumption.
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An effective way to solving this problem is the implementation of the prediction of dangerous
convergences in several stages. Each stage is the check of the possibility of dangerous conver-
gence based on some rule or the simplified method of prediction.

There are three stages of checking the possibilities of dangerous convergence implemented for a
given pair of orbital objects. In the first stage, the overlapping region of heights above the Earth’s
surface, where their trajectories pass is checked. The second stage is based on the fact that the
conflict between orbital objects is possible only when their trajectories intersect. It is assumed
that the orbital object cannot deviate from the position on the calculated trajectory more than a
certain distance. Hence, in each moment of time, the orbital object may be within a sphere, which
has the center of the calculated trajectory, and radius is Rcr. A pair of sections of trajectories will
be called a node of the mechanical conflicts, if that trajectories are located on the distance L < Lcr
from each other. If for a pair of trajectories of orbital objects there is defined a node of conflict,
then the condition of the second stage is fulfilled. The third stage is based on the fact that the
conflict convergence is possible during simultaneous motion of orbital objects on segments of
trajectories, which form a node of conflict. In the third stage, the time intervals of orbital objects’
motion through the node of conflicts are defined. If these time intervals overlap each other, then
dangerous convergence is possible, and its probability can be calculated.

Assume [11] that the set of the cataloged orbital objects is considered as a multi-element
mechanical system. There are some quasiregular components in the movement of the elements
of this system. Meanwhile, the interactions of the elements of the system are not taken into
account. Such restrictions allow the allocation of the node of conflict at the current time, which
is formed by the dangerous parts of the trajectories of orbital objects k and l. This node of
conflict restricts the dangerous part of the trajectory of each of these orbital objects. Consider-
ing the regularity of the motion parameters of the objects allows to simulate space debris as a
combination of deterministic and probabilistic models.

3. Summary

Probabilistic modeling is an important method of risk analysis and justification of preventive
measures for space systems and technologies.

Methods of calculating ballistic trajectories and assessment of collision risks with space debris
are based on conversion of inaccurate source data, results of which are random variables.
Therefore, the risk of collision can be specified as a probability measure.

Preventive measures for controlled spacecraft are reduced to change of trajectory, which could
prevent or reduce this risk.

4. Conclusion

This section contains examples of the probabilistic risk analysis of collision of satellites with
space debris.
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It is shown how to predict the dangerous convergence between space objects and to justify
preventive measures to reduce collision risk, solving tasks of modeling with random parame-
ters.

The approach to constructing a probabilistic mathematical model of a complex system based
on the principles of functional integration of the models of elements and subsystems in a single
integrated software and implemented algorithms to perform the simulation processes for
different input conditions and current state of the real system is given.

Modeling the motion of such satellites typically boils down to the obtainment of systems of
ordinary differential equations of object motion and their integration by any method. The
result is a dependence of the parameters of motion from time under given initial conditions.
These equations are the form of representation of the laws of dynamics and kinematics, and
can be supplemented with the equations of control.

Considering the catalogs of space objects (such catalogs exist in Russia and the United States),
it is possible to estimate their relative position and to forecast their movement. In particular, it
is possible to assess the threat of convergence and even the collision of spacecrafts.

Author details

Nikolay Paramonov

Address all correspondence to: paramonov_n_b@mail.ru

Moscow Technological University Mirea, Russia

References

[1] Melrae Pictures, Space Junk 3D [Online image]: Retrieved January 11, 2017 from http://
www.spacejunk3d.com/

[2] Paramonov NВ, Tokarev DA. Preliminary simulation of systems. Herald of MSTU
MIREA. 2015;4(9):165-170

[3] Kozoriz FI, Skornyakov VA. Assessment of csollisions in the approach of the ISS to the
observed objects. Lesnoy vestnik. 2009;2:164-167

[4] Space environment (natural and artificial). Model of spatial and time distribution for
space debris in LEO. GOST-25645.167-2005

[5] Nazarenko AI. Modeling of Space Debris. Moscow: IKI RAS; 2013. 216 p

[6] Space track catalog of objects [Internet]. 2017. Available from http://www.space-track.org
[Accessed: January 11, 2018]

The Approach of Probabilistic Risk Analysis and Rationale of Preventive Measures for Space Systems…
http://dx.doi.org/10.5772/intechopen.74212

209



An effective way to solving this problem is the implementation of the prediction of dangerous
convergences in several stages. Each stage is the check of the possibility of dangerous conver-
gence based on some rule or the simplified method of prediction.

There are three stages of checking the possibilities of dangerous convergence implemented for a
given pair of orbital objects. In the first stage, the overlapping region of heights above the Earth’s
surface, where their trajectories pass is checked. The second stage is based on the fact that the
conflict between orbital objects is possible only when their trajectories intersect. It is assumed
that the orbital object cannot deviate from the position on the calculated trajectory more than a
certain distance. Hence, in each moment of time, the orbital object may be within a sphere, which
has the center of the calculated trajectory, and radius is Rcr. A pair of sections of trajectories will
be called a node of the mechanical conflicts, if that trajectories are located on the distance L < Lcr
from each other. If for a pair of trajectories of orbital objects there is defined a node of conflict,
then the condition of the second stage is fulfilled. The third stage is based on the fact that the
conflict convergence is possible during simultaneous motion of orbital objects on segments of
trajectories, which form a node of conflict. In the third stage, the time intervals of orbital objects’
motion through the node of conflicts are defined. If these time intervals overlap each other, then
dangerous convergence is possible, and its probability can be calculated.

Assume [11] that the set of the cataloged orbital objects is considered as a multi-element
mechanical system. There are some quasiregular components in the movement of the elements
of this system. Meanwhile, the interactions of the elements of the system are not taken into
account. Such restrictions allow the allocation of the node of conflict at the current time, which
is formed by the dangerous parts of the trajectories of orbital objects k and l. This node of
conflict restricts the dangerous part of the trajectory of each of these orbital objects. Consider-
ing the regularity of the motion parameters of the objects allows to simulate space debris as a
combination of deterministic and probabilistic models.

3. Summary

Probabilistic modeling is an important method of risk analysis and justification of preventive
measures for space systems and technologies.

Methods of calculating ballistic trajectories and assessment of collision risks with space debris
are based on conversion of inaccurate source data, results of which are random variables.
Therefore, the risk of collision can be specified as a probability measure.

Preventive measures for controlled spacecraft are reduced to change of trajectory, which could
prevent or reduce this risk.

4. Conclusion

This section contains examples of the probabilistic risk analysis of collision of satellites with
space debris.

Probabilistic Modeling in System Engineering208

It is shown how to predict the dangerous convergence between space objects and to justify
preventive measures to reduce collision risk, solving tasks of modeling with random parame-
ters.

The approach to constructing a probabilistic mathematical model of a complex system based
on the principles of functional integration of the models of elements and subsystems in a single
integrated software and implemented algorithms to perform the simulation processes for
different input conditions and current state of the real system is given.

Modeling the motion of such satellites typically boils down to the obtainment of systems of
ordinary differential equations of object motion and their integration by any method. The
result is a dependence of the parameters of motion from time under given initial conditions.
These equations are the form of representation of the laws of dynamics and kinematics, and
can be supplemented with the equations of control.

Considering the catalogs of space objects (such catalogs exist in Russia and the United States),
it is possible to estimate their relative position and to forecast their movement. In particular, it
is possible to assess the threat of convergence and even the collision of spacecrafts.

Author details

Nikolay Paramonov

Address all correspondence to: paramonov_n_b@mail.ru

Moscow Technological University Mirea, Russia

References

[1] Melrae Pictures, Space Junk 3D [Online image]: Retrieved January 11, 2017 from http://
www.spacejunk3d.com/

[2] Paramonov NВ, Tokarev DA. Preliminary simulation of systems. Herald of MSTU
MIREA. 2015;4(9):165-170

[3] Kozoriz FI, Skornyakov VA. Assessment of csollisions in the approach of the ISS to the
observed objects. Lesnoy vestnik. 2009;2:164-167

[4] Space environment (natural and artificial). Model of spatial and time distribution for
space debris in LEO. GOST-25645.167-2005

[5] Nazarenko AI. Modeling of Space Debris. Moscow: IKI RAS; 2013. 216 p

[6] Space track catalog of objects [Internet]. 2017. Available from http://www.space-track.org
[Accessed: January 11, 2018]

The Approach of Probabilistic Risk Analysis and Rationale of Preventive Measures for Space Systems…
http://dx.doi.org/10.5772/intechopen.74212

209



[7] CelesTrack [Internet]. 2017. Available from http://celestrack.com[Accessed: January 11, 2018]

[8] Agapov V. Space debris, Book 1. Methods of observation and models of space debris,
Chapter 3, Moscow: Fizmatlit, 2013. 248 p

[9] Khutorovsky ZN, Kamensky SY, Boikov VF, Smelov VL. The risk of collision of space
objects at low altitudes, Collisions in near-Earth space, Collection of scientific works,
RAS, Institute of Astronomy, 1995

[10] Zverev PS, Dovgal VМ. Method and algorithm of recognition of artificial Circum-
terraneous orbital objects and “dust” for support of safety of space flights. Vestnik VGTU.
2010;6(4):105-109

[11] Labutkina TV, Petrenko AN. New aspect of design of multiple-unit system of orbit
objects. Vestnik NTU “HPI”. 2013;19:60–65

Probabilistic Modeling in System Engineering210

Section 6

Modeling for Information Security



[7] CelesTrack [Internet]. 2017. Available from http://celestrack.com[Accessed: January 11, 2018]

[8] Agapov V. Space debris, Book 1. Methods of observation and models of space debris,
Chapter 3, Moscow: Fizmatlit, 2013. 248 p

[9] Khutorovsky ZN, Kamensky SY, Boikov VF, Smelov VL. The risk of collision of space
objects at low altitudes, Collisions in near-Earth space, Collection of scientific works,
RAS, Institute of Astronomy, 1995

[10] Zverev PS, Dovgal VМ. Method and algorithm of recognition of artificial Circum-
terraneous orbital objects and “dust” for support of safety of space flights. Vestnik VGTU.
2010;6(4):105-109

[11] Labutkina TV, Petrenko AN. New aspect of design of multiple-unit system of orbit
objects. Vestnik NTU “HPI”. 2013;19:60–65

Probabilistic Modeling in System Engineering210

Section 6

Modeling for Information Security



Chapter 10

Periodic Monitoring and Recovery of Resources in
Information Systems

Alexey Markov, Alexander Barabanov and
Valentin Tsirlov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.75232

Provisional chapter

Periodic Monitoring and Recovery of Resources in
Information Systems

Alexey Markov, Alexander Barabanov and
Valentin Tsirlov

Additional information is available at the end of the chapter

Abstract

This section deals with the issues of business continuity and recovery after disasters. The
authors analyzed standards, laws, and regulations pertaining to the parameters of peri-
odic monitoring and recovery in information systems. This section includes mathematical
models of resources and environment periodic monitoring as well as periodic backup and
recovery after interruptions or disasters. The work demonstrates that the well-known
deterministic periodic monitoring and backup models do not take into account stochastic
peculiarities of ergatic systems to the full extent. The authors developed new stochastic
models of restricted monitoring and backup that allow taking into consideration resources
constrains and random factors of information systems operation. The notion of Bernoulli
stream has been introduced. This section suggests the criteria for selecting deterministic or
stochastic monitoring and backup models and their combinations. A solution of direct
and reverse task of the calculation of control and monitoring procedures frequency is
offered. This section also provides a methodology for information system stability man-
agement, considering periodic monitoring, rollback, and recovery in case of interruption.

Keywords: business continuity, backup, rollback, recovery, regular procedures, limited
stochastic control, Bernoulli flow, stochastic models, deterministic models, periodic
inspection, stochastic redundancy

1. Introduction

Basic business continuity planning and disaster recovery procedures include periodic moni-
toring (control) of resource integrity and periodic backup [1–4].
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Requirements for periodic monitoring and backup established by current regulatory docu-
ments are briefly described subsequently.

2. Parameters of periodic monitoring and recovery in information systems

2.1. Periodic monitoring parameters

The main parameters of periodic monitoring and recovery in protected information systems
(ISs) are provided as follows:

• frequency of monitoring (internal monitoring) of security functions operability of infor-
mation security controls used in the information systems;

• frequency of external (external audit) of security functions operability of information
security controls applied in the information systems; and

• update frequency of the information system parameters and characteristics relating to the
information security (change of passwords, update of the information security controls
decision rules or signatures).

The results of completed analysis are shown in Table 1.

Name of document Frequency of
internal
monitoring

Frequency of
external
monitoring

Frequency of
parameters
update

ISA 62443–3-3:2013 + + +

ISO/IEC 27001:2013/ISO/IEC 27002:2013 + + +

PCI DSS + (6 months) + (6 months) + (90 days)

Australian Government Information Security Manual.
Controls1 (Australia)

+ + + (90 days)

The IT-Grundschutz Catalogs2 (Germany) + + +

Cyber Essentials Scheme Requirements for basic technical
protection from cyber attacks3 (Great Britain)

— — +

Information Security Provisions in Federal Information
Systems4 (Russia)

+ + + (180, 120, 90, and
60 days)

Requirements for Information Security in Process Control
Systems (Russia)

+ + + (180, 120, 90, and
60 days)

NIST SP 800–535/NIST SP 800-63B6 (USA) + + +

1https://www.asd.gov.au/publications/Information_Security_Manual_2017_Controls.pdf
2https://download.gsb.bund.de/BSI/ITGSKEN/IT-GSK-13-EL-en-all_v940.pdf
3https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/647,619/requirements_archived.pdf
4http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-63b.pdf
5https://nvd.nist.gov/800-53/Rev4
6http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-63b.pdf

Table 1. Requirements for the periodicity of control.
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2.2. Periodic backup parameters

In practice [1, 2, 4, 5], the main parameter defining the frequency of periodic information
backup is the recovery point objective (RPO)—the maximum period of data loss occurring
due to an information security incident. The value recovery time objective (RTO) is the period
of the information system unavailability in case of the information security incident. The value
of RPO defines the backup frequency (Figure 1).

Figure 1. Diagram of the system operation and incident recovery.

Document name Requirements for
periodic backup

Quantitative values or
calculation formulae

ISA 62443–3-3:2013 + —

ISO/IEC 15408 + —

ISO/IEC 27001:2013/ ISO/IEC 27002:2013 + —

Australian Government Information Security Manual Controls + +

The IT-Grundschutz Catalogs + —

Cyber Essentials Scheme Requirements for basic technical protection from
cyber attacks

— —

GOST R 56939 + —

Information Security Provisions in Federal Information Systems + —

Requirements for Information Security in Process Control Systems + —

NIST SP 800–53/NIST SP 800–34 + —

Framework for Improving Critical Infrastructure Cybersecurity1 + —

1www.nist.gov/sites/default/files/documents/cyberframework/cybersecurity-framework-021214.pdf

Table 2. Requirements for backup frequency.
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The analytical review of regulatory documents and methodologies defining the requirements
for information security relating to periodic backup and recovery is shown in Table 2.

As the completed review shows (Tables 1 and 2), there are clear requirements for periodic
monitoring and backup though their main parameters are defined either by expert judgments
or by management order.

Considering high subjectivity of such decisions, it is reasonable to develop mathematical
models for the calculation of periodic monitoring and backup parameters.

3. Mathematical models of periodic monitoring and backup

As noted earlier, the basic mechanism for providing functional stability to information systems
(ISs) is systematic monitoring and backup against possible failures. There are two key
approaches to arranging monitoring in IS. The first one relates to the occurrence of a certain
event of the computation process (message processing, initiating an exchange among pro-
cesses, system program call, etc.) [6]. This approach’s drawbacks are the difficulty in identify-
ing a set of controlled events of the computation process and the potential for unlimited
growth of control points. The latter makes the approach hard to apply during IS normal
operation, given the specified resource and task-time restrictions.

The second approach involves a periodic check of the system at predetermined intervals
[7–10]. This is consistent with time schedules and allows the existing resource restrictions to
be taken into consideration, but fails to fully reflect the stochastic nature of the occurrence of
various errors and irregularities. Furthermore, a number of subjective factors make it impossi-
ble, in the first place, to organize periodic control in ergatic systems at strictly specified
intervals. There is another approach, however, that takes into account the stochastic external
factors of IS functional stability, given the specified time and economic constraints.

Under ISO/IEC 15408–1:2009,1 monitoring covers not only SW (assessment object) but also the
operational environment. Let us consider stochastic and deterministic models of the earlier
procedures.

3.1. Periodic resource monitoring models

Let us conditionally present the IS software (SW) operating process as alternating flows of errors
I(y), normal operation recovery I(z), failures I(Q), and SW/environment control (Figure 2).

Being mutually alternative, the flows of failures and normal system operation recovery result
from the flow of errors and are shifted with respect thereto by the values Q(t) and z(t). The
maximum of these values determines the manifestation of a respective flow. Assuming the
recovery time to be instantaneous, the normal operation recovery flow may be considered part

1
ISO/IEC 15408–1:2009: IT—security techniques—evaluation criteria for IT security.
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of the control flow. In this case, the task of providing SW functional stability comes down to
that of optimizing restricted control that meets the condition z(t) < Q(t).

Let us consider the SW life cycle period t, having regard to the conducted inspection control of
repeatable accuracy. Because the period t far exceeds the control time, let us assume the latter
to be instantaneous. Then, the SW repeatable accuracy is characterized by the probability
P(ẑ <Q) = Fẑ (Q) that the irregularity/vulnerability/error detection time ẑ within the inter-
control interval is not longer than the permissible SW life cycle period Q, where there is an
irregularity. A periodic control fragment is shown in Figure 3.

Let us consider the flow of irregularities (errors and vulnerabilities) to be the simplest one with
the density of interval ŷ distribution among them:

gŷ ¼ λe�λy (1)

where λ is the intensity of irregularities.

Let us define a stochastic model for the detection of irregularities. In this case, control is under-
taken a certain number of times with equal probability and independently of one another. Thus,

the limited flow formed by all the control points is Bernoulli’s flowwith the density of interval T̂
distribution among the control points [11]:

Figure 2. Flows of errors, failures, recovery, and control.

Figure 3. A fragment of the inspection control of an information security tool.
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f T̂ ¼ n=t 1� T=tð Þn�1 (2)

where n is the number of control points.

The delay time ẑ = T̂ � ŷ is a function of two stochastic variables and has the following
distribution function:
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Having defined the integration limit (Figure 4), we obtain the following:
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After simplifying (Eq. (4)), we have the following formula:

Fsẑ ¼ λ=tn
ðt�z

0
e�λy t� yð Þn � t� z� yð Þnð Þdyþ

ðt
t�z

e�λy t� yð Þnð Þdy
� �

(5)

Having expanded the formula integrands as a power series, we obtain an approximate value
of the distribution function that is the basic computational ratio:
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where r is the number of iterations.

Figure 4. Domain of integrating the irregularity detection time delay interval.
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In order to compare stochastic and deterministic models, let us elaborate on the latter. The
deterministic model’s control points form a regular flow with a constant value of the interval
T = t/(n + 1) and the irregularity detection time distribution density:

gẑ ¼ λe�λ T�zð Þ; 0 < z < Tð Þ (7)

It can be shown that the expression for the distribution function in the deterministic model is
as follows:

Fdẑ ¼ e�λT eλz � 1
� �

; 0 < z < Tð Þ (8)

Comparison of the expressions for the models (Eqs. (4) and (8)) suggests that the models under
review conform to the process of detecting SW repeatable accuracy disturbances (at specified
values λ, Q, t, and n):

Fsẑ zð Þ≶Fdẑ zð Þ (9)

The irregularity detection probability Pn for the SW life cycle period t can be presented as
follows:

Pn ¼ nþ 1ð Þ∙Fẑ (10)

where n is the number of inspection control points (n > 0), Fẑ ¼ max Fsẑ zð Þ; Fdẑ zð Þ� �
.

A review of the models discussed earlier showed an advantage of the stochastic model, given a
small number of inspection control points. Conceptually, it can be accounted for by the fact
that even with a small number of random points of SW characteristics control, there is always a
likelihood that an irregularity is detected once it has occurred, whereas in the case of the
deterministic model, the inspection period may not be less than the specified value.

3.2. Operational environment periodic control model

The control of restrictions imposed on SW primarily involves inspecting SW environment and
operation/production conditions. Such inspections help rule out irregularities (errors, vulnera-
bilities) concerning the SW front-end interface. In this regard, the procedures for detecting
environment irregularities can be interpreted as a mechanism to prevent SW irregularities.

Environment control requirements are specified by ISO 15408 standards.

Let us consider IS operation where an SW error prevention mechanism is available.

When developing environment control models, we will adhere to the approach outlined in the
previous section. We will assume SW repeatable accuracy to be characterized by the probabil-
ity P ẑ < Qð Þ ¼ Fẑ Qð Þ that the preliminary control ẑ time between the environment control
point and a possible point of occurrence of SW characteristic disturbance does not exceed the
permissible time Q. Let us define a stochastic model of environment irregularity control
(Figure 5).

Periodic Monitoring and Recovery of Resources in Information Systems
http://dx.doi.org/10.5772/intechopen.75232

219



f T̂ ¼ n=t 1� T=tð Þn�1 (2)

where n is the number of control points.
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.

A review of the models discussed earlier showed an advantage of the stochastic model, given a
small number of inspection control points. Conceptually, it can be accounted for by the fact
that even with a small number of random points of SW characteristics control, there is always a
likelihood that an irregularity is detected once it has occurred, whereas in the case of the
deterministic model, the inspection period may not be less than the specified value.

3.2. Operational environment periodic control model

The control of restrictions imposed on SW primarily involves inspecting SW environment and
operation/production conditions. Such inspections help rule out irregularities (errors, vulnera-
bilities) concerning the SW front-end interface. In this regard, the procedures for detecting
environment irregularities can be interpreted as a mechanism to prevent SW irregularities.
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It can be shown that the preliminary control time is a function of two random values ẑ ¼ ŷ � T̂
and has the following distribution function:

Fsẑ ¼
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� �n�1 λe
�λydTdy; t > 0; n > 0ð Þ (11)

where n is the number of environment control points and λ is the SW characteristic distur-
bance intensity.

Having defined integration limits (Figure 6) and simplified the expression, we obtain the
following:

Fsẑ ¼
ðz
0
f T̂ Tð Þe�λT 1� e�λT� �

dT þ
ðt�z

z
f T̂ Tð Þe�λT 1� e�λz� �

dT þ
ðt
t�z

f T̂ Tð Þe�λTdT � e�λt z
t

� �n
,

(12)

Having expanded the formula integrands as a power series, we obtain an approximate value
of the distribution function that is the basic computational ratio:

Figure 6. Domain of integrating the irregularity prevention time interval.

Figure 5. Operation of the system, with an irregularity error prevention mechanism available.
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where r is the number of iterations; b1 ¼ �1ð Þ�iþjCi
n�1

λj
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Let us compare the obtained stochastic model and the deterministic one. The deterministic
model’s control points form a regular flow with a constant value of the interval T = t/(n + 1) and
the following preliminary control time distribution density:

gẑ ¼ λe�λ Tþzð Þ; 0 < z < Tð Þ (14)

Hence, the expression for the distribution function in the deterministic model will be as
follows:

Fdẑ ¼ e�λT 1� e�λz� �
; 0 < z < Tð Þ (15)

By comparing computational model expressions at specified values λ, Q, t, and n, we obtain a
criterion to choose a model:

Fsẑ zð Þ≶Fdẑ zð Þ (16)

The probability Pn of irregularity prevention for SW life cycle period t can be presented as
follows:

Pn ¼ nþ 1ð Þ∙Fẑ (17)

where n is the number of control points (n > 0), Fẑ ¼ max Fsẑ zð Þ; Fdẑ zð Þ� �
.

Comparative analysis of stochastic and deterministic models showed the former’s effective-
ness with a small number of control points. Therefore, when managing system information
security by numerical methods, it is possible to identify preferred models (stochastic, deter-
ministic, or combined) that bolster confidence in SW. This gives an effect akin to introducing
structure redundancy, that is, a special type of redundancy—stochastic—the use of which is
unlikely to result in higher costs [11].

An example of comparing deterministic and stochastic models is shown in Figure 7.

3.3. Periodic backup models

The previous subsections dealt with deterministic and stochastic SW control models. When
tackling comprehensive tasks of providing IS operational reliability and security, it is important
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Figure 6. Domain of integrating the irregularity prevention time interval.

Figure 5. Operation of the system, with an irregularity error prevention mechanism available.
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Let us compare the obtained stochastic model and the deterministic one. The deterministic
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the following preliminary control time distribution density:
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where n is the number of control points (n > 0), Fẑ ¼ max Fsẑ zð Þ; Fdẑ zð Þ� �
.

Comparative analysis of stochastic and deterministic models showed the former’s effective-
ness with a small number of control points. Therefore, when managing system information
security by numerical methods, it is possible to identify preferred models (stochastic, deter-
ministic, or combined) that bolster confidence in SW. This gives an effect akin to introducing
structure redundancy, that is, a special type of redundancy—stochastic—the use of which is
unlikely to result in higher costs [11].

An example of comparing deterministic and stochastic models is shown in Figure 7.

3.3. Periodic backup models

The previous subsections dealt with deterministic and stochastic SW control models. When
tackling comprehensive tasks of providing IS operational reliability and security, it is important
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to ensure information safety in case of incidents. This can be achieved by developing an incident
management system.2

Apart from control models, this work also investigates backup and recovery models.

The backup mechanism is intended to recover a system’s normal operation in case of a failure
or an incident, such a recovery starting from the last backup time (Figure 8).

The backup mechanism control task boils down to developing a checkpoint (CP) setting model
that minimizes the mathematical expectation of the program operation delay time, given the
restrictions on the total SWoperation time and the number of CP. The issues of minimizing the
mathematical expectation of delay time by changing the CP setting frequency and the deter-
mined interval among checkpoints are discussed in [9].

Let us consider a situation when an interval is a random value.

If the failure flow of the computation process is regarded as simple, it can be shown that the

delay time ẑ = ŷ � T̂ is a function of two random values and has the following mathematical
expectation:

Figure 7. Irregularity prevention probability versus the number of preliminary control points.

Figure 8. Program operation using a checkpoint mechanism.

2
ISO/IEC TR 18044:2004 IT—security techniques—information security incident management.
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where n is the number of environment control points and λ is system’s failure intensity.

Having defined integration limits (Figure 9) and simplified the expression, we obtain the
following:

Ms
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dT �

ðt=2
0

n=t 1� T=tð Þn�1 e�2λT T þ 1
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dT � b1, (19)

where b1 ¼ e�λt

2n (1λ þ nt= 2nþ 2ð ÞÞ.
Having expanded the integrands as a power series, we obtain an approximate value of the
mathematical expectation of delay time:

Ms
ẑ ≈n

Xn�1

i¼0

Xr

j¼0

�1ð ÞjþiCi
nþ1

λjtjb2
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where b2 ¼ 1
λ iþjþ1ð Þð Þ � t

2iþ2 iþjþ2ð Þ � 1
2iþ1λ iþjþ1ð Þ , r is the number of iterations.

In order to compare the obtained stochastic model (Eq. (20)) and the deterministic one, we
consider the latter in more detail. The deterministic model’s checkpoints form a regular flow with
a constant value of the interval T ¼ t

nþ1. The delay time distribution density will be as follows:

gẑ ¼ λe�λ Tþzð Þ; 0 < z < Tð Þ: (21)

It can be shown that the expression for the mathematical expectation of delay time in the
deterministic model is as follows:

Figure 9. Domain of integrating the program operation delay time interval.
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Md
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; 0 < z < Tð Þ (22)

By comparing the expressions (Eqs. (20) and (22)), we obtain a criterion allowing a model to be
chosen at specific values λ, t, and n:

Ms
ẑ zð Þ≶Md

ẑ zð Þ (23)

Considering the CP setting time and restart to be instantaneous, we obtain a total SW opera-
tion time model, given the availability of the CP mechanism:

t0 nð Þ ¼ tþ nþ 1ð ÞMẑ (24)

where t is the SWoperation time, n is the number of checkpoints, and Mẑ ¼ max Ms
ẑ zð Þ;�

Md
ẑ zð ÞÞ

is the mathematical expectation of the SWoperation delay time in case of failure.

Here is an example using the department archive data for the first half of 2017. The database
(DB) was inspected seven times over this period. The inspections revealed 12 errors, all of
which were corrected by standard methods, with the relevant entry made in the administrator
log. The following error parameters were calculated:

• the average time between errors Mẑ = 43.83 h;

• the error intensity λ = 0.022 1/h;

• the average quadratic deviation δẑ = 30.04 h; and

• Cramér-von Mises criterion (goodness of fit) k(n) = 0.55.

Figure 10. DB error detection probabilities versus the number of control points.
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This allowed the error flow to be considered a stationary Poissonian flow. A study of the
electronic archive DB operation in 2000–2017 showed that the restriction on the correctable
error detection time Q was more than 1 month.

The DB recovery probabilities calculated by the formulas (Eqs. (20) and (22)) and their depen-
dence on the number of control points for the first half of 2010 (t = 1052 h) are shown in Figure 10.

Taking into account the electronic archive availability requirements, it is advisable to use only
three control points when applying the stochastic model (Table 3).

Thus, the practical solutions offered in this work allow for the stochastic nature of DB errors.
This permits the desired error detection model to be chosen at a specified DB and electronic
archive parameters.

4. System functional stability management

In general, IS periodic control involves performing a number of standard procedures:

• software error control;

• operational environment error control; and

• backup in case of failure.

Choosing a strategy and the number of control/backup points helps manage the system’s
stability, integrity, and accessibility levels [12]. For example, considering the earlier procedures,
one can define the system availability ratio (operational availability factor [13]):

R ¼ t

tþMr
nr

� �
0
@

1
A pþ 1� pð Þ Pe

ne þ 1� Pe
ne

� �
Pp
np

� �� �
(25)

where t is the task solution time,Mr
nr is the mathematical expectation of the program operation

delay time in case of nr being the backup points, p is the SW error-free performance (SW
efficiency), Pe

ne is the error prevention probability in case of ne environment control points,
and Pp

np is the error detection probability in case of np SW control points.

In the above formula, p is the SW failure-free performance probability; error prevention
probability—Pe

n = ne þ 1ð Þ∙Fẑ; error detection probability—Pp
n = np þ 1

� �
∙Fẑ ; availability

Control type Number of control points Man hours Recovery probability

Conventional 7 42 1.0

Deterministic 4 24 0.99996

Stochastic 3 18 0.99997

Table 3. An example of control parameter calculation results.
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Table 3. An example of control parameter calculation results.
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factor R0 ¼ t
tþMr

nrð Þ
� �

; Mr
nr ¼ tþ nr þ 1ð ÞMẑ .

The constraining factor (Eq. (25)) is the SW dependability cost index defined as the cost of
standard procedures:

C ne; np; nr
� � ¼ Ce ne þ Cp np þ Cr nr (26)

where Cp is the cost of one SW error detection control event; Ce is the cost of one environment
control event for error prevention; and Cr is the cost of setting one checkpoint.

The SWoperation security management task comes down to optimizing the availability factor,
with the constraining factor (Eq. (26)). The following two optimization tasks can be defined:

1. Direct task: Using partial redundancy of the number of standard procedures, ensure that
the SW security index is at least equal to the specified index Rrg, with a minimum possible
cost of standard procedures in general, that is

min C ne; np; nr
� �j R ne; np; nr

� �
> Rrg

� �
(27)

2. Reverse task: Using partial redundancy of the number of standard procedures, ensure that
the cost of all standard procedures does not exceed the specified value Crg, with a maxi-
mum possible SW reliability index, that is

max R ne; np; nr
� �j C ne; np; nr

� �
< Crg

� �
(28)

4.1. Direct optimization task

Analysis (Eq. (25)) showed that R is a nondifferentiable monotone increasing function that is
strictly convex upward.

In order to solve optimization tasks, therefore, it is advisable to employ sequential search
methods.

Let us assume the value of incremental difference ΔR , nrð )/ΔC to be an enumeration criterion.
Let us determine an enumeration step in accordance with the dichotomy rule. In this case, the
computational scheme for solving the direct task can be presented as follows:

1. Define a set of initial values of the number of standard procedures:

No = {n0i, n0j, n0k}, where i,j,k E {e,p,r}.

2. Calculate the initial value R:

R0 = R(No).

3. If R0 > Rrg, perform the following operations:
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3.1. Find a set of search interval values

L0 = { Li0, Lj0, Lk0}, where Ll0 = nl0 - n
l
lw; n

l
lw is the lower boundary nl.

3.2. Obtain the set of possible values of the number of standard procedures

N1
i = {n1 i, n0j, n0k}, where n1i ¼ n0i � L0i=2:

�� ��

3.3. Find another set of values of the number of standard procedures

N1= N1
i, where i is the index of the standard procedure conforming to the minimization

condition:

minðR0 - R(N1
i)/(Ci L0i=2

�� ��)), where i,j,k E {e,p,r}.

4. If R0 < Rrg, perform the following operations:

4.1. Find a set of search interval values

L0= { Li0, Lj0, Lk0}, where Ll0 = nlu - n
l
0; n

l
u is the upper boundary nl.

4.2. Obtain three sets of possible values of the number of standard procedures

N0
i = {n1 i, n0j, n0k}, where n1i ¼ n0i þ L0i=2

�� ��.
4.3. Find another set of values of the number of standard procedures

N1= N1
i, where i is the index of the standard procedure conforming to the maximization

condition:

maxðR N1
i� �� R0 - /(Ci L0

i=2
�� ��)), where i,j,k E {e,p,r}.

5. Increase the iteration index

τ ¼ τþ 1.

6. Calculate the value R

Rτ ¼ R Nτð Þ.
7. Find a set of search interval values

Lτ= { Liτ, L
j
τ�1, L

k
τ�1}, where Liτ ¼ Liτþ1=2

�� ��.
8. If R0 > Rrg, perform the following operations:

8.1. Obtain a set of possible values of the number of standard procedures

Nτ
i = {nτþ1

i,nτj, nτk}, where nτþ1
i ¼ nτi � Lτ i=2

�� ��.
8.2. Find another set of values of the number of standard procedures

Nτ ¼ Nτþ1
i, where i is the index of the standard procedure conforming to the minimiza-

tion condition:
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minðR0 - R(Nτþ1
i)/(Ci Liτ=2

�� ��)), where i,j,k E {e,p,r}.

If Nτþ1 ¼ Nτ�1, withdraw from the procedure.

9. Otherwise (Rτ < Rrg), perform the following operations:

9.1. Obtain the set of possible values of the number of standard procedures:

Nτþ1
i = {nτþ1

i,nτj, nτk}, where nτþ1
i ¼ nτ i þ Lτi=2

�� ��:
9.2. Find another set of values of the number of standard procedures

Nτþ1 ¼ Nτþ1
i, where i is the index of the standard procedure conforming to the maximi-

zation condition:

maxðR Nτþ1
i � R0

� �
=(Ci Liτ=2

�� ��)), where i,j,k E {e,p,r}.

9.3. If Nτþ1 ¼ Nτ�1, record the value Rτþ1 = R (Nτ�1) and withdraw from the procedure.

10. Proceed to item 5.

The period of this computation scheme can be reduced as follows:

• by specifying the effective initial values, for example, by using personnel’s experience
(knowledge) or statistically accumulative tables;

• by reducing the calculation of standard procedure indices to their calculation only as per
deterministic models. This is acceptable with a great number of standard procedures
(more than 5–20) when stochastic models are less effective than deterministic ones.

4.2. Reverse optimization task

The reverse task can be solved using the branch-and-bound procedure. In this case, the
computation scheme will be as follows:

1. Specify a cost-ordered set N of initial values of the number of standard procedures

Nτ= {nτ1,nτ2, nτ3}, C1 ≥C2 ≥C3,

which meets the normalization requirement:

0 ≤Crq -
P3

i¼1 n Ci� �
≤Ci; i ¼ 1; 3,

where τ is the ramification index;

2. Calculate the maximum value R by directed enumeration n2at the fixed value n1 ¼ n1
r and

the initial value n2 ¼ n2
r :

R Nτð Þ ¼ max Rð j n1 ¼ n1τÞ,
where Nτ meets the normalization requirement;

3. Calculate the maximum value R by directed enumeration n2at the fixed value n1 ¼ n1
τ þ 1

and the initial value n2 ¼ n2
τ:
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R Nτþ1ð Þ ¼ max Rð j n1 ¼ n1τ þ 1Þ,
where Nτþ1 meets the normalization requirement;

4. Calculate the maximum value R by directed enumeration n2 at the fixed value n1 ¼ n1
τ � 1

and the initial value n2 ¼ n2
τ:

R Nτ�1ð Þ ¼ max Rð j n1 ¼ n1τ � 1Þ, where Nτ�1 meets the normalization requirement;

5. If Rτ ¼ max Rτ�1;Rτ;Rτþ1ð Þ, withdraw from the computation scheme;

6. If Rτþ1 ¼ max Rτ�1;Rτ;Rτþ1ð Þ, let τ ¼ τþ 1, perform item 3 and proceed to item 5;

7. If Rτ�1 ¼ max Rτ�1;Rτ;Rτþ1ð Þ, let τ = �1 and proceed to item 4.

In practice, there may be a task of calculating indices not for the SW functional stability
(dependability) system in general but for a part thereof (checkpoint or error prevention/detec-
tion mechanisms). This means a transition from multidimensional to unidimensional task
interpretation, which helps substantially simplify computational procedures. Thus, solving a
partial reverse optimization task boils down to a single calculation of a specific index when
n ¼ Crq=C.

When solving a direct task, the effectiveness of the computation scheme can be additionally
improved by adjusting the variable change interval, for example, by defining the next variable
value in accordance with a distribution law, and so on.

5. Conclusion

Thus, in this section, we have considered stochastic and deterministic models of SW periodic
monitoring and backup, which allow for time and computational/data resource constraints.
Representing monitoring and backup points as a restricted Bernoulli’s flow helps obtain
random time intervals with the preset number thereof and, accordingly, allow for the effect of
stochastic external factors on the system operation process.

Comparative analysis of stochastic and deterministic models showed the former’s effective-
ness with a small number of control and backup points. Therefore, when managing IS
stability by numerical methods, it is possible to identify preferred models (stochastic, deter-
ministic, or combined) which enhance IS functional stability. This gives an effect akin to
introducing structure redundancy, that is, a special type of redundancy (stochastic), the use
of which is unlikely to result in higher costs. The application of stochastic models in engi-
neering systems can be facilitated by using a random-impulse generator that forms random-
restricted Bernoulli’s flows [11].

A similar approach was taken as a basis to solve the problem of efficiency assessment of the
diagnostic mechanism for data array failures. Apart from the IS resource control and backup
domain, the above-stated results can be of use in assessing the cost-effectiveness of control
measures andmechanisms being implemented in various engineering andmanagement systems.
For better use of stochastic models, it is possible to use a random pulse generator (e.g., [14]).
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Abstract

Taking into account the criticality of the “human factor,” the probabilistic approach for
analysis is proposed, including: a model for predicting and assessing the level of systems
information security, considering random events, including dependent events; model of
information-psychological impact on staff; methodical approach for analyzing an influ-
ence of staff qualifications and psychological conditions on the level of system information
security. The effectiveness of the application is demonstrated by examples.

Keywords: human factor, information security, information-psychological impact,
predicting, assessment

1. Introduction

Information systems are of high importance in organizations, industrial process, banking
sector, etc. The “human factor” accounts for approximately 70% of information security
breaches. Staff are one of the parts of information system. The influence of the “human factor”
on the level of system information security is considered in various articles and standards. In
particular, the international standards ISO/IEC 27002 provide recommendations for work with
staff at various stages: prior to employment, during employment, termination, and change of
employment [14]. The reliability of information system operation and the level of information
security depend on different conditions. Wrong actions and inactivity of staff and untimely
performance of job duties can lead to violations of integrity, availability, and confidentiality of
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Abstract

Taking into account the criticality of the “human factor,” the probabilistic approach for
analysis is proposed, including: a model for predicting and assessing the level of systems
information security, considering random events, including dependent events; model of
information-psychological impact on staff; methodical approach for analyzing an influ-
ence of staff qualifications and psychological conditions on the level of system information
security. The effectiveness of the application is demonstrated by examples.

Keywords: human factor, information security, information-psychological impact,
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1. Introduction

Information systems are of high importance in organizations, industrial process, banking
sector, etc. The “human factor” accounts for approximately 70% of information security
breaches. Staff are one of the parts of information system. The influence of the “human factor”
on the level of system information security is considered in various articles and standards. In
particular, the international standards ISO/IEC 27002 provide recommendations for work with
staff at various stages: prior to employment, during employment, termination, and change of
employment [14]. The reliability of information system operation and the level of information
security depend on different conditions. Wrong actions and inactivity of staff and untimely
performance of job duties can lead to violations of integrity, availability, and confidentiality of
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the information. As a result they influence the level of system information security. The staff of
information system have certain characteristics that affect a level of system information secu-
rity as well as technical and software components. Such characteristics form mental state and
psychophysical properties of staff. In addition to attacks on the information system
implemented by technical methods, there is also an attack on the staff of the information
system. This attack can be carried out by means of information-psychological impact (IPI). In
this article, it is proposed to consider mathematical models for predicting and estimating the
information security level of information systems, taking into account dependent events and
information and psychological impact on staff, methods, and stages of implementing informa-
tion and psychological impact. The approach to the analysis of staff conditions under the
information-psychological impact is considered. A methodical approach is proposed for ana-
lyzing the impact of qualification and psychological states of staff on the information security
level of the information system. The application of this model is considered.

2. Mathematical models for estimating the level of information security
considering the impact of staff qualifications and psychological state

2.1. Model for predicting and assessing the level of systems information security
considering dependent events

The boundaries of the conditions for the provision of procedures for modeling secure informa-
tion systems in terms of compliance with integrity, availability, and confidentiality, and the
information circulating in them [9, 12, 25] is estimated by the possibility of realizing their
technical characteristics in real devices and conditions [2, 13, 15, 22, 23]. In particular, the
ready-made nodes of known information systems are separate technical devices with charac-
teristics corresponding with their passport data. They provide the possibility to choose the
topology of the information system within the limits of the compatibility characteristics of the
system nodes [2, 4, 13, 15, 22–24]. At the same time, consideration of this approach to modeling
allows to choose the priority of providing information security criteria such as integrity,
availability, and confidentiality, which are generally interdependent in the construction of an
information system and analysis of the possibility of ensuring maximum levels of values of
these criteria. It means that depending on the conditions, tasks, which should be solved, and
the purpose of building and information system, first of all, it is more important to ensure
integrity; second, if availability comes, then it is confidentiality or in another sequence.

This sequence may be due to the complexity of the information system, its configuration, the
characteristics of the individual nodes, which are involved in its composition, and external
factors that affect the operating conditions. The opinion of experts [12] who make decisions on
estimating the values of the parameters of the safety criteria, based on an analysis of the
physical characteristics of the information system under consideration, plays an important role
in the implementation of this approach. The theorem on the multiplication of the probabilities
of dependent events is at the heart of the approach for estimating the parameters of safety
criteria [5]. This is due to the dependence of the safety criteria which is described above,
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estimated by mutual influence in the analysis of the characteristics of the information system.
For example, a separate information system node is a complete single device with specific
technical characteristics that are individually responsible for the likely conditions for ensuring
either integrity or availability or confidentiality. At the same time, by virtue of the technical
implementation, this node cannot be ideal from the point of view of safety criteria and cannot
provide only either integrity or availability or confidentiality, since the information that must
have a certain level of each criterion will circulate in it. And the characteristics of this node will
extend to a certain part of the information system, which also estimates the important condi-
tions for ensuring its security [26]. The security of information, in the sense of analyzing the
probability of the existence of safety criteria, in the information system can be represented in
the diagram of sets shown in Figure 1.

If the integrity (I), availability (A), and confidentiality (C) are separate sets, then security (S) is
the intersection of these three sets.

It means that it is necessary to ensure both integrity, and availability, and confidentiality to a
specific value of the appropriate criterion, estimated for each particular information system in
order to ensure security [12, 25]. In its turn, from the point of view of ensuring the probability
of the information system security and due to the interdependence described above, integrity,
availability, and confidentiality are conditional signs. Then the probability of security should
be considered in the following way (Eq. (1)) [12]:

p Secð Þ ¼ p I ∩A ∩Cð Þ: (1)

The figure shows a graphical interpretation of the product of the corresponding events I, A,
and C for which the following expression is valid (Eq. (2)):

p I ∩A ∩Cð Þ ¼ p Ið Þ � pI Að Þ � pIA Cð Þ: (2)

Since the events of ensuring integrity, availability, and confidentiality are dependent, then the
probability of producing these events according to the multiplication rule for the probabilities
of dependent events, is (Eq. (3)):

Figure 1. Presentation of integrity, availability, and confidentiality using sets.
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p I � A � Cð Þ ¼ p Ið Þ � p A=Ið Þ � p C=I � Að Þ: (3)

To describe the case, the probability of coexistence of several dependent events is equal to the
product of the probabilities of these events, and the probability of each next event in the order
of recording is calculated if all the previous ones also take place.

It means that the probability of ensuring both integrity and availability and confidentiality of
information is equal to the product of the probability of ensuring integrity to the probability
of providing availability if there is ensuring of integrity and the probability of ensuring of
confidentiality while integrity and availability are provided.

As it was mentioned before, the priority of the place of writing in the formula of the
corresponding probabilities can be estimated by the experts’ opinion, taking into account the
complexity of their calculation, caused by the need to implement the corresponding values of
the safety criteria levels, according to the physical expressions which describe these criteria
levels [12].

Thus, the described approach makes it possible to model various information systems based
on real physical characteristics that allow to predict and evaluate the levels of safety criteria,
taking into account the experts and experts’ opinions, and it is actual and necessary in practical
implementation nowadays [12]. The information security level of the information system can
be estimated according to the calculated values (1).

2.2. Model of information-psychological impact on staff

Along with the impact on the technical and software components of the information system,
there are also effects pointed to the staff of the information system (Figure 2). They are
information-psychological impacts (IPI) [6–11]. They can lead to a change in the characteristics
of employees that are the subject of IPI; as a result, the information security level of the
information system may change. As a rule, IPI data are usually transmitted through common
communication channels.

Figure 2. Impacts on the information system.
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2.2.1. Stages of implementation of information and psychological impact

It is possible to single out the following stages of IPI implementation [6–11]:

1. The subject determines the goals to be achieved by IPI.

2. The subject determines the object of IPI.

3. The subject collects information about the IPI object and investigates the psychophysical
characteristics of the IPI object in order to detect subject matters of the IPI object and their
characteristics (the subject is understood to be a component of the IPI object that deter-
mines its possible characteristics; one characteristic may belong to several IPI objects).

4. The subject chooses the most appropriate means of influencing the IPI object and the
communication channel, based on the data of points 1–3. Each of the means affects the
relevant objects of influence and their characteristics.

5. The subject forms a message for the IPI object.

6. The subject implements an impact on the IPI object, with the aim of achieving a sustainable
change in characteristics. To do it, the generated message is coded using the selected IPI
tools and sent via the selected communication channel to the object.

7. The IPI object decodes the received message.

8. The decoded message affects the characteristics of the IPI object; as a result, they change,
and there is some possibility of appearing/disappearing new characteristics.

In Figure 3, the scheme of IPI is shown.

2.2.2. Formal IPI model

The formal model of the IPI process is proposed [7, 8, 11]. For the IPI object Obj there is a set of
subject matters Subi, and a set of characteristics (Eq. (4)) is defined for each of them:

Figure 3. Scheme of IPI.
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Obj ¼ Sub1;…; Subnf g, Subi ¼ Char1;…;Charkf g: (4)

Each object can have several characteristics. Dependence of objects and their characteristics is
estimated in the matrix of properties. In the columns, the subject-matters of the IPI object are
indicated; in the lines, characteristics are indicated; at the intersection, their correspondence is
denoted (Eq. (5)):

Obj ¼

Sub1 Char1ð Þ Sub2 Char1ð Þ … Subn Char1ð Þ
Sub1 Char2ð Þ 1 … Subn Char2ð Þ

… … … …

1 Sub2 Charkð Þ … Subn Charkð Þ

0
BBB@

1
CCCA (5)

The subject has many means of impact that do not always correspond with articles of the
IPI object; this is proposed that the set of means of the subject’s impact is defined as S ¼
S1;…; Snf g.
Each of the means of impact Sj is applied for the purpose of changing the property Subi Charmð Þ
and affects different objects and their characteristics in different ways. The result of such a
change will be denoted Ef i,m, j, which can be equal to zero or be negative (that means it has the

opposite effect to the aims of IPI) and can be positive (it means it can have an effect
corresponding with the goals of the IPI).

Realization of IPI for m-characteristics (Eq. (6)):

Subi Charmð Þ; Sj
� � ¼ Ef i,m, j: (6)

For the case when the IPI object possesses articles with characteristics, and the subject has
means of impact, this is proposed to obtain the matrix of efficiency of IPI; in the columns, the
articles of the IPI object are indicated; in the lines, characteristics are indicated; at the intersec-
tion, their correspondence is denoted (Eq. (7)):

S ¼

Ef 1,1,1 Ef 1,1,2 … Ef 1,1, l
Ef 1,2,1 Ef 1,2,2 … Ef 1,2, l
… … … …

Ef n,1k1 Ef n,k2 … Ef n,k, l

0
BBB@

1
CCCA: (7)

The sum of all impacts on the m-characteristic is described by Eq. (8):

Xl

j¼1

Subi Charmð Þ; Sj
� � ¼ Ef i,m, (8)

where the efficiency is provided when the matrixes are added in stages, which means that
several IPI tools can affect one characteristic. The formal model of IPI implementation can be
written in the following form (Eq. (9)):
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Obj; Sð Þ ¼
Xl

j¼1

1 … Subn Char1ð Þ
… … …

Sub1 Charkð Þ … Subn Charkð Þ
1 … 1
… … …

1 … 1

0
BBBBBBBB@

1
CCCCCCCCA

� Sj, Obj ¼

1 … Ef n,1
… … …

Ef 1, k … Subn Charkð Þ
1 … Subn Charkþ1ð Þ
… … …

Ef 1, f … 1

0
BBBBBBBBB@

1
CCCCCCCCCA

:

(9)

Operation « � » has the following properties:

1. Subi Charmð Þ � Sj ¼ Ef i,m, j.

2. Subi Charmð Þ � Sj ¼ Ef i,m, j ¼ 1—the property Subi Charmð Þ has disappeared.

3. Subi Charmð Þ � Sj ¼ Ef i,m, j ¼ 0—the property Subi Charmð Þ has not changed.

1 � Sj ¼
1, if the property continues being absent,
Subs Charf

� �
, if the property has appeared:

:

(
(10)

The result of the malefactor’s attack on the IPI object is a matrix of properties, which will take
the changed form (Eq. (11)):

Obj ¼

1 Ef 1,2, l … 1
Ef 2,1, j 1 … Subn Char2ð Þ
… … … …

1 Sub2 Charkð Þ … Subn Charkð Þ

0
BBB@

1
CCCA: (11)

Some of the properties resulting from IPI may remain unchanged; others are replaced by
Ef i,m, j.

2.2.3. Mathematical model of information-psychological impact

The change in the property which undergoes IPI can be described by equation or model [11,
16–19] (Eq. (12)):

K ¼ f H;Pð Þ, (12)

where P is the characteristics of the IPI object, H is the characteristics of the IPI (means of
impact), and K is the response (the level of change). As the characteristic of IPI, we will use H
as the effectiveness of implementing the means of influencing the property Ef i,m, j. Thus, the

equation takes the form (Eq. (13)):

K ¼ f Obj; Sð Þ;Pð Þ: (13)
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Eq. (12) makes it possible to evaluate the change in the properties and the response of an object
to IPI. In our case, staff are considered as the IPI object. Eq. (13) of the change in the property
and the human reaction to the effects is given in articles [11, 16–19] and has the form (Eq. (14)):

R
d2Y
dt2

þ 2F
ffiffiffiffiffiffiffi
RA

p

QF0
� dY
dt

þ A
Q2 Y ¼ X, (14)

where F is the frustration; F0 means some value of the level of frustration, considered normal
or threshold; A is the aggression; Q means the time parameter; R is the stiffness; X means the
effectiveness of information-psychological impact; and Y is the reaction level. These parame-
ters are measured in conditional scores. They can be estimated using psychological tests and
an expert method. This is proposed to use Eq. (11) to estimate the change in the property of the
IPI object as a result of the action. The transfer equation for Eq. (14) has the form (Eq. (15)):

W pð Þ ¼ Q2F0
RQ2p2F0 þ 2QF

ffiffiffiffiffiffiffi
RA

p
pþ AF0

: (15)

2.3. Methodological approach for analyzing the impact of staff qualifications and
psychological conditions on the level of systems information security

Employees’ qualifications, mental state, and psychophysical properties can act as their charac-
teristics.

2.3.1. Staff qualification assessment

This is a proposed estimate of staff’s qualification in an expert way:

• k = 0 if the staff of the information system are idle in the case of vulnerabilities, technical
malfunctions are idle in the technical and software components of the information system
[27, 28].

• k < 1 if the staff of the information system fail to remove vulnerabilities, technical
malfunctions fail in the technical and software components of the information system in
time [27, 28].

• k = 1 if the staff of the information system eliminate vulnerabilities, technical malfunctions
eliminate in the technical and software components of the information system in time [27, 28].

• k > 1 if the staff of the information system independently detect and fix vulnerabilities
(temporary solutions, before the release of the update from the manufacturer) in the
technical and software components of the information system, technical malfunctions are
prevented [27, 28].

The limiting minimum value for the staff’s qualification k is 0, because staff does not create
vulnerabilities and technical malfunctions in the technical and software components of
the information system. The maximum value for the staff’s qualification k is 3; in this case the
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security service includes a large number of highly skilled employees who can increase labor
productivity working together.

The estimation should be carried out separately for each component because maintenance of
various components of the information system is implemented in different ways. This is
proposed to define the malfunction as various malfunctions in the operation of the information
system components that require staff intervention to eliminate them. This is proposed to
understand vulnerability as a defect of information system that can violate its integrity, avail-
ability, and confidentiality and cause a malfunction.

2.3.2. Impact of staff’s psychological conditions on labor activity

During the work activity, the staff of the information system may be in different psychological
conditions. The effectiveness of the staff depends on what psychological state they are in. The
following states can be distinguished as [3, 20, 29]:

• Optimum working condition ensures the greatest efficiency of activity. It is characterized
by the presence of a conscious goal of activity, high concentration of attention, aggrava-
tion of memory, and activation of thinking. The electroencephalogram shows that in this
state, the brain rhythms mainly lie in the beta range.

• The state of tense activity arises in the course of work in abnormal situations. Mental
tension develops directly in proportion to the difficulty of the task. Easy tasks are solved
with minimal effort; complex and new actions require a higher degree of mental pressure.
Mental tension is a physiological reaction of the organism, mobilizing its resources to
perform more difficult tasks. Mental tension stimulates the physical and mental processes
of the human body, which increases its adaptive abilities. The tension reaction develops in
a responsible environment, as well as when people perform complex production tasks, if
they change the stereotype of actions and habitat and if they are under the influence of
extreme conditions. Under the influence of mental stress, vital body functions such as
metabolism, circulation, and respiration change. If in the behavior of a person, there is
some general concentration, the actions become clearer, the speed of motor reactions
increases, and physical performance improves. At the same time, perception becomes
aggravated, the process of thinking is accelerated, memory is improved, and concentra-
tion of attention is increased.

It should be remembered that the dependence of the efficiency of labor activity (working
capacity) of employees on the level of tension of its functional systems is parabolic. It was
found out that mental stress has a positive effect on the result of labor up to a certain limit.
Exceeding the critical level of activation leads to a decrease in the results of labor up to a
complete loss of efficiency.

• Fatigue is a functional state of a person, temporarily occurring under the influence of
prolonged or intensive work, accompanied by a decrease in its effectiveness. Fatigue is
caused by the depletion of body resources during prolonged or excessive activity and is
characterized by a decrease in motivation to work, a violation of attention and memory.
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Eq. (12) makes it possible to evaluate the change in the properties and the response of an object
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This is a proposed estimate of staff’s qualification in an expert way:

• k = 0 if the staff of the information system are idle in the case of vulnerabilities, technical
malfunctions are idle in the technical and software components of the information system
[27, 28].

• k < 1 if the staff of the information system fail to remove vulnerabilities, technical
malfunctions fail in the technical and software components of the information system in
time [27, 28].

• k = 1 if the staff of the information system eliminate vulnerabilities, technical malfunctions
eliminate in the technical and software components of the information system in time [27, 28].

• k > 1 if the staff of the information system independently detect and fix vulnerabilities
(temporary solutions, before the release of the update from the manufacturer) in the
technical and software components of the information system, technical malfunctions are
prevented [27, 28].

The limiting minimum value for the staff’s qualification k is 0, because staff does not create
vulnerabilities and technical malfunctions in the technical and software components of
the information system. The maximum value for the staff’s qualification k is 3; in this case the
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security service includes a large number of highly skilled employees who can increase labor
productivity working together.

The estimation should be carried out separately for each component because maintenance of
various components of the information system is implemented in different ways. This is
proposed to define the malfunction as various malfunctions in the operation of the information
system components that require staff intervention to eliminate them. This is proposed to
understand vulnerability as a defect of information system that can violate its integrity, avail-
ability, and confidentiality and cause a malfunction.

2.3.2. Impact of staff’s psychological conditions on labor activity

During the work activity, the staff of the information system may be in different psychological
conditions. The effectiveness of the staff depends on what psychological state they are in. The
following states can be distinguished as [3, 20, 29]:

• Optimum working condition ensures the greatest efficiency of activity. It is characterized
by the presence of a conscious goal of activity, high concentration of attention, aggrava-
tion of memory, and activation of thinking. The electroencephalogram shows that in this
state, the brain rhythms mainly lie in the beta range.

• The state of tense activity arises in the course of work in abnormal situations. Mental
tension develops directly in proportion to the difficulty of the task. Easy tasks are solved
with minimal effort; complex and new actions require a higher degree of mental pressure.
Mental tension is a physiological reaction of the organism, mobilizing its resources to
perform more difficult tasks. Mental tension stimulates the physical and mental processes
of the human body, which increases its adaptive abilities. The tension reaction develops in
a responsible environment, as well as when people perform complex production tasks, if
they change the stereotype of actions and habitat and if they are under the influence of
extreme conditions. Under the influence of mental stress, vital body functions such as
metabolism, circulation, and respiration change. If in the behavior of a person, there is
some general concentration, the actions become clearer, the speed of motor reactions
increases, and physical performance improves. At the same time, perception becomes
aggravated, the process of thinking is accelerated, memory is improved, and concentra-
tion of attention is increased.

It should be remembered that the dependence of the efficiency of labor activity (working
capacity) of employees on the level of tension of its functional systems is parabolic. It was
found out that mental stress has a positive effect on the result of labor up to a certain limit.
Exceeding the critical level of activation leads to a decrease in the results of labor up to a
complete loss of efficiency.

• Fatigue is a functional state of a person, temporarily occurring under the influence of
prolonged or intensive work, accompanied by a decrease in its effectiveness. Fatigue is
caused by the depletion of body resources during prolonged or excessive activity and is
characterized by a decrease in motivation to work, a violation of attention and memory.
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At the physiological level, the appearance of a protective inhibition of the central nervous
system is noted. Fatigue may eventually go into the exhaustion, which requires a longer
rehabilitation to get it over.

• Stress is a state of increased and prolonged pressure associated with the inability to adapt
to the requirements of the habitat. This condition is caused by the long-term impact of
environmental factors, exceeding the possibilities of the organism adaptation. It is charac-
terized by mental stress, a sense of frustration, anxiety, and worry, and in the last stage,
indifference and apathy appear. At the physiological level, there is a depletion of adrenal
hormone stores, muscle tension, and a two-phase activation of the autonomic nervous
system.

Figure 4 shows the possible dynamics of staff states. The transition between states can occur
both as a result of labor activity and under the influence of information-psychological impact.

The effectiveness of staff for different psychological conditions is a quantity with no dimension
and can be estimated in the following way:

• For an optimal working condition, the efficiency of labor activity will be estimated as
(Eq. (16)) [3, 20, 29]

E ¼ k, (16)

where k is the qualification of the staff.

• For the state of intense activity, the efficiency of labor activity will be estimated as (Eq. (17))
[3, 20, 29]

E ¼ �at2 þ btþ k, (17)

where k is the qualification of the staff, a [1/h2] and b [1/h] are parameters that estimate the rate
of staff fatigue, and t [h] is time.

Figure 4. Possible dynamics of staff transitions in the course of labor activity.
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• For the state of fatigue, the efficiency of labor activity will be estimated as (Eq. (18)) [3, 20,
29]

E ¼ k� bt, (18)

where k is the qualification of the staff, b [1/h] is the parameter that estimates the rate of staff
fatigue, and t [h] is time.

• For the state of fatigue, the efficiency of labor activity will be estimated as (Eq. (19))
[3, 20, 29]

E ¼ k� sbt, (19)

where k is the qualification of the staff, b [1/h] is the parameter that estimates the rate of staff
fatigue, s is the reaction to information-psychological impact, and t [h] is time.

• The efficiency of labor activity is equal to zero for the state of relaxation.

2.3.3. Mathematical model of information system operation

The information system consists of various technical and software components; each of them
can have vulnerabilities and fail due to a technical malfunction. Vulnerabilities and technical
faults pose a threat to the confidentiality, integrity, and availability of information. This is
proposed to represent the information system as a set of queuing systems [26–28]; each of
them simulates the dynamics of vulnerabilities and technical faults that threaten the confiden-
tiality, integrity, and availability of information. The input of the described system receives a
non-stationary Poisson stream of requests (vulnerabilities and faults). This model is presented
in Figure 5, where λ tð Þ is the speed of detection of vulnerabilities or faults that threaten the
confidentiality, integrity, or availability of information; E is the effectiveness of staff to ensure
the confidentiality, integrity, or availability of information; and Ta is the average time to
eliminate the vulnerability or malfunction.

The average speed of elimination of vulnerabilities and faults of the information system will be
described in the following way (Eq. (20)):

μ ¼ Eμa, (20)

where μa is the average speed of elimination of the vulnerability and malfunction.

The assessment of μa will be estimated in the following way (Eq. (21)):

μa ¼
1
Ta

: (21)

The average number of vulnerabilities and faults in the information system will be the sum of
the average number of vulnerabilities and faults that threaten the confidentiality, integrity, and
availability of information (Eq. (22)):
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• For the state of fatigue, the efficiency of labor activity will be estimated as (Eq. (18)) [3, 20,
29]

E ¼ k� bt, (18)

where k is the qualification of the staff, b [1/h] is the parameter that estimates the rate of staff
fatigue, and t [h] is time.

• For the state of fatigue, the efficiency of labor activity will be estimated as (Eq. (19))
[3, 20, 29]

E ¼ k� sbt, (19)

where k is the qualification of the staff, b [1/h] is the parameter that estimates the rate of staff
fatigue, s is the reaction to information-psychological impact, and t [h] is time.

• The efficiency of labor activity is equal to zero for the state of relaxation.

2.3.3. Mathematical model of information system operation

The information system consists of various technical and software components; each of them
can have vulnerabilities and fail due to a technical malfunction. Vulnerabilities and technical
faults pose a threat to the confidentiality, integrity, and availability of information. This is
proposed to represent the information system as a set of queuing systems [26–28]; each of
them simulates the dynamics of vulnerabilities and technical faults that threaten the confiden-
tiality, integrity, and availability of information. The input of the described system receives a
non-stationary Poisson stream of requests (vulnerabilities and faults). This model is presented
in Figure 5, where λ tð Þ is the speed of detection of vulnerabilities or faults that threaten the
confidentiality, integrity, or availability of information; E is the effectiveness of staff to ensure
the confidentiality, integrity, or availability of information; and Ta is the average time to
eliminate the vulnerability or malfunction.

The average speed of elimination of vulnerabilities and faults of the information system will be
described in the following way (Eq. (20)):

μ ¼ Eμa, (20)

where μa is the average speed of elimination of the vulnerability and malfunction.

The assessment of μa will be estimated in the following way (Eq. (21)):

μa ¼
1
Ta

: (21)

The average number of vulnerabilities and faults in the information system will be the sum of
the average number of vulnerabilities and faults that threaten the confidentiality, integrity, and
availability of information (Eq. (22)):
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When E mð Þ is equal to zero of vulnerability and faults, the average number of vulnerabilities
and faults will be estimated as (Eq. (23))

N mð Þ
a tð Þ ¼

ðt

0

λm τð Þeτdτ: (23)

There is a probability of a number of vulnerabilities and faults (Eq. (24)):

Pn tð Þ ¼ Na tð Þ½ �n
n!

e�Na tð Þ: (24)

Thus, the probability of the absence of vulnerabilities and faults is (Eq. (25))

P0 tð Þ ¼ e�Na tð Þ: (25)

In general, based on the proposed models, it is proposed to estimate the security of the
information system PIS tð Þ, taking into account the impact of staff qualifications and psycho-
logical conditions, as (Eq. (26))

PIS tð Þ ¼ PSec tð Þ þ P0 tð Þ 1� PSec tð Þð Þ, (26)

where PSec tð Þ is estimated from Eq. (3).

Figure 5. Model of changes in the state of security of the information system, taking into account the staff activities.
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To analyze the influence of the human factor on the properties of each component of the
investigated information system, one can consider, as (Eq. (27)) [1]:

PI tð Þ ¼ PI tð Þ þ P0I tð Þ 1� PI tð Þð Þ,
PA tð Þ ¼ PA tð Þ þ P0A tð Þ 1� PA tð Þð Þ,
PC tð Þ ¼ PC tð Þ þ P0C tð Þ 1� PC tð Þð Þ,

(27)

where P0I tð Þ, P0A tð Þ, and P0C tð Þ are the likelihood of the absence of vulnerabilities and faults in
the component providing integrity, availability, and confidentiality.

3. Example of using models

Let us consider an information system, consisting of an X router and a file server under the
management of the operating system Y. Users who are allowed to have an access connect to
the router through a Wi-Fi connection and get an access to files according to the permitting
access system.

In this information system, confidentiality, integrity, and availability are provided by means of
a router and a server running the operating system Y.

It is possible to infringe the security of the information system by violating the performance of
one of the components which are responsible for confidentiality, integrity, and availability.

As the experience of practical studies [12] has shown for 802.11 wireless networks in calculat-
ing the probability values of safety criteria, it is advisable to take noise immunity coding into
account for the estimation of integrity. But it is necessary to take modulation efficiency and
bandwidth usage technology into account for the estimation of availability, and it is important
to take cryptographic strength of encryption into account for the estimation of confidentiality.
Then the expression for the probability of ensuring the security of information takes the form
(Eq. (28)):

p Secð Þ ¼ p Ið Þ � p A=Ið Þ � p C=IAð Þ, (28)

where

p Ið Þ ¼ p coding_immunityð Þ, (29)

p Að Þ ¼ p Effect_of _modular_techno log ical_use_of _frequenciesð Þ, (30)

p Cð Þ ¼ p cryptographic_strenght_of _encryptionð Þ, (31)

With a more detailed representation of the parameters (Eq. (32)):

p Ið Þ ¼ p r;Rð Þ, (32)

p Að Þ ¼ p S; SNR;Vm; per; parametr_t
� �

, (33)
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To analyze the influence of the human factor on the properties of each component of the
investigated information system, one can consider, as (Eq. (27)) [1]:

PI tð Þ ¼ PI tð Þ þ P0I tð Þ 1� PI tð Þð Þ,
PA tð Þ ¼ PA tð Þ þ P0A tð Þ 1� PA tð Þð Þ,
PC tð Þ ¼ PC tð Þ þ P0C tð Þ 1� PC tð Þð Þ,

(27)

where P0I tð Þ, P0A tð Þ, and P0C tð Þ are the likelihood of the absence of vulnerabilities and faults in
the component providing integrity, availability, and confidentiality.

3. Example of using models

Let us consider an information system, consisting of an X router and a file server under the
management of the operating system Y. Users who are allowed to have an access connect to
the router through a Wi-Fi connection and get an access to files according to the permitting
access system.

In this information system, confidentiality, integrity, and availability are provided by means of
a router and a server running the operating system Y.

It is possible to infringe the security of the information system by violating the performance of
one of the components which are responsible for confidentiality, integrity, and availability.

As the experience of practical studies [12] has shown for 802.11 wireless networks in calculat-
ing the probability values of safety criteria, it is advisable to take noise immunity coding into
account for the estimation of integrity. But it is necessary to take modulation efficiency and
bandwidth usage technology into account for the estimation of availability, and it is important
to take cryptographic strength of encryption into account for the estimation of confidentiality.
Then the expression for the probability of ensuring the security of information takes the form
(Eq. (28)):

p Secð Þ ¼ p Ið Þ � p A=Ið Þ � p C=IAð Þ, (28)

where

p Ið Þ ¼ p coding_immunityð Þ, (29)

p Að Þ ¼ p Effect_of _modular_techno log ical_use_of _frequenciesð Þ, (30)

p Cð Þ ¼ p cryptographic_strenght_of _encryptionð Þ, (31)

With a more detailed representation of the parameters (Eq. (32)):

p Ið Þ ¼ p r;Rð Þ, (32)

p Að Þ ¼ p S; SNR;Vm; per; parametr_t
� �

, (33)
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p Cð Þ ¼ p N; pvuln erability; com
� �

, (34)

where R is coding rate, r is relative redundancy of coding, S is spectral efficiency, SNR is a
signal-to-noise ratio, Vm is modulation rate, C is the real throughput, per is the probability of a
bit error, parametr_t is a parameter that estimates the effectiveness of the selected technology
for the use of the frequency band, N is the number of possible combinations with the selected
encryption (coding), pvuln erability is probability of the protocol’s vulnerability, and com is pass-

word complexity. This makes it possible to choose the most flexible algorithm for modeling an
information system with the required level of security [9].

Thus, perhaps there are five more options for writing and using the applied expression for
multiplying dependent probabilities. Perhaps, because of the complexity of accounting for
modeling the network with a great number of parameters in the above expressions, experts
believe that in the proposed formula for calculating security, the probability of availability
should be put on the first place, the second one should be given to the conditional probability
of confidentiality, and then the conditional probability of integrity comes.

If it is possible to ensure security while ensuring integrity and confidentiality considering
integrity and availability in the context of integrity and confidentiality, the expression for the
probability of network security will take the following form (Eq. (35)):

p Secð Þ ¼ p Ið Þ � p C=Ið Þ � p A=ICð Þ, (35)

and so on.

Different variants of writing these expressions are fair to use then; it is more advantageous to
calculate safety when taking into account the corresponding described conditions. For differ-
ent networks, the probabilities of security criteria will be described by different physical
expressions and different number of parameters in these physical expressions [5, 12].

For different information systems at different stages of the technological process that they
implement, it may be expedient to differentiate the priority of providing information security
criteria (integrity, availability, confidentiality), including the exclusion of some of them. For
example, in information retrieval systems that provide users with a legislative basis or a database
of threats, it is primarily necessary to ensure the integrity and availability of information, while
ensuring confidentiality is not required, since information is publicly available.

Obtaining probability values is a separate research area and requires a separate assessment
technique [12]. Values of the probability of ensuring integrity, availability, and confidentiality
for various information systems are given in Table 1. These values are obtained on the basis of
practical experience [21].

Table 2 shows the average time to resolve vulnerabilities and faults for components of various
information systems.

Table 3 provides statistics on the intensity of vulnerability and fault detection for components
of various information systems.
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Let ObjA (object IPI) be the staff possessing such things as Sub1 which is the relation to any
facts, events, phenomena, and members of a society [11]; Sub2 is a mental state [11]; Sub3 is the
physiological state of the staff [11]. Things such as Sub1, Sub2, and Sub3 have intersecting sets of
properties (concentration, fatigue, understanding, emotionality, etc.).

Using Eq. (14), this is proposed to estimate the reaction to the information-psychological
impact. Depending on the characteristics of the staff, the reaction can be both sustainable (staff
can do their duties; their effectiveness is defined as Eq. (19)) and unstable (staff is incapable). In
the case of an unstable reaction, the graph of the reaction level of the staff is periodic; in the
case of a stable reaction, the graph of the reaction level of the staff will not be periodic. Figure 6
presents examples of the dependence of the level of staff reaction on the information and
psychological impact.

Let the staff in question have the following characteristics, obtained from the results of the
psychological tests of Eysenck: F ¼ 16, F0 ¼ 10, A ¼ 4, and R ¼ 9. Doing so, this is proposed to
assume that the staff, being under the IPI, will not purposefully violate the technical and
software components of the information system.

Using Eq. (26), this is proposed to estimate the probability of the security of the information
system. Figure 7a–c shows the probability of the security of the information system,
depending on the coefficient of staff work and their state, for the first, second, and third cases.

Probability p Secð Þ Availability Confidentiality Integrity

For Case 1 0.85 0.88 0.86

For Case 2 0.74 0.85 0.9

For Case 3 0.91 0.82 0.64

Table 1. Probabilities of ensuring integrity, availability, and confidentiality.

Ta Availability Confidentiality Integrity

For Case 1 0.019 0.016 0.023

For Case 2 0.04 0.021 0.3

For Case 3 0.01 0.001 0.03

Table 2. Average time and speed of vulnerability and malfunction elimination.

λ Availability Confidentiality Integrity

For Case 1 0.00366 0.002 0.0077

For Case 2 0.001 0.0047 0.01781

For Case 3 0.00146 0.0023 0.00724

Table 3. Statistics of the intensity of vulnerability and fault detection for components of the information system.
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p Cð Þ ¼ p N; pvuln erability; com
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, (34)

where R is coding rate, r is relative redundancy of coding, S is spectral efficiency, SNR is a
signal-to-noise ratio, Vm is modulation rate, C is the real throughput, per is the probability of a
bit error, parametr_t is a parameter that estimates the effectiveness of the selected technology
for the use of the frequency band, N is the number of possible combinations with the selected
encryption (coding), pvuln erability is probability of the protocol’s vulnerability, and com is pass-

word complexity. This makes it possible to choose the most flexible algorithm for modeling an
information system with the required level of security [9].

Thus, perhaps there are five more options for writing and using the applied expression for
multiplying dependent probabilities. Perhaps, because of the complexity of accounting for
modeling the network with a great number of parameters in the above expressions, experts
believe that in the proposed formula for calculating security, the probability of availability
should be put on the first place, the second one should be given to the conditional probability
of confidentiality, and then the conditional probability of integrity comes.

If it is possible to ensure security while ensuring integrity and confidentiality considering
integrity and availability in the context of integrity and confidentiality, the expression for the
probability of network security will take the following form (Eq. (35)):

p Secð Þ ¼ p Ið Þ � p C=Ið Þ � p A=ICð Þ, (35)

and so on.

Different variants of writing these expressions are fair to use then; it is more advantageous to
calculate safety when taking into account the corresponding described conditions. For differ-
ent networks, the probabilities of security criteria will be described by different physical
expressions and different number of parameters in these physical expressions [5, 12].

For different information systems at different stages of the technological process that they
implement, it may be expedient to differentiate the priority of providing information security
criteria (integrity, availability, confidentiality), including the exclusion of some of them. For
example, in information retrieval systems that provide users with a legislative basis or a database
of threats, it is primarily necessary to ensure the integrity and availability of information, while
ensuring confidentiality is not required, since information is publicly available.

Obtaining probability values is a separate research area and requires a separate assessment
technique [12]. Values of the probability of ensuring integrity, availability, and confidentiality
for various information systems are given in Table 1. These values are obtained on the basis of
practical experience [21].

Table 2 shows the average time to resolve vulnerabilities and faults for components of various
information systems.

Table 3 provides statistics on the intensity of vulnerability and fault detection for components
of various information systems.
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Let ObjA (object IPI) be the staff possessing such things as Sub1 which is the relation to any
facts, events, phenomena, and members of a society [11]; Sub2 is a mental state [11]; Sub3 is the
physiological state of the staff [11]. Things such as Sub1, Sub2, and Sub3 have intersecting sets of
properties (concentration, fatigue, understanding, emotionality, etc.).

Using Eq. (14), this is proposed to estimate the reaction to the information-psychological
impact. Depending on the characteristics of the staff, the reaction can be both sustainable (staff
can do their duties; their effectiveness is defined as Eq. (19)) and unstable (staff is incapable). In
the case of an unstable reaction, the graph of the reaction level of the staff is periodic; in the
case of a stable reaction, the graph of the reaction level of the staff will not be periodic. Figure 6
presents examples of the dependence of the level of staff reaction on the information and
psychological impact.

Let the staff in question have the following characteristics, obtained from the results of the
psychological tests of Eysenck: F ¼ 16, F0 ¼ 10, A ¼ 4, and R ¼ 9. Doing so, this is proposed to
assume that the staff, being under the IPI, will not purposefully violate the technical and
software components of the information system.

Using Eq. (26), this is proposed to estimate the probability of the security of the information
system. Figure 7a–c shows the probability of the security of the information system,
depending on the coefficient of staff work and their state, for the first, second, and third cases.

Probability p Secð Þ Availability Confidentiality Integrity

For Case 1 0.85 0.88 0.86

For Case 2 0.74 0.85 0.9

For Case 3 0.91 0.82 0.64

Table 1. Probabilities of ensuring integrity, availability, and confidentiality.

Ta Availability Confidentiality Integrity

For Case 1 0.019 0.016 0.023

For Case 2 0.04 0.021 0.3

For Case 3 0.01 0.001 0.03

Table 2. Average time and speed of vulnerability and malfunction elimination.

λ Availability Confidentiality Integrity

For Case 1 0.00366 0.002 0.0077

For Case 2 0.001 0.0047 0.01781

For Case 3 0.00146 0.0023 0.00724

Table 3. Statistics of the intensity of vulnerability and fault detection for components of the information system.
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Figure 6. The level of the subject’s reaction to information and psychological impact.

Figure 7. Probability of the information system security, depending on the employees’ workload and their condition [(1)
optimal condition, (2) fatigue status, (3) state of stressful activity, (4) stressful condition (impact on staff)].
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At first, the results of IPI on staff are not apparent, so the graphics are depicted from 1 hour of
the operation of the information system.

It can be seen from the graph that upgrading the skills of staff leads to an increase in the
probability of security of the information system. Thus, the high qualification of the staff can
compensate the information and psychological effects on the staff and their fatigue from
prolonged activities.

Figure 8a–c shows the probability of security of the information system for the first, second,
and third cases, respectively, if a staff qualification level is equal to one, depending on the
condition of staff. Figure 8d shows the probability of the security of the information system for

Figure 8. Probability of the information system security at the level of staff qualification is equal to 1, depending on the
condition of the staff [(1) optimal condition, (2) state of fatigue, (3) state of tense activity, (4) stressful condition (impact on
staff)].
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the third case, taking into account the recess for recovery. However, the time for the restoration
process itself was not taken into account. Figure 8e shows an enlarged transition fragment
after recovery for Figure 8d. A time interval equal to the average working day was taken for
consideration.

At the initial stage of operation with a stressed state, the probability of ensuring the security of
the information system is higher than at the optimal state, but this is a temporary effect; as it
can be seen from Figure 8a with prolonged operation in the stressed state, the probability of
the information system safety is lower than at the optimal state. With an optimal state, the
probability of ensuring the security of the information system is higher than if staff are in a
state of fatigue or under the influence of IPI in a stressful state. Figure 8d shows that if the staff
use the break to restore their original characteristics, the probability of the information system
safety increases.

For example, on December 23, 2015 [1], Ukrainian power companies experienced unscheduled
power outages impacting a large number of customers in Ukraine. The outages experienced on
December 23, 2015, were caused by external cyber attackers. After extensive reconnaissance of
the victim networks, the telephone tdos attack was conducted on staff. As a result staff did not
notice that substations disconnected in time. Exemplary actions of cyber malefactors and
psychological conditions of staff are shown in the time diagram of Figure 9.

The received results coincide with the data obtained in the course of practical activity by
interviewing the staff and owners of information systems, so it confirms the effectiveness of
the proposed model for estimating the level of systems information security based on proba-
bilistic analysis of the impact of their staff qualifications and psychological state.

Thus, to ensure the security of the information system, it is essential to take into account the
abilities of staff. It is necessary to take into account the qualification of staff, which can change
the probability of security of the information system characterized by technical and functional
construction according to Eq. (1), from values p Secð Þ to 1, to monitor the condition of the staff,
keeping them in in an optimal working condition with breaks.

4. Conclusions

The proposed method allows to use the probabilistic assessment of the system information
security, taking into account the technical characteristics of the components of the information
system, the qualifications of the staff, the mental state of the employees, and their psychophysical

Figure 9. Time diagram of exemplary actions of cyber malefactors and psychological conditions of staff.
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characteristics. Their permanent use in system life cycle helps to increase information security
and decrease a potential danger of “human factor.”
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Abstract

The chapter will present the classification of the types of modern terrorism and describe 
scenarios and probabilistic models of ordinary, technological, and the so-called intel-
ligent terrorism that are distinguished by their triggering events, propagation modes, 
damaging factors, probabilities, and consequences. A comparative assessment of these 
three types of terrorism is presented. Dynamic three-sided models allow assessing the 
situation from standpoints of terrorists and law enforcement agencies, the administration 
of the complex engineering system, and analyzing actions and counteractions of various 
sides involved. A new comprehensive approach to ensuring complex engineering system 
security is described. This approach is focused not only on the development of protection 
barriers and safeguards against predetermined list of design-basis scenarios of terrorist 
attacks but also on increasing the system’s resilience toward beyond design-basis attack 
scenarios.
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1. Introduction

Complex engineering systems (CESs), such as nuclear and thermal power stations; hydro 
engineering facilities; chemical, metallurgical, and oil refinery plants; etc., are critical in 
terms of population life support and ensuring sustainable economic development. The 
functioning of complex engineering systems is connected with storing, processing, and 
transportation of huge amounts of energy and hazardous materials. The unauthorized 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



Chapter 12

Analysis of Terrorist Attack Scenarios and Measures for
Countering Terrorist Threats

Dmitry O. Reznikov, Nikolay A. Makhutov and
Rasim S. Akhmetkhanov

Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.75099

Provisional chapter

DOI: 10.5772/intechopen.75099

© 2016 The Author(s). Licensee InTech. This chapter is distributed under the terms of the Creative Commons 
Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use, distribution, 
and reproduction in any medium, provided the original work is properly cited. 

Analysis of Terrorist Attack Scenarios and Measures for 
Countering Terrorist Threats

Dmitry O. Reznikov, Nikolay A. Makhutov and 
Rasim S. Akhmetkhanov

Additional information is available at the end of the chapter

Abstract

The chapter will present the classification of the types of modern terrorism and describe 
scenarios and probabilistic models of ordinary, technological, and the so-called intel-
ligent terrorism that are distinguished by their triggering events, propagation modes, 
damaging factors, probabilities, and consequences. A comparative assessment of these 
three types of terrorism is presented. Dynamic three-sided models allow assessing the 
situation from standpoints of terrorists and law enforcement agencies, the administration 
of the complex engineering system, and analyzing actions and counteractions of various 
sides involved. A new comprehensive approach to ensuring complex engineering system 
security is described. This approach is focused not only on the development of protection 
barriers and safeguards against predetermined list of design-basis scenarios of terrorist 
attacks but also on increasing the system’s resilience toward beyond design-basis attack 
scenarios.

Keywords: complex engineering system, terrorist attack, risk assessment, protection 
barrier, resilience

1. Introduction

Complex engineering systems (CESs), such as nuclear and thermal power stations; hydro 
engineering facilities; chemical, metallurgical, and oil refinery plants; etc., are critical in 
terms of population life support and ensuring sustainable economic development. The 
functioning of complex engineering systems is connected with storing, processing, and 
transportation of huge amounts of energy and hazardous materials. The unauthorized 

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited.



release of energy and hazardous material at a CES may cause disastrous consequences and 
trigger cascading failures in interrelated infrastructures. This makes complex engineering 
systems attractive targets for terrorists and requires special attention in countering terrorist 
threats [1–8].

Complex engineering systems are characterized by a complex structure, complicated behav-
ior, and interaction between their components, which determine the ability of systems to 
redistribute loads and to resist cascading failures occurring after local failure of their indi-
vidual components. Owing to the high level of uncertainty concerning the governing param-
eters of CESs, environmental conditions, and external impacts, the estimation of the complex 
engineering system performance should be probabilistic. Their evolution should be described 
by multivariate scenario trees [9–11].

Through the efforts of specialists from many countries, an extensive bank of knowledge 
has been developed for analyzing accidents and catastrophes at complex engineering sys-
tems, studying scenarios by which they might be initiated, and reducing the vulnerabil-
ity of CESs with regard to natural and man-made disasters [12]. This bank of knowledge 
should be used as widely as possible to ensure security against the impacts of terrorism. 
This approach to analyzing terrorism-related threats presupposes that emergency situa-
tions triggered by terrorist attacks develop according to laws analogous to the development 
of emergency situations caused by natural or industrial disasters. Therefore, they may be 
analyzed by methods and models used to address classical problems in risk and safety 
theory [13–16].

The threat of terrorist attacks must be included in the system of studies of possible scenarios 
of how emergency situations might develop. In particular, event trees used in risk analysis 
at critically important infrastructure sites must be augmented with scenarios taking into 
account the possibilities of terrorist attacks that substantially change the scenarios them-
selves as the structure of primary initiating factors in emergency situations. They also lead 
to the initiation of cascading processes in the development of accidents and catastrophes 
with the most serious losses to the population, economic objects, and other vital resources. 
A classification and probabilistic models of basic scenarios of terrorist attacks were devel-
oped (Figure 1).

The need to include in the range of problems being considered the analysis of terrorism risks 
and terrorist mechanisms for initiating extreme situations requires developing and adapting 
existing models and methods for studying catastrophes with the aim of taking into account 
the special characteristics of their initiation with the help of unauthorized and terrorist actions 
that could be taken to attack at the most vulnerable and significant targets critically important 
for the national security infrastructure.

As it is imperative that terrorist risks and terrorist mechanisms of triggering emergencies be 
included into the framework of traditional risk assessment, the existing models and methods 
for analysis of accidents at CES should be modified, and new ones have to be developed 
in order to take into account specific properties of emergency initiation by terrorist impacts 
which can be targeted at the most vulnerable facilities of critical infrastructures. Most of the 
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components of complex engineering systems were however constructed in conformity with 
national and international regulations and norms for design, construction, and maintenance 
without direct consideration of terrorist threats [17, 18]. In this context, two major security-
related problems arise:

1. Ensuring protection of the existent CES against terrorist attacks

2. Designing and constructing of a new CES with special protection barriers against terrorist 
attacks

To cope with these fundamental problems, it is necessary that a special analysis of methods 
and scenarios of terrorist acts be carried out and a study into how the existing and new protec-
tion barriers respond to terrorist attacks be conducted.

Conventional safety analysis for CES is to be focused on the question: What is the way for an 
accident scenario to be realized in the given system?

When addressing security problems for complex engineering systems, one should also con-
sider the situation from the terrorist’s standpoint. Hence, the modified question for security 
analysis should be: What is to be done for the given scenario to be realized at a CES?

Figure 1. Basic scenarios of terrorist attacks.
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2. General risk assessment model

According to the traditional risk assessment model, risk is considered to be a function of threat  
T , vulnerability  V , and consequences  C :  R = f (T, V, C)  . The model was developed to assess risks of 
technological catastrophes and natural disasters and now is widely used in terrorist risk assess-
ments. Here threat is defined as probability of terrorist attack on a certain complex engineering 
system,  T = P (A)  ; vulnerability is estimated as conditional probability of a system’s failure given 
the attack occurs,  V = P (F | A)   and consequences are defined as losses that occur as a result of the 
attack and the system failure,  C = E (U | A, F)  . Then terrorist risk index is determined by Eq. (1):

  R = P (A)  ⋅ P (F | A)  ⋅ E (U | A, F) .  (1)

For complex engineering systems that are subjected to multiple threats and multiple failure 
scenarios, risk assessment implies assessment of a scenario tree (Figure 2). This is being done 
using graph models called scenario trees [6, 7, 9]. The system is designed to fulfill the so-called 
success scenario   S  

0
    (i.e., a transition from its initial state  IS  to the designed end state   ES  

0
   ). Since 

any failure scenario   S  
∗
    presents a deviation from the success scenario   S  

0
    that corresponds to 

the successful functioning of the CES, the scenario   S  
∗
    must have a disturbance point at which 

an extreme event, or, in case of terrorism, a terrorist attack (  A  
k
   ), occurs (Figure 2). Each attack 

gives rise to a branch of a scenario tree that has a corresponding set of scenarios   S  
i
    that ends 

with an end state (  ES  
i
   ). In this case, one can get a similar risk index using matrix expression:

  R =    {P ( A  1  ) ; P ( A  2  ) ; . . .; P ( A  n  ) }    
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Eqs. (1) and (2) give first-order indicators of terrorist risk. They also determine three main ways 
of risk reduction: Reduction of terrorist threat is in the sphere of responsibility of law enforce-
ment and intelligence communities, while reduction of vulnerability and consequences are 
the domains of engineering community and emergency management agencies, respectively.

In terrorist risk assessment framework, the main challenge is to estimate the probability of 
a terrorist attack. Some specialists believe that probabilistic measure is not adequate for the 
terrorist risk assessment since terrorist attack is not a stochastic event but a deliberate action 
based on the assessment made by terrorists regarding their skills and capabilities and the 
system’s vulnerabilities.

Assignment of probabilities to the terrorist attack is a task which has a substantial human and 
behavioral dimension. The main problem is to describe the intentions of terrorists, their pref-
erences, system of values (i.e., utility function), and decision rule. This allows one to assess the 
probability of different attack scenarios. The probability of each attack scenario is a function 
of the scenario’s successful realization and their preferences regarding the expected conse-
quences of that scenario.
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Unfortunately, Eqs. (1) and (2) could only be considered first-order indicators of the terrorist 
risk. The problem is that these equations do not allow one to account for a number of specific 
features of terrorism.

3. Specific features of terrorist threats

When assessing security-related problems for complex engineering systems, one should take 
into account the following characteristics of the terrorist threat [17, 19, 20].

High level of uncertainty: In modeling terrorist scenarios, we encounter a higher level of uncer-
tainty. In addition to the uncertain factors inherent in threats of a natural or man-made nature, 
terrorist threats entail new factors of uncertainty resulting from the complexity of evaluat-
ing terrorists’ system of values and behavioral logic as well as their organizational-technical 
potential and the resources at their disposal.

High level of dynamism: Terrorist attack scenarios and impact factors are more dynamic by nature 
than scenarios and impact factors for natural and man-made disasters to which the system is 
subject. A change in the spectrum and intensity of terrorism-related extreme effects on the 
system is significantly more rapid than in the case of natural or man-made threat. This is due 
to the terrorists’ capacity for constantly expanding their arsenal of mechanisms for initiating 
emergency situations using modern means of attack, reacting to changes in protection barriers, 
and learning lessons from mistakes made during previous attacks on the system similar to it.

The capability of terrorists to choose attack scenarios deliberately: This refers to terrorists’ deliber-
ate selection of attack scenarios (places, times, and types of actions), taking into account the 
system vulnerability parameters and the losses expected if an attack is successfully carried 
out. That is, terrorists are capable of analyzing the vulnerability matrix and structure of losses 
for various types of actions against the CES and selecting the attack scenario that maximizes 
the harm to society (taking into account secondary and cascading losses). Here, in addition 

Figure 2. General risk assessment framework.
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Eqs. (1) and (2) give first-order indicators of terrorist risk. They also determine three main ways 
of risk reduction: Reduction of terrorist threat is in the sphere of responsibility of law enforce-
ment and intelligence communities, while reduction of vulnerability and consequences are 
the domains of engineering community and emergency management agencies, respectively.

In terrorist risk assessment framework, the main challenge is to estimate the probability of 
a terrorist attack. Some specialists believe that probabilistic measure is not adequate for the 
terrorist risk assessment since terrorist attack is not a stochastic event but a deliberate action 
based on the assessment made by terrorists regarding their skills and capabilities and the 
system’s vulnerabilities.

Assignment of probabilities to the terrorist attack is a task which has a substantial human and 
behavioral dimension. The main problem is to describe the intentions of terrorists, their pref-
erences, system of values (i.e., utility function), and decision rule. This allows one to assess the 
probability of different attack scenarios. The probability of each attack scenario is a function 
of the scenario’s successful realization and their preferences regarding the expected conse-
quences of that scenario.

Probabilistic Modeling in System Engineering260

Unfortunately, Eqs. (1) and (2) could only be considered first-order indicators of the terrorist 
risk. The problem is that these equations do not allow one to account for a number of specific 
features of terrorism.

3. Specific features of terrorist threats

When assessing security-related problems for complex engineering systems, one should take 
into account the following characteristics of the terrorist threat [17, 19, 20].

High level of uncertainty: In modeling terrorist scenarios, we encounter a higher level of uncer-
tainty. In addition to the uncertain factors inherent in threats of a natural or man-made nature, 
terrorist threats entail new factors of uncertainty resulting from the complexity of evaluat-
ing terrorists’ system of values and behavioral logic as well as their organizational-technical 
potential and the resources at their disposal.

High level of dynamism: Terrorist attack scenarios and impact factors are more dynamic by nature 
than scenarios and impact factors for natural and man-made disasters to which the system is 
subject. A change in the spectrum and intensity of terrorism-related extreme effects on the 
system is significantly more rapid than in the case of natural or man-made threat. This is due 
to the terrorists’ capacity for constantly expanding their arsenal of mechanisms for initiating 
emergency situations using modern means of attack, reacting to changes in protection barriers, 
and learning lessons from mistakes made during previous attacks on the system similar to it.

The capability of terrorists to choose attack scenarios deliberately: This refers to terrorists’ deliber-
ate selection of attack scenarios (places, times, and types of actions), taking into account the 
system vulnerability parameters and the losses expected if an attack is successfully carried 
out. That is, terrorists are capable of analyzing the vulnerability matrix and structure of losses 
for various types of actions against the CES and selecting the attack scenario that maximizes 
the harm to society (taking into account secondary and cascading losses). Here, in addition 

Figure 2. General risk assessment framework.

Analysis of Terrorist Attack Scenarios and Measures for Countering Terrorist Threats
http://dx.doi.org/10.5772/intechopen.75099

261



to probability analysis, it is also necessary to apply the tools of game theory, which makes it 
possible to take into account the intentional actions of terrorists.

Complex nature of the terrorist threat: The presence of a terrorist organization in a region may give 
rise to the possibility of a broad spectrum of attack scenarios. Thus, to counter terrorist threats and 
terrorist mechanisms for initiating emergency situations to an even greater degree than for natu-
ral and man-made risks, a systemic approach is needed for ensuring security and developing an 
optimal strategy for counterterrorism force and resource deployment. Inasmuch as concentrating 
resources on protecting one system element (or protecting a target from one scenario of terrorist 
action) could prove useless because, after evaluating the situation, the terrorists could redirect 
the attack against another element of the system or switch to a different attack scenario. In this 
case, counterterrorism efforts will fail to reduce risk and increase the system’s level of protection.

Presence of two-way linkages between the terrorist threat and system vulnerability: The structure of 
linkages among the risk factors for the given CES in case of natural or manmade catastrophes 
is presented in Figure 3a. One differentiating feature of a terrorist risk assessment is the pres-
ence of two-way linkages (feedbacks) between the terrorist threat and (a) vulnerability of the 
system to the threat and (b) the magnitude of expected losses if the threat is successfully real-
ized (see Figure 3b). This characteristic of terrorism must be examined in detail. In particular, 
reducing the vulnerability of a given system makes it possible to reduce substantially the level 
of the terrorist threat it faces.

In terrorist risk assessment framework, the main challenge is to estimate the probability of 
a terrorist attack. Some specialists believe that probabilistic measure is not adequate for the 
terrorist risk assessment since terrorist attack is not a stochastic event but a deliberate action 
based on the assessment made by terrorists regarding their skills and capabilities and the 
system’s vulnerabilities.

Assignment of probabilities to the terrorist attack is a task which has a substantial human 
and behavioral dimension. The main problem is to describe the intentions of terrorists, their 
preferences, system of values (i.e., utility function), and decision rule. This allows assessing 
probability of different attack scenarios.

Figure 3. (a) System of linkages among risk factors for natural or man-made hazards (safety context). (b) System of 
linkages among risk factors for terrorist threat (security context).
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Terrorists’ capacity for self-learning: Because terrorists are capable of analyzing the results of 
previous attacks and drawing conclusions from them, their experience in “successful” and 
“unsuccessful” attacks can have a noticeable effect on the selection of a scenario for the next 
attack. Attack scenarios that proved their effective in the past are most likely to be repeated by 
terrorists in the future, while scenarios that ended unsuccessfully will most likely to be less 
attractive to terrorists and consequently are less likely to be repeated. Therefore, in assessing 
the chances that various attack scenarios will be realized, statistical self-learning models are 
more effective than traditional frequency methods.

In solving the above problem of security analysis, it is necessary to assess the resources the 
terrorists possess. In security analysis, by resources we mean a broad set of factors that deter-
mine the potential of a terrorist organization. These include:

• Material resources: technical means, equipment, and “human material” that can be used 
for terrorist attack

• Nonmaterial resources: experience and skills of terrorists, their knowledge, and access to 
the CES internal procedures

To answer the question of security analysis, experts should consider the quality of equipment 
the terrorists have, their skills and knowledge of CES, and their ability to take advantage of 
the existing vulnerabilities (and even create new ones) in order to organize the attack.

The ability of terrorists to select the most vulnerable and critical elements of CES, choose the 
time and place of an attack, adapt to changes of safety barriers and defense strategies, and 
learn lessons from previous attacks requires that the game theory approaches be included 
into probabilistic risk assessment models. That means that (a) traditional scenario trees used 
in safety risk assessment, which include only chance nodes, have to be supplemented by 
decision nodes that describe rational deliberate actions and counteractions of terrorists and 
counterterrorists; (b) models for terrorist risk assessment should be multi-sided and describe 
the situation from the perspective of terrorists and counterterrorist forces [11]; (c) these mod-
els should be dynamic and allow one to update actions and counteractions of various sides 
involved at different time steps.

4. Three types of terrorist attack scenarios

Scenarios of terrorist attacks can be divided into three types, scenarios of ordinary, techno-
logical, and intelligent terrorism, that differ in resources used by terrorists to carry out the 
attacks and structure of losses inflicted by the attacks (Figure 1) [17–19].

Scenarios of ordinary terrorism imply organization of explosions, fires, and assassinations 
of officials, public figures, and people at large in order to intimidate people and destabilize 
political situation in the country or region. Scenarios of ordinary terrorism are not considered 
in this paper since these scenarios are not focused on complex engineering systems. We are 
going to deal with two other types of terrorist attack scenarios that are directly related to CES.
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Figure 4. The scenario tree for technological terrorism.

4.1. Scenarios of technological terrorism

Scenarios of technological terrorism (SТТ) imply powerful unauthorized impacts at complex 
engineering system capable of:

• Breaking through the CES protection system

• Initiating secondary catastrophic processes due to hazardous substances (W), energy (E), 
and information (I) stored or processed at the CES

• Escalation of the accident outside the CES boundaries with substantially increased second-
ary and cascade losses

Technological terrorism is based on taking advantage of the existing vulnerability of the sys-
tem. To perform an attack of technological terrorism, it is necessary to preliminarily:

• Analyze the CES structure and vulnerability, i.e., to reveal potential sources of secondary 
catastrophic processes (stocks of W,E,I), the weak points in the CES protection systems, and 
to devise the most efficient attack scenarios.

• Identify the CES key elements and links whose failure would disrupt the system.

• Calculate the strength of the initial impacts that might break through the CES protection 
barriers.

• Assess the CES scenario tree and determine the end states   ES  
∗
    capable of initiating major 

secondary catastrophic processes outside the CES.

Scenarios of technological terrorism do not require that the attacking party have any insider 
information and can inflict point impacts imperceptible by the CES monitoring systems; 
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therefore, they have to prepare a powerful action capable of breaking through the CES pro-
tection barriers [20]. It is necessary for the terrorist to select the method for the attack resulting 
in the CES end state that would initiate the accident propagation outside the CES boundaries.

The selection of the attack scenario is made through a hybrid scenario tree that in case of TT 
could be quite simple. It incorporates several attack trees describing the abilities and resources 
of terrorists and the event tree describing the CES vulnerability (Figure 4).

4.2. Scenarios of intelligent (or highly sophisticated, insiders’) terrorism

Intelligent terrorism (IT) is a deliberate unauthorized interference into the process of design-
ing, building, and/or operating the CES aimed at increasing its existing vulnerabilities and 
creating new ones in the system so that these input vulnerabilities, insider’s knowledge of the 
system, and access to its elements are used for future realization of most disastrous scenarios 
of a terrorist attack.

IT implies:

• A comprehensive vulnerability assessment of a system under design, construction, or op-
eration with respect to various scenarios of terrorist impacts and identification of the most 
effective way of realization of the initiating impact upon the system

• Insertion of latent changes into the system at the stage of its being designed, built, or oper-
ated, in order to give rise to new vulnerabilities in the CES

• Disconnection or disruption of the CES monitoring and protection systems

• Triggering cascading failures in the system and the environment

As a rule, scenarios of IT require that a member of a terrorist group penetrate into the staff of the 
organization that is designing, building, or operating the CES. The terrorist must possess insid-
er’s information on the CES and be able to perform well-camouflaged actions in order to weaken 
protection systems and create latent defects undetectable by the existing monitoring systems.

Consequently intelligent terrorism implicates detailed knowledge of the CES structure and 
working principles. It also implies awareness of its existing and potential vulnerabilities, pos-
sible end states, possible scenarios of accident propagation, and initial impacts that can trig-
ger them. Additionally, IT can anticipate distortion of the success scenario, formulate false 
targets, and generate new disastrous scenarios.

Attacks of intelligent terrorism can be carried out at any stage of the CES’s life cycle:

• At the stage of design, some latent defects can be intentionally introduced into the system.

• At the stage of construction, additional vulnerabilities can be input into the CES through 
intentional violations of the technological processes.

• At the stage of operation, some maintenance procedures that are critical for the CES’s safety 
can be intentionally violated.
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Figure 4. The scenario tree for technological terrorism.
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Intelligent terrorism implies maximal level of the terrorist competence (comprehensive 
knowledge of the CES and its control, operation, and protection barriers), which enables it to 
select the most disastrous accident scenarios and find the most effective way of their initia-
tion, disconnection, or disruption of the CES monitoring systems in order to prevent prompt 
response to failures. The assessment of the attack scenarios is made through a hybrid scenario 
tree that in case of IT could be more complicated (Figure 5). It incorporates several attack 
trees describing the abilities and resources of terrorists and the decision tree describing the 
system’s vulnerability.

5. Development of dynamic multi-sided models for analyzing 
scenarios of terrorist attacks and developing counterterrorist 
measures

In view of the specific features of terrorist threats addressed in p.3 and the analysis of the sce-
narios of terrorist attacks on CESs presented in p.4 of this chapter, an integrated (three-sided) 
terrorist risk model based on the approaches developed in Bayesian networks and game 
theory has been developed [8, 21–23]. The schematic representation of the model is given in 
Figure 6. Each of the three graphs represents an influence diagram from the perspective of the 
following players: terrorist group, administration of industrial facility subjected to terrorist 
threat, and municipal authorities. These three diagrams are separated to keep the decisions 
made by different parties separate. Oval nodes represent random variables or events with 
their possible realizations and probabilities assigned. Rectangular nodes represent decisions 
and are characterized by possible options. The arrows represent probabilistic dependences 
between the events, state of variables or decision variables.

Figure 5. The scenario tree for intelligent terrorism.
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The model is based on the assumption that all the players act in such a way as to minimize their 
maximum losses. This strategy is governed by so-called minimax criterion: Counterterrorist 
players don’t know which attack scenario the terrorist group will select, that is why they should 
choose the defense strategy that results in the lowest possible worst-case expected losses.

Graph 1 (Figure 7) represents an influence diagram from the perspective of terrorists. It allows 
one to assess (a) the probabilities that the specified attack scenario will result in damage and 
(b) the expected utility of terrorist of different attack scenarios1.
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1Figures on the diagram are conditional and are presented for the illustrative purpose.

Figure 6. Multi-sided terrorist risk assessment model.

Analysis of Terrorist Attack Scenarios and Measures for Countering Terrorist Threats
http://dx.doi.org/10.5772/intechopen.75099

267



Intelligent terrorism implies maximal level of the terrorist competence (comprehensive 
knowledge of the CES and its control, operation, and protection barriers), which enables it to 
select the most disastrous accident scenarios and find the most effective way of their initia-
tion, disconnection, or disruption of the CES monitoring systems in order to prevent prompt 
response to failures. The assessment of the attack scenarios is made through a hybrid scenario 
tree that in case of IT could be more complicated (Figure 5). It incorporates several attack 
trees describing the abilities and resources of terrorists and the decision tree describing the 
system’s vulnerability.

5. Development of dynamic multi-sided models for analyzing 
scenarios of terrorist attacks and developing counterterrorist 
measures

In view of the specific features of terrorist threats addressed in p.3 and the analysis of the sce-
narios of terrorist attacks on CESs presented in p.4 of this chapter, an integrated (three-sided) 
terrorist risk model based on the approaches developed in Bayesian networks and game 
theory has been developed [8, 21–23]. The schematic representation of the model is given in 
Figure 6. Each of the three graphs represents an influence diagram from the perspective of the 
following players: terrorist group, administration of industrial facility subjected to terrorist 
threat, and municipal authorities. These three diagrams are separated to keep the decisions 
made by different parties separate. Oval nodes represent random variables or events with 
their possible realizations and probabilities assigned. Rectangular nodes represent decisions 
and are characterized by possible options. The arrows represent probabilistic dependences 
between the events, state of variables or decision variables.

Figure 5. The scenario tree for intelligent terrorism.

Probabilistic Modeling in System Engineering266

The model is based on the assumption that all the players act in such a way as to minimize their 
maximum losses. This strategy is governed by so-called minimax criterion: Counterterrorist 
players don’t know which attack scenario the terrorist group will select, that is why they should 
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Calculation of expected utility values for different attack scenarios allows one to estimate 
probabilities of these scenarios (Eq. (5)) [8, 11]:
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Eq. (5) assumes that (a) different attack scenarios are mutually exclusive and (b) the decision 
taken by terrorists is rational (i.e., they chose attack scenarios that maximize the expected util-
ity). The results obtained in Graph 1 are then used as inputs to Graphs 2 and 3. The results of 
Graph 2 are then used in Graph 3.

Graph 2 (Figure 8) represents an influence diagram from the perspective of administration 
of industrial facility subjected to terrorist threat. It allows one to assess expected disutilities 
related to various countermeasures made by the administration of the facility involved. The 
probabilities   P  

t
   (S =  s  

i
  )   (Eq. (5)) are used in Graph 2 as state probabilities of the chance node 1. 

Figure 7. An illustrative example of the influence diagram from the perspective of terrorist group.
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The graph permits estimation of expected disutilities to facility administration in case of vari-
ous countermeasures adopted by the facility administration, to rank countermeasures.

Graph 3 (Figure 9) represents an influence diagram from the perspective of local community 
authorities. Graph 2 and Graph 3 permit assessment of risk reduction benefits of different 
countermeasures and their costs.

The structure of the influence diagrams and probabilistic dependences between the variables 
should be developed by the joint efforts of specialists representing a broad spectrum of dis-
ciplines (these include specialists in terrorist threat assessment, reliability theory, social sci-
ences, loss estimation), each providing insights in their relevant area of expertise. The model 
permits identification of effects of different factors and parameter values on the likelihood of 
success of different attack scenarios and on the expected utilities to different sides involved.

The model described above can be used in dynamic fashion via discrete time steps. At each 
step, each player updates his beliefs, objectives, and decisions based on his previous step. 
Each of the players is uncertain about the other’s actions and state of knowledge. To address 
the dynamics of security problem, one needs to model moves and countermoves of all three 
sides involved, changes in the structure of terrorist organizations and systems of protection, 
and lessons learned by all parties from previous attacks.

At each consecutive time period, all three parties make decisions regarding their actions in the 
upcoming time period based on the information accumulated so far (Blocks   I  

 t  
k
  
    and   I  

 t  
k+1

  
   , Figure 10).  

Estimations of probabilities of various attack scenarios and countermeasures adopted by facil-
ity administration and community authorities obtained at time step   t  

k
    could be treated as prior 

Figure 8. An illustrative example of the influence diagram from the perspective of CES’s administration.
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Figure 10. Dynamic multi-sided terrorist assessment model.

Figure 9. An illustrative example of the influence diagram from the perspective of community authorities.
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estimates for the time period   t  
k+1

   . Terrorist may take into account countermeasures of coun-
terterrorist forces by including the respective chance nodes into Graph 1 at time step   t  

k+1
    and 

estimate probabilities of countermeasures adopted by facility administration   d  
j
    and municipal 

authorities   m  
l
    using Eq.(6) similar to Eq.(5):
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6. Measures for countering terrorist threats

6.1. Measures aimed at increasing protection of a CES from terrorist threats

The complexity of modern engineering systems and their interdependence with other systems 
make them vulnerable to attacks of technological and intelligent terrorism. This complexity 
stems largely from the vast functional and spatial dependencies and nonlinear interactions 
between the components of CES as well as from interdependencies that exist among the CESs 
which enable failures to cascade within one system and pass from one system to another.

Different historical, economic, political, social, as well as cultural traditions have formed dif-
ferent approaches to ensuring safety of complex engineering systems. Contemporary CESs, 
i.e., power, transport, and telecommunication networks, are becoming transboundary. Their 
significant spatial extension makes their functioning dependent on many factors and events 
in different parts of the world. The ensuring of CES’s security is a complex interdisciplinary 
problem. It is impossible to solve this problem without joining efforts of experts in different 
fields and taking into account technical, social, psychological, and cultural-historical aspects.

Analysis of major disasters at CES in different countries shows that high-risk engineering sys-
tems in many cases are being designed and constructed according to traditional design codes 
and norms that are based on common and quite simple linear “sequential” risk assessment 
models and employ traditional design, diagnostics, and protection methods and procedures. 
This is being done in the assumption that a bounded set of credible design-basis impacts and 
subsequent failure scenarios could be determined for the CES, thus allowing one to create 
a system of protection barriers and safeguards that could secure the CES from the identi-
fied impacts with required substantially and high probability. This bounded set of impacts 
referred to as design-basis impacts includes normal operation events as well as abnormal 
events (component failures, human errors, extreme environmental loads, attacks of techno-
logical terrorism on CES) that are expected to occur or might occur at least once during the 
lifetime of the CES.

The currently available approach to ensuring security of complex engineering systems is 
based on the so-called protection approach that provides for the development of a set of pro-
tection barriers against the list of terrorist attack scenarios that were identified in advance. 
Within this approach, attacks of technological terrorism should be included into the list of 
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logical terrorism on CES) that are expected to occur or might occur at least once during the 
lifetime of the CES.

The currently available approach to ensuring security of complex engineering systems is 
based on the so-called protection approach that provides for the development of a set of pro-
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Within this approach, attacks of technological terrorism should be included into the list of 

Analysis of Terrorist Attack Scenarios and Measures for Countering Terrorist Threats
http://dx.doi.org/10.5772/intechopen.75099

271



design-basis events. To protect CESs from these scenarios of terrorist attacks, the following 
types of protection barriers should be developed (see Figure 11):

• Rigid protection barrier (protection barrier that requires a powerful impact to be broken)

• Functional protection barrier (protection barrier that in case of an accident could take on 
certain system’s functions for a limited time or could prevent an accident from progressing 
further)

• Natural protection barrier (involves the use of passive natural phenomena and processes 
aimed at limiting the scales of the accident)

• Security guards

Circles “1,” “2,” and “3” stand for separate types of protection barriers. Areas of intersection 
(‘1-2,” “2-3,” “1-3,” and “1-2-3″) – correspond to combination of correspondent types of pro-
tection barriers. Security guard barrier “4″ is organized to ensure protection of all of the above 
mentioned barriers (“1,” “2,” “3,” “1-2,” “2-3,” “1-3,” and “1-2-3″).

Application of this protection approach allows one to reduce risks of design-basis scenarios of 
technological terrorism (compare FN curves 1 and 2; Figure 12). However, it should be noted 
that this protection-based approach does not allow one to reduce risk of unforeseen “low-
probability-high-consequence” scenarios of intelligent terrorism that could not be included 
into the list of design-basis events.

In currently applied protection-based approach, a number of low-probability impacts of 
extreme intensity are neglected as being practically incredible. Other impacts (such as attacks 
of intelligent terrorism) are not identified and, consequently, not analyzed. Such impacts are 
classified as beyond design-basis impacts. Thus, the issue of protection of CES from beyond 
design-basis impacts has not been addressed in a proper manner. These impacts however can 
cause large-scale disasters of extreme severity and induce tremendous property losses and a 
great number of victims.

Figure 11. Types of protection barriers.
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6.2. Measures focused on ensuring CES’s resilience to beyond design-basis events

Complex engineering systems are becoming global networks. The currently available meth-
odologies of risk assessment and reliability engineering were developed for technological 
systems with fixed boundaries and well-specified hazards for which exists statistical and/
or actuarial data on accident initiation events, component failure rates, and accidents’ con-
sequences which allow one to quantify and verify models taking into account uncertainties 
deriving from both natural variations of the system parameters (and performance conditions) 
and from lack of knowledge of the system itself.

The protection-based approach is focused on developing safety barriers for countering the 
identified scenarios of terrorist attacks that were included in the list of design-basis events. 
This approach however has the weakness of neglecting the possibility of beyond design-basis 
events. To overcome this weakness, a new comprehensive strategy is needed. This strategy 
should not only include measures aimed at development protection barriers against design-
basis attacks of technological terrorism but also development of special measures aimed at 
increasing the system’s resilience to future yet-to-be-determined scenarios of attacks of intel-
ligent terrorism (Figure 13) [24, 25].

The current accident models and risk assessment techniques such as fault and event tree 
analysis are not adequate to account for the complexity of modern engineering systems. Due 
to rapid technological and societal developments of the recent decades, modern engineering 
systems are becoming steadily more complex. It means that (a) in safety assessments for CES, 
there are too many details to be considered, and (b) some modes of CES’s operation may 

Figure 12. FN curves before and after realization of protection and resilience measures. (1) FN, curve before realization 
of any measure; (2) FN, curve after realization of protection measures; (3) FN, curve after realization of protection and 
resilience measures.
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design-basis events. To protect CESs from these scenarios of terrorist attacks, the following 
types of protection barriers should be developed (see Figure 11):

• Rigid protection barrier (protection barrier that requires a powerful impact to be broken)

• Functional protection barrier (protection barrier that in case of an accident could take on 
certain system’s functions for a limited time or could prevent an accident from progressing 
further)

• Natural protection barrier (involves the use of passive natural phenomena and processes 
aimed at limiting the scales of the accident)

• Security guards

Circles “1,” “2,” and “3” stand for separate types of protection barriers. Areas of intersection 
(‘1-2,” “2-3,” “1-3,” and “1-2-3″) – correspond to combination of correspondent types of pro-
tection barriers. Security guard barrier “4″ is organized to ensure protection of all of the above 
mentioned barriers (“1,” “2,” “3,” “1-2,” “2-3,” “1-3,” and “1-2-3″).

Application of this protection approach allows one to reduce risks of design-basis scenarios of 
technological terrorism (compare FN curves 1 and 2; Figure 12). However, it should be noted 
that this protection-based approach does not allow one to reduce risk of unforeseen “low-
probability-high-consequence” scenarios of intelligent terrorism that could not be included 
into the list of design-basis events.

In currently applied protection-based approach, a number of low-probability impacts of 
extreme intensity are neglected as being practically incredible. Other impacts (such as attacks 
of intelligent terrorism) are not identified and, consequently, not analyzed. Such impacts are 
classified as beyond design-basis impacts. Thus, the issue of protection of CES from beyond 
design-basis impacts has not been addressed in a proper manner. These impacts however can 
cause large-scale disasters of extreme severity and induce tremendous property losses and a 
great number of victims.

Figure 11. Types of protection barriers.

Probabilistic Modeling in System Engineering272
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Figure 13. A new comprehensive approach to ensuring CES’s security based on implementation of protection measures 
and measures for improving resilience of CES.

be incompletely known due to complex nonlinear interactions between components of CES, 
due to tight couplings among different systems, and because CES and its environment may 
change faster than they can be described. As a result, it is impossible to describe the perfor-
mance of CESs in every detail. In other words for complex engineering systems, it is practi-
cally impossible to define a bounded set of design-basis impacts that are expected to occur or 
might occur at least once during the lifetime of the CES.

This problem can be solved by including the concept of resilience in the processes of design-
ing and ensuring the safety and security of CESs [26, 27]. The proposed approach should not 
be considered as a substitute but rather a supplement to the traditional one. Adopting this 
view creates a need to move beyond traditional “threat-vulnerability-consequence” models 
that are limited to analyzing design-basis events and deal with beyond design-basis impacts 
and impact combinations. This comprehensive approach will be based on such concepts as 
resilience to provide more adequate explanations of accidents as well as identify ways to 
reduce risks caused by beyond design-basis impacts.

In other words, the new security paradigm for complex engineering systems should focus the 
efforts not only on development of protection barriers and safeguards against design-basis 
accidents but also on increasing the CES’s resilience toward beyond design-basis impacts 
(Figure 13).
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The CES’s resilience is the capacity of the system potentially exposed to hazards to adapt, 
by resisting or changing in order to reach and maintain an acceptable level of functioning. 
This is determined by the degree to which the CES is capable of organizing itself to increase 
its capacity, of learning from past disasters for better future protection, and to improve risk 
reduction measures.

Figure 14 presents the so-called resilience profile of the system: a powerful beyond design-
basis event (BDBE) occurs at the time moment   t  
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Two groups of measures aimed at increasing the CES resilience can be identified:

• Measures focused on reducing the severity of outage ΔQ (Figure 15a)

• Measures focused on the reducing the duration of the outage Δt (Figure 15b)

As previously stated, due to the complexity of modern engineering systems and their poten-
tially large-scale catastrophes, in order to ensure security of such systems, one needs to move 
beyond traditional design-basis risk management framework. The new paradigm needs to be 
focused on increasing CES’s resilience (Figure 13). That means that if the beyond design-basis 
accidents are to be considered, the scope of the analysis should be widened. Security-related 
efforts should be focused not only on the development of protection barriers and safeguards 
from predetermined (postulated) set of design-basis attacks of technological terrorism but 

Figure 14. Resilience profile of CES.

Analysis of Terrorist Attack Scenarios and Measures for Countering Terrorist Threats
http://dx.doi.org/10.5772/intechopen.75099

275



Figure 13. A new comprehensive approach to ensuring CES’s security based on implementation of protection measures 
and measures for improving resilience of CES.
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and impact combinations. This comprehensive approach will be based on such concepts as 
resilience to provide more adequate explanations of accidents as well as identify ways to 
reduce risks caused by beyond design-basis impacts.
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also on additional set of measures aimed at increasing complex engineering system resil-
ience that would prevent catastrophic failure and long-term dysfunctioning of CESs in case 
of beyond design-basis attacks. Application of such comprehensive (protection and resilience 
focused) approach allows one to reduce risks of beyond design-basis scenarios of intelligent 
terrorism (compare FN curves 2 and 3; Figure 12).
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