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1. Introduction

In health sciences, the main focus is on health care using both preventive and curative actions, 
which are constantly evolving and being updated. In this context, research that contributes 
with evidence to the decision-making of health professionals is required to adequately under-
stand health problems, as well as implement health interventions.

The fundamental aim of research in the health field is to enrich knowledge about the patho-
physiological and epidemiological mechanisms of diseases and health problems and propose 
strategies for their prevention and treatment through different approaches and methodolo-
gies, including basic or preclinical research, clinical research, and epidemiological research in 
public health (Figure 1).

The basic or preclinical research seeks a better knowledge of the molecular, biochemical, and 
cellular mechanisms involved in the etiopathogenesis of diseases, forming the basis on which 
future studies are constructed [1]. Clinical research studies the prevention, diagnosis, and 
treatment of diseases along with the knowledge of their natural history that can be catego-
rized by the period of data collection (prospective, retrospective, and transversal) as well as 
by its design (observational or experimental), each with its own strengths and weaknesses [2]. 
Finally, epidemiological research in public health and health services studies the frequency, 
distribution, and the health needs of the population, their risk factors, and their impact on 
public health [3].

In general, biomedical research consists of two main categories: in an experimental
approach, the researcher deliberately exposes the subjects to a specific treatment or inter-
vention and observes the results. These results can be compared with those obtained by a
different treatment. However, in daily clinical practice, experimental studies are difficult to

© 2018 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative Commons Attribution-
NonCommercial 4.0 License (https://creativecommons.org/licenses/by-nc/4.0/), which permits use, distribution
and reproduction for non-commercial purposes, provided the original is properly cited.
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physiological and epidemiological mechanisms of diseases and health problems and propose 
strategies for their prevention and treatment through different approaches and methodolo-
gies, including basic or preclinical research, clinical research, and epidemiological research in 
public health (Figure 1). 

The basic or preclinical research seeks a better knowledge of the molecular, biochemical, and 
cellular mechanisms involved in the etiopathogenesis of diseases, forming the basis on which 
future studies are constructed [1]. Clinical research studies the prevention, diagnosis, and 
treatment of diseases along with the knowledge of their natural history that can be catego-
rized by the period of data collection (prospective, retrospective, and transversal) as well as 
by its design (observational or experimental), each with its own strengths and weaknesses [2]. 
Finally, epidemiological research in public health and health services studies the frequency, 
distribution, and the health needs of the population, their risk factors, and their impact on 
public health [3]. 

In general, biomedical research consists of two main categories: in an experimental 
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different treatment. However, in daily clinical practice, experimental studies are difficult to�
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2 Cohort Studies in Health Sciences 

Figure 1. Approaches to research in health sciences. 

carry out and often impose enormous logistical and budgetary challenges that are not easy 
to face. Therefore, health professionals can usually only observe situations and phenomena 
which are already segregated in groups. Therefore, researchers cannot assign an exposure or 
treatment, but only observe the results. This observational approach constitutes the typical 
environment of most clinical studies. In this context, observational studies can be classified�
according to the presence of a comparison group. When a comparison group is provided, the 
study is defined as analytical, otherwise it is considered a description. In cohort studies, the�
design is similar to that of clinical trials, considered the most appropriate for causal infer-
ence, with the difference that exposure occurs naturally and is determined by preferences,�
clinical decisions or other conditions. 

As previously shown, cohorts, as well as other observational studies, have several advantages 
over randomized and controlled trials, including a lower cost, greater opportunity, and a 
wider range of patients. However, concerns about the inherent bias in these studies have 
limited their use when comparing treatments. Therefore, observational studies are mainly 
used to identify risk factors and prognostic indicators, and in situations where randomized 
controlled trials would be impossible or unethical [1]. Benson et al. [1] suggested that obser-
vational studies usually provide valid information and could be used to explore the available 
databases. Only with a greater willingness to analyze these databases would it be possible 



 

 

3 Introductory Chapter: The Contribution of Cohort Studies to Health Sciences 
http://dx.doi.org/10.5772/intechopen.80178 

to achieve a realistic understanding of how observational studies can best be used. It should 
be noted that although clinical trials are considered the gold standard of clinical studies and 
are at the top of the traditional pyramid of scientific evidence, there may be limitations, for 
example, external validity that favors designs such as cohort studies [2]. Therefore, regardless 
of the type of research performed or evaluated in the clinical context, there must be appropri-
ate tools to discriminate the best available evidence for health decision making [3]. 

2. General aspects of cohort studies 

Cohort studies are similar to experimental studies since they are compared, exposed, and 
unexposed. The difference is that the researcher does not decide who is exposed, that is, does 
not assign the subject to one group or another; the patients go to one group to another for 
reasons of routine or daily clinical practice. 

The word cohort means a group or group of people and has traditionally been associated 
with the military concept of the infantry corps of ancient Rome [4]. Consequently, the term 
cohort in clinical research is used to designate a group of subjects that have a characteristic, or 
a set of characteristics, in common (factor of study or exposure), and are followed over time 
[4–6]. In general, in these types of studies, a group of individuals is recruited, none of which 
manifests the study event at the time of recruitment, but all of which are at risk of suffering 
or presenting the event [5–8]. This type of study can adopt a prospective, retrospective or 
ambidirectional modality [4, 8–11] (Figure 2). 

Prospective studies are planned in advance and carried out in a future period of time. The 
researchers pose a question and form a hypothesis about what might cause a disease and then 
observe a group of people over a period of time that can take several years. They collect data 
that may be relevant to the outcome or disease under study and, in this way, aim to detect any 
change in health related to the possible risk factors that they have identified.�

Retrospective cohort studies examine the existing data and attempt to identify risk factors 
for particular conditions. For example, existing medical records are used to look back in time 
to identify exposed and unexposed subjects and the subsequent development (or not) of the 
study outcome. The study maintains the sequence from the exposure to the result, although 
the data collection occurred after the fact. In this case, interpretations are limited because 
researchers cannot go back and collect missing data. 

As the name implies, in ambidirectional studies, data collection goes in both directions. 
This approach can be useful for exposures that have both short- and long-term results. The 
researcher can look back through the records that have already been collected and begin to 
track the subjects in the future for the onset of the outcome, or disease. 

Cohorts can also be classified as closed (fixed) or open (dynamic) cohorts [5, 6, 8]. Closed or 
fixed cohorts (Figure 3) are study designs that do not consider the inclusion of a population 
under study beyond the recruitment period set by the researchers. That is, the participants are 
recruited in the same period of time and do not allow the entry of new individuals during the 
follow-up. All members have follow-up periods that begin at the same time. 

http://dx.doi.org/10.5772/intechopen.80178


 

  

  

4 Cohort Studies in Health Sciences 

Figure 2. Cohort study designs. 

Figure 3. Closed (fixed) cohort study.�

In contrast, in an open or dynamic cohort, individuals can enter the cohort at different times 
during the study period. The study allows the entry and exit of new study subjects during 
the follow-up phase, so the number of members may vary over time. Participants can enter or 
leave the cohort when they meet eligibility criteria and are often defined by geographic units 
and population groups (Figure 4). 
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Figure 4. Open (dynamic) cohort study. 

Some limitations should be considered when designing or analyzing a cohort study. For 
example, they are less suitable for studying rare diseases or diseases with a very long latency. 
In general, they are inadequate for identifying the causes of a sudden disease outbreak. Like 
any observational researches, it offers clues about the causes of the disease, rather than defini-
tive evidence of the links between risk factors and health. Participants can leave the cohort, 
perhaps move away, lose contact or die from a cause that is not being studied. This can pro-
duce a bias in the results. 

3. The contribution of cohort studies as evidence in health research 

Compared with randomized controlled trials (RCTs), observational studies are likely to be 
faster, less expensive, and include patients that are more representative of routine clinical 
practice. Also, they avoid the ethical problems caused by the commitment of the therapeutic 
options. However, validity can be questioned by the inherent limitations of the design [12]. 

Analyzing the differences between the results of observational studies—such as cohort stud-
ies—and clinical trials suggests that there is little evidence of significant differences when esti-
mating the effects between observational studies and RCTs, regardless of the study design, the�
heterogeneity or the inclusion of studies with pharmacological interventions. Consequently, 
when exploring the reasons for the lack of consistency between results from the RCTs and obser-
vational studies, other factors must be taken into account apart from the study design per se [13]. 

However, even with the mentioned limitations, cohort studies have delivered important find-
ings that contribute to the understanding of multiple diseases and their risk factors (Table 1), 
for example, the Framingham Heart Study and the Nurses’ Health Study, among others.�

http://dx.doi.org/10.5772/intechopen.80178
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Name of cohort Type of cohort Year Participants Purpose 
study study 

Framingham 
heart study 
[14–16] 

British doctors’ 
cohort study [17] 

Whitehall study I 
[18–20] 

Nurses’ health 
study [21, 22] 

Whitehall study 
II [23–25] 

European 
prospective 
investigation 
into cancer and 
nutrition (EPIC 
study) [26, 27] 

The Korea 
nurses’ health 
study (KNHS) 
[28, 29] 

The Dutch 
famine birth 
cohort study [30] 

Seveso women’s 
health study 
[31, 32] 

Prospective 1948 

Prospective 1951 

Prospective 1967 

Prospective 1976 

Prospective 1986 

Prospective 1992 

Prospective 2013 

Retrospective 1944/1946 

Retrospective 1976 

5209 men and women 
in ages of 30–62 years 
residents of the eastern 
Massachusetts town of 
Framingham 

34,439 British male 
doctors 

19,019 male civil 
service (government) 
employees from 
London, United 
Kingdom aged 
40–69 years 

121,701 female 
registered nurses 

10,308 (6895 men 
and 3413 women) 
civil servant aged 
35–55 years 

521,457 adults, 
recruited by 23 centers 
in 10 European 
countries 

20,213 female 
registered nurses 
aged 20–45 years from 
Republic of Korea 

1116 Dutch female 
children born I 
Amsterdam during the 
“Hunger Winter”�

Women who were 
newborn to 40 years 
of age on July 10, 
1976 residing around 
Seveso, Italy at the 
time of an industrial 
accident on July 10, 
1976 

To examine the relationship between 
several factors and cardiovascular disease 

To assess the risk associated to smoking 
habits (lung cancer) 

To examine the role of social determinants 
in health; association of socioeconomic, 
behavioral, and metabolic characteristics 
with the risk of prostate cancer mortality; 
To assess life expectancy in relation to 
cardiovascular risk factors recorded in 
middle age 

The primary goal of the study was to 
evaluate the long-term consequences of 
oral contraceptive (OC) use, particularly its 
potential association with breast cancer risk 

Role of social determinants of disease 
and mortality; to evaluate effect on health 
and disease of the work environment, the 
moderating effect on these relationships 
of social supports, and, the interaction 
between psychosocial factors in the etiology 
of chronic disease 

To examine the relationship between diet 
and cancer 

To evaluate the effects of occupational, 
environmental, and lifestyle risk factors on 
the health 

To examine short- and long-term effects 
of a limited period of extreme nutritional 
deprivation 

To study the relationship of dioxin (TCDD) 
on reproductive health 

Table 1. Examples of cohort studies. 
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4. Conclusion 

Cohort studies are classified as the most robust form of medical research after experiments such�
as randomized controlled trials and may be the only alternative for evaluating causal relation-
ships when it is impossible to perform experimental studies. Therefore, cohorts should be con-
sidered for studying various health problems both in hospitals and in the ambulatory context. 
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1. Cohort studies

1.1. Introduction

The term “cohort” originates from Latin “cohors” [1]. A term that was used in the military 
back in Roman times, which referred to a unit that is comprised of 300–600 men, of which 
each 10 cohorts were named a legion [2]. In the field of epidemiology, Frost was the first to 
introduce the term “cohort study” back in 1935 [3]. Cohort refers to a group of individuals 
that share a common factor or a defining characteristic [4, 5], or in other words, cohort is a 
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certain component of a specific population that can be measured and followed throughout 
time [6]. Cohort studies are classified under the non-experimental type of studies [4], which 
are observational by default [7]. 

A cohort study follows people as groups, two or more, from exposure to outcome [2, 8]. The 
two groups would be categorized based on their exposure status to “exposed” and “unex-
posed” [4, 9, 10]. If there were multiple groups then these would be categorized either by 
the type or level of exposure [4]. The main characteristic of a cohort study is that it follows 
participants in a forward manner, from the presence of the exposure to the presence of the 
outcome [2, 9–11]. Or as De Rango describes it: using a longitudinal pattern, a cohort study, 
follows a group or groups of individuals over time in order to ascertain the incidence of a 
predetermined outcome after being exposed to a certain factor, whether being a risk factor, 
medication, or intervention [12]. Cohort studies can either be prospective (concurrent) or ret-
rospective (non-concurrent) [9]. 

1.2. Ranking of cohort studies 

Researchers agree that cohort studies, as related to the hierarchy of evidence, rank below 
meta-analysis, systematic review and randomized controlled trial, but rank higher than case– 
control studies, cross sectional studies, case series/reports [13–16]. As newer models or clas-
sifications of the hierarchy of evidence have emerged, where meta-analysis and systematic 
reviews have been removed from the hierarchy and repositioned as a magnifying glass or 
a lens through which evidence from other types of studies can be viewed or scrutinized; 
cohort studies remain below randomized controlled trials and higher than the other types 
[17]. Cohort studies provide information on the relationship between exposure and outcome 
when a randomized controlled trial is not possible to conduct for whatever reason [6, 15]. 

1.3. Advantages of cohort studies 

Cohort studies are the design of choice when randomization is not practical or ethical [6, 18]. 
They are also useful in the study of infections [9] and for hypothesis generation [19]. Due to 
the design of cohort studies, and since temporal sequence is present, both incidence rate and 
cumulative incidence can be calculated [2, 8, 20–22]. They also allow for the measurement of 
relative risk (RR) [2, 8, 23], hazard ratio [8], and attributable risk [8, 23]. Furthermore, they allow�
for the study of multiple outcomes that can be associated with a single type of exposure [2, 20] 
or multiple exposures [18]. Additionally, they allow for the study of rare exposures [2, 18, 20]. 
Finally, cohort studies have lower risk of encountering survivor bias [2], and recall bias [9, 21]. 
Survivor bias occurs when focusing only on those who survived or made it through a certain 
criteria or point, and ignoring those that didn’t, such as studying rapidly fatal diseases [2]. 

1.4. Disadvantages of cohort studies 

Among the disadvantages of cohort studies is selection bias, which may occur when the par-
ticipants are not representative of the population or of the patient grouping that they fall 
under. This in turn will influence how well or not the results can be generalized to the rest of 
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the population, in what is known as external validity [2, 12, 18, 24, 25]. This will be covered 
later in section three of this chapter under aspects of cohort studies. Another disadvantage 
is that causation cannot be established from cohort studies [18, 20], as it would require an 
experimental design in order to determine any causal effect [20]. However, due to the longi-
tudinal design of cohort studies, they may aid in studying a certain causal hypothesis [20]. A 
third disadvantage is that they require a large sample size, which might pose an issue when 
dealing with outcomes that take a long time to develop [10]. Finally, cohort studies cannot be 
used to study rare outcomes [23]. 

2. Prospective cohort studies 

2.1. Types of cohort studies 

Cohort studies are either prospective or retrospective [1, 2, 18]. In the former, the researcher 
would assess exposure at baseline and then follow the person over time in order to determine 
the outcome such as the development of a disease [9, 18, 20, 21, 26]. In the latter, the order is 
reversed, as a cohort is established after the follow up has been conducted, or the outcome has 
developed, and exposure is then assessed in a retrospective manner [9, 18, 20, 21, 27]. Merrill 
indicates that the outcome status at the start of the study is what determines the overall study 
type. If the outcome has not yet developed then it is a prospective study, and if the outcome 
has already developed then it is a retrospective study [23]. Cohort studies can also be classi-
fied based on whether or not participants are replaced once they are lost. If those that drop 
out or are lost to follow up are replaced with new participants, then this would be classified 
as a dynamic or an open cohort. In the case that those lost do not get replaced, then it would 
be classified as a fixed or closed cohort [4, 20]. 

2.1.1. Prospective cohort studies 

Prospective cohort studies, as the name indicates, observes a group of people after being 
exposed to a certain factor in order to investigate the outcome, following the natural sequence 
of time, starting with the present and looking forward in time [12, 18, 20], which in turn pro-
vides true risk (absolute) estimates for the groups under investigation [26]. It is considered 
the gold standard among observational studies [8]. Under this type of study, the researcher 
would have control over data collection methodology, as well as the overall cohort study set 
up, which gives prospective cohort studies an advantage over retrospective cohort studies 
[9]. Further advantages and disadvantages of prospective cohort studies are discussed below.�

2.1.1.1. Advantages of prospective cohort studies 

Euser et al. highlight the major advantage of prospective cohort studies as being accurate 
in regards to the information collected about exposures, endpoints, and confounders [18]. 
Others list the following as advantages of prospective cohort studies; first: the exposure has 
already been measured before the outcome has occurred, which allows for the assessment of 
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temporal sequence [28]. This allows for the calculation of incidence and the determination of 
the disease process [2, 12, 20, 23]. Second: elimination of recall bias, as there is no need for 
any recollection of information since the data is being collected in a prospective manner [7]. 
However, Kip et al. reported that recall bias can pose an issue in prospective cohort studies if 
the exposure is self-reported, brief, and requires multiple measurements, such as stress epi-
sodes [29]. Third: It allows for the study of exposures were randomization is not practical or 
ethical [12]. Fourth: it allows for the study of rare exposures [20]. Fifth: it allows for the study 
of multiple outcomes [20, 26]. 

2.1.1.2. Disadvantages of prospective cohort studies 

Among the disadvantages of prospective cohort studies is the loss to follow up, which is com-
mon among cohort studies. This can ultimately lead to differential loss to follow up among 
those exposed and unexposed, which in turn can complicate the interpretation of the results 
[2, 7, 12, 18, 24]. Another disadvantage is that they are time consuming if follow up periods are 
far apart. This would be resource consuming as well, which would make prospective cohort 
studies not suitable for the study of outcomes that take long time to develop [18, 20, 24, 26]. A 
third disadvantage is that they are expensive to conduct [18, 20, 30]. The third section of this 
chapter is dedicated to providing examples of prospective cohort studies. 

2.1.2. Retrospective cohort studies 

As previously described, retrospective cohort studies, also known as historic [28] or historical 
[24] cohorts, use data that has already been collected, such as databases of healthcare records, 
in order to investigate the association between the exposure and the outcome [22, 24, 26, 
28]. Although the outcome has already occurred, the design of retrospective cohort studies 
is similar to those of prospective cohort studies [22]. They also have similar advantages and 
disadvantages [26, 28]. Hess indicates that retrospective studies in general are useful as pilot 
studies for future prospective studies [31]. 

Retrospective cohort studies have advantages and disadvantages. They are time efficient and 
cheap since the data has been collected previously and is available for scrutiny [18, 20, 26]. 
Additionally, since the exposure has already been measured before the outcome has occurred, 
this allows for the assessment of temporal sequence [28]. However, retrospective cohort stud-
ies use information that has been collected in the past for another objective other than the 
current study [18], and in some cases, collected for a purpose that is not related to medical 
research [9]. Due to this factor, the investigator lacks control over the collection of data [24, 26, 
27]. Additionally, the measurement of exposure and outcome might be inconsistent or inac-
curate, which can become a source of bias [24, 27, 28, 31, 32]. 

Examples of retrospective cohort studies: 

High plasma phosphate as a risk factor for decline in renal function and mortality in 
pre-dialysis patients [18, 33]. In this study, Voormolen et al. followed the clinical course 
among incident pre-dialysis patients, using medical charts, to study the decline in kid-
ney function and its association with plasma phosphate levels [18, 33]. 
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Assessment of female sex as a risk factor in atrial fibrillation in Sweden: nationwide 
retrospective cohort study [28, 34]. In this study, Friberg et�al. investigated gender dif-
ferences in the incidence of stroke among those with atrial fibrillation using the Swedish 
hospital discharge registry [28, 34]. 

Outcomes of care by hospitalists, general Internists, and family physicians [35]. In this 
study, Lindenauer et al. collected data from various hospitals in the USA, and compared 
the outcome of patients treated by the three types of care provider [35]. 

2.1.3. Aspects of cohort studies 

2.1.3.1. Validity 

Validity is the epidemiological assessment to the lack of systematic error [4, 11]. There are 
two types of validity: internal validity and external validity [4, 11, 25]. Internal validity refers 
to the inferences made from the study that are related to the same source population [4, 5, 11, 
25, 36], as to whether or not the study has measured what it had originally planned on mea-
suring [25, 36]. For an example, if the exposure caused the observed change in the outcome, 
then the study would be considered to have high internal validity [11]. On the other hand, if 
the observed change in the outcome was caused by a systematic error (bias), then the study 
would be considered to have low internal validity [11]. Threats or violations to internal valid-
ity will be discussed later in this section under bias. 

External validity refers to the degree to which the study results can be generalized to other 
populations [4, 5, 11, 25, 36]. For example, if the study participants were not representative 
of the general population, then the study results cannot be generalizable to others [12]. The 
highest level of external validity occurs when the results can be generalized to three other 
domains: other populations, other environments, and other times [36]. External validity can 
be improved by using random selection [37]. 

It is essential to have internal validity in order to establish external validity; that is the study 
must have internal validity in the first place in order to have external validity [4, 11]. For an 
example, if the exposure caused the observed change in the outcome, then the results can 
be generalizable to others. If the observed change was caused by any other factor, then the 
results cannot be generalized to others [4, 11]. Based on the validity hierarchy, cohort studies 
are considered to have low internal validity, while the external validity is high [11, 16]. 

2.1.3.2. Bias 

Bias is a study systematic error in the design, conduct, or analysis that can be categorized into 
three main categories: selection bias, information bias, and confounding [4, 25, 38]. Selection 
bias occurs when the sample chosen for the study is not obtained randomly, so that the sample 
chosen is no longer representative of the overall population [4, 25, 38, 39]. This type of bias 
includes three types: attrition bias, non-respondent bias, and the healthy entrant effect [38]. 
Attrition bias, or loss to follow up bias, occurs due to dropouts or death, which can be encoun-
tered in studies with long follow up durations (prospective) [23]. Non-respondent bias occurs 
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when those that respond are different than those that don’t respond. For example, nonsmok-
ers are more likely to return questionnaires about smoking than smokers are [25]. The healthy 
entrant effect or the healthy worker effect occurs when there are differences between those 
that are exposed and those that are not exposed. For an example, when comparing working 
individuals to the general population, as workers are more likely to be healthier than the 
general population. In order to avoid this type of bias, it is recommended to use two similar 
groups, such as using two groups of working individuals [23]. 

Information bias (measurement bias) [25], occurs when the data obtained is being recorded 
inaccurately [4, 25, 38–40]. This type of bias can be differential (nonrandom) or nondiffer-
ential (random) as related to the outcome [4, 9, 23, 25]. The former is dependent on other 
variables and leads to overestimation or underestimation of any possible association, while 
the latter is independent from other variables and leads to underestimation of any pos-
sible association [4, 9, 23], and if the exposure was dichotomous, this type leads to bias 
towards the null [9]. Non differential is more commonly encountered in cohort studies [9]. 
Information bias can be reduced by using standardized assessment tools that have been 
validated [9]. Information bias is also known as classification bias, observation bias [25], or 
misclassification bias [23]. 

Confounding: confounding is a distortion of the effect [4, 25] that may lead to overestimation 
or underestimation of an effect, or even reversing the direction of an effect [4]. A confound-
ing factor is a risk factor that is associated with the exposure and influences the outcome, 
however, is not related to the causation sequence [4, 25, 39]. Unlike selection and information 
bias, confounding can be controlled for prior to study initiation, or after study completion 
[25]. Controlling for confounding factors can be accomplished through: restriction, matching, 
stratification, and using multivariate techniques [23, 25, 27]. 

Restriction would involve excluding those with the confounding factor [23, 25]. If the con-
founding factor is categorical, then participants that fall within that category would be 
excluded [4], such as if smoking was considered to be a confounding factor, then those that 
smoke would be excluded [25]. If the confounding factor was continuous, such as age, then a 
range of that variable would be used to restrict the confounding [4]. Matching would involve 
choosing two groups that are similar to each other as much as possible [23, 25, 41], such as 
matching by gender or age [39]. Matching can be either individual matching or frequency 
matching. The former involves matching on an individual participant level, while the latter 
refers to matching on a group level [4]. Overmatching may occur when matching is being 
used, which may reflect on the statistical efficiency, validity, or cost efficiency of the study [4]. 
After the completion of the study, and during the analysis stage, stratification can be used to 
control for confounding by dividing the groups into several subgroups that are based on the 
confounding factor [23, 25, 39, 41]. Multivariate techniques are also used during the analysis 
stage and allow for the control of multiple factors [25, 39, 41]. 

2.1.3.3. Exposure and risk 

Exposure must be determined using a clear and accurate definition [2, 22], which in some 
cases may involve levels of exposure [2]. This helps in eliminating possible selection bias 
[2]. The challenge becomes greater when there are multiple exposure assessments over an 
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extended period of time [30]. The validity and the cost are two important aspects that must be 
taken into consideration when selecting an exposure measurement tool [30]. 

Both groups, those exposed and those that are not exposed should be at risk of eventually 
developing the outcome at some stage [2]. The exclusion criteria should exclude those that 
are not at risk of developing the outcome [24]. For an example, a study investigating the role 
of antipsychotics in the development of diabetes, should exclude those with diabetes to start 
with, since they are not at risk [10]. This helps in eliminating possible selection bias [2]. 

2.1.3.4. Outcomes 

Outcomes should have a clear and specific definition from the beginning of the study [2, 22], 
which must be measurable as well [2, 22]. Outcomes should also be measured in a similar 
manner across all participants [2, 22]. This helps in eliminating possible information bias [2]. 
It is recommended to use measurement tools that have been previously validated when deal-
ing with secondary data, and to blind those who are assessing the outcome when dealing with 
primary data [10]. 

2.1.3.5. Controls 

The comparison group or controls (unexposed group) should be similar to the exposed group 
in all possible aspects, but differ in regards to the exposure itself [2]. Three types of controls 
can be used, with the first being the most preferable: internal comparisons, other external 
cohorts, and the general population [2]. 

2.1.3.6. Follow up 

To avoid loss to follow up and its consequent effects on the validity of the study results; mea-
sures should be taken in order to minimize the attrition rate [2, 22, 24, 27, 42]. Some of these 
actions include excluding those that are at high risk of not committing to the study, providing�
incentives for participation, collecting personal information that would allow or facilitate future 
contact, and maintaining ongoing contact on regular basis during the conduction period of the 
study [2, 23, 24, 27]. The maximum acceptable limit for loss to follow up is 20% [23, 24, 42]. 

2.1.3.7. Precision 

Precision is based on the absence of random error or chance [4, 11]. This random variation can 
be due to the sample itself, or how it was selected, or how it was measured [4, 11]. Standard 
deviations and confidence intervals are useful in determining the precision of a study, as a large�
standard deviation or a wide confidence interval would indicate low precision [11]. Random 
error or variation can be reduced by increasing the sample size [4, 27, 43], improving how you 
sample and how you measure, in addition to using the appropriate statistical methods [43]. 

2.1.3.8. Analysis of data 

The main statistical term or product of cohort studies is the relative risk or risk ratio [6, 21], 
which represents the risk of developing the outcome among those that are exposed in relation 
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to those that are not exposed [20]. An RR that is equivalent to 1 indicates an absence of any 
type of association. An RR that is greater than 1 would indicate that there is a positive cor-
relation between the exposure and risk of developing a disease. An RR that is smaller than 
1 would indicate the presence of a protective effect between the exposure and the outcome 
[12]. Other outcome measures include: hazard ratios, survival curves, and life-table rates [2]. 
Some of the common statistical analysis involving cohort studies include: analysis of variance 
(ANOVA), multivariate analysis of variance (MANOVA), mixed effect regression model, and 
generalized estimating equation models [7]. 

2.1.3.9. Reporting 

The reporting of prospective cohort studies should follow the STROBE guidelines [12], which 
also apply to other observational studies [41, 44]. This acronym stands for: Strengthening the 
Reporting of Observational Studies in Epidemiology. These guidelines were designed by a 
group of international scholars including journal editors, epidemiologists, statisticians and 
researchers in order to set universal standards when reporting observational studies. It is com-
prised of a 22 item checklist that precisely dictates what should be reported under each section 
of an article [44–47]. Sessler and Imrey indicate that the most crucial ones are related to the 
study: objectives, methodology, definitions, source of data, statistical analysis, participants,�
and results [41]. Further information can be found at http://www.strobe-statement.org/.�

Bookwala et al. outlined three main factors that aid in evaluating prospective cohort stud-
ies in their article titled “the three-minute appraisal of a prospective cohort study”. These 
are related to (1) comparison groups selection; (2) the impact of confounding variables; (3) 
type of analytical strategy used [48]. Finally, the equator network (which is supported by 
the University of Oxford, UK, and aims to improve the quality and transparency of health 
research) provides guidelines and instructions for the reporting of various kinds of studies. 
These can be found at www.equator-network.org. Additional information regarding what to 
look for in a cohort study, as well as evaluation checklists can be found elsewhere [2, 8, 11, 25, 
39, 48, 49]. The next section of this chapter will cover examples of famous prospective cohort 
studies from the medical field.�

3. Examples of prospective cohort studies 

3.1. The Framingham Heart Study 

3.1.1. Overview 

The Framingham heart study, initiated in 1948 by The National Heart Institute (currently 
the National Heart, Lung, and Blood Institute) [50], is considered to be the longest, ongoing, 
prospective cohort study in the history of the USA [51]. Others view it as a live model that 
illustrates the cohort design [52]. The study was based on the hypothesis that arteriosclerosis 
and hypertensive cardiovascular disease are the result of several causation factors combined 
rather than an individual factor [53]. Based on this, the aim of the study was to investigate 
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the factors that contribute to the development of cardiovascular disease (CVD) by following 
a large cohort of individuals over a long period of time [50]. Back then in 1951, when the first 
article about the study was published, little was known about arteriosclerosis and hyperten-
sive cardiovascular disease [53]. 

The original cohort included 5209 participants, ages 30–62 years, that were recruited at the 
beginning of the study in the town of Framingham, Massachusetts, USA [50]. The same cohort 
has been followed since initiation every two years for physical, laboratory, and lifestyle exam-
inations [50]. The second generation, the offspring cohort, was recruited in 1971 and included 
5124 participants. While 1994 witnessed the enrollment of the first Omni cohort (n�=�506), in 
order to diversify the study population. More recently in 2002, the third generation cohort 
(n�=�4095) was enrolled, while in 2003 the new offspring cohort (n�=�103), and the second Omni 
group (n�=�410) was enrolled [50]. The study continues to follow these cohorts every 2–6 years 
[54]. This multi generation, multi ethnicity, enrollment design aided significantly in the study 
of genetics in relation to a wide range of factors and illnesses [51, 54]. 

Based on the Framingham study data, since initiation and through November 2017, a�
total of 3561 articles have been published so far [55]. The accumulation of knowledge that 
has risen from this study has shed the light on cardiovascular disease risk factors [50, 
51, 56], by further expanding on our understanding of chronic illnesses such as diabetes, 
obesity, metabolic syndrome and nonalcoholic fatty liver disease [51, 57]. Such risk fac-
tors include high blood pressure, high cholesterol levels, smoking, obesity, diabetes, and 
physical inactivity [50, 57]. 

The study was the basis of which the Framingham risk score was built on [56]. Initially pub-
lished by Wilson et al. in 1998 [58], it allows for the calculation of a 10 year risk estimate of 
developing coronary heart disease (CHD) based on the levels of different variables [56, 58]. 
This would allow for the undertaking of preventive measures [56]. Later on in 2002, the Adult 
Treatment Panel of the National Cholesterol Education Program used the risk score as a foun-
dation for its risk calculator [56]. 

3.1.2. Study findings�

The study website (https://www.framinghamheartstudy.org/about-fhs/research-milestones.�
php) covers a long list of findings, among those; cigarette smoking was discovered to increase 
ones risk of developing heart disease back in 1960. In 1970, high blood pressure was discov-
ered to increase ones risk of stroke. In 1988, the beneficial effects of HDL cholesterol were 
discovered. In 2002, the study found that obesity is considered a risk factor leading to heart 
failure. More recently in 2010 sleep apnea was linked to a higher risk of stroke [59]. More 
information and a full list of research milestones can be found elsewhere [59]. 

3.1.3. Strengths and weaknesses 

In addition to what had been previously discussed regarding the benefits of the prospec-
tive design of the study, a high retention rate is among the strengths of the Framingham 
Heart Study as participants continue to return for their follow up visits despite the years [54]. 
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Among the weaknesses is that the study was conducted in one population residing in one 
locality [7], which in turn reflects on the ability to generalize findings to other populations [58]. 
Another weakness is that the study cohort was not randomly selected, as investigators had to 
use volunteers in order to obtain the necessary sample. The final cohort ended up being more 
healthy when compared to the general population [7, 60]. 

3.2. The Nurses’ Health Study (NHS) 

3.2.1. Overview 

This National Institutes of Health (NIH) funded study started in 1976 [61], and as of today 
includes more than 275,000 participants and counting, as the Nurses’ Health Study 3 is still 
recruiting subjects [62]. The study looks into the risk factors that have been implicated in 
major chronic diseases among women [62]. Initially, the study focused on heart disease, can-
cer, smoking, and contraceptive methods [61]. As the study evolved, it investigated many 
other lifestyle factors, characteristics, and diseases [61, 63]. 

The original cohort of the study has been followed up on by mail every two years, with 
a minimum response rate of 90% [61]. The second cohort, under NHS 2, was enrolled in 
1989 and included 116,430 women. These also were followed up on using mail every two 
years. A food frequency questionnaire was added in 1991 and was mailed out every four 
years, with a response rate of 85–90%. Later on blood and urine samples were collected 
from participants [61]. The third cohort, under NHS 3, was enrolled in 2010 and is still 
enrolling, with a goal of diversifying the study population to include other ethnic back-
grounds [61]. 

3.2.2. Study findings�

The study website (http://www.nurseshealthstudy.org/about-nhs/key-contributions-scien-
tific-knowledge) covers numerous study findings, such as reporting lower risk of colon can-
cer and polyps with higher levels of vitamin D [64]. Also among the findings, Giovannucci 
et al. reported lower risk rates of colon cancer with longer duration of aspirin usage [65]. 
Baer et al. reported on mortality related risk factors among the NHS cohort [66]. Other find-
ings related to breast cancer, CHD, stroke, colon cancer, hip fracture, cognitive function, and 
eye disease, in relation to cigarette smoking, oral contraceptives, post-menopausal hormone 
therapy obesity, alcohol, and diet can be found elsewhere [64, 67–79]. More recently Colditz�
et�al. summarized the findings and impact of the three NHS studies in an article published in 
the American Journal of Public Health [80]. 

3.2.3. Strengths and weaknesses 

With focus on women, it is considered to be the longest and largest running prospective cohort 
study that investigates the role of lifestyle on health [63]. Among the strengths of this study is 
that it included multiple assessments of the various lifestyle characteristics and exposure fac-
tors [63, 80], in turn, it also contributed to the methodology of lifestyle assessment in general, 
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which has been used in other studies [63, 80]. Additionally, it allowed for the calculation of 
mortality rates [63]. As for the weaknesses, white women dominated the original cohort, which 
reflects on the generalizability of the study results [4, 63]. 

3.3. The Caerphilly Prospective Study (CAPS) 

3.3.1. Overview 

Also known as the Caerphilly Heart Disease Study, this study was conducted in Caerphilly, 
South Wales, UK, and focused on ischemic heart disease (IHD) in relation to hormones, hemo-
static factors, and lipids [81]. As the study evolved, other investigations were included which 
looked into cognitive function, stroke and hearing problems [81]. 

The study included four phases. In the first phase, 2512 males, ages 45–59�years, were 
recruited in 1979. The procedures included blood tests, electrocardiogram (ECG), clinical his-
tory, lifestyle and IHD related questionnaires [81]. The second phase ran from 1984 to 1988 
and included 447 males. An audiometry test was added to the list of investigations that were 
included in the first phase [81]. Phase 3 took place from 1989 to 1993 and added a cognitive 
function test and a bleeding time test [81]. Phase 4 was conducted from 1993 to 1997, which 
included the audiometry and cognitive function tests originally included in the second and 
third phases, respectively [81]. Follow up was conducted at a later stage through mail. The 
study has accumulated in a total of 150 studies and counting [81]. 

3.3.2. Study findings�

Among the findings of the Caerphilly Prospective study; Elwood�et�al. showed that adopting 
a healthy lifestyle was associated with lower rates of chronic disease, as well as less cognitive 
impairment and dementia [82]. In other findings, Mertens et�al. reported an inverse associa-
tion between CVD and adopting a healthy diet [83], while Bolton et al. reported an inverse 
association between mid-life lung function and arterial stiffness among men [84]. Additional 
findings can be found elsewhere [85–91]. 

3.4. Conclusion 

The three sections of this chapter covered the two types of cohort studies. Observational stud-
ies in general and cohort studies in specific are a good source of information when an experi-
ment is not feasible. Prospective cohort studies provide valuable information when studying 
the relationship between exposure and outcome. As with any type of study, prospective 
cohort studies come with advantages and disadvantages that need to be taken into consider-
ation when interpreting the results of these studies. 
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Abstract 

Good practice in research involves considering diverse sources of biases when designing a 
study for later validation of results. If they are recognized beforehand, it is possible to 
minimize or avoid them. Selection biases may originate at the time of enrolling the sub-
jects of study, making it necessary to clearly state the selection criteria of the exposed and 
nonexposed individuals. If people get lost from the original sample, bias may be intro-
duced by the consequences of reducing the sample. Biases of information could originate 
in loss of evidence at the moment of recording the data. The definition of follow-up 
protocols may also help to keep registers of all variables, so information will not be missed 
from the individuals under study or from the observers who conduct the follow-up. It is 
necessary to apply the same protocols and instruments for measuring and evaluating the 
health outcomes in exposed and nonexposed individuals in order to avoid biases of miss-
classification. Confusion biases can be avoided at the time of designing the study, with the 
inclusion of confounding variables from the onset. Matching by age and gender is strongly 
recommended, and finally, adjustment techniques are used at the time of the data analysis. 

Keywords: systematic error, selection bias, information bias, confusion, interaction, 
cohort studies 

1. Introduction 

The external validity of the results of an analytical study (including cohort studies) is deter-
mined by the possibility that the results can be extrapolated to larger populations, making the 
representativeness and randomness of the sample(s) important. However, there is controversy 
about the real need of representativeness when other situations are more relevant in the study, 
for example, some practical reasons, restrictions in the selection criteria or focus in certain 
population groups [1]. 
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Internal validity, however, is determined by a series of factors that can lead to systematic errors 
or biases [2]. Bias can originate both in the design stage of the study, such as sample selection, 
data collection or analysis, but can be minimized with good planning of the study protocol or 
using statistical analysis techniques in this phase of the study [3]. The sample size will deter-
mine the validity in terms of the statistical power necessary to reject or approve the working 
hypothesis. An adequate sample size will make it easier to avoid random errors in the results 
of the study. 

Although cohort studies have a lower risk of presenting biases than other types of epidemio-
logical studies (ecological, cross-sectional or prevalence studies, cases and controls), they are 
not free of them. This chapter highlights the types of biases, their origin, their effects on the 
validity of the study and ways to avoid or minimize them. The chapter also gives examples 
that allow better understanding of the concepts as well as practical advice when carrying out a 
cohort study. 

1.1. Feasibility considerations 

Study protocols should always adhere to the evaluation of duly accredited Scientific Ethics 
Committees. Ethical principles indicate that all participants must adhere to informed consent 
before beginning to participate in the study, being able to understand all the implications of 
participating and to decline his/her participation at any moment. Authorizations of the managers 
in charge of the administration of any institution (healthcare centers, schools, municipalities, 
hospitals or others) are usually required to access the registered data or to collect the health 
information of the users. In studies of occupational health, authorization of the workplaces is 
required to perform the evaluations of jobs and workers exposed to occupational hazards. In 
studies about infants or children, framed in the educational sector, the assent of the minors is 
required, in addition to informed consent of the parents/guardians/proxies, and authorization of 
the executives of participating educational facilities. Collaboration agreements, purchase of 
laboratory services, transport, locations, surveyors, data analysis, computer support and other 
technical and logistical requirements that involve carrying out a follow-up study of people, 
usually for several years, must also be managed. When a large research team is involved, 
protocols must be in place for recruitment, evaluations, transporting and storage of samples 
and materials, laboratory procedures, recording data, backing up information and so on. 

2. Bias in cohort studies 

Certainly, among analytical epidemiological research, cohort studies are less prone to have 
bias than the case-control ones, specifically regarding memory bias. But as any other epidemi-
ological study, several biases could be present in cohort studies. In this sense, researchers must 
be aware of those biases in advance and take them into account at the moment of selecting 
participants, designing the study (collection tools/instruments), when registering the data 
during field work (data base design) and, later on, at the moment of analyzing and interpr-
eting the data (statistical analysis). 
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We understand bias as systematic errors that can lead to mistaken results or interpretation 
regarding the association under study, when the purpose of a study is assessing the association 
of certain factors toward supporting the causality of a health event or outcome [4]. 

There are several ways of classification of biases. For academic proposes, we will use the 
following classification [2, 4]: 

Selection bias: originated from the way the participants of the study are selected or followed 
and can affect the apparent association between the exposure and outcome. 

Information biases: could originate in the observed individuals, in the observers or in the 
instruments used to assess the outcomes. 

Confusion bias: their origin is in the relationship that other variables that are not the exposition 
are related to the outcome, and can modulate the effect(s) of the exposition, contributing to a 
spurious association. 

We will now review each kind of bias in detail and with some examples. 

2.1. Selection bias 

In cohort studies, the researcher must select exposed and nonexposed individuals. In the first 
place, it should be understood that both groups are representative of the general population 
from where they are taken, in order to facilitate the external validity of the study (basic 
condition to generalize the results in order to support causality). This condition, however, 
would not necessarily affect the internal validity. In other words, the internal validity is due 
to systematic errors sourced in stubborn participation of individuals. 

The appropriated assessment of the exposure is the first crucial step. Auto-selection is one of the 
circumstances that could lead to inaccurate selection. As an example, a study conducted among 
pregnant women in Norway intended to evaluate auto-selection bias by comparing two cohorts; 
one group was taken from the Medical Birth Registry (2000–2006) as a population-based cohort, 
and the second group was from women who agreed to participate in the Norwegian Mother and 
Child Cohort Study. The results suggested that the prevalence estimates of exposures and the 
outcomes were biased due to self-selection in the Norwegian Mother and Child Cohort Study. 
Nevertheless, the estimates of exposure-outcome associations were not biased [5]. But in other 
cases, the associations could also be flawed. 

Another example for selection bias might occur when the compared cohorts are part of a 
population who receive public health interventions, so the exposure can be misled by this 
influence. That is the example given by researchers who studied the association of bad water 
quality (measured by E. coli burden) and development of diarrhea in Bangladesh. Interven-
tions to purify water (use of chlorine) may interfere by reducing the pathogens and misclassify 
the exposure [6]. 

Selection criteria must be clearly defined from the beginning of the study in a way that ensures 
that biases are avoided. For example, a research was conducted with the objective of assessing 
the association between exposure to pesticides and neurocognitive impairment, including fine 
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motor coordination [7]. The researchers used Purdue Pegboard and MOART reaction time 
tests to measure the outcome. If any right- or left-handed people were selected, bias may be 
introduced when evaluating the outcomes due to the way that the tests are performed. Both 
tests have separated evaluation of left and right hands, giving certain scoring to the perfor-
mance. Then, one important inclusion criterion to consider was right-handed people only; so 
the responses were standardized under the same criteria, and bias was eluded. 

Another example of selection bias can happen in large multicenter cohort studies evaluating 
the association between diet and cancer. In this case, systematic errors may originate in the 
measurement of the exposure by dietary questionnaires that are not easy to standardize for all 
locations. Researchers suggest to use the calibration approach for such cases [8]. 

Another type of selection bias is known as the nonresponders or no-participation bias, which 
are less frequent in prospective cohort studies due to the need for strict following-up of the 
participants, strengthening the evaluations during the follow-up visits, encouraging partici-
pants and evaluators (observers) to always respond and/or register the records properly. 
Nevertheless, missing data could be present in retrospective cohort studies, where previously 
registered data are used. This will be explained in detail later, related to the information biases 
(Section 2.2). 

In prospective cohort studies, loss of follow-up may occur, giving rise to selection bias. Loss of 
follow-up bias is caused by the loss of individuals from one or more exposure groups. Because 
cohort studies take normally several months or years of following the participants, it is 
expected that life situations will vary from time to time, causing some of the participants to 
get lost during the development of the study. Individuals can be lost homogeneously in the 
groups to be compared, causing bias of poor global miss-classification, which generally leads 
the estimate toward the null value [9]. Or individuals from a single group can be lost, causing 
bias of poor differential miss-classification. In the first case, the estimated risk would not be 
severely affected, because the incidence rates would keep similar in both groups, but the 
power of the results may be lost. In the latter case, the results to be obtained may be 
underestimating or overestimating the association. For example, if the people who are exposed 
and develop the outcome (disease) are lost, the incidence rate may be lower among the 
exposed individuals and the relative risk (RR) would be underestimated. On the other hand, 
if people who are not exposed and do not get the disease after time of follow-up get lost, then 
the incidence rate among the nonexposed will be higher and the RR would be overestimated. 

Here is a hypothetic example showing the four possibilities of losing individuals: 

Original data: 

Size of the exposed cohort = 1000. 

Size of the nonexposed cohort = 1000. 

Number of individuals with the outcome among the exposed = 100. 

Number of individuals with the outcome among the nonexposed = 10. 
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Correct results: 

Incidence rate in exposed = 100/1000 = 0.1. 

Incidence rate in nonexposed = 10/1000 = 0.01. 

Relative risk = 10. 

Loss of 50 individuals during follow-up with the disease among the exposed: 

Incidence rate in exposed = 50/1000 = 0.05. 

Incidence rate in nonexposed = 10/1000 = 0.01. 

Relative risk = 5. 

Loss of five individuals during follow-up with the disease among the nonexposed: 

Incidence rate in exposed = 100/1000 = 0.1. 

Incidence rate in nonexposed = 5/1000 = 0.005. 

Relative risk = 20. 

Loss of 100 individuals during follow-up without the disease among the exposed: 

Incidence rate in exposed = 100/800 = 0.125. 

Incidence rate in nonexposed = 10/1000 = 0.01. 

Relative risk = 12.5. 

Loss of 200 individuals during follow-up without the disease among the nonexposed: 

Incidence rate in exposed = 100/1000 = 0.1. 

Incidence rate in nonexposed = 10/800 = 0.0125. 

Relative risk = 8. 

As you can see, the estimated association variation is given by the number of people who 
completed the follow-up schedule. The general recommendation is that 60–80% of the individ-
uals complete the timeframe defined originally, but a study that simulated a cohort of 500 
observations with 1000 replications in computer found utterly biased estimates of the risks 
with low ranks of loss to follow-up [10]. On the other hand, as was already said, the results of 
the diminution in the number of subjects can also affect the statistical power of the results. 
Then, in the design of the study, at least 10% sample loss must be considered, so this propor-
tion must be added to the minimum calculated sample size for the study. During the field work 
phase, measures need to be taken in advance in order to avoid losing individuals. To ensure 
the permanence of the individuals during the follow-up time, it is suggested to include 
incentives for the participants. These incentives do not necessarily have to be monetary, and a 
food and transportation voucher can be offered for those who attend scheduled evaluations. 
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In addition, it may happen that nonexposed individuals enter into the exposed group or vice 
versa. An example of this could occur when studying the association of tobacco consumption 
and a certain outcome. Then, during the study, people who smoke can leave the consumption 
and/or people who do not smoke can start smoking. In those cases, it is suggested to use the 
incidence density indicator instead of the cumulative incidence. The incidence density is 
interpreted as exposure measured in units of person-time, for example, person-weeks or 
person-days. Person-time is the sum of the time periods of observation of each person who 
has been observed for all or part of the entire time period [4]. 

The incidence density is calculated as follows: 

Number of new cases of a disease occurring in a population 

during a specified period of time � 1:000: (1)
Total person � time ðthe sum of the time periods of observation of 

each person who was observed for all or part of the entire time periodÞ 

It is important to mention that the person-time unit is not in all occasions equivalent to the 
person-time of all individuals. For example, one person-year could represent one person being 
followed for 1 year or two people being followed for 6 months. But in any case, this is a way of 
measuring incidence that is very useful in cohort studies because it avoids the issue of subjects 
shifting form one exposure group to the other. 

Finally, we have the selective survival bias. This bias is known in occupational health as the 
healthy worker effect and occurs when workers who have the health effect (disease or outcome) 
abandon the work, so a greater proportion of healthy exposed workers finally lead to under-
estimation of the health effect or outcome. This situation may happen when the exposed 
individuals have the condition already for certain time (prevalent cohort), so the probability 
to express the outcome is greater than individuals who were recently exposed (incident 
cohort). That effect is known as left truncation bias or time related (immortal time bias, time lag 
bias) [11, 12]. This influence has been described in several studies: occupational settings, 
development of AIDS among HIV patients, cancer survival, obstetric research, use of 
acetylsalicylic acid and myocardial infarction [13–15]. The last is a good example, showing 
how the use of a cohort recently diagnosed with myocardial infarction has differences in 
baseline characteristics and prognosis compared to the group that has had the disease for some 
time (prevalent cohort), even though they were taken from the same population. Then, the 
researcher suggested studying incident cohorts when estimating survival of a defined outcome 
[14]. Another example of occupational health has been published utilizing simulation with the 
Monte Carlo technique. Results showed that prevalent jobs contribute to descendant bias in an 
occupational cohort. This arises because individuals who are less susceptible to the exposure’s 
effect continue to be exposed, thus undervaluing the association [13]. 

2.2. Information biases 

Loss during follow-up may cause information bias that was already explained in detail in 
Section 2.1 [10]. 
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Usually in prospective cohorts, information bias is easy to elude, because measures may be 
taken during the design by including all variables in the registration forms (instruments), in 
order to not miss variables of interest. On the other hand, in retrospective cohorts, already 
existing records may be used. In that case, there could be missing data due to poor registration 
quality or due to variables that were not considered to be registered in advance. In both cases, 
the origin of missing information can lead to information bias. To minimize this effect on large 
population-based cohorts, it is possible to exclude individuals who have missing data from the 
analyses. But, this is a decision that researchers can take when the size of the remaining cohort 
still allows for sufficient statistical power to validate the results. That was the case presented in 
a large study conducted among the Danish population assessing the association between 
lifestyle and colorectal cancer [16]. From a total of 160,725 potential participants, several 
hundreds were not included due to nonresponse, cancer diagnosis and missing data 
(N = 997). Finally, a cohort of over 55,000 people was included in the investigation. 

One important source of bias in cohort studies can occur when diagnosing the health event or 
outcome. It is necessary to apply the same protocol for measuring or evaluating the health 
outcomes in exposed and nonexposed individuals in order to avoid the biases of misclassi-
fication [9]. Similarly to what happen in the previously explained bias caused by loss of follow-
up, the final effect of misclassification will depend on whether the inaccuracy in the evaluated 
outcome influences both exposure groups (global misclassification bias) or only affects one of 
them (differential misclassification bias). 

Let us have a look at a hypothetical example in a study that evaluates the risk of having 
myocardial infarction due to exposure to a high-fat diet. Table 1 shows the correct classifica-
tion. 

If the evaluation of the exposure is misled in both groups due to the mistakes in the daily food 
register, this results in a non-differential misclassification. Imagining that 20% of the exposed 
people go to the nonexposed group and 20% of nonexposed goes to the exposed group, we 
could have the following situation (Table 2). 

In that case, the relative risk is diminished due to a higher incidence among the nonexposed 
group. 

Now, suppose that the evaluators applied two diagnostic tests to the exposed that resulted in 
an increased diagnosis of myocardial infarction among the exposed group. This will result in a 
differential misclassification due to the mistaken diagnosis in the outcomes (Table 3). 

High-fat diet Myocardial infarction 

Disease No disease 

Exposed 250 450 

Nonexposed 100 900 

RR = (250/700)/(100/1000) = 0.357/0.1 = 3.57. 

Table 1. High-fat diet and acute myocardial infarction, correct classification. 
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High-fat diet Myocardial infarction 

Disease No disease 

Exposed 290 410 

Nonexposed 260 740 

RR = (290/700)/(260/1000) = 0.414/0.26 = 1.59. 

Table 2. High-fat diet and acute myocardial infarction, non-differential misclassification. 

High-fat diet Myocardial infarction 

Disease No disease 

Exposed 295 405 

Nonexposed 100 900 

RR = (295/700)/(100/1000) = 0.421/0.1 = 4.21. 

Table 3. High-fat diet and acute myocardial infarction, differential misclassification. 

In this last case, when 10% of the exposed people without myocardial infarction moved to the 
disease group, the result is a higher relative risk due to a higher incidence among the exposed 
group. 

A good example of this kind of misclassification bias could be given regarding the use of 
mortality records, which are frequently used in epidemiological studies. The registered codes 
of the diagnoses may be mistaken and lead to misclassification of the outcomes. That was 
studied recently by Deckert, who reported the results of a simulation study based on real data 
of cardiovascular disease mortality [17]. He reported that non-differential bias can to lead to a 
null hypothesis, whereas differential misclassification leads the observed Standardized Mor-
tality Ratios to be incorrect, in either direction or magnitude. Differences were from 10 to 30%, 
depending on the sensitivity and specificity characteristics of the diagnosis of cardiovascular 
disease [17]. Statistic techniques like quantitative bias analysis (QBA) or bootstrapping disease 
status imputation could be used to correct misclassification bias due to correct diagnostic 
codes [18]. Although statistical adjustments are possible to do in cases where standard infor-
mation is available, these techniques are not always enough to overcome the bias. An example 
is reported by Candice Johnson et al., related to the misclassification of self-reported obesity 
and diabetes, adjusted by the National Health and Nutrition Examination Survey [19]. 

Regarding the accuracy in gathering information during the follow-up visits, one could have the 
temptation to assess more strictly the exposed individuals than the nonexposed or to evaluate 
the exposed persons more frequently than the nonexposed. The advice is to apply the same 
protocol and instruments to both groups of people, and in that way, bias introduced by the 
observer or the instruments is avoided. We understand as instruments the questionnaires, 
weighting scale, sphygmomanometer, altimeter, laboratory tests/techniques and others. Addi-
tionally, if the person(s) who observe and diagnose the outcome are aware of the exposure status, 
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a preconception may lead to overdiagnose the exposed people and/or underdiagnose the 
nonexposed people. Alike in randomized trials, the best way to avoid this bias is blinding 
the observers. 

There is also a possibility that bias may originate from the observed individuals. It can happen 
that people, who know they are under observation, change their behavior. This has been called 
the Hawthorne effect and is due to the effects that the research can produce in the participants 
(observers and/or studied individuals). This was first described in a factory near Chicago 
between 1924 and 1936, in which a group of workers who knew they were under strict 
supervision significantly improved their productivity, compared to workers who were not 
aware of being observed [20]. There is still some controversy about the real predisposition 
effect of the participant’s observation and the amount of bias that could cause. Some studies 
have found such an effect, but others have not [20, 21]. For example, a study conducted in 
Tanzania regarding malaria treatment did find a modest suggestion that the health profes-
sionals maintained better practice during the study [22]. 

Finally, all types of epidemiological studies may be affected by partiality in the phase of the 
analysis. The way to avoid this analytical bias is by masking or blinding the statistician. That 
means the statistician, or the person performing the analysis, does not know the exposure 
condition at the time of the analysis. 

2.3. Confusion bias and interaction 

We understand a confounder as a variable that is associated with the exposure as well as to the 
health event or outcome, but not being necessarily a cause of the event. For example, an 
inaccurate causal inference can be made between drinking coffee and pancreatic cancer, when 
drinking coffee has been associated with a smoking habit [4]. This is known as spurious 
association. 

The most common confusion variables to be considered during the design of any epidemio-
logical study are gender and age. As cohort studies are observational, people are not randomly 
assigned to the exposure and nonexposure group; it is not always possible to match both 
groups by certain variables such as sex, age, or other confounders. Depending on the exposure 
or events being studied, other variables could work as confounders; therefore, before design-
ing any study, it is important for researchers to read previous studies and develop the design 
with all evidence that highlight confounders. 

Several examples can be given in this matter: (1) In the aforementioned study about 
acetylsalicylic acid exposure and major bleeding, confounders considered were age, sex, pre-
vious hospitalization for alcoholism, non-bleeding ulcer disease, other non-bleeding condi-
tions, and comorbidities [15]; then the researchers could adjust the risk ratios according to 
those variables. (2) In the study relating endometriosis and infertility, the considered con-
founders were menstrual cycle pattern, hirsutism, participant’s birthweight, race, household 
income, husband’s education, BMI at age 18 years, alcohol consumption, oral contraception 
use, any analgesic use, health screening behavior, personal history of cardiovascular disease, 
and personal history of diabetes [23]. In that case, researchers could evaluate if any of those 
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variables truly acted as confounders or not. (3) In a study relating air pollution and mortality 
risks, past exposure to pollution and habit of tobacco consumption were not considered; 
because they may act as confounders for the results of the association and causal inference 
could be misled [24]. For a better understanding, please refer to Figure 1. 

There are some cases in which the dose of exposure may introduce confusion. Such is the case 
of age, smoking, or drinking alcohol. Age involves the quantity of years (or months) itself, and 
for the analysis, it will be possible to use as a continuous variable or create ranges of age for 
stratification analysis. On the other hand, for consumption, it is recommended to consider 
registering the quantities being consumed by the individuals, so strata can be made during the 
analysis phase. Tobacco may be registered by number of cigarettes per day. The case of alcohol 
is rather difficult. The suggestion is to ask for quantity (number of glasses) and types of drinks 
consumed and then transform it into grams of pure alcohol consumed daily or weekly. 

Confounding variables can be controlled in several ways: restriction, matching, stratification 
and more sophisticated multivariate techniques [2]. 

Restriction is a simple way of avoiding the introduction of already known confounders, by 
excluding people who present that factor from the beginning. The problem is that this could 

Figure 1. Scheme of confounding (smoking) in relation to the exposure (air pollution) and the outcome (acute myocardial 
infarction). 
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limit recruitment and the representativeness of certain population groups. So, while increasing 
the internal validity, this may reduce external validity [2]. 

As it was said before, matching is rather difficult to do in prospective studies because the first 
enrolment criterion is the exposure. Matching normally is used in case control studies, but 
researchers could emphasize that the proportion of women and men would be 50% each or 
that a ratio of young/old people was similar in the exposure groups. 

Stratification is a simple statistic technique that could be used during analysis, but that 
requires forethought concerning the possible confusion variables and registering them. 

The technique consists of separating the analysis of association, according to strata of the 
confusing factor, for example, perform separate analyses of men and women when it is 
suspected that gender may be a confounder. Then, when the difference between the calculated 
raw risk and the risk calculated by strata is over 15%, we could say that confusion is present. 

Let’s see an example. In a rural area, a study proposed to evaluate the relationship between 
indoor exposure to smoke—from the combustion of wood stoves—and the occurrence of 
tuberculosis (TB). The results obtained are presented in Table 4. 

Therefore, the factor indoor exposure to wood smoke for food cooking turned out to be positively 
associated with the disease. In other words, the incidence of the disease among the exposed 
group was significantly more than two times greater than that among the nonexposure group. 

Given that there is a suspicion that cigarette smoking could modify the effect of indoor 
contamination on the risk of acquiring tuberculosis, smoking habits were considered. Then, it 
was possible to assess if this condition acted as a confounder in the association between 
tuberculosis and indoor smoke exposure using stratification. 

The stratification is shown below, where the smoking habit was coded as “never” or “past or 
present” (Tables 5 and 6). 

As a conclusion of the stratification results, the factor indoor exposure to smoke was found to be 
positively and significantly associated with the disease, both in nonsmokers and in past or 
present smokers. However, in past or present smokers, the risk of suffering from tuberculosis 
is 44% higher than in nonsmokers (from 2.57 to 2.12), when the indoor pollution was present, 
confirming that smoking habit acts like a confounder in the association between indoor smoke 
and tuberculosis incidence. 

Indoor exposure to smoke Tuberculosis 

Disease No disease Total 

Exposed 

Nonexposed 

Total 

50 

238 

288 

21 

524 

545 

71 

762 

833 

The RR calculation is presented as: RR = (50/71)/(238/762) = 0.704/0.312 = 2.25. 

Table 4. Tuberculosis and indoor exposure to smoke from wood burning. 
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Indoor exposure to smoke Tuberculosis 

Disease No disease Total 

Exposed 33 17 50 

Nonexposed 186 411 597 

Risk ratio calculation among never smokers: RR = (33/50)/(186/597) = 0.66/0.311 = 2.12. 

Table 5. TB and indoor exposure to smoke from wood burning of never smokers. 

Indoor exposure to smoke Tuberculosis 

Disease No disease Total 

Exposed 17 4 21 

Nonexposed 52 113 165 

Risk ratio calculation among smokers past or present: RR = (17/21)/(52/165) = 0.81/0.315 = 2.57. 

Table 6. TB and indoor exposure to smoke from wood burning of past or present smokers. 

Smoking past or present Tuberculosis 

Disease No disease Total 

Yes 52 113 165 

No smoking 186 411 597 

Risk calculation of smoking among nonexposed to smoke from wood burning: RR = (52/165)/(186/597) = 0.315/ 
0.311 = 1.01. 

Table 7. TB and smoking habits (without indoor exposure to smoke from wood burning). 

In addition to confusion, we have the concept of interaction that refers to the effect that two of 
more factors have by increasing or reducing the incidence of a disease when they are together. 
Then, the incidence resulting when the factors are together differs from the incidence when the 
factors are isolated. 

Let us try to find interaction in the same example. 

In order to assess interaction, it will be necessary to calculate the association between smoking 
and tuberculosis alone (without the indoor exposure to wood burning smoke) Table 7. 

The result shows that the relative risk of developing TB due exclusively to the habit of smoking 
is almost nil. But, to know if there is interaction, we should estimate if the presence of both 
exposures together differs or not from the expected effects if the two exposures were simply 
the sum of both. 

From the previous tables and calculations, we have that the incidences are the following: 
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• Incidence rate of TB without any smoke exposure = 31.1% 

• Incidence rate of TB with smoking only = 31.5% 

• Incidence rate of TB with indoor pollution only = 66% 

• Incidence rate of TB with smoking and indoor pollution = 81% 

In order to know whether interaction is present, we should clear the incidences from the 
underground risk of developing TB (baseline incidence). Then, we should start by calculating 
the attributable risks (ARs), as follows: 

AR to smoking = (TB incidence due to smoking˜baseline TB incidence) = 31.5–31.1 = 0.4. 

AR to indoor pollution = (TB incidence if indoor pollution˜baseline TB incidence) = 66–31.1 = 34.9. 

The expected attributable risk to both factors would be the addition of the TB incidence of 
(smoking + indoor contamination) = 34.9 + 0.4 = 35.3%. Then, the expected incidence will be 
(31.1 + 35.3) = 66.4%. 

But the real TB incidence with both exposure factors was 81%. The difference between 81 and 
66.4 would be attributable to the interaction, which is 14.6%. 

In other way, the incidence when both factors are together is higher than the addition of 
incidences when the factors are alone, taking into consideration that we have to clear the 
underground risk (incidence of TB in population free of exposures). 

Effectively, we have shown that interaction is present, because the incidences of both expo-
sures together differ from the expected effects if the two exposures were simply the sum of 
both. As a conclusion, the indoor pollution is a risk factor to develop TB in that setting, but this 
risk increases substantially more if people smoke indoors. For a better understanding, please 
refer to Figure 2. 

Coming back to the control of confusion bias, adjustment techniques using statistical models 
require computer training and have the advantage of working with two or more possible 
confounding variables; opposite to stratification that permits working on one factor only. When 
using modeling multivariate techniques, logistic regression or proportional hazard regression 
might be used, but researchers must be aware of how to interpret the results properly [2]. 

An important comment about the confusion is that finding a confounder is not always an issue 
to be worried about. It could also be useful. For example, in the mentioned study about pesticide 
exposure in agricultural workers and cognitive impairment, gender turned out to be a con-
founder [7]. This resulted from the type of work performed differing between men and women. 
Men used to perform tasks like mixing, blending and applying pesticides; while women proned 
to collecting fruits, so men were directly exposed to the toxins. Then, knowing that men were 
more exposed and, consequently, more susceptible to the health damage, the preventive mea-
sures may be oriented by strengthening them toward men, but still keeping care on women. 

Finally, confounders are not a mistake in the research, but a phenomenon that is present must 
be understood by the investigators in order to finally consider them when interpreting the 
results of the study [4]. 
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Figure 2. Incidence rates and attributable risk to factors related to TB incidence and their interaction. 

3. Conclusions 

As shown, biases can be present in any study, originating from multiple steps of the investiga-
tion. Their presence should not be grounds for rejection of the results due to the poor quality of 
the study, but careful attention is required when interpreting the results. To the extent that the 
researcher is able to recognize the biases, he/she can be proactive in mitigating them, either by 
way of improving the design or applying statistical techniques (stratification or multivariate 
adjustment) when analyzing the results. Therefore, when clinicians or researchers look for 
good quality of articles to read and use as references, they must recognize them when 
interpreting the results and acknowledge the limitations that the studies may have. 

It should be noted that biases are more frequent among retrospective cohort, given by missing 
information when using existing records (information bias) or by selection bias, because 
individuals are selected after the outcome has occurred, so both conditions (exposure and 
outcome) are present at the moment of enrollment. In that case, it is easier that exposed or 
unexposed subjects would be related to the result of interest, causing selection bias. On the 
other hand, a prospective cohort design could be affected by the loss of follow-up. Both types 
of cohort studies may be influenced by information bias, confusion or interaction. 
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Interesting tools for weighting quality and predisposition to unfairness in observational stud-
ies have been gathered and reported by Sanderson et al. [25]. Those included items for 
selection methods, measurement of study variables, design-specific sources of bias, control of 
confounding variables and use of statistics. 

Finally, it is considered that cohort studies are used normally as a source of information of 
systematic reviews and meta-analysis. In those cases, publication bias and outcome reporting 
bias must be taken into consideration. This is because the journals are prone to publish positive 
results rather than negative ones, a situation that has been shown [26]. 
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Abstract

Chronic pain is an important clinical and social problem worldwide, affecting one in every
five people. It generates a large economic burden on the health system and million dollar
losses in the socio-labour field, and also directly impacts the health and quality of life of
people by generating different levels of disability. Nowadays, it has been shown that this
clinical manifestation is influenced by biological, psychological and social components,
creating a complex scenario when proposing an effective therapeutic intervention. In con-
sideration of this reality, we present a review of the available scientific evidence regarding
the contributions that cohort studies provide for understanding chronic musculoskeletal
pain, with the aim of identifying risk factors, prognostic factors and rehabilitation.

Keywords: chronic pain, cohort studies, risk factors, prognosis, physical therapy,
rehabilitation

1. Introduction

Chronic pain is an important clinical, social and economic problem worldwide [1]. It is a
common problem that entails a series of consequences affecting the quality of life of those
patients afflicted with chronic pain, along with the difficulty placed on the health system due
to the various benefits provided, producing permanent economic conflicts [2].

This reality leads to the constant pilgrimage of patients through various medical specialties,
physical medicine and rehabilitation services, excessive and varied consumption of drugs that
together have highly unsatisfactory results, thus producing a hopeless scenario for people with
chronic musculoskeletal pain [3].
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Therefore, the governments of each country are concerned about finding means that provide 
a solution for this situation, searching and promoting different strategies for the health sys-
tem [4]. 

This demand for assistance has proved a great challenge for the worldwide scientific commu-
nity, where they must focus their efforts on finding and providing evidence for a better 
understanding of the nature of chronic pain and its intervening mechanisms; seeking to 
contribute to the development of effective health interventions, both preventive and curative. 

Pain is a complex clinical manifestation, difficult to describe fully, especially when it becomes 
persistent and disabling. Therefore, defining the experience of each individual and reaching a 
full consensus on the matter is not easy. The understanding of pain has been a subject of 
extensive discussion, especially over the last two decades where exponential advances have 
been made. 

The International Association for the Study of Pain (IASP) defines it as an unpleasant sensory 
and emotional experience associated with actual or potential tissue damage or described in 
terms of such damage [5]. 

The World Health Organization classifies the pain as acute, chronic malignant and chronic 
non-malignant, incorporating chronic musculoskeletal pain in the latter. 

Chronic musculoskeletal pain is conceptualized in diverse ways; either as pain that lasts for 
more than 3 months or pain that exceeds the time of tissue recovery. It is also known as pain 
that lasts for more than 6 months [5]. 

1.1. Epidemiology of chronic pain 

The prevalence of chronic pain is on average 20% worldwide [6], but the numbers are variable 
depending on different factors such as, the methodology used in each study, the region or 
country analyzed and the age range; it fluctuates between 2 and 50% [2]. The prevalence of 
chronic pain in adults is in the range 12–42% worldwide [7]. 

In Europe, non-oncological chronic pain in 2011 fluctuated between 10 and 30%. In 2013, an 
estimated 20% of adults suffered from chronic pain [2]. 

In the USA, the reported frequency of chronic pain in women is 34.3 and 26.7% in men, 
increasing with age, and with lumbar pain being the most frequent cause (8.1%, followed by 
osteoarthritis 3.9%). During the year 2010, the National Health Interview Survey reported that 
39.4 million American adults suffered from persistent pain of which 67.2% manifested constant 
pain and 50.5% reported unbearable pain [7, 8]. 

In 2001, the Australian population presented a prevalence of 17.1% in men and 20% in women, 
increasing to 27% in women between 65 and 69 years, with a peak of 31% in the age range of 
80–84 years [9]. 

A study in 2005 reported that in Spain, the prevalence of chronic pain ranged between 10.1 and 
55.2%, with a higher incidence in women [10]. On the other hand, in 2002, a study estimated a 
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prevalence of 23.4%, where 23% were rheumatological diseases (7 million people) and 50% 
comprised work disabilities [11, 12]. 

Regarding chronic pain in the elderly population, in Sweden in 2016, the prevalence was 
38.5%, being more common in women and in the age range 85–94 years, with an incidence of 
5.4% per year [13]. In 2013, in the United States, the prevalence in older adults ranged between 
27 and 86%, and between 13.3 and 20% patients developed pain after 3 to 6 years. 

In children and adolescents, the prevalence of back pain for longer than 3 months ranges from 
18 to 24% [1, 7, 14]. 

1.2. The economic impact of chronic pain 

Considering the high healthcare demand generated by chronic musculoskeletal pain, added to 
the functional limitations and disability that this entails, chronic pain involves a high economic 
cost and diverse social consequences. 

In Australia, the impact of lumbar spine disorders on the labour force generates a loss of AU $ 
4.8 billion per year. Estimating that people with chronic moderate–severe pain lose an average 
of 8 work days every 6 months, the government spends millions in additional payments for 
welfare and large losses in tax revenues, adding annually AU $ 2.9 billion in losses of internal 
product gross (GDP) [15]. 

It is estimated that older Australians who do not work due to poor health, reduce the GDP by 
14.7 billion per year, with lumbar pain and arthritis responsible for half of this burden [16]. 

The total indirect and direct costs resulting from adolescents with chronic pain in the United 
Kingdom is approximately £8.000 per year [17]. 

In Europe, chronic pain produces a total estimated cost of 1.5 to 3.0 of the GDP [18]. 

In Belgium, the cost for the health system only for back pain ranges between € 83.8 and € 164.7 
trillion per year, in the UK £1 trillion, and Germany €5.11 trillion [1, 6]. 

In 2010 in the USA, the total costs resulting from chronic pain varied between $560 and $635 
billion, exceeding the annual costs produced by heart disease, cancer and diabetes [7]. 

Consequently, it is clear that we are facing a large clinical and socio-economic problem; the 
pandemic nature of chronic pain has been difficult to control by health services throughout the 
world. 

Despite its great impact, therapeutic approaches and rehabilitation for people with chronic 
musculoskeletal pain is still a pending issue and remains an important challenge to the 
scientific field. Although scientific advances have reoriented therapeutic approaches, there 
is still a great need to strengthen knowledge and provide greater support to the clinical 
field. 

There are various interventions and factors that act on pain and that deserve to be studied 
through analytical and observational designs to deepen our knowledge in this field. 
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Consequently, this chapter proposes to review the available scientific evidence from cohort 
studies, emphasizing their importance and contribution to understanding chronic musculo-
skeletal pain, the identification of risk factors, associated prognostic factors, visualizing the 
development of follow-ups after rehabilitation interventions, assessing the clinical impact of 
the delivered evidence, and also trying to identify the components that can contribute to daily 
clinical practice. 

Observational studies can provide more information than clinical studies in diverse compo-
nents due to the multifactorial and multidimensional nature of pain. 

2. Cohort studies of chronic musculoskeletal pain 

Cohort studies allow us to identify the behaviour of different factors that can influence chronic 
musculoskeletal pain over the course of time, such as risk factors, protective factors and 
prognostic factors, as well as observe the short and long term results of a specific therapeutic 
intervention. 

2.1. Risk, protector and prognostic factors in chronic pain 

In this review, it can be observed that the research found mainly focus on the study of pain in 
high prevalence musculoskeletal disorders, such as generalized musculoskeletal pain, chronic 
lower back pain syndrome (LBPS), and whiplash (Table 1). The risk factors observed were 
stress, anxiety, fear of movement, fear-avoidance behaviors, catastrophic beliefs of pain, pain 
intensity, depressive symptoms, psychological distress, somatisation, perceived physical exer-
tion, traumas, critical life events, co-morbidities, smoking and obesity. 

As protective and prognostic factors, we find self-efficacy, active pain coping, resilience, self-
perception of health, social support at work, quality of sleep, stress and anxiety control, level of 
disability related to pain, acceptance of pain, body awareness, behaviour, quality of life related 
to health, recovery expectations, classification by subgroups of risk, influence of a healthy 
lifestyle, self-perception of prognosis and high uric acid plasma concentrations. 

2.1.1. Generalized chronic pain (GCP) 

GCP is a common symptom of musculoskeletal pain, especially in older adults. This condition 
often has an important impact on functional capacity, generating different disability levels. 

Since the elder population is prone to developing fragility due to different factors, a longitu-
dinal study performed over an average of 4.3 years of a cohort of 2736 European men 
recruited from cities in eight countries (Florence (Italy), Leuven (Belgium), Lodz (Poland), 
Malmo (Sweden), Manchester (United Kingdom), Santiago de Compostela (Spain), Szeged 
(Hungary) and Tartu (Estonia)), showed that people with GCP were significantly more likely 
to develop or increase fragility, independent of previously identified risk factors such as 
smoking or alcohol consumption. Therefore, a comprehensive evaluation of elderly people 



Cohort Studies in the Understanding of Chronic Musculoskeletal Pain 51 
http://dx.doi.org/10.5772/intechopen.75517 

Reference Sample Follow- Factors related to Measurement Instrument Outcomes 
up time pain 

Fredrika 2.736 4.3 years 
et al., 2016 

Melloh 315 6 months 
et al. [24] 

Andersen 4.977 3 years 
et al. [20] 

Bohman 8.994 4 years 
et al. [25] 

Chronic pain and 
frailty 

Pain 
prognostic 
occupational 
factors 

Perceived physical 
exertion during 
healthcare work 

Influence of the 
behavior of a 
healthy lifestyle 
in the prognosis of 
the lower back 
pain 

Frailty 

Depression 

Quality of life 

Physical activity 

Physical 
performance 

Balance and 
postural 
stability 

Location of pain 

Perceived 
exertion 

Musculoskeletal 
symptoms 

Musculoskeletal 
symptoms 

Healthy lifestyle 
behaviour 

Frailty index (FI) 

Beck’s Depression 
Inventory-II 
(BDI-II) 

36-Item Medical 
Outcomes Study 
Survey (SF-36) 

Physical Activity 
Scale for the 
Elderly (PASE) 

Physical 
Performance Test 
(PPT) 

Tinetti’s balance 
and postural 
stability index 

Body pain 
drawing 

Model from Pfau 
et al. 

Borg’s rate 
perceived exertion 
scale (RPE) 

Standardized 
Nordic 
Questionnaire 

Standardized 
Nordic 
Questionnaire 

Self-report 
questionnaire on 
healthy lifestyle 
behaviour 

Among men who were 
non-frail at baseline, 
those with chronic 
widespread pain were 
significantly more likely 
to develop 
frailty. 

After adjustment for age 
and centre, compared 
with those with no pain, 
those with Chronic 
widespread pain at 
baseline had a 70% 
higher frailty index at 
follow-up 

Social support at work 
should be considered as 
a resource preventing 
the development of 
persistent LBP (an 
overall predictive value 
of 78%). 
Somatization should be 
considered as a risk 
factor for the 
development of 
persistent LBP. 

Female healthcare 
workers with light 
perceived physical 
exertion during 
healthcare work have a 
better prognosis for 
recovery from long-
term pain in the low 
back and neck/ 
shoulders 

The risk was reduced by 
35% for women with 
one healthy lifestyle 
factor and 52% for 
women with all four 
healthy lifestyle factors 

http://dx.doi.org/10.5772/intechopen.75517


52 Cohort Studies in Health Sciences 

Reference Sample Follow- Factors related to Measurement Instrument Outcomes 
up time pain 

Williamson 599 12 months Risk factors for 
et al. [26] chronic disability 

in patients with 
acute whiplash 
associated 
disorders seeking. 

Andersson 107 12 months Increase in serum 
et al. [21] uric in chronic 

pain 

Neck disability Neck Disability 30% of participants 
Index (NDI) (n = 136/459) who 

Pain intensity returned their 12 month 
Modified Von- questionnaire had 

Whiplash Korff Pain Scale developed chronic 
grades disability. 

The Quebec 
Neck of Taskforce WAD Baseline disability had 
movement grading system the strongest association 

with chronic disability, 
Coping Neck range of also psychological and 

movement (ROM) behavioral factors were 
Pain important. 
catastrophizing Coping strategies 

questionnaire The total number of risk 
Fear Avoidance (CSQ) factors present should 
Beliefs be considered when 

The Pain evaluating the potential 
Coping Catastrophizing for poor outcome 

Scale (PCS) 

Fear Avoidance 
Beliefs 
Questionnaire 
(FABQ) 

Pain coping 
questionnaire 
(PCQ) 

Passive coping 

General Health General Health 
Questionnaire 
(GHQ)-12 

Social support Multidimensional 
scale of perceived 
social support 

Number of pain The sum of A relative increase in 
locations reported areas serum uric in 

with current pain combination with report 
location of a high number of 

pain locations turned 
Pain intensity Visual analogue out to be a risk factor 

scale (VAS) of increased pain 
extension 

Pain duration Question on 
duration of Corticosteroids 
current pain diminished the risk of 

developing an increased 
Body mass Calculated from number of pain 
index initial locations 

measurements of 
height and 
weight. 
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Reference Sample Follow-
up time 

Factors related to 
pain 

Measurement Instrument Outcomes 

Alcohol An index based 
consumption on frequency of 

intake for strong 
beer, red and 
white wine and 
spirits 

Report of stress Multidimensional 
Pain Inventory 
(MPI) 

Sleeping 
difficulties 

Multidimensional 
Pain Inventory 
(MPI) 

Depression Hospital Anxiety 
and Depression 
Scale” (HADS) 

Use of steroid Answer to a 
question on the 
use of steroids 
(oral, 
intramuscular or 
intraarticular) last 
month 

Table 1. Risk factors in chronic pain. 

with generalized pain is important to visualize the impact of musculoskeletal pain on 
functionality and general health wellbeing [19]. 

In the adult population, a prospective study with a cohort of 4977 Danish people working in 
the health industry sought to determine how different levels of perception of physical effort 
during work influence the prognosis of long-term recovery of those with pain in different 
regions of the body (lumbar area, neck/shoulder and knees). They concluded that a physical 
effort perceived as light was associated with a good long-term prognosis for pain in the lower 
back, but not for knee pain. A perception of moderate physical effort is associated with a poor 
long-term prognosis for all the regions with reported pain [20]. 

Another study in adult women about GCP and the increase in pain locations shows a 
significant correlation with the increase in uric acid plasma concentrations after a one-year 
follow-up, recognizing this combination as a risk factor for the expansion of inflammatory 
and non-inflammatory pain [21]. 

2.1.2. Chronic low back pain 

Physical, psychological and behavioral components of chronic LBPS have a direct implication 
on the transition from acute to chronic pain. The risk factors for this transition include anxiety, 
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depression, traumas and critical life events; meanwhile, the protective factors include resil-
ience, coping strategies, stress management and self-efficacy. 

Another study determined that depression, psychological distress, passive coping strategies 
and high levels of fear related to pain are predictors of a poor evolution in patients suffering 
from chronic LBPS [22]. They also added the knowledge of the possibility of developing 
chronicity at the onset of pain as another risk factor. 

Self-perception of general health, considering both physical and psychosocial dimensions, plus 
the expectations of patient recovery, presents a strong relation for a positive evolution [23]. 

Additionally, assessment of the chronicity of occupational back pain discovered two predictors 
related to work with a predictive value of 78%. The report observed social support as a 
protective factor and somatisation as a risk factor for development of persistent pain. Conse-
quently, cognitive and psychological components play a vital role in the development or 
control of chronic low back pain [24]. 

When considering the influence of a healthy lifestyle as a prognostic factor for lower back pain, a 
Swedish study followed a cohort of 3938 men and 5056 women over 4 years. They were classified 
into five levels according to the number of healthy lifestyle factors they presented (0 to 4), 
declaring healthy factors as: non-smoking, no alcohol risk consumption, a recommended level 
of recreational physical activity and recommended weekly consumption of fruits and vegetables. 
The study established cut-off points (healthy / unhealthy) according to the recommendations for 
a healthy lifestyle established by the World Health Organization (WHO). There was a decrease in 
the risk of developing persistent lower back pain in women who only presented occasional lower 
back pain; decreasing the risk by a larger proportion as more healthy factors were present. 
Therefore, a healthy lifestyle is an effective indication of an improved prognosis [25]. 

2.1.3. Whiplash pain 

People with acute disorders associated with whiplash are exposed to a complex clinical 
outcome, hindering favorable evolution due to the psychological impact generated by the 
traumatic circumstances experienced due to the injury. In this disorder, there are a high 
number of risk factors, such as psychological distress, passive coping, high initial disability, 
intense pain and long recovery time. A longitudinal study performed in the United Kingdom 
identified and assessed the impact of risk factors of developing chronic disability in acute 
whiplash disorders. The study consisted of a cohort of 430 subjects with a history of whiplash, 
initially assessing risk factors on average 32 days after injury, with a follow-up 12 months later. 
They found that the presence of a risk factor increased the risk of developing a chronic 
disability by 3.5 times and the presence of four or five risk factors increased this risk 16 times. 
Therefore, it is evident that the disability is directly influenced by psychological factors, 
behavioral factors and the presence of initial disability [26]. 

2.2. Therapeutic approaches for chronic musculoskeletal pain 

Cohort studies have also contributed to the development of convincing evidence useful for 
developing therapeutic approaches for chronic pain, indisputably supporting clinical proce-
dures and the establishment of public health policies. 
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The elaboration of an effective intervention plan for the rehabilitation of chronic pain patients 
is a constant challenge. It is for this reason that current therapeutic strategies and procedures 
try to cover the different components involved in the development of this clinical situation. 
Based on this need, the evidence from observational studies shows different intervention 
measures, such as polymodal or interdisciplinary programmes, studies about the acceptance 
of pain, pain education programmes, the involvement of attention/distraction and self-care 
plans on pain, and auto-therapeutic indications that focus on self-efficacy and recovery expec-
tations or patient-centred approaches (Table 2). 

A therapeutic programme based on pain education showed significant improvements regard-
ing pain intensity, disability, catastrophism, depression, anxiety and health, with few positive 
results on anguish and cognition [27]. Acceptance of pain, considered as the willingness to 
participate in various activities in the community despite the pain, has been associated as a 
positive mechanism regarding the intensity of the perceived pain, improvements in the 

Reference Sample Follow- Intervention Measurement Instrument Outcomes 
up time 

Mehlsen 87 5 months The Chronic Pain 
et al. [22] Self-Management 

Programme is a 
lay-led patient 
education 

Pieber 96 18 months Multidisciplinary 
et al. [29] rehabilitation 

program. 

Pain 

Pain intensity 

Physical 
disability 

Pain 
Catastrophizing 

Pain-related 
self-efficacy 

Depression, 
anxiety, 
physical 
symptoms, 
illness worry 

Pain 

Physical 
disability 

Mobility 

Muscle strength 

Quality of life 

Visual analog 
scale (VAS) 

McGill Pain 
Questionnaire 

Modified Roland-
Morris Disability 
Questionnaire 

Pain 
Catastrophizing 
Scale 

Arthritis Self 
efficacy Scale 

The Common 
Mental Disorders 
Questionnaire 

Visual analog 
scale (VAS). 

Roland–Morris 
disability 
Questionnaire 
(RM) 

Range of motion 
(ROM) 

Muscle strength 

Short Form 
Health 
Survey (SF-36) 

Participants 
showed significant 
improvements in pain, 
disability, catastrophism, 
depression, anxiety and 
health worry, and the 
changes remained stable 
during the follow-up 
period. 

A consistent pattern of 
stable improvements in 
pain, cognition of pain and 
distress was observed, but 
the scope of the changes 
was modest. 

Persistent improvements in 
muscle strength, pain, 
function and quality of life 
in patients with chronic low 
back pain. 
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Reference Sample Follow- Intervention Measurement Instrument Outcomes 
up time 

Verkerk 1.760 5 and 
et al. [31] 12 months 

Koele 165 21 months 
et al. [32] 

Pietilä 93 8 years 
Holmner 
et al. [33] 

Multidisciplinary 
therapy 

15-week 
multidisciplinary 
rehabilitation 
program 

Interdisciplinary 
team assessment 
and a 4-week 
rehabilitation 
program 

Pain 

Fatigue 

Kinesiophobia 

Quality of life 

Pain 

Disability 

Pain 
catastrophizing 

Fatigue 

Overall quality 
of life 

Pain 

Anxiety, 
depression 

Visual analog 
scale (VAS) 

Fegree of present 
fatigue 

Tampa Scale for 
Kinesiophobia 
(TSK) score 

Short Form 
Health 
Survey (SF-36) 

Physical 
Component 
Summary (PCS) 
Mental 
Component 
Summary (MCS]) 

Numerical rating 
scale (NRS pain) 

Pain Disability 
Index (PDI) 
The 
Multidimensional 
Pain Inventory 
(MPI) 

Pain 
Catastrophizing 
Scale (PCS) 

Numerical rating 
scale (NRS 
fatigue) 

Short Form 
Health 
Survey (SF-36) 

Visual analog 
scale (VAS) 

The 
Multidimensional 
Pain Inventory 
(MPI) 

Hospital Anxiety 
and Depression 
Scale 

30% Improvement Between 
Baseline and 5- and 12-
month follow-ups. 
The prognostic 
factors were: being married 
or living with one adult, 
having no comorbidity, 
younger age, a higher 
education level, higher 
disability score at baseline, 
no previous rehabilitation, 
reporting low pain intensity 
at baseline, and a higher 
score on the SF-36 and PCS. 

Improvements in pain, 
activities and participation 
over time. 

There were significant 
differences seen in pain 
severity, interference of 
daily living, life control, 
negative mood, support, as 
well as anxiety and 
depression. 
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Reference Sample Follow-
up time 

Intervention Measurement Instrument Outcomes 

Gerdle 
et al. [30] 

227 12 months Multimodal 
rehabilitation 
programs 
(MMRP) 

Characteristics 
of pain 

Numeric 
rating scale 

Multidimensional 
Pain Inventory 
(MPI) 

Hospital Anxiety 
and Depression 
Scale (HADS) 

There were strong 
improvements in pain 
intensity and emotional 
aspect. 

The significant 
predictors were weak. 

The Chronic Pain 
Acceptance 
Questionnaire 
(CPAQ) 

The Tampa Scale 
for Kinesiophobia 
Life Satisfaction 
Questionnaire 
(LISAT-11) 

The Short Form 
Health Survey 
(SF36) 

Gardner 
et al. [34] 

20 
392 

2 months Test the 
preliminar 
effectiveness of a 
patient-led goal-
setting 
intervention 

Disability The European 
Quality of Life 
instrument (EQ-
5D) 
The Quebec Back 
Pain Disability 
Scale (QBPDS) 

Disability, pain intensity, 
physical quality of life, 
mental quality of life, total 
quality of life, self-efficacy 
and fear avoidance 
measures improved 
significantly between 
baseline and 2 months. 

Pain intensity 

Quality of life 

Numerical rating 
scale (NRS pain) 

Short Form 
Health 

Non-significant changes 
occurred in depression, 
anxiety and stress (P = 0.78). 

Survey (SF-36) 

Negative 
emotional 
states of 
depression, 
anxiety and 

The Depression 
Anxiety Stress 
Scale (DASS) 

stress 

Self-efficacy Pain Self-Efficacy 
Questionnaire 
(PSEQ) 

Fear of 
movement/ (re) 
injury 

Tampa Scale for 
Kinesiophobia 
(TSK) 
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Reference Sample Follow-
up time 

Intervention Measurement Instrument Outcomes 

Jensen 
et al. [28] 3.5 years Pain acceptance 

Pain acceptance 
Average pain 
intensity 

Pain 
interference 

Deppresive 
symptoms 

Chronic Pain 
Acceptance 
Questionnaire 
(CPAQ) 

Numerical rating 
scale (NRS pain) 
Patient-Reported 
Outcomes 
Measurement 

In every case, higher initial 
levels of pain acceptance 
were associated with better 
outcomes over time; ie, 
more improvement in 
depressive symptoms and 
sleep disturbance, and less 
increase in pain intensity 
and pain interference. 

Physical 
function 

Sleep 
disturbance 

Information 
System (PROMIS) 

Positive and significant 
association between change 
in pain and change in 
depression among those 
with relatively low activity 
engagement acceptance 

Table 2. Therapeutic approaches for chronic musculoskeletal pain. 

interference of pain in activities, in physical function, depressive symptoms and quality of 
sleep, which manage to endure over time [28]. 

When the intervention of chronic lower back pain is based on multidisciplinary rehabilitation 
including sensorimotor training, aerobic resistance, education and stress management, signif-
icant improvements were observed on lumbar extensor strength, range of motion, pain inten-
sity and quality of life. These improvements persisted long term, over 18 months after the 
intervention had ceased [29]. 

A 12-month monitoring of a multimodal chronic pain rehabilitation programme reported 
significant improvements regarding pain, psychological symptoms, social participation, health 
and quality of life, although this type of approach requires more research support [30]. 

The observation of a 2-month multidisciplinary approach (16 sessions) in 1760 patients with 
lower back pain showed a greater than 30% reduction in disability after a follow-up of 5 and 
12 months after the intervention, recognizing influential prognostic factors among the con-
trolled patients, such as improved self-perception of health, a lower degree of initial disability, 
no co-morbidities and a positive prognosis relation at a younger age [31]. 

Predictors of the improved results of multidisciplinary therapy as regards to generalized pain 
are associated with greater self-efficacy, lower anxiety, higher educational levels, less beliefs 
about the consequences and the male sex. Therefore, this information indicates that we should 
guide treatment towards these specific characteristics and/or facilitate the selection of patients 
that will have a better response to this type of treatment based on this information [32]. 

An interdisciplinary evaluation performed over 8 years after a 4 week rehabilitation programme 
in 93 women with chronic musculoskeletal pain, showed a significant short-term and long-term 
improvement in pain, control of anxiety and depression [33]. 
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Additionally, a novel pilot study based on a therapeutic approach with the establishment of 
objectives led by the patients themselves and supervised by a physiotherapist specialized in 
chronic lower back pain, showed significant improvements on quality of life, pain intensity, 
self-efficacy, fear-avoidance and level of disability, after 2 months of intervention and after a 
2 month follow-up. This supports the importance of therapeutic goals being based on the 
patient when planning an intervention plan [34]. Another study reported that including the 
distraction of pain in the therapeutic process benefited patients with chronic pain, especially 
those who show greater catastrophism. Therefore, the increase in pain intensity could be due 
to a higher level of attention to pain (hypervilance) [35] (Figure 1). 

In conclusion, this review about the evidence from existing cohort studies related to chronic 
musculoskeletal pain oriented on the understanding of risk factors, prognostic factors, 
protective factors and therapeutic approaches, allows us to extract important information 
for recognizing different clinical and psychosocial components involved in this condition 
that generally affect patients. This helps us to understand the characteristics of their behav-
iour and the pertinent therapeutic projections; facilitating the development of good clinical 
practices. 

Although it is true that observational research regarding chronic musculoskeletal pain remains 
insufficient, there is still some important information that potentiates our understanding and 
redirects the rehabilitation of chronic pain; emphasizing the contribution of existing and related 
controlled clinical trials, proposing a rehabilitation programme based on biopsychosocial care, 
trying to cover all the involved factors and dimensions, and giving way to polymodal and 
interdisciplinary intervention. 

Figure 1. Conceptual model of chronic pain. 
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The contribution of cohort studies to the understanding of chronic musculoskeletal pain, is 
supported under the methodological rigor of objectively establishing the definition of results of 
the observed variables, and favors the control of biases by using different instruments to obtain 
measurements that allow a conclusive description of an outcome. In the case of the assessment 
of pain intensity, the studies reviewed used the visual analogue scale (VAS), the McGill pain 
questionnaire, scale for the numerical assessment of pain, and the pain inventory. Regarding 
exposure variables for psychosocial factors such as pain catastrophizing, self-perception of 
health, stress, anxiety, perception of disability, etc., the studies applied the catastrophizing 
scale of pain, Tampa scale of kinesiophobia, arthritis self-efficacy scale, the common mental 
disorders questionnaire, the quality of life survey (SF-36), the pain disability index, and the 
Roland–Morris disability questionnaire, among others. 
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Health sciences require up-to-date and reliable information for decision-making 
related to the provision of health services and care. For this it is necessary that health 
professionals carry out relevant and correct research or appraise the available clinical 
research. Among the diferent research designs, cohort studies were developed over a 
century ago as a powerful methodological tool to determine risk factors for diferent 
events or health outcomes. Despite their potential biases and limitations, which are 

inherent in any epidemiological study, the fndings derived from cohort studies provide 
a high level of evidence for health decision-making. In addition, for many questions 
derived from health care, and due to the ethical concern or logistic impossibility of 

conducting a clinical trial, the cohort study can be the best option for clinical research. 

Tis book highlights the main characteristics of cohort studies: comparative advantages 
and disadvantages and their main strengths and limitations; and through examples 
shows the contribution of fndings from cohort studies to be used in the health feld. 
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